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Series Preface 

Mathematics is playing an ever more important role in the physical and biological 
sciences, provoking a blurring of boundaries between scientific disciplines and a 
resurgence of interest in the modem as weil as the classical techniques of applied 
mathematics. This renewal of interest, both in research and teaching, has led to 
the establishment of the series: Texts in Applied Mathematics (TAM). 

The development of new courses is a natural consequence of a high level of 
excitement on the research frontier as newer techniques, such as numerical and 
symbolic computer systems, dynamical systems, and chaos, mix with and rein­
force the traditional methods of applied mathematics. Thus, the purpose of this 
textbook series is to meet the current and future needs of these advances and en­
courage the teaching of new courses. 

TAM will publish textbooks suitable for use in advanced undergraduate and 
beginning graduate courses, and will complement the Applied Mathematical Sci­
ences (AMS) series, which will focus on advanced textbooks and research level 
monographs. 



Preface 

This is a text for a two-semester or three-quarter sequence of courses in partial 
differential equations. It is assumed that the student has a good background in 
vector calculus and ordinary differential equations and has been introduced to such 
elementary aspects of partial differential equations as separation of variables, and 
eigenfunction expansions. Some familiarity is also assumed with the application 
of complex variable techniques, including conformal mapping, integration in the 
complex plane, and the use of integral transforms. In this second edition, much of 
the needed background is reviewed in the Appendix. In addition, new material has 
been added to all the chapters, and some of the derivations and discussions have 
been streamlined. 

Linear theory is developed in the first half of the book and quasilinear and 
nonlinear problems are covered in the second half, but the material is presented 
in a manner that allows ftexibility in selecting and ordering topics. For example, 
it is possible to start with the scalar first-order equation in Chapter 5, to include 
or delete the nonlinear equation in Chapter 6, and then to move on to second­
order equations selecting and omitting topics as dictated by the course. At the 
Univeristy ofWashington, the material in Chapters 5, and 1-3 is covered during 
the third quarter of a three-quarter sequence that is part of the required program 
for first-year graduate students in Applied Mathematics. We offer the material in 
Chapters 4, and 6-8 to more advanced students in a two-quarter sequence. 

The primary purpose of this book is to discuss the formulation and solution of 
representative problems that arise in the physical sciences and engineering and are 
modeled by partial differential equations. To achieve this goal, all the basic physi­
cal principles of a given subject are first considered in detail and then incorporated 
into the analysis. Although proofs are often omitted, the underlying mathematical 
concepts are carefully explained. The emphasis throughout is on deriving explicit 
analytical results, rather than on the abstract properties of solutions. Whenever a 
new idea is introduced, it is illustrated by an example from an appropriate area of 
application. The ideas are further explored through problems that range in diffi­
culty from straightforward extensions of the textual material to rather challenging 
departures testing the student's skill at application. Several new problems have 
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been included in this edition, and all problems are now grouped by sections rather 
than chapters. 

The numerical solution of partial differential equations is a vast topic requir­
ing aseparate volume; here, the emphasis is on analytical techniques. Numerical 
solutions are mentioned only in connection with particular examples and, more 
generally, to illustrate the solution of hyperbolic problems in terms of character­
istic variables. Certain analytical techniques coverd in specialized texts have also 
been left out. The notable omissions concern the asymptotic expansion of solu­
tions obtained by integral transforms, integral equation methods, the Wiener-Hopf 
method, and inverse scattering theory. 
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The Diffusion Equation 

In this chapter we study the diffusion equation 

Ur - (uxx + Uyy + uzz ) = p(x, y, z, t), 

which describes a number of physical models, such as the conduction of heat in a 
solid or the spread of a contaminant in a stationary medium. 

We shall use this equation to introduce many of the solution techniques that will 
be useful in subsequent chapters in our study of other types of linear partial differ­
ential equations. To begin with, it is important to have a physical understanding of 
how the diffusion equation arises in a particular application, and we consider the 
simple model of heat conduction in asolid. 

1.1 Heat Conduction 

Consider a thin axisymmetric rod of some heat-conducting material with variable 
density p(x) (glcm3) (for example, a copper-silver alloy with a variable cop­
per/silver ratio along the rod). Let A(x) (cm2) denote the cross-sectional area and 
assurne that the surface of the rod is perfectly insulated so that no heat is lost or 
gained through this surface. (See Figure 1.1.) Thus, the problem is one-dimensional 
in the sense that all material properties depend on the distance x along the rod. 
We assurne that at each spatial position x and time t there is one temperature () 
that does not depend on the transverse coordinates y or z. Let Xl and X2 be two 
arbitrary fixed points on the axis. 

In the basic law ofconservation ofheatenergy forthe rod segment Xl :::: x :::: X2, 

the rate of change ofheat inside this segment is equal to the net flow ofheat through 
the two boundaries at Xl and X2, plus the heat produced by a possible distribution 
of internal heat sources in the interval. Consider an infinitesimal section of length 
dx in the interval XI :::: X :::: X2. Using elementary physics, we have dQ, the heat 
content in this section, proportional to the mass and the temperature: 

dQ == c(pAdx)(}, (1.1.1) 

J. Kevorkian, Partial Differential Equations
© Springer Science+Business Media New York 2000



2 1 . The Diffusion Equation 

where the constant of proportionality c is the specific heat in caVgoC. Thus, the 
total heat content in the interval XI ~ X ~ X2 is* 

l X2 Q(t) == c(x)p(x)A(x)O(x, t)dx . 
x, 

(1.1.2) 

Next, we invoke Fourier's law for heat conduction, which states that the rate 
of heat f10wing into a body through a small surface element on its boundary is 
proportional to the area of that element and to the outward normal derivative of the 
temperature at that location. The constant of proportionality here is k '" (cal/cm 
seC), the thermal conductivity. Note that this sign convention implies the intuitively 
obvious fact that the direction of heat f10w between two neighboring points is 
toward the relatively cooler point. For example, if the temperature increases as 
a boundary point is approached from inside a body, then the outward normal 
derivative of the temperature is positive, and this correctly implies that heat f10ws 
into the body. 

For the present one-dimensional example, the net inflow of heat through the 
boundaries XI and X2 is 

ae ae 
R(t) == A(X2)k(X2) - (X2, t) - A(xl)k(xl) - (XI, t). ax ax 

(1.1.3) 

Leth(x, t) (caVg s) denote theheat produced perunit mass and time by the sourees. 
Thus, the total time rate of heat production by the sources is 

l X2 H(t) == h(x, t)p(x)A(x)dx . 
x, 

(1.1.4) 

x 

FIGURE I. I. Thin axisymmetric heat conductor 

• In Ihis text we shall often use the notation;: instead of = when it is important to indicate that a new 
quantity is being defined, as in (1.1.1) and (1.1.2). As a special case of this notation, the statement 
I(x , y) ;: 0 indicates that the function I of x and y vanishes identically; that is, it equals zero for all 
x and y by definition. 
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The conservation of heat then implies 

~~ = R(t) + H(t), (1.1.5) 

or 

d l x2 ae -d c(x)p(x)A(x)O(x, t)dx = A(X2)k(X2) - (X2, t) 
t XI ax 

ae l x2 
- A(xdk(XI) - (xt. t) + h(x, t)p(x)A(x)dx. 

ax XJ 

(1.1.6) 

Equation (1.1.6) is a typical integral conservation law, which has general 
applicability. For example, (1.1.6) remains true if material properties have a dis­
continuity at a given point x = ~ inside the interval, as would be the case if we had 
a perfect thermal bond between two rods of different materials. We shall encounter 
other examples of such conservation laws later on in the book and shall study how 
discontinuities propagate in detail in Chapter 5. 

For smooth material properties, that is, if c, p, A, and k are continuous and 
have a continuous first derivative, the solution e(x, t) is also continuous with 
continuous first partial derivatives ae/ax and ae/at, and we may rewrite (1.1.6) 
in the following form after we express R(t) as the integral of a derivative: 

l x2 {C(X)P(X)A(X) ae (x, t) _ ~ [A(X)k(X) ae (x, t)] 
XJ at ax ax 

- h(x, t)P(X)A(X)} dx = O. (1.1.7) 

Since (1.1.7) is true for any Xl and X2, it follows that the integrand must vanish: 

ae a [ ae] c(x)p(x)A(x) at - ax A(x)k(x) ax = h(x, t)p(x)A(x). (1.1.8) 

For constant area and material properties, this reduces to 

ae 2 a2e at - K ax2 = O"(x, t), (1.1.9) 

where K 2 = k/cp (cm2/s) is the thermal diffusivity and 0" = h/c. Tbe dimen­
sionless form of (1.1.9) follows when characteristic constants with dimensions of 
temperature, length, and time are used to define nondimensional variables. 

For example, let us study (1.1.9) for a rod of length L that is initially at a 
constant temperature 00 and has one end, x = L, held at e = 00 while the other 
end, x =.0, has a prescribed temperature history e (0, t) = eo! (t / T), where T is 
a characteristic time scale. For simplicity assume 0" = O. We set 

e x tK2 

U = eo' x* = L' t* = V' 
and obtain the following dimensionless formulation: 

au a2u 
- -- = 0 0 < x* < 1 

at* ax*2 ' - -, 
(1.uOa) 
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u(x*, 0) = 1 

u(O, t*) = j(M*), t* > 0, 

u(l, t*) = 1, 

(l.1.10b) 

(l.1.10e) 

(l.1.10d) 

where A is the dimensionless parameter L 2/(K 2T). The original dimensional 
formulation of this problem involves the four constants K, (}o, L, and T. The 
dimensionless description is eonsiderably simpler, as it involves only the one pa­
rameter Ä. Onee the dimensionless problem has been solved, say u = U(x*, t*), 
the dimensional result is easily obtained in the form 

(
X tK2 ) () = (}oU L' U . 

The corresponding derivation for three-dimensional heat eonduetion follows 
from similar steps. If asolid oceupies the domain G with surfaee S and outward 
unit normal n, as shown in Figure 1.2, the total heat content of the solid is given 
by 

Q(t) == fffcPOdV, (1.1.11) 

G 

where dV is the volume element; for instanee, dV = dx dy dz in Cartesian 
variables. The net inflow of heat through the boundary S is 

R(t) == f fk grad 0 . n dA. 
s 

(1.1.12) 

We ean express R(t) in terms ofa volume integral over G using Gauss' theorem. 
This theorem states that ifF is a one-valued veetor field with eontinuous first partial 

s 

FIGVRE 1.2. Three-dimensional heat conductor 



1.2. The Fundamental Solution 5 

derivatives in G, then* 

II F· ndA = III divFdV. (1.1.13) 

S G 

Therefore, for a medium wbere c, p, and kare smooth, we identify F in (1.1.13) 
with k grad (), and (1.1.12) becomes 

R(t) = III div(k grad ())dV. (1.1.14) 

G 

Also, since G is fixed in space we bave 

~~ == :t III cp()dV = III cp(),dV. (1.1.15) 

G G 

The conservation law of beat energy (1.1.5) becomes 

III cp(),dV = III div(kgrad())dV + III hpdV. (1.1.16) 

G G G 

Therefore, assuming continuity of the integrands in (1.1.16), the three­
dimensional version of (1.1.8) is 

cp(), - div(k grad ()) = hp. (1.1.17) 

For constant k, this reduces to 

(1.1.18) 

where K 2 == kj(cp), (T == hjc, and !l. is the Laplacian operator !l. == div grad, 
given by 

(1.1.19) 

in Cartesian coordinates. 

1.2 The Fundamental Solution 

The fundamental solution of a second-order partial differential equation is just 
Green's function for that equation over the infinite domain with zero boundary 
conditions (if appropriate) at infinity. See Appendix A.l for a review of the use of 

• Thus, in writing R(t) in the fonn given in (1.1.7), we have used the "one-dimensional version" of 
Gauss' theorem re1ating the definite integral of the derivative of a function to values of the function at 
the endpoints. 
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Green 's function in ordinary differential equations. For example, the fundamental 
solution of the one-dimensional diffusion equation obeys 

Ut - Uxx = 8(x - ~)8(t - r) (1.2.1) 

on -00 < x < 00, 0 ::: t < 00, where ~ and r are fixed constants, I~ I < 00, 

o ::: r < 00, and 8 denotes the Dirac delta function. We may interpret (1.2.1) 
physically as the equation goveming the temperature in an infinite conductor that 
is subjected to a concentrated unit source of heat at the point x = ~. This source 
of heat is tumed on only for the "instant" t = r and is absent for all other times; 
its location is also concentrated at the point x = ~. 

Prior to the application of the heat source, the conductor has a constant 
temperature that we normalize to equal zero. Thus, the boundary conditions are 

u(x, t) -+ 0 as lxi -+ 00, (1.2.2) 

and the initial condition is 

u(x, t) = 0; 0::: t < r. (1.2.3) 

The solution of (1.2.1)-(1.2.3) is the fundamental solution, which is a function 
ofx-~andt-r, 

u = F(x - ~,t - r). (1.2.4) 

There is no loss of generality in taking the initial and boundary temperatures 
equal to zero in (1.2.2)-(1.2.3); any constant value Uo can be used and then reduced 
to (1.2.2)-(1.2.3) by simply considering the new dependent variable u - Uo. This 
is a consequence of the absence of nondifferentiated terms in (1.2.1). Also, since 
the left-hand side of (1.2.1) does not involve x or t, we need only consider the 
simpler problem corresponding to ~ = r = 0 

Ut - Uxx = 8(x)8(t), 

u(x, 0-) = 0, 

u(x, t) -+ 0 as lxi -+ 00. 

(1.2.5) 

(1.2.6) 

(1.2.7) 

Once the solution u = F(x, t) of (1.2.5)-(1.2.7) is found, the general result 
F(x - ~,t - r) is obtained by translation. 

In Section 1.3 we shall show that once the fundamental solution is known, we 
can solve the following general initial-value problem for the diffusion equation on 
the infinite domain 

Ut - Uxx = p(x, t); -00 < x < 00; 0::: t < 00, 

u(x,O) = f(x), 

u(x, t) -+ f(±oo) as x -+ ±oo, 

where p and f are prescribed functions and p(x, t) == 0 if t < O. 

(1.2.8) 

(1.2.9) 

(1.2.10) 

In the next three subsections we derive the fundamental solution F using differ­
ent techniques that have a broad range of applicability in solving partial differential 
equations. 
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1.2.1 Similarity (I nvariance ) 
In this very useful approach, we ask under what scalings of the dependent and 
independent variables the system (1.2.5)-( 1.2.7) is invariant. If such scalings exist, 
we can reduce (1.2.5) to an ordinary differential equation in terms of a "similarity" 
variable using arguments that go as folIows. 

Assume that we have found the solution of (1.2.5)-(1.2.7) in the form u = 
F(x, t). Is it possible to use this result to obtain a second solution u = G(x, t) by 
setting x = ßx and t = yt and defining G by 

G(x, t) == aF(ßx, yt) (1.2.11) 

for positive constants a, ß, and y? 
We compute GI = ayFr, Gxx = aß2Fxx, and use of the fact that for any 

constant c, we may set (See (A.1.16)) 

1 
8(cx) ~ ~ 8(x). (1.2.12) 

If G(x, t) is to be a solution of (1.2.5)-(1.2.7), we must have 

GI - Gxx = 8(x)8(t), G(x, 0-) = 0, G(x, t) ~ 0 as lxi ~ 00. (1.2.13) 

Expressing GI and Gxx in terms of Fr and Fx x and using 8(x)8(t) = 
8(XIß)8(tIY) = ßy8(x)8(t) in (1.2.13) gives 

ayFr - aß2Fxx = ßy8(X)8(i), 

aF(X, 0-) = 0, aF(X, t) ~ 0 as lxi ~ 00, 

or 

Fi - (~2) F-x-x = (~) 8(X)8(t), 

F(X,O-) = 0, F(X, t) ~ 0 as lxi ~ 00. 

But we know that F(X, t) must satisfy (1.2.5)-(1.2.7) in terms of the x, t vari­
ables. Therefore, G(x, t), asdefined by (1.2.11), can beasolutiononlyif ß2 Iy = 1 
and ßla = 1; that is, if ß = a and y = a 2• Thus, (1.2.11) must be ofthe form 

G(x, t) = aF(ax, a 2t). (1.2.14) 

Have we discovered a new solution of (1.2.5)-( 1.2.7)? Of course not; the solution 
for this problem is unique, G = F, as is physically obvious and can be proved. 
Therefore, (1.2.14) is just a statement of the similarity structure of the solution F, 
and (1.2.14) must read 

aF(ax, a 2t) = F(x, t). (1.2.15) 

That is to say, if we replace x byax and t by a 2t in F and then multiply the result 
bya (for any a > 0), the resulting expression is identical to F(x, t). This property 
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implies that F (x, t) must be of the form 

F(x, t) = ~ J (~), or ~g ( ~2), or ~h (~), ... 
for certain functions J, g, h, ... of the indicated arguments. 

Any one of an infinite number of possibilities that satisfy the similarity condition 
(1.2.15) may be used. Each choice will reduce (1.2.5) to an ordinary differential 
equation, which, when solved, will give the same result for F. Let us pick the form 

1 x 
F(x, t) = ..(i J(n, ~ == ..(i' 

Wecompute 

1 , 1" 1 x, 
Fx = t J; Fu = t3/2 J; Ft = - 2t3/2 J - 2t2 J , 

where' == d/d~. 
Since the delta function on the right-hand side of (1.2.5) is identically equal to 

zero for t > 0, we need to solve only the homogeneous diffusion equation for 
t > O. However, the initial condition u(x, 0-) = 0 in (1.2.6) does not remain 
valid for t = 0+. (If it did, the result would be the trivial solution u(x, t) == 0.) 
The effect ofthe delta function on the right-hand side is to generate impulsively a 
nonzerovalue for u(x, 0+) (see (1.2.22», which is the appropriate initial condition 
to be used in solving the homogeneous equation (1.2.5) for t > O. 

Consider now the homogeneous version of (1.2.5). Using the results we 
computed for F and its derivatives gives 

1 x, 1 " 
- 2t3/2 J - 2t2 J - t 3/2 J = 0, 

which is the linear second-order ordinary differential equation 

J" + f.. J' + ~ J = 0 
2 2 

(1.2.16) 

with the independent variable ~ . 
Integrating once gives f' + (~/2) J = A = constant, and the solution of this is 

J = Ae-{ /4 eS /4ds + Be-{ /4, B = constant. 2 f{ 2 2 

The constants A and B are determined by considering the total heat content H (t) 
in the bar. In terms of our dimensionless units, the total heat is just the integral of 
the temperature: 

H(t) == i: F(x, t)dx 

A 100 (x) B 100 
2 = ..(i -00 J1 ..(i dx + ..(i -00 e-X 

/
4tdx, 

(1.2.17) 
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where we have defined 

, /~ 2 , /~2/4 I1U;) == e-~ /4 eS /4ds = e-~ /4 eOa- 1/2da. 

Integrating the second expression for 11 by parts shows that (see Section A.3.5) 

2 
11 (I;) = - + O(~-3) as I~I -+ 00. 

I~I 

Therefore, (1/0) 1':'00 11 dx in (1.2.17) is unbounded. Since the total heat must 
be finite, we set A = 0 and have 

F = ~ e-x2 / 41 0 o ,t>. (1.2.18) 

The idea now is to pick B in order to satisfy (1.2.5) at t = 0+. If we differentiate 
the integral defining H (t) in (1.2.17) with respect to t and use (1.2.5), we obtain 

so that 

dd~ = i: F1(x, t)dx = i: [Fxx(x, t) + 8(x)8(t)]dx, 

dH 
= FAoo, t) - Fx(-oo, t) + 8(t) = 8(t), 

dt 

because the temperature gradient at ±oo due to a unit source must be zero. 
Therefore, H(t) is the Heaviside function (see (A.1.l4)), and for t > 0, we have 

1 = - e-X / 4Idx. 100 B , 

-00 0 
(1.2.19) 

Thus, after switching on a unit source of heat for an instant at the origin, the total 
heat content in the rod remains constant, and this constant can be set equal to unity 
under an appropriate nondimensionalization. 

We can rewrite (1.2.19) as 

100 e-x'/41 100 , 
1 = 2B IA: dx = 2B e-~ dl; = 2B.jii, 

-00 ",4t -00 

or 

1 
B = 2.jii' 

and the fundamental solution is 

F(x, t) = _1_ e-x'/41 
2.jiit 

(1.2.20) 

More generally, the solution of (1.2.1)-(1.2.3) is 

F(x -I;, t - T) = 1 e-(X-~)'/4(I-r). 
2Vrr(t - T) 

(1.2.21) 
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It is important to note that the use of similarity is not restricted to linear problems. 
For example, a classical use of similarity arguments is provided by the boundary­
layer equations for viscous incompressible flow over an infinite wedge (or the 
special case of a semi-infinite flat plate if the wedge angle is zero). See Section 
B.14 of [31]. Here, the nonlinear partial differential equation for the flow stream 
function is reduced to a third-order nonlinear ordinary differential equation. 

A crucial requirement for the applicability of similarity arguments is that both 
the goveming equations anti initial and/or boundary conditions be reducible to 
similarity form. In the preceding example, this was trivially true for the given 
initial condition F = 0, as this also immediately implied G = O. For further 
reading on similarity methods, see [6] and [41]. 

The fundamental solution (1.2.20) can also be derived using Fourier or Laplace 
transforms. A review of these techniques appears in Appendix 2, where this 
problem is used as one of the illustrative examples. 

1.2.2 Qualitative behavior; diffusion 
Figure 1.3 shows three temperature profiles for F(x, t) given by (1.2.20) taken at 
three successive times 0 < t1 < t2 < t3. In each case, the area under the curve 
is, according to (1.2.19), equal to unity. For t smaller and smaller, the contribution 
to this area becomes more and more concentrated at the origin. This is just one of 
the many possible representations of the delta function (for instance, see (A.l.1l b) 
with L\~ = 4t), and we may write 

F(x, 0+) = 8(x). (1.2.22) 

Equation (1.2.22) also follows by integrating (1.2.5) with respect to t from t = 0-
+ . rO+ to t = 0 and notmg that Jo- uxxdt = O. 

The fundamental solution can be used to give a precise definition of diffusion. 
First, notice that if we regard the source at x = 0 as a disturbance introduced at 
time t = 0, the "signal speed" due to this disturbance is infinite because for any 
positive t, no matter how smalI, the value of u is nonzero for all x. Thus, the entire 
rod instantly "feeis" the effect of the source. Of course, areal temperature gauge 
would fail to detect the very weak disturbance at large distances. Thus, the idea of 
a signal speed is not very useful in this case, and we would like to have a better 
characterization of how the rod "heats up" for t > O. Suppose we ask instead 
where a given fraction of the total heat in the rod is to be found at any specified 
time. We know that at t = 0+, all the heat is concentrated at the origin. For any 
t > 0, the heat is nonuniformly distributed over the entire rod with the maximum 
temperature at the origin, as shown in Figure 1.4. 

Suppose that d is a fixed constant with 0 < d < 1. At some time t > 0, the 
temperature distribution is the even function of x given by (1.2.20) and sketched 
in Figure 1.4. The shaded area represents the fraction d of the total area (which 
equals unity). Thus, as t increases, so doesxd. The question is, how doesxd depend 
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F 

------------------------L---------------------------~x 

FIGURE 1.3. Fundamental solution for the temperature at three different times 

on t? It follows from (1.2.20) and symmetry that 

or, changing variables, that 

(1.2.23) 

F 

'-------_x 

FIGURE 1.4. Interval ( - Xd , Xd ) containing the fraction d of the total heat 
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where the error function erf is defined in (A.2.76). Since the left-hand side of 
(1.2.23) is a constant, we conclude that Xd/2,.fi remains constant as t increases. 
Therefore, Xd '" ,.fi, and we say that heat due to a point source at x = 0, t = ° 
dü!Uses according to lxi'" ,.fi. 

Problems 

1.2.1. Consider the diffusion equation with variable coefficient 

2xur - Uxx = 0, 0:5 x < 00, t ~ 0, 

with boundary conditions 

u(O, t) = Cl = constant 

u(oo, t) = C2 = constant 

and initial condition 

U(x,O) = C3 = constant. 

if t > 0, 

if t > 0, 

(1.2.24) 

(1.2.25a) 

(1.2.25b) 

(1.2.26) 

a. What is the most general choice for the constants Ch C2, and C3 for 
which the solution of the above initial- and boundary-value problem can 
be obtained in similarity form? 

b. For the choice of constants obtained in part (a), calculate the solution and 
evaluate all integration constants explicitly. 

1.2.2. Use similarity to reduce the following initial- and boundary-value problem 
for a nonlinear diffusion equation to an ordinary differential equation and 
corresponding boundary conditions: 

Uxx - UUr = 0, 0:5 x, 0:5 t, 

U(O, t) = 0, 

u(oo, t) = 1, 

u(x,O) = 1. 

Discuss the behavior of the solution. 

(1.2.27) 

(1.2.28b) 

(1.2.28b) 

(1.2.29) 

1.2.3 A semi-infinite bar (x ~ 0) insulated everywhere except at x = 0 loses 
heat to the adjacent medium (x < 0) by blackbody radiation according to 
the boundary condition 

04(0, t) - O~ = aOAO, t), t > 0, (1.2.30) 

where a is a constant (equal to the conductivity divided by the product 
of the emissivity and the Stefan-Boltzmann constant), 00 is the constant 
temperature of the medium, and O(x, t) is the temperature at the point x 

and time tin the bar. Equation (1.1.9) with u == 0 govems the temperature 
distribution in x ~ 0, and we assume that the initial temperature is given 
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in the form 

8(x,0) = 81 f (:0) , (1.2.31) 

where 81 is a characteristic temperature and Lo is a characteristic length. 
The boundary condition at x = 00 is 

8(00, t) = 8J!(00) < 00. (1.2.32) 

a. Introduce appropriate dimensionless variables u, x*, t* to reduce 
(1.2.30)-(1.2.32) to the form 

au a2u 
---=0 
at* ax*2 , 

* 1 * u(x ,0) = - fex ), 
E 

au 
u4(0 t*) - 1 = A - (0 t*) t* > 0, , ox* ' , 

* I u(oo, t ) = - f(oo), 
E 

where E and A are dimensionless constants. 
b. What does the limiting case 

3 -
A »1, E« 1, AE = constant = A = 0(1), 

(1.2.33a) 

(1.2.33b) 

(l.2.33c) 

(1.2.33d) 

(1.2.34) 

describe physically? Since u is initially large, it is appropriate to consider 
the rescaled dependent variable u = U/E, where u is 0(1). Thus, to 
leading order, u satisfies 

au a2u 
- - -2 = 0, (1.2.34a) 
at* ax* 

u(x*,O) = f(x*), (1.2.34b) 

U\O, t*) = I :; (0, t*) + O(E 4), t* > 0, (1.2.34c) 

u(oo, t*) = f(oo). (1.2.34d) 

c. For what f(x*) (possibly singular) can (1.2.34) be solved by similarity? 
For this choice of f derive, but do not solve, the ordinary differential 
equation and boundary conditions goveming the solution. 

1.3 Initial-Value Problem in the Infinite Domain; 
Superposition 

The general initial-value problem for the inhomogeneous diffusion equation in the 
infinite interval is 

Ur - Uxx = p(x, t), -00 < X < 00, t 2: 0, (1.3.1a) 
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u(x, 0+) = !(x), (1.3.1b) 

where p and ! are arbitrarily prescribed functions with p == ° if t < 0. For heat 
conduction, p represents a dimensionless heat-source distribution, and! an initial 
temperature distribution. 

Because of linearity, the solution of (1.3.1) can be expressed as the sum of the 
following two problems: 

Ur - U xx = p(x, t), -00 < X < 00, t::: 0, 

u(X, 0-) = 0, 

Ur - Uxx = 0, -00 < X < 00, t::: 0, 

u(x,o+) = !(x). 

(1.3.2a) 

(1.3.2b) 

(1.3.3a) 

(1.3.3b) 

We now show that knowing the fundamental solution F (x - g, t - -r) allows 
us to write the solution of the first problem immediately in terms of a "superpo­
sition integral." The derivation of this superposition integral is a straightforward 
generalization ofthe single-variable case discussed in Appendix 1 (see (A.1.23)­
(A.1.28». We consider the solution of (1.3.2) arising from the contribution of p 
coming from a small neighborhood of the fixed point x = g, t = -r, with p set 
equal to zero everywhere outside this neighborhood. Let R(g, -r) denote the small 
neighborhood g - L\g /2 ~ x ~ g + L\g /2, -r - L\ -r /2 ~ 1 ~ -r + L\ -r /2, over 
which we may regard the value of pas the constant p(g, -r). 

If p denotes the incremental contribution to p from R, we have the following 
expression defining p: 

p == p(~, -r) [H (I - -r + ~-r) - H (t - -r _ ~-r)] [H (x - ~ + ~g) 

- H (x - ~ - ~g)]. (1.3.4) 

where H is the Heaviside function, and the bracketed expressions ensure that 
the left-hand side vanishes outside R and equals p in R. We now multiply and 
divide this expression for p by L\ -r L\~ and observe that since dH /ds = 8(s), the 
first bracketed expression divided by L\-r represents 8(1 - -r), whereas the second 
bracketed expression divided by L\g represents 8(x - g). Therefore, in the "limit" 
as L\ -r ~ 0, L\g ~ 0, we have 

p = p(~, -r)8(t - -r)8(x - ~)d-r d~. (1.3.5) 

Since the solution ofthe diffusion equation with right-hand side 8(t - -r)8(x -~) 
is the fundamental solution F(x - g, t - -r) defined in (1.2.21), linearity implies 
that the solution due to the right-hand side p is just 

ü = p(g, -r)F(x - g, 1 - -r)d-r dg. (1.3.6) 

Linearity also implies that we may superpose the ü contributions arising from 
each of the infinitesimal domains R that cover the half-space -00 < ~ < 00, 
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o :::: T < t, and this leads to the desired superposition integral 

u(x, t) = i~-oo 1:0- F(x - ;, t - T)p(;, T)dT d; 

= (OO t p(~, T) e-(x-I;)2/4(t-T)dT d;. (1.3.7) 
11;=-00 1T=0- 2J'Ir(t - T) 

To confirm this formal derivation, it is easy to verify explicitly that (1.3.7) solves 
(1.3.2); this is left as an exercise (Problem 1.3.1). 

To solve (1.3.3), we note that it is equivalent to 

Ut - uxx = o(t)f(x), -00 < x < 00, t ~ 0, 

u(x,O-) = 0, 

(1.3.8a) 

(1.3.8b) 

as can be verified by noting that integrating the inhomogeneous diffusion equation 
(1.3.8a)withrespecttotfromt = O-tot = O+givesu(x, 0+) = f(x).Sincethe 
right-hand side of (1.3.8a) vanishes when t > 0, (1.3.3) and (1.3.8) are equivalent. 
To solve (1.3.8), we set p(;, T) in (1.3.7) equal to o(T)f(~) and obtain 

u(x, t) = -- f(;)e-(X-I;)2/4td~. 1 i oo 
2../iii 1;=-00 

(1.3.9) 

This result can also be derived using transforms (see (A.2.32)-(A.2.36) for a deriva­
tion using Fourier transforms). Therefore, the solution of (1.3.1) is the sum ofthe 
solutions (1.3.7) and (1.3.9). 

Note that 

100 -(x_I;)2/4t 
u(x,o+) = lim f(~) e ../iii d;, 

t ..... O+ -00 2 'Ir t 
(1.3.10) 

and according to (1.2.22), this is just 

u(x, 0+) = i: f(;)8(x - ;)d~ = f(x), (1.3.11) 

which is the correct initial condition. 
We can also verify that the initial condition is satisfied by the following alter­

native approach that does not involve use of the delta function. We write (1.3.9), 
as the sumofthree integrals overthe intervals (-00, x - €), (x - €, X + €), and 
(x + €, 00), where € is an arbitrarily small, fixed positive number. As t ~ 0+, 
the integrals tend to zero except over the interval (x - €, X + €). Thus, 

l x+f e-(x-n2/4t 
u(x, 0+) = lim f(~)../iii d~. 

t ..... O+ X-f 2 'Irt 

Changing the variable of integration from ~ to a = (x - ;) /2t I /2 gives 

1 l f /./4i u(x,O+) = lim I- f(x + aJ4t)e-a2da 
t ..... O+ ",'Ir -f/./4i 

= f<;j (OO e-a2 da = f(x). 
",'Ir Loo 

(1.3.12) 

(1.3.13) 
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Problems 

1.3.1. Verify by direct substitution that the sum of the expressions given by (1.3.7) 
and (1.3.9) solves the initial-value problem (1.3.1). 

1.3.2a Specialize (1.3.9) to the case where 

!(x) = {1/2E, -E < X < E, (1.3.14) 
0, lxi> E, 

and show that the solution reduces to 

1 [(X+E) (X-E)] u(x, t) = 4E erf 2"fi - erf 2"fi , (1.3.15) 

where the error function erf is defined in (A.2.76). 
b. Show that as E --+ 0 the result in (1.3.15) tends to the fundamental solution 

(1.2.20), as expected, since (1.3.14) is arepresentation ofthe delta function 
(see (A.l.3», and the solution (1.3.9) with !(x) = 8(x) is just (1.2.20). 

1.3.3. Specialize (1.3.7) to the case where p(x, t) is a uniformly moving source 

p(x, t) = 8(x - vt), v = constant. 

1.4 Problems in the Semi-infinite Domain; Green's 
Functions 

(1.3.16) 

In studying the diffusion equation over the semi-infinite interval with a prescribed 
boundary condition at x = 0, it is useful first to consider the solution that results 
from a unit source somewhere in the domain and subject to a homogeneous (zero) 
boundary condition at the origin. This solution will be denoted by Green 's function 
of the first kind, GJ, or second kind, Gz, depending on whether the boundary 
condition atx = 0 is u = 0 or U x = o. 

1.4.1 Green' s Function of the First Kind 
Consider first the case where u = 0 at the origin; that is, we seek the solution for 

Ur - Uxx = 8(t)8(x - ~) (1.4.1a) 

on 0 :5 x < 00, with ~ equal to a positive constant, and impose the boundary 
condition 

u(O, t) = 0, t > 0, (1.4.1b) 

and initial condition 

U(x, 0-) = o. (1.4.1c) 

(Unless stated otherwise, we shall take the boundary condition for u at x = 00 to 
be the same as the limit as x --+ 00 of the initial value. Thus, in the present case, 
we have u(oo, t) = u(oo, 0) = 0.) 
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Thus, we have introdueed a eoneentrated unit souree ofheat at x = ~ and t = O. 
(Note that we ean derive the solution for the ease where (1.4.1) involves 8(1 - r) 
by replacing t everywhere in the solution by t - r.) The rod is initially at zero 
temperature, and its left end is maintained at zero temperature for all time, for 
example, by attaehing this end to an infinite solid of zero temperature. 

The only differenee between this problem and the fundamental solution is the 
fact that we require u to vanish at x = 0 and x ~ 00 instead of x ~ ±oo. 
Thus, Green 's funetion is the response to a souree with a homogeneous boundary 
eondition imposed at a finite point. 

An intuitively appealing procedure invokes symmetry relative to the origin to 
eonstruct the solution onee the fundamental solution is known. (This is often ealled 
the method ojimages.) 

Consider the temperature that results in the infinite domain if we turn on a 
positive SOuree of unit strength at x = ~ and t = 0, and simultaneously turn on a 
negative souree of unit strength at x = -~, the image point. 

At any time t > 0, the temperature in the rod will be the sum of the two 
temperatures F(x - ~, t) and -F(x + ~, t), corresponding to the positive and 
negative sourees, respeetively. These individual temperature profiles at some t > 0 
are sketehed in Figure 1.5. In partieular, the eombined temperature will always 
vanish at x = 0 for t > 0, by symmetry. Moreover, sinee the image souree is 
loeated at x = -~, outside the domain of interest, the eombined temperature 
satisfies (1.4.la). Therefore, the solution of (1.4.1) is Green's function: 

G\(x,~, t) == F(x -~, t) - F(x +~, t), 

where F is defined by (1.2.20). 

u 

(1.4.2) 

----------------.-----------~----------~-L--------------~x 

FIGURE 1.5. Temperature due to a unit positive source at x = ~ and a unit negative source 
atx = -~ 
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More generally, the solution of 

Ur - Uu = 8(x - ~)8(t - r), ~ > 0, r > 0, (1.4.3) 

withinitialeonditionu(x, r-) = Oandboundaryeonditionu(O, t) = o fort > r 
and X on the semi-infinite interval ° .:5 x < 00 is Green 's funetion of the first 
kind for the semi-infinite domain and has the form 

G\(x,~, t _ r) = 1 [e-(x-~)2j4(t-T) _ e-(XH )2j4(r-T)]. 

2./71:(t - r) 
(1.4.4) 

1.4.2 Homogeneous Boundary-Value Problems 
Consider the following inhomogeneous diffusion equation with zero initial 
eondition and homogeneous boundary eondition: 

Ur - Uu = p(x, t), 0.:5 x, 0.:5 t, 

u(x, 0-) = 0, 

u(O, t) = 0, t > 0. 

(1.4.5a) 

(1.4.5b) 

(l.4.5c) 

The superposition idea leading to (1.3.7) also applies for this ease, and we have 

u(x, t) = t dr (oe p(~, r)G\(x,~, t - r)d~. 10- 10 (1.4.6) 

It is important to bear in mind that Green' s function and the desired solution of 
(1.4.5) must both satisfy a zero boundary condition at the origin in order for the 
superposition idea and the result (1.4.6) to make sense. For example, if G \ (0, ~, t­
r) 1= 0, then (1.4.6) does not satisfy (1.4.5e). Conversely, if we wish to solve the 
problem (1.4.5) with the right-hand side of (l.4.5e) replaeed by some preseribed 
funetion g(t), the representation (1.4.6) fails, sinee it automatically has u(O, t) = 
O. We shall see in Seetion 1.4.3 that this ease is easily handled onee the problem 
is transformed to one with a zero boundary eondition at the origin. 

Consider now the ease where the initial eondition (1.4.5b) is preseribed 
arbitrarily. Sinee the homogeneous problem 

Ur - Uu = 0, 0.:5 x, 0.:5 t, (1.4.7a) 

with nonzero initial eondition 

u(x, 0+) = fex) (1.4.7b) 

and homogeneous boundary eondition 

u(O, t) = 0, t > 0, (1.4.7c) 

is equivalent to 

Ur - Uxx = 8(t)f(x) (1.4.8) 



1.4. Problems in the Semi-infinite Domain; Green's Functions 19 

with u(x, 0-) = ° and u(O, t) = 0, we can express the solution of (1.4.7) using 
the result (1.4.6) with p = ~('r:)f(~); that is, 

u(x, t) = {OO r ~("C)f(~)Gl(X,~, t _ "C)d"Cd~ = (OO f(~)Gl(X,~, t)d~. 10 10- 10 
(1.4.9) 

For the special case where f(~) = c, a constant, (1.4.9) gives 

u(x, t) = _c_ [ (>0 e-(x-n2/4td~ _ {OO e-(x+~)2/4td~] . 
2,Jiri 10 10 (1.4.10) 

Changing the variable of integration from ~ to TJ = (x - ~)/2tl/2 in the first 
integral and to TJ = (x + ~)/2tl/2 in the second integral results in 

U(x,t) = ~ 1-10 e-112 dTJ- {-OOe- 112d TJ _1°O e-112d TJ }. 
,.fii x/2../i 10 x/2../i 

(1.4.11a) 
It is important to note that because x - ~ vanishes for ~ = x, which is a point 
in (0, (0), the first integral in (l.4.lla) must be decomposed into two parts. 
Simplifying this expression gives 

u(x, t) = ~ l x
/
2
../i e- 112 dTJ = C erf (2:rr ) , 

where the error function erf is defined in (A.2.76). 

(1.4.11b) 

The qualitative behavior of the solution (1.4.1l) has u rising rapidly from its 
zero boundary value to the asymptotic value U = c. Temperature profiles at various 
times are sketched in Figure 1.6. 

u 

c -------------

L-------------------------------------------~x 

FIGURE 1.6. Temperature profiles at various values of t 
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Notice that lim HO+ u(x, t) = c, in agreement with (1.4.7b), and that 
x>o 

lim x_O+ u(x, t) = 0, in agreement with (1.4.7c). In particular, u(O+, 0+) is 
1>0 

undefined, as is to be expected from (1.4.7b) and (1.4.7c). 

104.3 1nhomogeneous Boundary Condition u(O, t) = g(t) 
As pointed out in Section 1.4.2, the crucial requirement for applying superposition 
is that the boundary condition at x = 0 be homogeneous. Does this mean that we 
cannot use Green 's functions to solve an inhomogeneous boundary-value problem? 
We shall show next that if it is possible to transform the problem to one with a 
homogeneous boundary condition at x = 0 (as is often the case), a solution derived 
by superposition ofGreen's functions can still be used. 

Consider the inhomogeneous boundary-value problem 

Ut - Uxx = 0, 0 ~ x < 00, ° ~ t < 00, (1.4. 12a) 

with zero initial condition 

U(X, 0+) = 0, (1.4. 12b) 

and a prescribed boundary condition at x = 0: 

u(O, t) = g(t), t > O. (1.4.l2e) 

Again, in view of (1.4. 12b), it is understood that u(oo, t) = O. 
The idea is to transform U (x, t) to a new dependent variable w (x, t), which obeys 

a homogeneous boundary condition at the origin. Clearly, the simple homogenizing 
transformation 

w(x, t) == u(x, t) - g(t) (1.4.13) 

works, since w obeys the inhomogeneous diffusion equation 

Wt - W xx = -g(t), t > 0, (1.4.14) 

with constant initial condition 

(1.4. 15a) 

and zero boundary condition 

W(O, t) = 0, t > 0. (1.4. 15b) 

Note that w(oo, t) = -g(t) if t > 0, but this does not preclude superposition. A 
problem equivalent to (1.4.14)-(1.4.15) is 

W t - W xx = -g(t) - g(0+)8(t), 

w(x, 0-) = 0, 

w(O, t) = 0, t > 0, 

(1.4.16a) 

(1.4. 16b) 

(1.4. 16e) 
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and the system (1.4.16) is a special case of (1.4.5), with p(x, t) = -g(t) -
g(0+)8(t). Writing out the solution (1.4.6) for this case gives 

w(x, t) = t (OO -g('r:) [e-(x-~)2/4(t-r) _ e-(XH)2/4(t-r)]d~ d'l: 
10+ 10 2"jTC(t - '1:) 

_ (OO g(O+) [e-(X-~)2/4t _ e-(XH)2/4t]d~. 
10 2$t 

The solution (1.4.17) involves the two integrals 

and 

(1.4.17) 

(1.4.18a) 

(1.4.18b) 

In preparation for evaluating I, we set the exponent in the integrand equal to 
_TJ2, where TJ is a new variable of integration. Again, we must be careful to take 
into account the fact that this exponent vanishes at the point g = x > 0, which 
is inside the interval of integration. Thus, we first split (1.4.18a) into two integrals 
over 0 :::: g :::: x and x :::: g < 00; then we change variables g ~ TJ by setting 
(x - n/2...;r::::-:i = TJ, dg = -2...;r::::-:idTJ to obtain 

I = ~ [ (0 e-1J2 (-dTJ) + (-OO e-1J\-dTJ )] 
'V TC 1x/2.;t::i 10 

.:rr [l x
/
2
.;t::i e-1J2 dTJ+ 100 

e-1J2 d 17]' 

It then follows from the definition (A.2.76) of the error function that 

I=~erf( x )+~. 
2 2...;r::::-:i 2 

(1.4.18c) 

Since (x + ~) does not vanish for x > 0 if 0 :::: ~ < 00, we evaluate K directly 
by setting (x + g) /2...;r::::-:i = 11 to obtain 

K = _1_ [ (00 e-1J2 d ll ] = ~ erfc ( x ) 
v'ir 1 x /2.;t::i 2 2...;r::::-:i' 

(1.4.18d) 

where erfc denotes the complementary error function, erfc(y) = I - erf(y). See 
(A.2.77). 

Thus, I may also be written as 

I = 1 _ ~ erfc ( x ) , 
2 2..;t=r 

(1.4.19) 
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and (104.17) becomes 

w(x, t) = t g(r) erfc ( ~) dr + g(O+) erfc ( x r;) - g(t). 10+ 2 t - r 2y t 
(1.4.20) 

Therefore, u(x, t) = w(x, t) + g(t) is given by 

u(x,t) = tg(r)erfc( ~)dr+g(o+)erfc( xr;). (1.4.21) 10+ 2 t - r 2y t 

Note that w(oo, t) = -g(t) as required. For the special case g(t) = d = 
constant, g = 0, and we have u(x, t) = d erfc(xj2..(i). Here, again, as for 
(104.11), u (0+, 0+) is undefined. However, !im HO+ U (x, t) = 0, in agreement 

x>o 

with (1.4.l2b), and lim x~o+ u(x, t) = d, in agreement with (1.4.l2c). 
1>0 

Integrating the first term by parts in (1.4.21) gives the alternative form 

__ x_ t g(r)e-x2/4U-r) _ _ x_ t g(t - r)e-x2 /4r 
u(x, t) - 2"fii 10 [t _ rp/2 dr - 2"fii 10 r 3/ 2 dr. 

(1.4.22) 
The solution (1.4.22) is derived in Appendix A.2 using Laplace transforms. See 
(A.2.73). In Problem 1.4Aa this result is obtained as the solution of a related 
integral equation. Problem 1.4.6 explores the application of the preceding ideas to 
the case of discontinuous material properties. Problem 1.4.7 concerns the effect of 
moving boundaries. 

Next, we consider problems on the semi-infinite domain subject to the homo­
geneous boundary condition u x = 0 at x = 0 and see how Green's function may 
also be used to solve the problem where U x is specified at x = O. 

1.4.4. Green' s Function of the Second Kind 
We can also use a symmetry argument to solve 

Ur - Uxx = 8(x - ~)8(t) 

on 0 :::: x < 00, with ~ > 0 subject to the. boundary condition 

uAO, t) = 0, t > 0, 

and initial condition 

u(x, 0-) = o. 

(1.4.23a) 

(1.4.23b) 

(1.4.23c) 

Here again, we assume that as x ~ 00, u remains equal to the value it has at 
infinity initially. 

We might interpret the solution of (1.4.23) as the temperature in a semi-infinite 
rod in response to a unit source of heat at x = ~, t = 0 for the case where the rod 
is insulated (that is, there is no heat ftow) at the left end. 

In order to ensure that condition (1.4.23b) holds for all t > 0 at the origin, 
we need to introduce an image, or reflected, source of unit positive strength at the 
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image point x = -g. The situation corresponding to Figure 1.5 nOw has the two 
beIl-shaped profiles above the x -axis and centered at the points x = ±g. Therefore, 
the slope of the combined profile vanishes at x = 0, since the contributions to U x 

from the source at x = g and x = -g cancel out exactly for all t > 0. 
Thus, the solution of (1.4.23) is 

G2(X, g, t) == F(x - g, t) + F(x + g, t), 

where F is the fundamental solution defined by (1.2.20). 
More generally, if the source is tumed on at t = -r > 0, we have 

(1.4.24) 

G2(X, g, t - -r) = 1 [e-(X-~)2/4(/-~) + e-(x+~)2/4(/-~)]. (1.4.25) 
2,Jrr(t - -r) 

1.4.5 Homogeneous Boundary-Value Problems 
As in Section 1.4.2 we can use superposition to express the solution of 

in the fonn 

u/ - Uxx = p(x, t), 0:5 x, ° :5 t, 

u(x,O-) = 0, 

uAO, t) = 0, t > 0, 

u(x, t) = 1/ d-r 100 [p(~, -r)G2(X,~, t - -r)]d~. 
Also, we can accommodate a nonzero initial condition 

u(x, 0+) = !(x) 

by adding to (1.4.27) the contribution 

u(x, t) = 100 !(~)G2(X,~, t)d~. 

(1.4.26a) 

(1.4.26b) 

(1.4.26c) 

(1.4.27) 

(1.4.28) 

For the case ! (~) = C = Constant, it is easily seen by changing the sign of the 
second tenn in (1.4.10) that (1.4.28) reduces to u = C, as expected. 

1.4.6 Inhomogeneous Boundary Condition, 
uAO, t) = h(t) 

To solve the problem 

Ur - Uxx = 0, 0:5 x < 00, 0:5 t < 00, 

u(x, 0+) = 0, 

ux(O, t) = h(t), t > 0, 

we introduce the homogenizing transformation 

w(x, t) == u(x, t) - xh(t). 

(1.4.29a) 

(1.4.29b) 

(1.4.29c) 

(1.4.30) 
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It then follows that if u solves (1.4.29), W solves 

Wt - Wxx = -xh(t), 

w(x, 0+) = -xh(O+), 

wx(O, t) = O. 

Using the results in (1.4.27) and (1.4.28), we have 

u(x, t) - xh(t) = - 1t 
dr 100 ~h(r)G2(X,~, t - r)d~ 

- h(O+) 100 ~G2(X, ~, t)d~. 
This can be simplified to the form 

u(x, t) = - - h(r)(t - r)-1/2e-x /4(t-')dr. 1 1t 
2 

./1fo 

(1.4.31a) 

(1.4.31b) 

(1.4.31c) 

(1.4.32a) 

(1.4.32b) 

In Problem 1.4.8 you are asked to derive this result and to reconcile it with the 
result obtained by Laplace transforms. 

1.4.7 The General Linear Boundary-Value Problem 
The general linear boundary-value problem over the semi-infinite domain is 

Ut - Uxx = p(x, t), 

u(x, 0+) = 0, 

a(t)u(O, t) + b(t)ux(O, t) = c(t), t > 0, 

(1.4.33a) 

(1.4.33b) 

(1.4.33c) 

as we have the most general linear boundary condition (1.4.33c) at the left end 
with arbitrarily prescribed nonvanishing functions a, b, and c. In our previous 
discussion, we have solved the two special cases a = 0 and b = O. There is no 
loss of generality in setting u(x, 0+) = 0 in (1.4.33b), since for a general initial 
condition u(x, 0+) = !(x), we can transform the problem to the form (1.4.33) 
by considering u - ! as a new dependent variable. 

A Green's function approach is not feasible if a, b, and c are all nonzero, and 
we study two approaches next for solving (1.4.33). 

(i) au(O, t) + buAO, t) = c(t), a and b constant 

If a and bare constant, (1.4.33c) may be interpreted as Newton's law of cooling 
for a semi-infinite heat conductor with its left end (x = 0) in contact with a heat 
reservoir with prescribed time-dependent temperature. We write (1.4.33c) in the 
form 

(1.4.34) 

and regard -b as the thermal conductivity, a > 0 as the heat transfer coefficient, 
and UR(t) = c(t)/a as the reservoir temperature. Thus, for example, if UR(t) > 
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u(O, t), we expect heat to ftow from the reservoir into the conductor, making the 
left end x = 0 hotter than the interior, i.e., uAO, t) < O. This follows from 
(1.4.34), since b < 0 in this interpretation. 

One approach for solving (1.4.33) is to introduce a new dependent variable 
v (x, t) defined by 

v(x, t) == au(x, t) + buAx, t). (1.4.35) 

If we compute VI - Vxx using (1.4.35) we obtain 

Thus, if u satisfies (1.4.33a), v satisfies 

VI - Vxx = ap(x, t) + bpAx, t) == q(x, t), (1.4.36a) 

the same diffusion equation with a different, but known, right-hand side. Note that 
if a and b depend on t, this approach does not lead to the same diffusion equation; 
we pick up additional terms involving time-dependent coefficients. 

The initial and boundary conditions for v are obtained in the form 

v(x,O) = 0, 

v(O, t) = c(t). 

Therefore, using (1.4.6) and (1.4.9), we have 

v(x, t) = -- -r-3/ 2c(t - -r)e-X /4r d-r X 11 
2 

2./ii 0 

+ 11 
d-r 100 q(~, -r)Gj(X,~, t - -r)d~, 

where GI is defined in (1.4.4). 

(1.4.36b) 

(1.4.36c) 

(1.4.37) 

Knowing v(x, t), we compute u(x, t) by solving the linear inhomogeneous 
ordinary differential equation (1.4.35). This gives 

e-ax/b (X 
u(x, t) = 4>(t)e-ax /b + -b- 10 v(~, t)eas/bd~, (1.4.38) 

where 4>(t) is as yet unspecified. The initial condition u(x, 0) = 0 and the fact 
that v(x, 0) = 0 imply that 4> (0) = O. It is easy to verify by direct substitution 
that (1.4.38) satisfies the boundary condition (1.4.33c) identically. To determine 
cp(t) we substitute (1.4.38) into the goveming equation (1.4.33a). We have 

(1.4.39a) 

(1.4.39b) 

a 
b2 v(x, t) 

(1.4.39c) 
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The integral in the expression defining uxx ean be developed by integration by 
parts twice to give 

a 2 a 1 
U = - A.(t)e-ax /b - - v(O t)e-ax/b + - v (0 t)e-ax /b 

xx b2 'f' b2 ' b x , 

I r + b e-ax /b 10 vxx(~, t)ea~/bd~. (1.4.39d) 

Substituting (1.4.39a) for Ur and (1.4.39d) for Uxx into (1.4.33a) and using the 
boundary eondition (1.4.33e) gives 

[
. a 2 ] 1 r p(x, t) = ,pet) - b2 ,p(t) e-ax/b + be-ax/b 10 [ap(~, t) + bpA~, t)]eas/bd§ 

+ [:2 c(t) - ~ vAO, t)] e-ax/b. (1.4.40) 

Now, when we integrate by parts the integral of pea~/b, the integrals involving Px 
eaneel. We also pick up a p(x, t) on the right-hand side of (1.4.40) that eaneels the 
p(x, t) on the left-hand side. Finally, we multiply though by eax/b to obtain the fol­
lowing first-order linear inhomogeneous ordinary differential equation goveming 
,pet): 

~ a I 
(P(t) - b2 ,pet) = - b2 c(t) + p(O, t) + b vAO, t). (1.4.41) 

Sinee v is given by (1.4.37), the right-hand side of (1.4.41) is a known funetion of 
t. The solution of (1.4.41) subjeet to ,p(0) = 0 defines ,pet) uniquely. When this 
result is used in (1.4.38), we have the solution of (1.4.33). 

We work out the details next for the special ease p(x, t) == 0, c = eonstant. 
Thus, aeeording to (1.4.21) (witb g(O), g(O+) = c) we have 

v(x, t) = c erfe ( 2::rr ) . (1.4.42) 

Using the definition (A.2.77) of the eomplementary error funetion, we have 

d 2 2 
- erfe(z) = - - e-z • 
dz ..fii 

(1.4.43) 

Therefore, vAO, t) = -c/,.;rrt, and (1.4.41) reduees to 

. a2 ac c 
,p--,p=----. 

b2 b2 b,.;rrt 
(1.4.44) 

The solution of (1.4.44) subjeet to ,p(0) = 0 is 

(1.4.45) 
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Thus, u(x, t) is given by (1.4.38) in the form 

u(x, t) = ~ e-ax / b 11 - e-a't/b2 [1 + erf ( a;) ] ) 
+ :'e-ax / b r ea~/b erfe (-~-) d~. 

b 10 20 
(1.4.46) 

This result ean be further simplified by evaluating the integral on the right-hand 
side. We outline the ealculations next, although the final result may be obtained 
direetly using Mathematiea or Maple. We have 

10 == [X eagjb erfe ( --L ) d~ 10 20 

b [ ax/b (x) 1 l x (a~ ~2 ) d C ] - e erfe - - 1 + -- exp - - - 'j. 

a 20 fo 0 b 4t 

Denoting 

l x (a~ ~2) 11 == exp - - - d~, 
o b 4t 

we find, upon eompleting the square in the exponential, that 

1 _ a2t/b'l x (~ - 2at/b)2 d c 1 - e exp r; 'j. 
o 2.yt 

The above is a useful trick for integrals with quadratie exponents as in 11• Now we 
evaluate 11 by splitting the integral into two parts as in (1.4. 18e) to obtain 

t.:::: a't/b' [ rf (a0 ) rf (x - 2at/b)] 11 = .y rrte e -- + er;' b 2.yt 
Therefore, using this result in the expression for 10 gives 

10 = !!.. {eax / b erfe (~) - 1 
a 20 

+ ea2t/b2 [erf ( a;) + erf (x -2Z;/b)]). 
Now we substitute this expression for 10 into (1.4.46) to obtain the solution 

u(x, t) = :. [erfe (~) _ exp (a2t _ ax) erfe (X - 2at/b)]. 
a 20 b2 b 20 

(1.4.47) 
It is a straightforward matter using Mathematica or Maple to verify that (1.4.47) 
satisfies (1.4.33). 
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(ii) a(t)u(O, t) + b(t)uAO, t) = c(t), a and b depend on t 

As pointed out earlier, the transformation of dependent variable (1.4.35) is not 
helpful in this ease. Instead, we assume an unknown boundary value for u at 
x = 0, 

u(O, t) = k(t), t > 0, (1.4.48) 

where k(t) is as yet unspeeified. The solution ofthe problem eonsisting of (1.4.33a), 
(1.4.33b), and (1.4.48) was worked out in (1.4.21). We have 

u(x, t) = 11 
k(r) erfe (2~ ) dr + k(O+) erfe (2~ ) . (1.4.49) 

We now eompute 

1 1t k(r) 2/4() k(O+) -x2/4t ux(x, t) = - - e-x t-r dr - r::;; e , 
.[ii 0 ~ v:rct 

(1.4.50) 

where we have used (1.4.43) to eaIculate the derivative ofthe eomplementary error 
funetion. Evaluating (1.4.50) at x = 0 and using the resuIt together with (1.4.48) 
in the boundary eondition (1.4.33c) gives the following integral equation for k(t): 

b(t) [r k(r) k(O+) ] 
c(t) = a(t)k(t) - .[ii Jo ~ dr - ./i . (1.4.51) 

In the first term on the right-hand side of (1.4.50), note the oeeurrenee of the 
integrable singularity proportional to (t - r)-1/2 at r = t. Had we used the 
form (1.4.22) for the solution u, the corresponding singularity would have been 
proportional to x 2(t - r)-S/2, requiring further manipulations to derive a well­
behaved result at x = O. 

A diseussion of teehniques for solving the integral equation (1.4.51) is beyond 
our seope. Onee k(t) has been determined, the solution for u(x, t) is given by 
(1.4.49). 

Problems 
1.4.1. Verify by direet substitution that (1.4.6) solves (1.4.5), and that (1.4.9) 

solves (1.4.7). 
1.4.2. Verify by direet substitution that (1.4.22) solves (1.4.12). 
1.4.3. Consider the linear equation 

U t - U xx = 0, 0::: x, 0::: t, 

with initial eondition 

u(x,O) = 0, 

and the following boundary eondition at x = 0: 

u(O, t) = etn, t > 0, 

(1.4.52a) 

(1.4.52b) 

(1.4.52c) 
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where n is a nonnegative constant and C is a positive constant. 
As usual, (1.4.52b) implies the boundary condition at infinity 

u(oo, t) = 0, t::: o. 
a. Use the result (1.4.22) to express the solution in the form 

u(x, t) = Ctn 1(0), 

where 

and 

x 
0== 

2t l / 2 

21°O( 02)n S2 1(0) = - 1 - - e- ds. 
.j1i 8 s2 

(1.4.52d) 

(1.4.53) 

(1.4.54a) 

(1.4.54b) 

b. Show that the similarity form (1.4.53) satisfies (1.4.52), and derive the 
following differential equation and boundary conditions for 1(0): 

f" + 201' - 4nl = 0, (1.4.55a) 

1(0) = 1, (1.4.55b) 

1(00) = O. (1.4.55c) 

Show that the solution of (1.4.55) gives (1.4.54b). 
c. Now consider the nonlinear diffusion equation 

u, - [k(u)ux]x = 0, 0 ::: x, 0::: t, (1.4.56) 

where k(u) is a prescribed function of u. 
The initial condition is (1.4.52b), and the boundary condition at x = 

00 is (1.4.52d), whereas at x = 0 we have 

u(O, t) = g(t), t > 0, (1.4.57) 

for same prescribed function g(t). This problem is discussed in [6]. 
i. If k(u) = AU v , where A and v are positive constants, show that the 

most general g(t) for which a similarity solution exists is 

g(t) = Ctn , (1.4.58) 

where C and n are constanls as in (1.4.52c). In this case, the similarity 
form is 

n X 
u(x, t) = t t/J(n, {== t(vn+I)/2' (1.4.59) 

and t/J obeys 

A ~ (t/Jv d4» + vn + 1 {d4> _ n4> = 0 
d{ d{ 2 ds ' (1.4.60a) 

subject to the boundary conditions 

4>(0) = C, 4>(00) = O. (1.4.60b) 
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ii. If k(u) is prescribed arbitrarily, show that the most general g(t) for 
which a similarity solution exists is g(t) = C = constant. In this 
case the similarity form is 

and fjJ obeys 

x 
u(x, t) = fjJ(fJ), fJ = t l / 2 ' 

!!.- [k dfjJ ] ~ dfjJ - 0 
dfJ (fjJ) dfJ + 2 dfJ - , 

with boundary conditions 

fjJ(O) = C, fjJ(oo) = o. 

(1.4.61) 

(1.4.62a) 

(1.4.62b) 

1.4.4a. Assume that the solution of (1.4.12) on the positive axis may be regarded 
as the response due to a source of unknown strength q(t) at the origin 
for an infinite conductor. Therefore, u(x, t) may be expressed in the form 
(1.3.7) with p = 8(x)q(t). In this case, (1.3.7) reduces to 

1 11 e-x2 / 4(I-T) 

u(x, t) = t= q(r) r.--= dr. 
2v 7r 0 vt - r 

(1.4.63) 

But in order to satisfy the boundary eondition (l.4.12e), we must have 

1 11 q(r)dr 
g(t) = - v't=-i' (1.4.64) 2../ii 0 t - r 

This is an integral equation (solved by Abel) for the unknown q (t) in terms 
ofthe known g(t). 

Use Laplaee transforms and theeonvolution integral to show that 

2 d 11 g(r)dr 
q(t) = t= - v't=-i' (1.4.65) 

v7r dt 0 t - r 

Therefore, the solution of (1.4.12) may also be expressed in the form 

1 11 [e-x2 / 4(t-T) d 1T g(s)ds ] 
u(x, t) = - v't=-i - .;:r=s dr. (1.4.66) 

7r 0 t - r dr 0 r - s 

Show that (1.4.66) reduees to (1.4.22). 
b. For the ease g(t) = 1, we have shown that (1.4.66) reduees to u(x, t) = 

erfe(x/2t l /2). Suppose that we wish toregard this solutioninO ::: x < 00, 

o ::: t < 00 as being produeed by an unknown initial specification of u 
ofthe form 

{ 0 if x :::: 0, 
u(x, 0) = j(x) if x < 0, (1.4.67) 

for the same diffusion equation (1.4.12a) over the infinite interval -00 < 
x < 00. With !(x) = j( -x) show that! obeys the integral equation 

100 !(~)e-~2/4td~ = 2..;m. (1.4.68) 
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Use Laplace transforms to show that J(~) = 2. 
1.4.5a. Modify the calculations leading to (1.4.22) so that you obtain the solution 

of (1.4.12) with (l.4.12b) replaced by the arbitrary initial condition 

U(x,O+) = j(x). (1.4.69) 

b. Specialize the results in (a) to the case j = constant = u), and express 
the solution in a form such that uX<O+, t) is free of singularities. (Note: 
(1.4.22) has an apparent singularity atx = 0, whereas (1.4.21) does not.) 

1.4.6a. Consider two semi-infinite rods with initial temperatures u = u 1 = con­
stant and u = U2 = constant, thermal diffusivities (see (1.1.9» K? = 
constant and Ki = constant, and thermal conductivities kl = constant and 
k2 = constant. Suddenly, at t = 0, the two conductors are brought into 
perfect contact at x = O. Let the first conductor He on 0 ::: x < 00 and 
let the second conductor He on -00 < x ::: o. 

It follows from the integral conservation law (1.1.6) with A = con­
stant that the interface conditions for t > 0 are u(O+, t) = u(O-, t) and 
k1ux(0+, t) = k2ux(0-, t). Show this. Use the result in Problem 1.4.5b to 
show that the heat flow k1uX<0+, t) (or k2ux<0-, 1) at the point of contact 
and t > 0 is given by 

1 k l 
F(t) = - -(UI - cl, 

.../iit KI 

where c is the constant temperature at x = 0: 

U2 - aUI kl K2 
c= , a=---. 

1 - a kZKI 

(1.4.70) 

(1.4.71) 

b. Now consider the situation where these two rods are initially at zero tem­
perature and in perfect thermal contact. Use the method of images to 
calculate the fundamental solution; that is, solve 

(1.4.72) 

on -00 < x < 00 with u(x, 0-) = 0, where K = KI if x > 0 and 
K = K2 if x < O. Use the interface conditions u(O+, t) = u(O-, t) and 
k1uX<0+, t) = k2ux(0-, t). Hint: Assurne that in the domain x < 0, the 
solution U2(X, t) may be regarded as the response to a source ofunknown 
strength B and unknown location (~I > 0) in an infinite medium with 
the uniform properties K2, k2 throughout. Thus, U2(X, t) corresponds to a 
"transmitted" temperature due to the primary source at x = ~ and t = O. 
For the solution u 1 (x, t) in the domain x > 0, assurne that in addition to 
the response due to the primary source, there is a "reflected" contribution, 
which may be regarded as the response to an image source of unknown 
strength A located at the unknown point x = ~2 < 0 in an infinite rod with 
properties kl and KI throughout. Use the interface conditions to determine 
A, B, ~), and ~2' Verify that in the limits (k2/ kd -4 1 and (K2/ Kd -4 1, 
A -4 0 and B -4 1. 
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1.4.7. Consider the diffusion equation 

u/ - uxx = 0, 0::: t < 00, (1.4.73) 

on the time-dependent domain at ::: x < 00, where a is a constant. We 
wish to solve the initial- and boundary-value problem having 

u(x, 0+) = 0, 

u(at, t) = g(t), 

(1.4.74) 

(1.4.75) 

for t > 0 and a prescribed g(t). Thus, u is prescribed as a function oftime 
on the left boundary that moves at a constant speed a. 
a. Introduce the transformation of variables x = x-at, t = t and solve 

the resulting problem by Laplace transforms. 
b. Calculate the appropriate Green 's function for the problem in x, t 

variables and rederive the solution using this. 
1.4.8. Use the expression (1.4.25) for G2 to simplify the solution in (1.4.32a) 

to the form given by (1.4.32b). Rederive the same result using Laplace 
transforms. 

1.5 Problems in the Finite Domain; Green's Functions 

The next step in our development involves problems on the finite domain, which 
may be taken as the unit interval 0 ::: x ::: 1 with no loss of generality (that is, we 
choose the length L ofthe domain as the scale to normalize (1.1.9». As in Section 
1.4, we distinguish problems that have u = 0 or ux = 0 at either end. Thus, we 
need to study Jour different Green 's functions, and we start with the simplest case. 

1.5.1 Green's Function ofthe First Kind 
We refer to the solution satisfying the boundary condition u = 0 at hoth ends as 
Green 's function of the first kind, GI. More precisely, define the solution of 

u/ - uxx = 8(x - ~)8(t - 7:), 0::: x ::: 1, 7:::: t, 

u(x, 7:-) = 0, 

u(O, t) = u(l, t) = 0, t > 7:, 

(1.5.1a) 

(1.5.1b) 

(1.5.1c) 

as Green's function GI (x, ~, t - 7:). Here, ~ and r are constants with 0 < ~ < 1, 
o < 7:. 

Let us construct GI using symmetry arguments in terms of appropriate funda­
mental solutions. Consider the "primary" source 8(x - ~)8(t - r) sketched as t 
at the point x = ~,O < ~ < 1, on theunitintervalin Figure 1.7. 

In order to cancel the contribution of the primary source at the left boundary 
x = 0, we need to introduce a reflected (or image) source of negative unit strength 
(sketched as ,j,) at the image point x = -~. This image source must also be tumed 
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-2 t -1 
-~ 

0 1 2( 1 3 -2 - ~ I _ I I I ~ x 1 -2 + ~ 1 
~ 2+~ 

FIGURE 1.7. Primary and reftected sources to give u = 0 at x = 0 and x = 1 

on at t = •. Similarly, to take care of the boundary contribution of the primary 
source at x = 2, we introduce another image source at x = 2 - ~, also turned on 
at t = •. But now, the image source at x = -~ contributes to the boundary value 
at x = 1, and the image source at x = 2 - ~ contributes to the boundary value 
at x = o. To take care of the first, we introduce the t unit source at x = 2 + ~. 
To take care of the second, we introduce the t unit source at - 2 + ~, and so on. 
The pattern that emerges has positive unit sources at x = 2n + ~,n = 0, ± 1, ±2, 
... , and negative unit sources are at x = 2n - ~,n = 0, ± 1, ±2, .... The sum 
of all these source contributions is a representation for Green's function GI in the 
following series form: 

00 

GI(X,~, t-.) == L {F[x-(2n+~), t-.]-F[x-(2n-~), t-.H, (1.5.2) 
n=-oo 

where Fis defined in (1.2.20). 
Green's function GI has the interesting symmetry property 

(1.5.3) 

The corresponding steady-state result is noted in Appendix A.1.3. To demonstrate 
this sy~metry property, we note that the right-hand side of (1.5.3) is by definition 
given by 

00 

GI(~,x,t-!") = L [F(~-2n-x,t-!")-F(~-2n+x,t-!")]. (1.5.4) 
n=-oo 

Since F is an even function of its first argument, we can rewrite the first term in 
the summation as F (-~ + 2n + x, t - .). Furthermore, since the summation 
ranges over -00 < n < 00, the infinite sum of these terms remains the same if 
we replace n by -no Therefore, we may write 

00 

GI(~,X,t-.) = L [F(-~-2n+x,t-.)-F(~-2n+x,t-!")], (1.5.5) 
n=-oo 

which is just GI (x, ~, t - .). 
In terms of heat conduction, the result (1.5.3) is intuitively obvious and phys­

ically consistent. Suppose we consider a conductor with uniform properties and 
with its two endpoints maintained at the same temperature, here normalized to be 
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zero. Fix any two distinct locations x and ~ on the conductor and carry out the 
following two experiments. In the first experiment we turn on a unit source of heat 
at time T at the point ~ and measure the temperature at the point x and time t > T. 

This gives the result G I (x, ~, t - T) for the measured temperature. In the second 
experiment, we reverse the locations of the source and observer without chan ging 
the values of T or t and find that the temperature at ~, given by GI (~, x, t - T), is 
the same as that measured in the first experiment. 

Using GI and superposition, we can now solve the inhomogeneous problem 
(see (1.4.5)) 

u, - U xx = p(x, t), 0 ~ x ~ 1, 0 ~ t, 

with zero initial condition 

u(x, 0-) = 0 

and zero boundary conditions at both ends, 

u(O, t) = u(1, t) = 0 for t > 0, 

in the form 

u(x, t) = l' dT 1\p(~, T)GI(X,~, t - T)]d~. 

(1.5.6a) 

(1.5.6b) 

(1.5.6c) 

(1.5.7) 

Similarly, as in (1.4.7)-(1.4.8), we solve the problem with p(x, t) = 0 and 
nonzero initial condition 

u(x, 0+) = j(x), (1.5.8) 

instead of (1.5.6b), in the form 

u(x, t) = 11 j(~)GI(X,~, t)d~. (1.5.9) 

Green 's functions for the remaining three homogeneous boundary-value 
problems are listed in Problem 1.5.2. 

1.5.2 Connection with Separation of Variables 
You may be wondering how the result in (1.5.9) is related to the solution we 
obtain by the more conventional separation of variables approach that is usually 
discussed in a first course in partial differential equations. We explore this question 
next. (Problem 1.5.6 gives a review of the basic ideas of separation of variables.) 

To solve 

u, - U xx = 0, 

u(x,O+) = j(x), 

u(O, t) = u(1, t) = 0, t > 0, 

(1.5.IOa) 

(1.5. lOb) 

(1.5.lOc) 
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we assume that u can be expressed in the "separated" form: 

u(x, t) = X(x)T(t). 

Substituting (1.5.11) into (1.5.10a) gives 

XT - X"T = 0, 
T 

or -
T 

X" 
X' 

(1.5.11) 

(1.5.12) 

where the dot indicates d / dt and the double prime indicates d 2 / dx 2 • The second 
part of (1.5.12) can hold only if it equals a constant, and we quickly convince 
ourselves that this constant must be negative, say _,,2• (Why?) 

So, we obtain the eigenvalue problem 

X" + ,,2X = 0, X(O) = X(I) = 0, (1.5.13) 

associated with (1.5.10). The solution is the eigenfunction 

where bn is arbitrary and n is an integer. Thus, the solution of (1.5.10) in aseries 
of eigenfunctions is just the Fourier sine series 

00 

u(x, t) = L Bn(t) sin mrx. (1.5.14) 
n=1 

Substituting (1.5.14) into (1.5.10a), orusing Tn +,,~Tn = 0, gives Bn = cne-n',,\ 
where Cn = constant. 

To determine the Cn , we impose the initial condition (1.5.lOb) and make use of 
orthogonality to obtain 

Cn = 21
1 f(~)sinmr~d~. (1.5.15) 

Thus, the solution of (1.5.10) may be written in series form as 

u(x, t) = ~ [21
1 f(~) sinmr~ d~] e-n2

,,2( sinmrx. 

If we interchange summation and integration (a step that is nearly never questioned 
in a course in applied mathematics!), we obtain 

u(x, t) = 11 f(~)H(x,~, t)d~, (1.5.16a) 

where 
00 

H(x, ~, t) == 2 L(sin n7T~)e-n,,,21 sin n7TX. (1.5.16b) 
n=1 

Comparing (1.5.16) with (1.5.9) shows that these two results do not look alike. 
In fact, in order for the two results to agree, we must be able to show that GI = H. 
This is indeed the case, and is a consequence of a certain identity for the theta 
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function. Forexample, see page 75 of[12].1t is instruetive to workout this identity 
in detail next. 

We may use trigonometrie identities to rewrite H in the form 

l~ 22 1~ 22 
H(x,~, t) = "2 ~ e~n rr t eosmr(x -~) -"2 ~ e-n rr t cosmr(x + ~). 

n=-oo n=-OO 
(1.5.17) 

Now, the expression for GI in (1.5.2) agrees with (1.5.17) ifwe ean show that 

f... 1f... 22· 
~ F(x + ~ - 2n, t) = "2 ~ e-n rr t eos mr(x + ~) 

n=-oo n=-oo 

(1.5.18a) 

and 
00 1 00 L F(x - ~ - 2n, t) = "2 L e-n2rr2t eos mr(x - ~). 

n=-oo n=-oo 
(1.5. 18b) 

These two eonditions are equivalent and reduce to the simple eondition 

(1.5.19) 

ifwe write (x +~) or (x -~) as 2z, set 11 = 1ft, and use the expression (1.2.20) 
defining F. 

Denote ,Jii times the expression on the left-hand side of (1.5.19) by,p; that is, 

00 

,p(1I, z) == L e-rr(z-n)2/~. (1.5.20) 
n=-CX) 

Clearly, ,p is an even function of z (that is, ,p(1I, -z) = ,p(T}, z». Also, it is 
periodic in z with unit period: ,p(1I, z + 1) = ,p(T}, z). Therefore, we mayexpand 
,p in a Fourier eosine series: 

00 

,p(1I, z) = L CXv (lI) eos 2rrvz, 
v=-oo 

where 

CX v(lI) = 11 
ntoo e-rr(l;-nf/~ eos 21l' Vs ds· 

Interehanging integration and summation in (1.5.21b) gives 

CX v(lI) = n'f.oo 11 e-rr(l;-nf/~ eos 2rrvs ds· 

Now ehange the integration variable and let s = n - S to obtain 

(1.5.21a) 

(1.5.21b) 

(1.5.22) 
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= foo e-1Cs2/~cos2]l'vsds = ,.fiie-1Cv2~. 
-00 

Thus, we have proven the identity 
00 

L 
n=-CX) n=-oo 

wh ich is (1.5.19) when we divide by .fo. 

(1.5.23) 

(1.5.24) 

In conclusion, the series representation for GI converges to the same result as 
the series for H, even though these series do not agree term by term. This lauer 
observation means that if we truncate the series for GI, the resulting approximation 
will be valid in a different sense than the approximation obtained by truncating 
the Fourier series H. Let us pursue this idea further, as it will provide a useful 
characterization of the two approaches we have used. 

Consider first what happens if we truncate the series (1.5.2) at n = N for 
GI. Clearly, we are neglecting all the heat sources located at distances greater than 
2N + ~ on the positive axis and greater than 2N - ~ on the negative axis. For short 
times, the response due to these sources is very small over the unit interval (because 
we are ignoring only the weak exponential tails of the corresponding F functions). 
Thus, the Green's function representation (1.5.9), when GI is truncated for some 
n = N, should be validfor short times. In particular, the boundary conditions at 
x = 0 and x = I are only approximately satisfied with the truncated series, and 
this approximation deteriorates as t gets large. On the other hand, if we truncate the 
Fourier series representation (1.5.16), the boundary conditions are exactly satisfied 
for all times, but the initial condition will be described only approximately. Thus, 
the truncated series (1.5.16) should provide a good approximation for t large. 
A more careful analysis of the convergence properties of the GI and H series 
confirms the above intuitive conclusions. 

We reiterate that both expressions converge to the same solution if the infinite 
series are summed. We shall see in Chapter 3 in examples for the wave equation 
that this property of Green 's functions versus eigenfunction expansions is also true 
there. It is a useful resu1t, as we are able to have an approximation involving a finite 
number of terms for both t small and t large. 

1.5.3 Connection with Solution by Laplace Trans/orms 
A third approach for solving the problem in (1.5.10) is to use Laplace transforms 
with respectto t. For simplicity, consider the special case f = 1. U sing the notation 
U(x, s) far the Laplace transform of u(x, t) (see Section A.2.6), we obtain 

Uxx - sU = -1, U(O, s) = U(l, s) = O. 

The solution is easily obtained in the form 

1 
--::-------=- [e-ß - e--ß + (e--ß - l)e-ßx - (e-ß - l)e--ßX ]. 

s(e-ß - r-ß) 
U(x, s) = 

(1.5.25) 



38 1. The Diffusion Equation 

The solution for u(x, t) is then given by the inversion integral (A.2.4lb); that 
is, 

1 10++;00 
u(x, t) = -. eSIU(x, s)ds. 

21l'1 0+-;00 
(1.5.26) 

Note the branch points at s = 0 and s = 00. Since we must choose the branch of 
,JS that is positive when s is along the positive real axis, it is convenient to cut the 
s-plane along the negative real axis; hence c = 0+ for the vertical contour. 

The expression (1.5.26) cannot be evaluated in terms of a finite number of ele­
mentary functions. One standard approximation for a Laplace transform inversion 
is the "large s" approximation, which consists of expanding (1.5.25) in series form 
for s large and then integrating the result, term by term, in (1.5.26). As discussed 
in texts on complex variables (for example, see page 279 of [8]), this gives an 
approximation for u (x, t) valid for t small. 

To see this, just change the variables in (1.5.26), setting s = a / t and consider 
the limit Is 1 ~ 00, la 1 fixed. Clearly, this implies that we need to take t ~ 0, and 
in effect, the substitution a / t for s in U (x, s) accomplishes this. 

If we expand the denominator of (1.5.25) and take the product of this series with 
the numerator, we find that U equals the particular solution 1/ s plus four series in 
the form 

U(x, s) = ~ + ~ [e-4s(2-X) + e-4s(4-x) + e-4s(6-x) + ... ] 

~ [e-4sX + e-4s(2+x) + e-4s(4+X) + ... ] 

~ [ -4s(l-X) + -4s(3-x) + -4s(5-x) + ] e e e '" 
s 

+ ~ [e-4s(l+X) + e-4s(3+x) + e-4s(5+x) + ... ] . 

These series can be rearranged in the form 

11 00 1 00 

U(x, s) = - + - L(-I)ne- 4s(n-x) - - L(-l)ne- 4s(n+x). (1.5.27) 
s S n=l S n=O 

Using (1.5.26) or tables of Laplace transforms, we find that the transform of 

with t > 0 and Areal, is 

J(t) = erfc (2~)' 

1 
F(s) = - e-A4s. 

s 
Therefore, the termwise inversion of (1.5.27) gives the series 

(1.5.28a) 

(1.5.28b) 

~ (n-x) ~ (n+x) u(x, t) = 1 + L.....(_l)n erfc ---;; - L.....(-l)n erfc ---;; . (1.5.29) 
n=l 2",t n=O 2",t 
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It is left as an exercise (Problem 1.5.4) to show that this series is the same as 
the one resulting from the Green's function representation (1.5.9) when we take 
f = 1 and integrate the series for G 1 term by term. This gives a confirmation of 
our earlier intuitive argument that the truncated Green's function representation of 
the solution is valid for t small. 

At any rate, the exact expressions (1.5.9), (1.5.16a) with f = 1, and (1.5.26) 
define the same function u(x, t). The advantage of (1.5.9) and (1.5.16a) over 
(1.5.26) is that these are in terms ofreal quadratures, whereas (1.5.26) is a complex 
integral. Another example of the use of Laplace transforms to calculate the solution 
of the diffusion equation in a bounded domain is given in Problem 1.5.5. 

1.5.4 Uniqueness 0/ Solutions 
In this seetion we show that solutions of the initial- and boundary-value problem 
for the diffusion equation are unique. We consider solutions of 

Ut - Uxx = 0, 0:::: x :::: 1, 0:::: t < 00, 

with initial condition 

U(x,O+) = fex), 

and one of the following four boundary conditions: 

U(O, t) = g(t), u(1, t) = h(t), 

u(O, t) = g(t), uAI, t) = h(t), 

ux(O, t) = g(t), u(l, t) = h(t), 

uAO, I) = g(t), uAI, I) = h(I). 

Here g and h are arbitrarily prescribed in each case. 

(1.5.30a) 

(1.5.30b) 

(1.5.31a) 

(1.5.31b) 

(1.5.3Ic) 

(1.5.31d) 

In preparation for this proof, we first derive an integral identity for solutions of 
(1.5.30a). Multiply (1.5.30a) by u(x, t) and integrate the result with respect to x 
on the unit interval to obtain 

11 
UUtdx = 11 

uuxxdx. 

Since the interval is independent of t, we may write the left-hand side of this 
expression as (d/dl) Jo1 (u2/2)dx, and integrating the right-hand side by parts, we 
obtain 

~ :, J.' u2(., I)dx = uu{ - J.' u;(x, I)dx. (1.5.32) 

The identity (1.5.32) is true for any solution of (1.5.30a). Suppose that UI and 
U2 are two solutions of (1.5.30a), each of which satisfies the initial condition 
(1.5.30b) and one of the four pairs of boundary conditions (1.5.31). If we denote 



40 1. The Diffusion Equation 

the difference by U\ - U2 == v(x, t), then v(x, t) satisfies the problem 

vt - Vxx = 0, 

v(x, 0) = 0, 

vVx = 0 at x = 0 and x = 1. 

Therefore, the identity (1.5.32) for v becomes 

~!!...- t v2(x, t)dx = - t v;(x, t)dx :::: O. 
2 dt 10 10 

Or ifwe let 

1 t 
I(t) == 2" 10 v2(x, t)dx ~ 0 

and 

wehave 

~~ = G(t), thatis, I(t) - 1(0) = 1t 
G(r)dr :::: O. (1.5.33) 

Thus,/(t)-/(O) :::: O.But/(O) = O;hence,/(t) :::: O.Accordingtoitsdefinition, 
1 (t) ~ O. So, we must have / (t) == 0, and the integral of a nonnegative quantity, 
such as v2, can vanish only if v(x, t) = O. Thus, we have proven that u\ (x, t) = 
U2(X, t). 

1.5.5 lnhomogeneous Boundary Conditions 
As discussed in Section 1.4, we can transfonn a homogeneous equation with 
inhomogeneous boundary conditions to an inhomogeneous equation with homo­
geneous boundary conditions. To illustrate the idea, consider (1.5.30a) with initial 
condition (1.5.30b) and boundary conditions (1.5.31a). 

To homogenize the boundary conditions, assume a transfonnation of dependent 
variable U ~ w in the following fonn that is linear in x, 

U(x, t) == w(x, t) + a(t)x + ß(t), (1.5.34) 

with as yet unspecified functions a and ß of the time, to be chosen such that the 
boundary conditions for the resulting problem for w are homogeneous. 

Using (1.5.34), we compute 

Ut = Wt + clx + /3, 
U x = W x + a, Uxx = W xx • 

Therefore, 

Ut - Uxx = Wt + clx + /3 - Wxx = 0, 
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that is, W obeys the inhomogeneous problem 

Wt - Wxx = -<lx - j3. 

In orderto have w(O, t) = 0, we find from (1.5.34) thatwe mustsetß(t) = g(t). 
Similarly, in order to have w(1, t) = 0, we must set a(t) = h(t) - g(t). Thus, 
the transformation relation is 

u(x, t) == w(x, t) + x[h(t) - g(t)] + g(t), (1.5.35) 

and W obeys the inhomogeneous equation 

Wt - Wxx = [g(t) - h(t)]x - g(t) == p(x, t) (1.5.36a) 

subject to the initial condition 

w(x,O) = fex) - x[h(O+) - g(o+)] - g(o+) == q(x) (1.5.36b) 

and homogeneous boundary conditions 

W(O, t) = w(1, t) = o. (1.5.36c) 

The solution of the problem (1.5.36) is just the sum of the solutions (1.5.7) and 
(1.5.9) with f = q; that is, 

w(x, t) = 1t 
dr 1] p(~, r)G](x,~, t - r)d~ + 1] q(~)G](x,~, t)d~. 

(1.5.37) 
Having found w(x, t), we obtain u(x, t) from (1.5.35). Note that the form 

(1.5.36) is also appropriate for a solution using Fourier series, as homogeneous 
boundary conditions are also crucial in being able to superpose eigensolutions. 
Problem 1.5.7 concems the solution for the case (1.5.31b). 

Problems 

1.5.1a. Show that Green's function for the following general homogeneous 
boundary-value problem for the steady-state diffusion equation 

-u" = 8(x - ~); O:s x :s 1, 0 < ~ < 1, 

u (0) + aou' (0) = 0; ao = constant, 

u(l) + a]u'(1) = 0; a] = constant, 

is given by 

Give a physical reason why G becomes infinite if ao - a] = 1. 

(1.5.38) 

(1.5.39a) 

(1.5.39b) 

(1.5.40) 

b. Give a physical reason why Green's function for (1.5.38) with the 
homogeneous boundary conditions u'(O) = u'(l) = 0 does not exist. 
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1.5.2. Use symmetry arguments to show that Green's function for the diffusion 
equation 

Ut - Uxx = o(t - r)o(x - ~) (1.5.41) 

with zero initial condition and each of the following three types of 
homogeneous boundary conditions is given in the specified form. 
a. u(O, t) = uxCI, t) = 0 has 

00 

G2(X,~, t - r) = L (-l)n{F[x - (2n + ~), t - r] 
n=-oo 

- F[x - (2n - ~), t - rH. (1.5.42a) 

b. uxCO, t) = u(I, t) = 0 has 

00 

G3(X,~, t - r) = L (-I)n{F[x - (2n + ~), t - r] 
n=-oo 

+ F[x - (2n - ~), t - rH. (1.5.42b) 

c. uxCO, t) = uAl, t) = 0 has 

00 

G4(X,~, t - r) = L {F[x - (2n + 0, t - r] 
n=-oo 

+ F[x - (2n - ~), t - rn. (1.5.42c) 

What symmetry properties, if any, can you uncover for G 2, G3, and 
G4 if x ---+ ~, ~ ---+ x? 

d. Use the results of parts (a)-(c) to solve the general initialJboundary 
value problem for 

Ut - Uxx = p(x, t), 

u(x,O) = fex), 

(1.5.43a) 

(1.5.43b) 

and each of the following pairs of boundary conditions for t > 0 after 
introducing an appropriate homogenizing transformation as in Section 
1.5.5 

u(O, t) = g, (t); Ux (1, t) = g2(t), 

uxCO, t) = h,(t); u(l, t) = h2 (t), 

(1.5.44a) 

(1.5.44b) 

uxCO, t) = h, (t); uxCI, t) = g2(t). (1.5.44c) 
1.5.3. Evaluate (1.5.7) for the special case where p = o(x - n, where t; is a 

fixed constant on 0 < t; < 1. Show that as t ---+ 00, your result reduces 
to Green's function for the steady-state problem derived in Appendix A.I 
(see (A.1.40)). 

1.5.4. Evaluate (1.5.9) for f = 1 and show that the resulting series is the same 
as (1.5.29). 
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1.5.5a. Show that the Laplaee transform U(x, s) ofthe solution of 

is 

Ur - U xx = 0; 0::: X ::: 1; 0::: t, 

u(O, t) = 1; u(1, t) = 0, 

u(x, 0) = 0, 

1 sinh .jS(1 - x) 
U(x, s) = - . In . 

s smh",s 

b. Rewrite (1.5.46) in the form 

1 1 
U(x, s) = - . (e-..fix - e-..fi(2-x», 

s (1 - e-2..fi) 

and expand the faetor 

for large s to obtain the series 

1 00 
U(x, s) = - L(e-..fi(2n+X) _ e-..fi(2n+2-x». 

s n=O 

(1.5.45a) 

(1.5.45b) 

(1.5.45c) 

(1.5.46) 

(1.5.47) 

(1.5.48) 

(1.5.49) 

Now use (1.5.28) to show that the solution u(x, t) has the series form 

u(x, t) = ~ [erfe (2~5/) - erfe (2n ;~ - X)]. (1.5.50) 

e. Caleulate the solution of (1.5.45) using Green 's funetion and superposition 
after homogenizing the boundary eondition at x = o. Show that this result 
agrees with (1.5.50). 

1.5.6. This is a review problem to illustrate separation of variables and Fourier 
series. Consider 

Ur - Uxx = xsint, 0::: x::: 1, 0::: t, 

U(x, 0) = x(1 - x), 

u(O, t) = ux<l, t) = 0 ift > O. 

(1.5.5la) 

(1.5.51b) 

(1.5.51c) 

a. Look for a solution of the homogeneous equation (1.5.51a) in the sep­
arated form u(x, t) = X(x)T(t), and show that Xis given by any one 
of the eigenfunetions 

(1.5.52) 

where the eigenvalues are An = (2n + 1)1(/2 for n = 0,1,2, ... and 
an = eonstant. 
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b. Based on this result assume a solution of(1.5.51) in the form ofa series 
of eigenfunctions: 

00 

u(x, t) = L An(t) sin Änx, (1.5.53) 
n=O 

where the An (t) are functions of t to be specified. Also, expand the 
right-hand side of (1.5.51a) in aseries of the eigenfunctions Xn , 

x sin t = (~bn sin Änx) sin t. (1.5.54) 

Use orthogonality to show that bn = 8( _1)n /1l'2(2n + 1)2. 
Now substitute (1.5.52) into (1.5.51a) with (1.5.54) for its right-hand 

side to show that the An (t) satisfy 

dAn 2 • - + ÄnAn = bn smt. 
dt 

c. Solve (1.5.55) 10 obtain 

(1.5.55) 

An (t) = An (O)e-A~r + Ä2 b: 1 (Ä~ sin t - cos t + e-A~r). (1.5.56) 
n 

d. Use (1.5.53) with An (t) given by (1.5.56) in the initial condition 
(1.5.51b) to obtain 

1.5.7. Solve 

32 - 81l'(-l)n(2n + 1) 
An (0) = ----::-----::--

1l'3(2n + 1)3 

Ur - Uxx = p(x, t), O:s x :s 1, O:s t, 

u(x, 0+) = fex), 

u(O, t) = g(t), uAl, t) = h(t), 

(1.5.57) 

(1.5.58a) 

(1.5.58b) 

(1.5.58c) 

using Green 's function as weIl as separation of variables after having 
transformed to a homogeneous boundary-value problem. 

1.6 Higher-Dimensional Problems 

The diffusion equation in two or more space dimensions is given by the following 
dimensionless form of (1.1.18): 

Ur - Au = p, (1.6.1) 

where A is the Laplace operator and p is a prescribed function of the spatial vari­
ables and the time. For certain domains where one or more of the coordinates are 
bounded, solutions may be calculated using separation of variables. This technique 
may also be combined with Fourier transforms with respect to one or more coor­
dinates that have an unbounded range. An example is outlined in Problem 1.6.4b. 
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For a complete discussion of separation of variables see [22]. Another approach 
for solving (1.6.1) is to take its Laplace transform with respect to t. The result is 
a Helmholtz equation for the transformed variable, and this equation is discussed 
in Chapter 2. See Section 2.3.2 and Problems 2.3.4, 2.6.1, and 2.6.2. Here we will 
only consider solutions using Green 's functions, and we begin our discussion with 
a derivation of the fundamental solution. 

1.6.1 The Fundamental Solution 
Consider the n-dimensional diffusion equation with a unit source tumed on at the 
origin at time t = 0: 

n a2u 
U, - L -2 = c5(t)c5(XI)c5(X2) ••• c5(xn ), 

j=1 aXj 

(1.6.2) 

where n is a positive integer. As in (1.2.6)-( 1.2.7), we have the zero initial condition 

(1.6.3) 

and require U to vanish at infinity: 

u(x\, ... ,un,t)~O as r=Jxf+xi+ ... +x~~oo. (1.6.4) 

In view of the fact that the source term on the right -hand side of (1.6.2) produces 
a spherically symmetrie solution, we need only consider the spherically symmetrie 
Laplacian, and (1.6.2) has the form 

(n - 1) 
u, - Urr - Ur = c5(t)c5n (r). (1.6.5) 

r 
We have used the notation c5n (r) to denote the n-dimensional delta function 

(1.6.6) 

Consider the volume integral in terms ofthe Cartesian coordinates XI, ••• , Xn of 
the n-dimensional delta function over some domain D in this n-dimensional space. 
By simply applying the properties of the one-dimensional delta function to each of 
the n integrals defining the volume integral, we have the following generalization 
of the definition for the one-dimensional case 

f f {I ifthe origin is in D, 
• • . c5(XI)c5(X2) ••• c5(xn )dx l d x2 ••• dXn = th' o 0 erwlse. 
D 

(1.6.7) 
For n ~ 2, we may also write (1.6.7) in terms ofthe n-dimensional delta function 
c5n (r) and the appropriate volume element dV 

f ... f c5n (r)dV = { ~ 
D 

if r = 0 is in D, 
otherwise. 

(1.6.8) 
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For example, if n = 2 and D is the interior of a circle of radius E centered at 
the origin, then dV = r dr d(), and we have 

[
€ (21r r 

r=O 111=0 82(r)r d() dr = 2]f 10 r82(r)dr = 1, (1.6.9a) 

where rand () are polar coordinates in the plane: x = r cos (), y = r sin (). If 
n = 3 and D is the interior of a sphere of radius E centered at the origin, the 
corresponding resuIt is 

[ € (21r 11r 83(r)r2 sin f/J df/J d() dr = 4]f r r283(r)dr = 1, 
=oh~ _~ k (1.6.9b) 

where r, (), and f/J are the spherical polar coordinates: x = r sin f/J cos (), y = 
r sin f/J sin (), Z = r sin f/J. More generally, for an n-dimensional sphere of radius 
E centered at the origin, (1.6.8) reduces to 

where lt)n is the "area" of the n-dimensional unit sphere. 
To calculate lt)n consider the following identity: 

00 

f· .. f e-x~-x;- ... x;dXldx2 . .. dXn = 1"" e-r2rn-llt)ndr, 

-00 

(1.6.9c) 

(1.6.10) 

where r2 = xf + ... +x;. The left-hand side of(1.6.10) isjust (J~oo e-x2 dx r = 

]fn/2. The right-hand side is 

lt)n {OO e-r2 rn- 1dr = lt)n (OO e-(Ju~-ldu = 
10 2 10 

lt)n r (~) 
2 2' 

where r(z) is the gammafunction defined by 

r(z) == 100 e-cr u z- 1 du; z > o. 

Therefore, the area lt)n of the n-dimensional unit sphere is 

2]fn/2 
lt)n = r(nj2). 

(1.6.11) 

(1.6.12) 

(1.6.13) 

Coming back to (1.6.5), we solve the homogeneous problem using similarity. 
Proceeding as in Section 1.2.1, we find that the fundamental solution F(r, t) has 
the following similarity structure (cf. (1.2.15» 

an F(ar, a 2t) = F(r, t) 

for any positive constant a. Setting 

F(r, t) = t-n/2 f«(), () = rt- 1/ 2, 

(1.6.14) 

(1.6.15a) 
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we see that (1.6.15a) satisfies (1.6.14) and gives the following ordinary differential 
equation for f: 

!" + - + -- f' + - f = O. ( 0 n-l) n 
2 0 2 

It is easily seen that 
_(}2/4 f = Ce ,C = constant, 

is a solution that upon substitution into (1.6.15) gives 

F(r t) = ~ e-r2 / 4t 
, tn/ 2 

(1.6.15b) 

Thissolutionhastheappropriatesingularityatr = O,t = Oanddecaysasr ~ 00, 

t > 0 or t ~ 00, r > O. The other solution of (1.6.15) gives an unbounded 
contribution to the total heat content in the domain as in the one-dimensional case. 

To evaluate C, we integrate (1.6.5) over the entire n-dimensional space Doo to 
obtain 

! ... ! FtdV = ! ... ! ö.FdV + ! ... ! 8(t)8n (r}dV. (1.6.16) 

Using Cartesian coordinates we have 

! ... ! ö.FdV == {oo ... {OO [a2 ~ + ... + a2 ~ ] dXI ... dXn = 0, 
Loo 1-00 aXI aXn 

D"" 
(1.6.17) 

because for each i = 1, ... , n, aF lax; vanishes if any one of its arguments Xj 

equals ±oo. Tbe second integral on the right-hand side of (1.6.16) gives 8(t}, and 
we obtain 

! ... ! FtdV = :t ! ... ! FdV = 8(t). 

Dx D"" 

Tberefore, 

! ... ! FdV = 1 if t > 0, (1.6.18) 

D"" 

as in the one-dimensional case (cf. (1.2.19». Using the result (1.6.15b) for F in 
(1.6.18) gives 

_ e-r /4t w rn-1dr = 1. C 100 
2 

t n/2 0 n 
(1.6.19a) 

Changing the integration variable from r to s = r2 I 4t gives 

2n - 1wn C 100 e-Ss~-Ids = 2n - 1wncr (i) = 1. (1.6.19b) 



48 1. The Diffusion Equation 

Therefore, 

1 c= ---
2n- l wnf(nj2) - 2nT(n/2' 

(1.6.20) 

and the fundamental solution is 

1 -r2/41 
F(r, t) = 2nT(n/2tn/2 e. (1.6.21) 

More generally, the fundamental solution at time t at a point P with coordinates 
XI, •.. , Xn due to a source located at the point Q with coordinates ~I, ... , ~n and 
tumed on at time r is 

e-r~Q/4('-T) 

F(rpQ, t - r) = 2nrr n/2(t _ r)n/2 ' 

where we have introduced the notation 

n 

rpQ = L(Xi - ~i)2 
i=1 

for the distance between the observer at P and the source point Q. 

1.6.2 Initial-Value Problem in the Infinite Domain 

(1.6.22) 

(1.6.23) 

Consider the general initial-value problem for the three-dimensional diffusion 
equation in the infinite domain: 

U, - Uxx - U yy - Uzz = p(x, y,z, t), 
u(x, y, z, 0) = J(x, y, z). 

(1.6.24a) 

(1.6.24b) 

Here p and J are prescribed, and p = 0 if t < O. The corresponding one­
dimensional problem was discussed in Section 1.3. The basic ideas are the same; we 
split (1.6.24) into two problems as in (1.3.2) and solve each using the fundamental 
solution. The result is 

u(x, y, z, t) = 1: i~-oo i~-oo l~-oo F(rpQ, t - r)p(~, 71, {, r)d{ dTJd~ dr 

+ i~-oo i~-oo l~-oo J(~, 71, nF(rpQ, t)d{ dTJ d~, (1.6.25) 

where r~Q = (x - ~)2 + (y - 71)2 + (z - n2, and F is given by (1.6.22) with 
n = 3. Similar formulas can be written down for the solution for any n. 

(i) Example, axisymmetric problem in two dimensions 

Consider the axisymmetric problem in two dimensions 

u, - (U rr + ~Ur) = 0, (1.6.26a) 

u(r,O) = J(r). (1.6.26b) 
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The fundamental solution is (n = 2, r~Q = (x - ~)2 + (y - '1)2) 

1 ( (x - ~)2 + (y - '1)2 ) 
F(rpQ, t - .) = 41l'(t _ .) exp - 4(t _ .) . (1.6.27) 

We introduce the polar coordinates r, e for P defined by x = r cos e, y = r sin e 
and set ~ = p cos ifJ, '1 = P sin ifJ. Then r~Q = r2 - p2 - 2rp cos(e - ifJ), and 
(1.6.27) becomes 

1 ( r2 + p2 - 2rp cos(e - ifJ») F(rpQ, t - .) = exp - . (1.6.28) 
41l'(t - .) 4(t - .) 

In the superposition integral corresponding to (1.6.25) only the second tenn 
contributes, and we use polar coordinates to obtain 

u(r, t) = e-r2 /4t r'0 e-p2 /4t pf(p) [ r2rr e(rpcost/»/2tdifJ] dp. 
4m 10 10 (1.6.29) 

The definite integral with respect to ifJ can be evaluated explicitly. For any positive 
constant a, we have 

121< eacost/>difJ = 21l' lo(a) , (1.6.30) 

where 10 is the modified Bessel function of order zero. Therefore, (1.6.29) 
simplifies to 

e-r2 /4t 100 
2 (rp ) u(r, t) = -- f(p)pe- P /4t 10 - dp. 

2t 0 2t 
(1.6.31) 

1.6.3 Green' s Function for Various Simple Domains 
The use of image sources to satisfy boundary conditions also generalizes to higher­
dimensional problems for certain simple geometries. Three planar examples are 
discussed next to illustrate ideas. 

(i) The half-plane y :::: 0 with u(x, 0, t) = 0 

Consider 

Ut - (uxx + U yy ) = 8(x - ~)8(y - '1)8(t - .) (1.6.32a) 

in the upper half-plane: -00 < x < 00, 0 :::: y :::: 00 for positive constants ~, TI, 
•. The initial condition is 

u(x, y, .-) = 0, (1.6.32b) 

and boundary conditions are 

u(x, 0, t) = u(x, 00, t) = O. (1.6.32c) 
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U sing a negative image source at x = ~, y = -11, t = r we obtain Green 's 
function using (1.6.22) with n = 2 

G(x -~, y, 11, t - r) = 1 [e-r~Q/4(r-r) - e -r~Q/4(t-r)J, (1.6.33) 
4n(t - r) 

where 

r~Q = (x - ~)2 + (y - 11)2 

r pO = (x - 0 2 + (y + 11)2. 

(1.6.34a) 

(1.6.34b) 

Knowing G, we can solve the general initial- and boundary-value problem in 
the upper half-plane, 

Ur - U x - U yy = p(x, y, t), 

u(x, y, 0) = fex, y), 

u(x, 0, t) = g(x, t), t > 0, 

(1.6.35a) 

(1.6.35b) 

(1.6.35c) 

for prescribed functions p, f, and g using Green's function and superposition 
after the boundary condition (1.6.35c) is homogenized. The details are entirely 
analogous to the one-dimensional case discussed in Seetion 1.4 and are left as an 
exercise (Problem 1.6.1). 

The same ideas can be used to compute Green 's function in the half-space in 
three dimensions and to construct Green 's function of the second kind where the 
normal derivative of u vanishes along the boundary. 

(ii) The quarter-plane x ::: 0, y ::: 0 with u(x, 0, t) = u(O, y, t) = 0 

Green 's function satisfies 

ur - (uxx + U yy ) = 8(x - ~)8(y - 11)8(t - r), 

u(x, y, r-) = 0, 

u(x, 0, t) = 0, x > 0, 

u(O, y, t) = 0, y > O. 

(1.6.36a) 

(1.6.36b) 

(1.6.36c) 

(1.6.36d) 

For this domain, the positive primary source of unit strength is located at x = 
~ > 0, y = 11 > 0 and tumed on at time t = r. In order to have u = 0 on 
both the positive x- and y-axes we need to introudce negative image sources of 
unit strength at the points x = ~, y = -11 and x = -~, y = 11. We also need 
a positive image source of unit strength at x = -~, y = -11. This maintains the 
symmetry relative to the two coordinate axes. 

Therefore, the solution is given by 

G( C ) 1 [ -r2 /4(t-r) -r2 /4(t-r) X,.,-,y,l1,t-r = e I -e 2 

4n(t - r) 



where 

r~ = rpQ = (x _ ~)2 + (y _ 1)2, 

ri = (X - ~)2 + (y + 1)2, 

r~ = (X + ~)2 + (y _ 1)2, 

rl = (X + g)2 + (y + 1)2. 
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(1.6.38a) 

(1.6.38b) 

(1.6.38c) 

(1.6.38d) 

Using (1.6.37) we can solve the general initial- and boundary-value problem in 
the quarter-plane. See Problem 1.6.2. Problem 1.6.3 concerns the solution in the 
quarter plane with uy(x, 0, t) prescribed. 

The symmetry idea also generalizes to corner domains in higher dimensions, 
e.g., X ~ 0, y ~ 0, z ~ ° in three dimensions. 

(iii) The infinite strip ° ~ y ~ 1, -00 < X < 00 with 
u(x, 0, t) = u(x, 1, t) = ° 
Green 's function of the first kind for this domain satisfies 

u, - U xx - U yy = 8(x - g)8(y - 1)8(t - r), 

u(x, y, r-) = 0, 

u(x, 0, t) = u(x, 1, t) = 0, t > O. 

(1.6.39a) 

(1.6.39b) 

(1.6.39c) 

The solution of (1.6.39) is entirely analogous to the one- dimensional version 
(1.5.2), and we have 

00 

G(x - g, y, 1), t - r) = L {F(rn , t - r) - F(rn , t - r)}, 

where 

n=-CX) 

e-r2 / 41 

F(r, t) = 21ft ' 

r; = (x - g)2 + [y - (2n + 1)f, 

r~ = (x - g)2 + [y _ (2n _ 1)]2. 

(1.6.40) 

(1.6.41) 

(1.6.42a) 

(1.6.42b) 

We can now use (1.6.40) to solve the general initial- and boundary -value prob­
lem in the infinite strip. See Problem 1.6.4a. This problem can also be solved 
by Fourier transforms with respect to x followed by separation of variables as 
discussed in Problem 1.6.4b. 

Boundary-value problems where u y is specified on y = ° or y = 1 or both can 
also be solved using the appropriate Green's function as in Problem 1.5.2. 

Problems 

1.6.1. Use the homogenizing transformation w(x, y, t) = u(x, y, t) - g(x, t) 
10 show that if u solves (1.6.35), then w is the solution of 

w, - W xx - W yy = hex, t) + 8(t)k(x, y), (1.6.43a) 
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where 

w(x, y, 0-) = 0, 

w(x, 0, t) = 0, t > 0, 

hex, t) == p(x, y, t) - gt(x, t) + gxAx, t), 

k(x, y) == fex, y) - g(x, 0). 

(1.6.43b) 

(1.6.43c) 

(1.6.44a) 

(1.6.44b) 

Using Green's function (1.6.33), the solution of (1.6.35) then becomes 

u(x, y, t) = r f')O r>O h(~, -r)G(x -~, y, 1], t - -r)d1]d~ d-r 
10 Loo 10 
+ i: LJO k(~, 1])G(x -~, y, 1], t)d1]d~ 
+ g(x, t). (1.6.45) 

Deve10p the resu1t in (1.6.45) using (1.4.18) to obtain (see (1.4.21» 

1 1t 1 (y) u(x, y, t) = r= ~ erf ~ 
2"11 TC 0 v t - -r 2"11 t - -r 

x [I: h(~, -r)e-(X-~)2/4(t-r)d~ ] d-r 

__ 1_ erf (~) r>O g(~, 0)e-(x-~)2/4td~ 
2~ 20 Loo 

+ _1_ {oo (oo f(~, 1]) [e-[(X-~)2+(y-~)21/4t 
4TCt Loo 10 

(1.6.46) 

1.6.2. Consider the general initial- and boundary-value problem in the quarter 
plane x ::: 0, y ::: 0: 

Ut - Uxx - U yy = p(x, y, t), 

u(x, y, 0) = fex, y), 

u(x, 0, t) = gl (x, t), 

u(O, y, t) = g2(y, t). 

Introduce the homogenizing transformation 

w(x, y, t) = u(x, y, t) - a(x, y, t), 

(1.6.47a) 

(1.6.47b) 

(1.6.47c) 

(1.6.47d) 

(1.6.48) 

where a is a function that satisfies a(x, 0, t) = gl (x, t), a(O, y, t) 
g2(y, t). For example, we may choose 

(1.6.49) 
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Show that if u satisfies (1.6.47), then W is governed by 

where 

Wt - Wxx - Wyy = h(x, y, t) + 8(t)k(x, y), 

w(x, y, 0-) = 0, 

w(x, 0, t) = w(O, y, t) = 0, t > 0, 

h(x, y, t) =p(x, y, t) - at(x, y, t) + axx(x, y, t) 

+ ayy(x, y, t), 

k(x, y) =j(x, y) - a(x, y, 0). 

Solve (1.6.50) using Green's function (1.6.37). 

(1.6.50a) 

(1.6.50b) 

(1.6.50c) 

(1.6.5Ia) 

(1.6.5Ib) 

1.6.3. WhatisGreen'sfunctionforthecornerdomainO ~ x < 00,0 ~ y < 00 
with boundary conditions u(O, y, t) = 0, uy(x, 0, t) = O? Use this 
result to calculate the solution of (1.6.47), where we replace (1.6.47c) by 
uy(x, 0, t) = g3(X, t). 

1.6.4a. Consider the diffusion equation in two dimensions in the infinite strip 
-00 < x < 00, 0 ~ y ~ 1 with prescribed source distribution, and 
initial and boundary values for u given by 

Ut - Uxx - U yy = p(x, y, t), 

u(x, y, 0) = j(x, y), 

u(x, 0, t) = gl(X, t), t > 0, 

u(x, I, t) = g2(X, t), t > O. 

Introduce the homogenizing transformation 

W(x, y, t) = u(x, y, t) + (y - I)gl (x, t) - yg2(X, t) 

to show that w satisfies 

where 

Wt - Wxx - Wyy = h(x, y, t) + 8(t)k(x, y), 

w(x, y, 0-) = 0, 

w(x, 0, t) = w(x, I, t) = 0, t > 0, 

h(x, y, t) =p(x, y, t) + (I - y)(gl, - glxJ 

(1.6.52a) 

(1.6.52b) 

(1.6.52c) 

(1.6.52d) 

(1.6.53) 

(1.6.54a) 

(1.6.54b) 

(1.6.54c) 

- y(g2, - g2,), (1.6.55) 

k(x, y) =j(x, y) + (y - 1)gl (x, 0) - yg2(X, 0). (1.6.56) 

Calculate the solution of (1.6.54) using Green's function (1.6.40). 
b. An alternative approach for solving (1.6.52) is to take Fourier transforms 

with respect to x. Show that the transformed variable u(k, y, t) satisfies 
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(overbars indicate the Fourier transform, see (A.2.9a» 

ut - Uyy + k2u = p(k, y, t), 

u(k, y, 0) = lek, y), 

u(k, 0, t) = g, (k, t), t > 0, 

u(k, 1, t) = g2(k, t), t > O. 

(1.6.57a) 

(1.6.57b) 

(1.6.57c) 

(1.6.57d) 

In preparation for solving (1.6.57) by separation of variables, introduce 
the homogenizing transformation (1.6.53), 

w(k, y, t) = u(k, y, t) + (y - I)g, (k, t) - yg2(k, t), (1.6.58) 

and show that w satisfies 

W t - Wyy +k2w = p+ (y -l)(g'r +k2g,) - y(g2r +k2g2) = q(k, y, t), 
(1.6.59a) 

w(k, y, 0) = lek, y) + (y - I)g, (k, 0) - yg2(k, 0) = r(k, y), 

(1.6.59b) 

w(k, 0, t) = w(k, 1, t) = 0, t > O. (1.6.59c) 

Solve (1.6.59) by separation of variables in the form 
00 

w(k, y, t) = L Bn(k, t) sin mry, (1.6.60) 
n=' 

where 

Bn (k, t) = [Bn (k, 0) + 1t qn (k, r)e(n 2,,2+k2)r dr ] e-(n2,,2+k2)t, 

(1.6.61) 
and Bn (k, 0), qn (k, t) are the Fourier coefficients 

Bn (k, 0) = 21' r(k, y) sin mry dy, (1.6.62a) 

qn(k, t) = 21' q(k, y, t) sinnrry dy. (1.6.62b) 

1.7 Burgers' Equation 

The quasi linear diffusion equation 

Ut + UU x - EUxx = 0, E > 0, (1.7.1) 

is attributed to Burgers, who in 1948 proposed it as a mathematical model for 
turbulence [7]. ActuaIly, (1.7.1) was first studied by Bateman in 1915 in modeling 
the motion of a fluid with small viscosity E [5]. Although (1.7.1) may be obtained 
as a limiting form of the x-component of the momentum equation for viscous 
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flows, as first shown in [32], it does not model turbulenee. Nevertheless, (1.7.1) is 
a fundamental evolution equation that arises in a number of unrelated applieations 
where viscous and nonlinear effects are equally important. Examples are diseussed 
in [16] and in Section 6.2.5 of [26]. This equation also models traffie flow and is 
derived in Seetion 5.1.2. 

Hopf [24], and Cole [9] independently showed that (1.7.1) may be transformed 
to the linear diffusion equation of this ehapter. We now work out this transformation 
and diseuss how it may be used to solve initial- and boundary-value problems for 
(1.7.1). 

1.7.1 The eole-Bopf Transformation 
This transformation of dependent variable u ~ v is defined by 

We then ca1culate 

V-x 
U == -210-. 

V 

V-XI V-xVI 
UI = -210- +210--, 

V v2 

V-x-x v; 
U x = -210- +210 2 , 

v v 

2 Vxxx 6 VxVxx 4Ev; 
Uxx = - E-v- + E--;T - 7' 

(1.7.2) 

Substituting these expressions into (1.7.1) gives 
Vx 
- (EUxx - VI) - (EUxx - VI)X = O. (1.7.3) 
v 

Thus, any solution v(x, t) of (1.7.3), when used in (1.7.2), gives an expression 
u(x, t), that satisfies (1.7.1). 

In particular, if v satisfies the diffusion equation 

EV-xx - VI = 0, (1.7.4) 

it also solves (1.7.3) trivially, and the resulting u(x, t) satisfies (1.7.1). 
Although the parameter 10 may be transformed outof(I.7.1) (and henee also out 

of (1.7.4» by an appropriate sealing of the x and t variables, it is more instruetive 
to retain it in the solution because we ean then study how the results behave in 
the limit 10 ~ O. This is a singular perturbation problem that we will diseuss in 
Seetion 8.2.3. 

1.7.2 Initial-Value Problem on -00 < x < 00 

Let us study how we ean use the preeeding result to solve the initial-value problem 
for Burgers' equation: 

ul + uux - EUx-x = 0, -00 < x < 00, 

u(x,O) = j(x). 

(1.7.5a) 

(1.7.5b) 
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According to (1.7.2), the new variable v(x, t) must initially satisfy 

2EVAx,0) 
!(x) = - v(x,O) . (1.7.6) 

This is a linear first-order ordinary differential equation for v(x, 0) and has the 
general solution 

v(x,O) = ae(-1/2E) f: j(s)ds == ag(x), a = constant. (1.7.7) 

Thus, for a given ! (x), we compute g (x) by quadrature. Of course, it is understood 
that the integral f; ! (s )ds exists. So, we need to solve the following linear problem 
for v(x, t): 

vr - EVxx = 0, -00 < x < 00, 

v(x,O) = ag(x). 

(1.7.8a) 

(1.7.8b) 

This is essentially (1.3.3) and has the solution (1.3.9) after replacing U 

! ~ ag,t ~ Et: 

~ v, 

v(x, t) = -- g(~)e-(X-~)2/4€rd~. a 100 

J411:Et -00 

(1.7.9) 

It then follows that 

( ) ~ 100 g(~)(x - ~) e-(x-~)2/4€rd~. 
Vx x,t = ~ s 

v 411:Et -00 2Et 
(1.7.10) 

Therefore, using (1.7.2) to compute u(x, t) gives 

f~ g(~) (x-~) e-(x-~)2/4€rd~ 
u(x t) - 00 r 

, - f~oo g(~)e-(x-~)2/4€rd~ , 
(1.7.11) 

in which the constant a cancels out. 
We shall use these results in discussing discontinuous solutions ofthe first-order 

equation 

Ur + UUx = 0 (1.7.12) 

in Chapter 5. We compute (1.7.11) explicitly for the case where !(x) is piecewise 
constant in Problem 1.7.1. 

1.7.3 Boundary-Value Problems 
The solution of Burgers ' equation on the semi-infinite or bounded interval in x is 
more complicated than the solution we have derived in (1.7.11). We now consider 
some special cases. 

(i) Semi-infinite interval: 0:::: x < 00 

The problem is 

Ur + UUx - EUxx = 0, 0 ~ X < 00, (1.7.13a) 
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u(x,O) = f(x), 

u(O, t) = h(t), t > O. 

(1.7.13b) 

(1.7. 13c) 

Using (1.7.2) we obtain the following problem for the new dependent variable 
v(x, t) 

Vt - EVxx = 0, 

v(x,O) = a exp ( - 2~ l x 
f(S)dS) == ag(x), 

h(t)v(O, t) + 2EVx (0, t) = 0. 

If h = eonstant and f = 0, (1.7. 14b) and (1.7.14c) reduee to 

v(x,O) = a = eonstant, 

hv(x,O) + 2EVx<X, 0) = 0, h = eonstant. 

In (1.7.l4b) and (1.7.15a), the eonstant a is arbitrary. 
To use previously ealculated results, we set 

v = v - a, 1 = Et, x = x 

to obtain 

vr - vxx = 0, 

v(X,O) = 0, 

hv(X, 0) + 2EVx(X, 0) = -ha. 

(1.7.14a) 

(1.7.14b) 

(1.7.14c) 

(1.7.15a) 

(1.7.15b) 

(1.7.16a) 

(1.7. 16b) 

(1.7.16c) 

The solution is given by (1.4.47) with u -+ v, a -+ h, b ~ 2E, C = -ha, 
x -+ x,t ~ 1, 

or 

[ ( X) (h 21 v(X, t) = -a erfe 2./t - exp 4E 2 - - erfe hX) (x -2hlj2E)] 
2E 2./t 

(1.7.17a) 

V(x, t) = a [1 - erfe (2~ ) + exp (~ - ~: ) erfe ( x2:' ) l 
(1.7.17b) 

We now use this result to evaluate (1.7.2) for u(x, t) and obtain 

erfe ( x-ht ) 

u(x, t) = h ( ) (Ft) () . (1.7.18) 
exp ~: - h~t erf 2Ft + erfe ;;f; 

In [31], this result is attributed to J .D. eole. 
If h is not eonstant, the above approach does not apply, but we may use the idea 

diseussed in Seetion 1.4.7 ofreplacing (1.7.14c) by an unknown boundary value 
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v(O, t) = k(t), then deriving an integral equation for k(t). The details are entirely 
analogous to those discussed in Section 1.4.7. See Problem 1.7.2. 

(ii) Finite interval 0 ~ x ~ rr 

The following initial- and boundary-value problem for Burgers' equation is 
discussed in [9]: 

Ur +uux = EUn , 0 ~ X ~ rr, 

U(x,O) = j(x), 

u(O, t) = u(rr, t) = 0, t > O. 

The problem for v(x, t) defined by (1.7.2) satisfies 

vr - EVxx = 0, 

v(x,O) = ag(x), a = constant, 

vx(O, t) = vArr, t) = 0, t > 0, 

where ais arbitrary and g(x) is defined in (1.7.14b). 

(1.7.19a) 

(1.7.19b) 

(1.7.19c) 

(1.7.20a) 

(1.7.20b) 

(1.7.20c) 

The solution for v(x, t) is easily derived using separation of variables in the 
form 

(1.7.21) 

where 

2a i7C 
an = - g(x) cos nx dx. 

rr: 0 
(1.7.22) 

The transformation relation (1.7.2) gives the solution of (1.7.19) in the form 

E OO na e-n2~r sin nx 
u(x, t) = 2E n-) n • (1.7.23) 

~ + ,",00 a e-n2€( cos nx 2 L.m=) n 

A discussion ofthe qualitative features ofthe solution is given in [9]. The problem 
where j (x) has a discontinuity in the interval 0 ~ x ~ I is discussed in [29]. This 
problem is of interest in understanding the long-term behavior of a shock layer for 
Burgers' equation. We still study shock layers in Chapter 5. 

Problems 

1.7.1. Consider Burgers' equation on -00 < x < 00, 

Ur + UUx = EUxx ' (1.7.24) 

a. For the piecewise constant initial condition 

{ I if x < 0, 
U(x, 0) = -I ifx > 0, (1.7.25) 



derive the solution in the form 

e-x/€ erfe ( X-I ) _ erfe (_ X+I ) 
( ) 2Ft 2Ft 

U x, t = () ( ) . e-x/€ erfe X-I + erfe _ X+I 
2Ft 2Ft 

b. For the pieeewise eonstant initial eondition 

{ -I 
U(x, 0) = 1 

derive the solution in the form 

if x < 0, 
ifx > 0, 

- erfe ( X+I ) + e-x/€ erfe ( ~ ) 
() 2Ft 2Ft 

U x, t = () () . erfe x+t + e-x/€ erfe I-x 
2Ft 2Ft 
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(1.7.26) 

(1.7.27) 

(1.7.28) 

1.7.2. To study the problem (1.7.13) for Burgers' equation, replaee (1.7.14c) with 
the boundary eondition 

v(O, t) = k(t), (1.7.29) 

where k(t) is as yet unspecified. Use the results in Seetions 1.4.2-1.4.3 to 
write the solution for v (x, t) in terms of the unknown k(t) in the form 

v(x, t) = _a__ {'>O g(~) [e-<x-I;)2/ ik l _ e-<x+1;)2/ik l ] d~ 
2.jrcEt 10 
+ r k(r) erfe ( Fr) dr 10 2 t - r 

+ k(O+) erfe (2~ ) . (1.7.30) 

Use the eondition (1.7.14c) to derive the following integral equation for 
k(t) (Assume a = k(O+» 

h(t)k(r) = cf>(t) + 2 [[ r ~dr, (1.7.31) V ;- 10 t - r 

where 

cf>(t) = 2k(0+)J :t [1 -100 g(~)e-1;2/ikld(~2/4Et)]. (1.7.32) 

Note that cf>(t) = 0 if fex) = o. 



2 

Laplace's Equation 

2.1 Applications 

There are numerous physieal applications that are modeled by the inhomogeneous 
Laplace equation (Poisson equation) 

6.u == Uxx + Uyy + Uzz = Q(x, y, Z). 

Some of the standard examples are given in the following table. 
Henceforth, to standardize terminology, we shall refer to u as the potential, even 

though in some applications it is not a potential and one is interested in the value 
of u itself rather than in its gradient. Also, we shall refer to areal function that 
satisfies Laplace's equation in some domain G as being harmonie in G. 

We have already shown that for the steady-state problem of heat conduction 
in a material with constant properties and no heat sourees, the temperature field 
satisfies Laplace's equation [see (1.1.18)]. 

A derivation of Laplace 's equation for the deflection of a membrane (in the limit 
of small amplitudes) may be found on pp. 214-215 of [21]. 

In electrostaties, the potential due to a stationary distribution of charges follows 
directly from Maxwell's equation. For example, see p. 100 of [33]. A derivation 
of the gravitational potential for an arbitrary solid is given in Section 2.4.1, and a 
discussion of applications for incompressible flow follows next. 

2.1.1 Incompressible Irrotational Flow 
Considerthe flow of a fluid having density p(x, y, z, t) (g/cm3) and defined by the 
vectorvelocity field q(x, y, z, t) (crnls). As in Section 1.1, wecan derive an integral 
law of mass conservation by equating the rate of change of mass inside a given 
fixed domain G to the net inflow of mass. If we also have an arbitrary distribution of 
mass sources of strength/unit volume equal to Q(x, y, z, t) (glcm3s), the integral 
law of mass conservation analogous to (1.1.16) becomes 

:t !!!PdV = - !!pq.ndA+ !!!QdV, (2.1.1) 

G S G 

J. Kevorkian, Partial Differential Equations
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TABLE 2.1. Some Applications of Poisson 's Equation 

Application 

Steady-state temperature in 
asolid 

Static deftection of a thin 
membrane in two dimen­
sions 

Electrostatics 

Incompressible irrotational 
ftow in two or three dimen­
sions 

u 

u = temperature 

u = deftection 

u = electrostatic potential, 
electric field = E = grad u 

u = velocity potential, ve­
locity = q = grad u 

Two-dimensional incompress- u = stream function = l/I, 
ible steady ftow velocity = q = l/Iyi - l/Ixj 

Newtonian gravitation u = gravitational potential, 
force of gravity = F = 
- gradu 

Q 

- Heat source 
strength/unit 
volume 

Pressure 

Charge/unit 
volume 

Mass source 
strengthlunit 
volume 

-Vorticity 

Mass density 

where again, n is the outward unit normal on the surface S bounding G. For smooth 
flows, (2.1.1) gives 

Pt + div(pq) = Q. (2.1.2) 

Now, if the density is a constant (incompressible ftow), (2.1.2) reduces to 

divq = Cl == Q/p. (2.1.3) 

If in addition one assumes that the ftow is irrotational-that is, curl q = O-it 
follows from vector calculus that q is the gradient of a scalar potential: u (x, y, Z, t) 
(cm2/s); that is, 

q = gradu. (2.1.4) 
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Combining (2.1.3) and (2.1.4), we obtain the Poisson equation 

div grad u == tlu = Q. 

2.1.2 Two-Dimensional Incompressible Flow 

(2.1.5) 

A flow is two-dimensional if the velocity field is independent of Z, for instance. 
Consider such a flow and assume also that it is steady (independent of time), 
is source free, has a constant density, but is not necessarily irrotational. Mass 
conservation, (2.1.3), reduces in this ease to 

(2.1.6) 

where q = q\i + q2.i and i,j are Cartesian unit veetors along x and y, respeetively. 
Consider an arbitrary simple curve C joining the origin to the point P as shown in 

Figure 2.1. The flow rate per unit depth aeross a given element ds == (dx2 + dy2) \ /2 

is dM == p(q\dy - q2dx) (glem s). Therefore, the total flow/unit depth across the 
arc C is the line integral 

M 1 2 - == (q\dy - q2dx)(cm /s). 
p c 

(2.1.7) 

y 

c 

I 
I q. dy 

dyl J 

I 
dx J -L,,,, 

~--------------------------~x 

z 

FIGURE 2.1. Two-dimensional ftow aeross a curve 
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Introduce the vector F == -q2i + qd, and note that curl F = (qlx + q2,)k = 0 
because of (2.1.6). Here k is the Cartesian unit vector in the z direction. Therefore, 
the line integral (2.1.7), which mayaIso be written as 

M = 1 F· dr, dr = dxi + dyj, (2.1.8) 
P c 

is a function only of the endpoint P and does not depend on the path c. Definee 
M / p = 1/1 (x, y), where 1/1 is called the stream function for the flow. Thus, at any 
point P, 1/1 measures the total mass flow between P and the origin. 

It follows from the fact that curl F = 0 that 

(2.1.9a) 

Therefore, 

(2.1.9b) 

that is, the velocity vector q at any point is tangent to the curve 1/1 = constant 
passing tbrough that point. The curves 1/1 = constant are called streamlines (see 
Figure 2.2) and measure loci of constant mass flow relative to a reference point 
in the sense just discussed. In particular, the mass ftow between any two curves 
1/1 = Cl and 1/1 = C2 remains constant. Thus, if the distance between these two 
curves narrows down, the velocity must increase to conserve mass flow. 

For the velocity field defined by q, let us define 

curl q == n = Q(x, y)k. (2.1.10) 

The vector n is called the vorticity and corresponds to twice the average angular 
velocity of a fluid element. (For example, see p. 158 of [21].) 

y 

'------------------;~ x 

FIGURE 2.2. Streamlines 
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Now, by definition, 

curl q = (q2x - qly)k, 

and using (2.1.9b) and (2.1.10), we obtain 

curl q = -Ö.1/Ik = (l(x, Y)k. (2.1.11) 

Thus, for a steady, incompressible, sourceless, two-dimensional, possibly 
rotational flow, the stream function 1/1 (x, Y) obeys 

Ö.1/I = -Q(x, y) = -vorticity. (2.1.12a) 

If the flow is irrotational, we have 

Ö.1/I = O. (2.1.12b) 

2.2 The Two-Dimensional Problem~ Conformal Mapping 

The solution of Laplace 's equation in two-dimensional domains is intimately re­
lated to the theory of analytic functions of a complex variable. In fact, this topic 
occupies a significant portion of texts on complex variables and will therefore only 
be outlined in this section. 

2.2.1 Mapping 0/ Harmonie Funetions 
We restrict our discussion to simply connected domains-that is, domains D for 
which every simple closed curve within D encloses only points of D. 

" = v(x, y) 

w = !(z) 

---

r 

L---------~~x L-________ ---;~ ~ = u(x, y) 

z-plane w-plane 

FIGURE 2.3. Mapping of a simply connected domain 
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The first theorem we invoke asserts that the real and imaginary parts of an 
analytie function are harmonie; that is, if 

is analytic, then 

F(z) = ~(x, y) + i1/l(x, y), z = x + iy, 

~xx + ~yy = 0, 

1/Ixx + 1/Iyy = O. 

(2.2.1) 

(2.2.2a) 

(2.2.2b) 

A second result asserts that if w = f(z) is analytie in some domain D of the 
z-plane (and hence defines a conformal mapping of D to the domain D* in the 
w-plane), then a harmonie function ~(x, y) defined on D maps to a harmonie 
function cI>(~, 11) on D*, and vice versa (see Figure 2.3). More precisely, consider 
the mapping z --+ w defined by 

w = u(x, y) + iv(x, y) = f(z), (2.2.3) 

where f(z) is analytie in D. With w = ~ + il1, regard the pair of equations 
~ = u(x, y), 11 = v(x, y), as a coordinate transformation (x, y) ~ (~, 11). If 
cI>(~, 11) satisfies, cI>~~ + cI>~~ = 0 in D*, then 

~(x, y) == cI>(u(x, y), v(x, y» (2.2.4) 

satisfies ~xx + ~yy = 0 in D, and viee versa. (See Problem 2.2.1.) 

2.2.2 Transformation of Boundary Conditions 
An important question associated with this mapping concems the transformation 
of a boundary condition on r, the boundary of D, to r*, the boundary of D*. To 
fix ideas, let us parametrize r in the form 

x = a(s), y = ß(s), (2.2.5) 

where s, 0 ::: s ::: So, is a parameter that varies monotonieally along r and 
a(so) = a(O); ß(so) = ß(O) if Dis bounded. Moreover, let D lie to the left as 
r is traversed in the direction of increasing s. Now, r*, the boundary of D*, is 
defined by 

~ = u(a(s), ß(s» == Ä(s), 

11 = v(a(s), ß(s» == JL(s), 

and is also traversed in the same sense. 
Consider now a general linear boundary condition on r of the form 

A(s)~(a, ß) + B(s)~n(a, ß) = C(s), 

(2.2.6) 

(2.2.7) 

where a(s) and ß(s) are given in (2.2.5), the functions A, B, C are prescribed, and 
~n denotes the outward normal derivative of ~ on r; that is, 

(2.2.8a) 
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with nl equal to the x-component and n2 equal to the y-component of the unit 
outward normal; that is, 

13 Cl 

nl == (ä2 + 132)1/2' n2 == - (ä2 + 132)1/2 . 
(2.2.8b) 

It is easy to show that the boundary condition (2.2.7) transforms to 

A(s)<l>(A., J-t) + B(s) ~ <l>N(A., J-t) = C(s), (
)...2 + . 2) 1/2 

ä 2 + ß2 
(2.2.9) 

where again <l> N is the outward normal derivative of <l> on r *; that is, 

(2.7.10a) 

with 

jL )... 

NI == ()...z + jL2)1/2; Nz == - ()...z + jLZ)I/Z . 
(2.2. lOb) 

In particular, if B == 0 (Dirichlet's problem), the boundary values 01 CP map 
unchanged to boundary values 01<l> at corresponding points. If A == 0 (Neumann 's 
problem), boundary values of the normal derivative at corresponding points are 
scaled by the factor (5...z + jLz)l/z/(ä2 + 132)1/2. A boundary condition CPn == 0 is 
mapped unchanged to a boundary condition <l> N == O. 

2.2.3 Example, Solution in a Simpler Transformed 
Domain 

To illustrate an application of the preceding ideas, consider the Dirichlet problem 
for Laplace's equation in the corner domain sketched in Figure 2.4. 

The boundary values for cp are specified in terms of the two functions a (y) and 
bey). 

For the case a(y) == a = constant, bey) == b = constant i- a, it is convenient 
to map D onto the strip domain D* using w = log z. Here, we use the principal 
branch of log z, that is, -TC < arg Z < TC, and cut the z-plane along the negative 
real axis. It then follows that 

~ = log(x2 + l)I/2, Tl = tan- 1 (~) . (2.2.11) 

Now r l maps to rr, the horizontalline Tl = TC12, and r2 maps to rz, the 
horizontalline Tl = -TC I 4. Moreover, the boundary condition on <l> becomes 

<l> (~, ~ ) = a, <l> (~, - ~ ) = b. (2.2.12) 

Thus, we need to solve I:!.. <l> = 0 in the strip domain D* subject to boundary 
conditions that do not depend on ~. It then follows that <l> does not depend on ~ , 
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y 

rr 11 = nl2 

~(O. y) = a(y) 
w=logz 

6~=O - ------------ __ 

D 

~~--------~x '--------~ ~ 

FIGURE 2.4. Mapping of corner domain 

and we need to solve only a2 4>ja712 = 0, that is, 

4> = Cl + C2T} , 

11 = - n/4 

(2.2.13) 

where Cl and C2 are constants. Imposing the boundary condition (2.2.12) 
determines CI and C2 , and we obtain 

2b + a 4(a - b) 
4> = -- + 71. 

3 3:rr 
(2 .2.14a) 

Therefore, the solution in D is 

2b + a 4(a - b) _I (y) 
CP(x, y) = -3- + 3:rr tan ~ . (2.2. 14b) 

The success of this approach is directly due to the fact that we were able to write 
the solution for 4> in D* by inspection. This, in turn, is a direct consequence of 
the simple boundary conditions. In fact, if a and b are given functions of y, the 
transformation (2.1.11) to D* certainly still holds, but (2.2.13) cannot, in general, 
satisfy the boundary conditions because 4> will depend on ~ along the two bound­
aries rr and rz. If we attempt to accommodate the variable boundary conditions 
by assuming CI (~) and C2(~), we immediately discover that this is a solution only 
if C;' == 0, C; == O. Thus, we can handle only the case for which a and b transform 
to linear functions on rr and ri. 

To make any progress for the case where a(y), b(y) are arbitrarily prescribed, 
we need to trans form D into a domain D* for which we can solve the Dirichlet 
problem for arbitrary boundary conditions. Recall from your study of complex 
variables that we can solve Laplace's equation in the interior of the unit circle with 
arbitrary boundary values for 4> on the circumference of the unit circle. This is 
Poisson's formula, given next for the geometry sketched in Figure 2.5 (see, for 
example, p.47 of [8] for a derivation ofthis result using Cauchy's integral formula 
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iI>(l, ." ') given 

FIGURE 2.5. Diriehlet problem for the interior of a unit eirele 

or (2.6.36) for a derivation using Green's funetion): 

1 - p2121f cl>(1,1/I /)d1/l' 
cl>(p, 1/1) = -- . 

27C 0 1 + p2 - 2p eos( 1/1 - 1/1/) 
(2.2.15) 

Therefore, if we ean transform D to the interior of the unit eirele, we will have 
solved the problem. There is a famous theorem due to Riemann that asserts that any 
simply eonneeted domain whose boundary eonsists of more than one point ean be 
mapped eonformally onto the interior of the unit cirele. It is also possible to make 
an arbitrary point in D and a direetion through this point eorrespond, respeetively, 
to the origin and the positive real axis. If this is done, the mapping is unique. For 
a proof of this theorem, see Chapter 5 of [40]. 

Although this result is reassuring, it does not provide us the mapping itself. We 
shall see in Seetion 2.6.6 thatfinding the mapping is equivalent to jinding Green' s 
funetion for the domain. 

Let us use our knowledge of the mapping properties of simple funetions to map 
D into the unit eirele via the sequenee of simple mappings sketehed in Figure 2.6. 
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Y 1/. 

r. A 

D -
0 X 

0' 
~. 

ri 

/ 
1/2 B* 

I D" - 00 
0* 

A" B" 

r." o· r; .. ~2 

FIGURE 2.6. Sequence of mappings of a corner domain to the unit circle 

The first mapping, z ~ W I , is a rotation by 77:/4 and therefore obeys 

(2.2.16a) 

The second mapping, WI ~ W2, rotates r;, the map of r I (which is now given 
by arg WI = 377:/4) to the negative real axis of W2 but leaves r2, the map of r2, 
unchanged. Therefore, 

(2.2. 16b) 

The third mapping must be a linear fractional transformation (sometimes also 
called a bilinear transformation), and we derive it in the form 

(2.2. 16c) 

See Problem 2.2.2 for a review of the properties oflinear fractional transformations. 
Combining these and simplifying gives 

(2.2.17a) 



or using the polar form z = re ie , we obtain 

1 - ,8/3 - 2;,4/3 sin (~ - ~) 

w = 1 + r8/3 + 2r4/3 eos (~ _ ~) . 

Therefore, the I; and 1] eomponents are defined by 

(1 - r8/ 3 ) 
I; = == u(r, 0), 

D(r, 0) 

2r4/3 sin (~ - ~) 
1] = == v(r, 0), 

D(r, 0) 

where D(r, 0) is the denominator of (2.2. 17b): 

D(r, 0) == 1 + r 8/3 + 2r4/ 3 eos (~ - ~). 
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(2.2.17b) 

(2.2.18a) 

(2.2.18b) 

(2.2. 18c) 

In order to specify the boundary conditions on r*, we must transform the given 
a(y) andb(y) to obtain <1>(1, l/t). The details are straightforward but laborious and 
are therefore omitted. Knowing <I> (1, l/t) defines <I> (p, l/t) aceording to (2.2.15), 
and cp(r, 0) is then given by 

( ..; 2 2 -I v) cp(r,O) = <I> u + v ,tan -;; , (2.2.19) 

where, u (r, 0) and v (r, 0) are defined in (2.2.18). 
AetuaIly, the transformation (2.2.17a) is not needed for this problem and was 

worked out for purposes of illustration only; the intermediate transformation to the 
upper half-plane defined by (2.2.l6a) and (2.2.16b) suffices beeause the solution 
of the Diriehlet problem there is also available for arbitrary boundary values on the 
real axis (see Problems 2.2.3 and 2.6.6). UsuaIly, the transformation to the interior 
of the unit eircle is appropriate for bounded domains D. 

The reader will find a number of interesting and ehallenging examples in Chap­
ter 4 of [8]. The material in the present chapter does not dweIl on techniques that 
are appropriate only for the two-dimensional Laplacian; rather, whenever the op­
portunity arises, we point out how general results specialize to two dimensions 
and relate to ideas from eomplex variables. 

Problems 

2.2.1. This problem illustrates the fact that under an arbitrary coordinate trans­
formation the Cartesian Laplacian form fl == (J2 jax2 + a2 jayl is not 
neeessarily preserved. However, if the mapping is defined by an analytie 
funetion of the complex variable z = x + i y, then a harmonie funetion cp 
of x, y maps to a function <1>(1;,1]) that satisfies <I>~~ + <I>~~ = o. 
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Consider Laplace's equation 

4Jxx + 4Jyy = 0 (2.2.20) 

in some domain D of the xy-plane. Let ~ and 1] be general curvilinear 
coordinates in D defined by 

~ = u(x, y), 

1] = u(x, y), 

(2.2.21a) 

(2.2.21b) 

forprescribed functions u(x, y), u(x, y). Assurne thatu, u, ux, ux, uy, uy, 
Uxx , uxy , Uyy , Un , uxy , Uyy are all continuous in D and that the mapping is 
one-to-one in D. 
a. Define 4>(~, 1]), the image of 4J(x, y) under mapping (2.2.21), by 

(2.2.4). Show that 

4Jxx + 4Jyy = (u; + u;)4>~~ + 2(uxux + UyUy)4>~~ + (u; + u;)4>~~ 
+ (uxx + Uyy)4>~ + (un + Vyy)4>~. (2.2.22) 

Thus, if (2.2.20) holds, 4>(~, 1]) does not necessarily satisfy the 
Cartesian form 4>~~ + 4>~~ = o. 

b. Take the special case where (2.2.21) defines polar coordinates in the 
plane, that is, 

~ = r == (x 2 + y2)1/2, 1] = () == tan-I ~. (2.2.23) 
x 

Verify that the rnapping is one-to-one except at r = O. Show that 
(2.2.20) and (2.2.22) imply 

1 1 
4Jxx + 4Jyy = 4>rr + - cI>r + 2" cI>88 = O. (2.2.24) 

r r 

Thus, the Cartesian form of the Laplacian is not preserved. 
c. Now assume that u and u in (2.2.21) are the real and imaginary parts, 

respectively, of an analytic function, as in (2.2.3). Use the Cauchy­
Riemann conditions 

(2.2.25) 

which must hold in this case, to conclude that (2.2.20) and (2.2.22) 
imply 

cI>H + 4>~~ = O. 

Specialize your results for the case where fez) in (2.2.3) is 

fez) = Z2. 

(2.2.26) 

(2.2.27) 

Verify that the Cauchy-Riemann conditions (2.2.25) do not hold for the 
pair offunctions u(x, y), u(x, y) defined by (2.2.23). 
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2.2.2 In this problem we review so me properties of linear fractional transforma­
tions. A linear fractional transformation is defined by 

az + b 
w= ---

cz +d 
(2.2.28) 

for complex constants a, b, c, d. If c = 0, (2.2.28) reduces to a linear 
transformation. Factoring a and c from the numerator and denominator, re­
spectively, shows that the right-hand side of (2.2.28) reduces to the constant 
alc if ad - bc = O. We exclude the cases c = 0 and ad = bc. 
a. Show that (2.2.28) is the composition of the following five sequential 

mappings: 

w(l) = z + ci., 
c 

W(Z) = cw(l), 

w(3) =~, 
W(4) = fbc-ad) w(3) 

c ' 
w = !.!. + w(4), 

c 

translation, 
rotation and dilation, 
inversion, 
rotation and dilation, 
translation. 

(2.2.29a) 
(2.2.29b) 
(2.2.29c) 
(2.2.29d) 
(2.2.2ge) 

b. Show that each of these mappings takes circles and straight lines into 
circles and straight lines. Therefore, (2.2.28) has this property. 

c. Show that if z, ZI, Zz, Z3 are four points in the finite z-plane with images 
under (2.2.28) given by w, WI, WZ, W3, respectively, then the following 
identity holds: 

(WI - W2)(W3 - w) 

(WI - W)(W3 - wz) 

(ZI - Z2)(Z3 - z) 

(ZI - Z)(Z3 - zz) 
(2.2.30) 

Also, (2.2.30) is a linear fractional transformation. If any point Wi or 
Zi is the point at infinity, we suppress the factor containing that point 
from both numerator and denominator; for example, if W3 = 00, the 
left-hand side of (2.2.30) becomes (WI - wz)/(wI - w). Explain why 
the linear fractional transformation that takes the circle or straight line 
passing through three given points in the z-plane to the circle or straight 
line passing through three given points in the w-plane is unique. Thus, 
(2.2.30) may be regarded as a generating formula for linear fractional 
transformations. 

d. Show that the linear fractional transformation taking: 
i. Z I = -1, Z2 = 0, Z3 = 1 to W I = 0, Wz = i, W3 = 3i is 

Z + 1 
W = -3i--. 

z-3 
(2.2.31a) 

ii. ZI = -1, Zz = 0, Z3 = 1 to WI = -i, Wz = 1, W3 = i is [see 
(2.2.16c)] 

W= 
i - Z 

i + Z 
(2.2.31b) 
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iii. ZI = 0,Z2 = 1,z3 = ootowl = -1,w2 = -i,W3 == 1 is 

w= 

2.2.3 We wish to solve 

(1 - i)z - (1 + i) 
(1 - i)z + (1 + i) 

Uxx + U yy = 0 

in the domain y ~ 0, subject to 

U(x,O) = I(x); I ~ 0 as lxi ~ 00, 

u(x,oo) = o. 

(2.2.31c) 

(2.2.32) 

(2.2.33) 

(2.2.34) 

a. Use the mapping (2.2. 16c) and Poisson's fonnu1a (2.2.15) to show that 
U (x, y) is given in the fonn 

y foo I(s)ds 
u(x, y) = - 2 2· 7T: -00 (s - x) + y 

(2.2.35) 

This resu1t mayaiso be observed direct1y (see Problem 2.6.6). 
b. Use (2.2.35) and the mapping defined by combining (2.2.16a) with 

(2.2.16b) to solve (2.2.32) in the corner domain of Figure 2.4 with 
a = e-y on y ~ 0 and b = (sin y)/y on y ::: O. Show that the 
solution is given by 

1/ fO e-(-s)3/4 ds 
u(x, y) = -7T: -00 s2 - 2s~ + (x2 + y2)4/3 

21/ 2 ." 100 s-3/4 sin(s3/4/ ..(i)ds 
+--7T: 0 s2 - 2s~ + (x2 + y2)4/3 ' 

(2.2.36) 

where ~ and." are the foIIowing functions of x and y: 

~ _ ( 2 + 2)2/3 [7T: + 4tan- 1(y/x)] -x y cos 3 ' (2.2.37a) 

(2+ 2)2/3. [7T:+4tan- 1(y/x)] .,,= x y sm 3 . (2.2.37b) 

2.3 Fundamental Solution; Dipole Potential 

As in Chapter 1, we begin our discussion of solution techniques by studying the 
inftuence of a unit source for Laplace's equation in the infinite domain. This is the 
fundamental solution that is the basic building block for constructing the solution 
of more general boundary-value problems. 
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2.3.1 Point Source in Three Dimensions 
Consider the potential at a point P = (x, y, z) due to a unit positive source located 
at the origin; that is, we seek the solution of 

8u = 8(x)8(y)8(z). (2.3.1) 

Beeause of symmetry, we need eonsider only the spherieaIly symmetrie Laplacian 
and solve 

(2.3.2) 

where 83(r) is the three-dimensionaI delta funetion (see (1.6.6)-(1.6.9». In 
partieular, we have 

fff83 (r)dV = {~ ~~::~~ins the origin, (2.3.3) 

G 

where G is a given three-dimensional domain, and dV is the element of volume 
in G. 

Solving (2.3.2) for r > 0 gives 

(2.3.4) 

and we diseard C2 by normaIizing u(oo) = O. 
To evaIuate CI, we integrate (2.3.1) over GE' the interior of a sphere of radius E 

eentered at the origin. Hence, 

(2.3.5) 

The left-hand side of (2.3.5) ean be eomputed using Gauss' theorem; that is, 

fffdiVFdV = ffF. ndA, (2.3.6) 

G r 

where F is a prescribed vector field in the domain G with boundary r, outward 
unit normal n, element of volume dV, and element of area dA. Let G in (2.3.6) 
be the interior of the E-sphere and set F = grad u, where u = CI Ir. Therefore, 
F . n = du/dr, and (2.3.6) gives 

fff 8u dV = ff~; dA = 1:0 L:o (~;I ) E2 sinO dV! dO = -4rrCI. 
G, r, 

(2.3.7) 
Thus,CI = -1/4rrandthesolutionof(2.3.I)withu(oo) = Oisu = -1/4rrr. 

More generaIly, if P = (x, y, z), and if the souree is located at the point Q = 
(~, 1/, n. and we define 

r~Q == (x - g)2 + (y - 1/)2 + (z - n2, (2.3.8a) 



76 2. Laplace's Equation 

l)3(P, Q) == l)(x - ~)l)(y - T/)l)(z - n (2.3.8b) 

then the solution of 

(2.3.9) 

is 

1 
U = - --. (2.3.10) 

41rrpQ 

The fundamental solution for the n-dimensional Laplacian is discussed in 
Problem 2.3.2. 

2.3.2 Fundamental Solution in Two Dimensions; Descent 
The case n = 2 is special [because we cannot set u(oo) = 0 (see problem 2.3.2)] 
and is discussed next. The axisymmetric equivalent of (2.3.1) with r2 == x 2 + y2 

is 

(2.3.11) 

where 

and 

r r l) (r)d S = { 1, if D co~tains the origin, 
J J ' 2 0, Otherwlse. 

(2.3.12) 

D 

Here, D is a given planar domain and d S is the area element. 
The solution of (2.3.11) for r > 0 is 

U = CI log r + C2, (2.3.13) 

and it is no longer possible to normalize u(oo) = O. However, set C2 = 0 by 
requiring u(1) = O. Now, we can evaluate CI by applying the two-dimensional 
Gauss theorem, 

!!diVFdS = Ir F· nds, 
D 

(2.3.14) 

where F is a two-dimensional vector field in the plan ar domain D with element of 
area dS, boundary r with element of arc ds, and outward unit normal n. Again, 
integrating (2.3.11) over D(, the interior of a circle of radius E centered at the 
origin, gives 

!!ßUdS=1. (2.3.15) 

D, 
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Now we use U = Cl log rand set F = grad u in (2.3.14) to obtain Cl = 1/2rr. 
Thus, 

1 
U = - logr. 

2rr 

More generally, the fundamental solution of 

Uxx + U yy = c5(x - ~)c5(y - 1/) 

is 

(2.3.16) 

(2.3.17) 

(2.3.18) 

It is interesting to derive (2.3.16) by "descent" from the three-dimensional 
result. Since a two-dimensional unit source is just a distribution of sources of 
unit strength along an infinite straight line, it must be possible to obtain the result 
(2.3.16) as a solution of the following three-dimensional problem: 

Uxx + U yy + U zz = c5(x)c5(y). (2.3.19) 

By superposition ofthe fundamental solution (2.3.10), the potential at the point 
r = J x 2 + y2, Z = 0 is simply 

1 100 dl; 
= - 4rr -00 Jr2 + 1;2 • 

(2.3.20) 

(Note: There is no loss of generality in setting z = 0.) 
The integral (2.3.20) diverges, which is not surprising because the value of 

U itself need not be bounded. Thus, if U in (2.3.19) is interpreted as the steady 
temperature due to the continuous distribution of point sources of heat along an 
infinite straight line, the temperature at any finite radius r is indeed infinite. 

However, if u is interpreted as a potential, it is only its gradient that is of interest, 
and in computing this gradient, the contribution due to a large additive constant may 
be ignored. Therefore, we interpret (2.3.20) in the sense ofHadamard's definition 
of the "finite part" of a divergent integral, denoted by the notation F P (J). For 
more details conceming divergent integrals, see Seetion D, 14.1, of[23]. Thus, we 
regard u 10 be 

u - --FP 1 (100 dl; ) 
- 4rr -00 Jr2 + 1;2 

= -- - dl; dp 1 Ir [100 
0 ( 1 ) ] 

- 4rr I -00 op J p2 + 1;2 • 
(2.3.21) 
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Since the integral in the square brackets converges, in fact, 

100 a [ 1 ] 100 pd~ 
-00 ap J p2 + ~2 d~ = - -00 (p2 + ~2)3/2 

2 

p 

we obtain U = (1 j2rr) log r, as before. The definition (2.3.21) for the finite part 
of U involves two steps. First, we filter out the infinite constant in (2.3.20) by 
evaluating the derivative of U by the convergent integral 

1 100 rd~ 1 
Ur = 4rr -00 (r2 + ~2)3/2 = 2rrr· (2.3.22) 

We then integrate this expression for Ur using the normalization u(l) = O. 

2.3.3 Effect of Lower-Derivative Terms 
If we consider the n-dimensional Laplacian, to which are added arbitrary linear 
terms in the aujaxi and u, we obtain the following general equation: 

n (a2u au ) L -2 + ai - + au = O. 
i=1 aXi aXi 

(2.3.23) 

Here, the ai and a are constants. 
The first-derivative terms in (2.3.23) can be removed by the transformation of 

the dependent variable u ~ w defined by 

U(XI, ... , xn ) == w(xJ, ... , xn ) exp 1- ~ t aiXi J. (2.3.24) 
2 i=1 

An easy calculation shows that if u satisfies (2.3.23), then w obeys 

(2.3.25a) 

where A is the constant 

1 n 
A = a - - La;. 

4 i=1 
(2.3.25b) 

With A > 0, (2.3.25a) is the Helmholtz equation (and if A < 0, it is called 
the "modified" Helmholtz equation), which also arises when the time derivative is 
eliminated by taking the Laplace transform of a diffusion or wave equation. 

To calculate the fundamental solution of (2.3.25a) with A > 0, we need to solve 
[compare with (2.3.74)] 

+ dr 2 

n - 1 dw -- - + AW == ön(r), 
r dr 

(2.3.26) 

where r _ (L7=1 xl)I/2 and 8n is the n-dimensional delta function [defined in 
(1.6.8)]. 
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A second transformation of the dependent variable w ~ v is indicated. Set 

wer) = r-(n-2)/2 v (e); e == A 1/2r (2.3.27) 

to obtain 

d2v I dv [ (n - 2 )2] 
de2 + 8 de + I - -W v = 0, (2.3.28) 

for r > O. 
This is Bessel's equation of order (n - 2) /2. We note that if n is even, (n - 2) /2 

is an integer, and the two linearly independent solutions of (2.3.28) are J(n-2)/2(e) 
and Y(n-2)/2(e), where Jp and Yp are the Bessel functions (of order p) of the 
first and second kind, respectively. Conversely, if n is odd, (n - 2) /2 is not an 
integer, and the two solutions J(n-2)/2(e) and L(n-2)/2({) are also independent 
and convenient to use. 

We recall that Jp , L p , Yp , and Ya have the following behavior as e ~ 0 (for 
example, see [3]): 

ep 

Jp(e) ~ 2pro + p) , 

2P 
Lp(e) ~ ()pro _ p) , 

2P(p - 1)! 
Yp(e) ~ - l({)P , P = integer =1= 0, 

2 
Ya(e) ~ - log e. 

l( 

(2.3.29a) 

(2.3.29b) 

(2.3.29c) 

(2.3.29d) 

We discard the solution of (2.3.28), which, upon multiplication by r-(n-2)/2, is 
finite at r = 0, and obtain 

wer) = Bnr-(n-2)/2Y(n_2)/2(A 1/ 2r), n even, 

() C -(n-2)/2J (,1/2 ) dd w r = nr -(n-2)/2 A. r, n 0 , 

(2.3.30a) 

(2.3.30b) 

where Bn and Cn are constants to be determined from evaluating the volume 
integral of (2.3.26) over the interior of an n-dimensional sphere of radius E centered 
at the origin. For E smalI, the term AW in (2.3.26) does not contribute anything to 
this integral, and using the n-dimensional Gauss theorem we obtain 

(2.3.31) 

where the integral is evaluated on the surface of the n-dimensional sphere of radius 
E. 

For example, with n equal to an odd integer and using the expression in (2.3.29b) 
for L(n-2)/2, (2.3.31) gives 

( ~)(n-2)/2 (2 - n) _ 
Cn 1/2 () W n - I, A r 4-n 

2 

(2.3.32) 
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where wn is the surface area of the unit n-sphere, as defined in (1.6.13), and r is 
the gamma function defined in (1.6.12). Using this expression for W n and solving 
for Cn gives 

_ r e;n) r (~) ()..1/2 ) <n-2)/2 
Cn -

2(2 - n);rn/2 2 

It is easily verified that for).. ~ 0, (2.3.30b) reduces to 

1 
w-

- (2 - n)rn- 2wn ' 

(2.3.33) 

(2.3.34) 

in agreement with the result derived in Problem 2.3.2 for Laplace's equation. 

2.3.4 Potential Due to a Dipole 
In a number of applications to be discussed later, we need to solve (2.3.1) with a 
higher-order singularity on the right-hand side. This is discussed next. 

Consider the potential at a point P = (x, y; 0) due to a source of strength C 
located at x = E /2, Y = 0, Z = 0 superposed on the potential of a source of 
strength - C located at x = -E /2, Y = 0, Z = O. If we denote the sum of the two 
potentials by w, we have 

(2.3.35) 

y 

P=(x,y, O) 

______ -~c~ __ ~ __ ~~ ____ x 

z 

FIGURE 2.7. Dipole along the x-axis 
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where, as is shown in Figure 2.7, 

r; == (x + ~y + y2 = r2 + Ercosf) + 0(E2), (2.3.36a) 

r; == (x - ~y + i = r2 - Ercosf) + 0(,,2). (2.3.36b) 

Here we have used the polar coordinates r, f) defined by x = r cos (), y = r sin f) , 
and have ignored terms proportional to E2. Using (2.3.36) to calculate (1/r2) and 
(l/rl) gives 

Hence, 

r2 

1 

1 E 2 
---cOSf)+O(E), 
r 2r2 

1 E 2 
- + -2 2 cos f) + O(E ). 
r r 

CE 
W = - -4 2 cosf) + 0(E2). 

T(r 
(2.3.37) 

If we consider the limit E ~ 0 with CE == D fixed, the potential reduces to 

D Dx 
w = - -- cos f) = - -- . (2.3.38) 

41l'r2 41l'r3 

This limiting configuration is called a dipole (sometimes also called a doublet) 
of strength D located at x = 0 and oriented along the positive x-axis. Note that 
the orientation of the dipole is determined by the relative location of the positive 
and negative sources. 

For a dipole of strength D located at x = go, Y = z = 0 and oriented in the 
positive x-direction, we have the potential 

D (x - ~o) 
w(x, y, z) = - - 2 2 2 3/2 (2.3.39a) 

41l' [(x - ~o) + Y + z ] 

at the point P = (x, y, z). We note that this potential is just 

w = aa~ {- ~ [(x _ ~)2 + (y _ ~)2 + (z - 0 2]1/2 } 1~=~o'1/=o,s=o . 
(2.3.39b) 

In general, the potential at P = (x, y, z) due to a unit dipole located at Qo = 
(~o, 710, ~o) and oriented along the unit vector a = aji + a2.i + a3k is 

w = - _1 gradQ (_1_) . al, (2.3.40) 
41l' rpQ 

Q=Qo 

where, as usual, r~Q == (x - ~)2 + (y - 71)2 + (z - 0 2, and gradQ means that in 
evaluating the gradient, partial derivatives are taken with respect to Q = (~, 71, ~). 

It is also interesting to observe that the result (2.3.38) is the solution of 

ßw = -D<5'(x)8(y)8(z). (2.3.41) 
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To see this, note that the solution of ßw = C[8(x - €/2) - 8(x + E/2)]8(y)8(z) 
is just (2.3.35), and in the limit as E ~ 0 with EC == D = fixed, this solution 
tends to (2.3.38). But 

(2.3.42) 

as can be verified using any representation of the delta function, for example, 

1 2/ 8(x) ~ -- e-x IJI 

.j1ia 
(2.3.43) 

with a small [see (A.1.11 b)]. Therefore, (2.3.38) solves (2.3.41). 
We can construct more complicated limiting singularities from 4, 6, ... sources 

of zero total strength in various configurations. See Problem 2.3.4. However, these 
do not playafundamental role in solving Laplace's equation. As we shall see later 
on, source and dipole distributions are crucial in describing solutions of the two 
main boundary-value problems for Laplace's equation. 

Problems 

2.3.1 In this problem we review some ideas from vector calculus for curvilinear 
coordinates. Let the functions 

x = f(~, 17, n, 
y = g(~, 17, n, 
z = h(~, 17, n, 

(2.3.44a) 

(2.3.44b) 

(2.3.44c) 

be prescribed in some domain in which the Jacobian determinant does not 
vanish-that is, 

(2.3.45) 

We may regard ~, 17, s as curvilinear coordinates in the Cartesian xyz­
space. Holding any of the coordinates ~, 17, or s constant in (2.3.44) 
defines a surface in xyz-space. Holding any pair of curvilinear coordinates 
constant in (2.3.44) defines a curve in xyz-space. 
a. Describe geometrically the following curvilinear coordinate systems: 

x = ~ cos 17, Y = ~ sin 17, z = S, (2.3.46a) 

x = ~ sin 17 cos S, Y = ~ sin 17 sin S, Z = ~ cos 17,(2.3.46b) 

x = a cosh ~ cos 17, Y = a sinh ~ sin 17 sin S, 
z = a sinh ~ sin 17 cos S, a = constant > 0, 

x = 17 - ~3, Y = ~ + 17, Z = s. 
(2.3.46c) 

(2.3.46d) 
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b. Show that the infinitesimal displacement vector from the point P == 
(~o, 1/0, ~o) to the neighboring point Q == (~o + A~, 11o, ~o) along the 
direction of increasing ~ is given by 

PQ == {J~ (~o, 1/0, ~o)i + g~ (go, 11o, ~o)j + h~ (go, 11o, ~o)k} Ag 

+ O(Ag 2 ), (2.3.47) 

where i, j, k are Cartesian unit vectors in the x, y, and z directions, 
respectively. 

Therefore, 

b\ (;0, 11o, ~o) == lim ~~ = f~ (;0, 11o, ~o)i + g~ (~o, 11o, {o)j 
ß~->o U5 

+ h~ (~o, 11o, {o)k (2.3.48a) 

is a tangent vector to the curve defined by (2.3.44) with 11 = 1/0, ~ = {o 
at P; that is, b\ is a tangent vector in the direction of increasing 1;. 
Similarly, 

b2(~0, 1/0, {o) = fq(~o, 11o, {o)i + gq(go, 11o, {o)j + hq(;o, 11o, ~o)k 
(2.3.48b) 

and 

b3(;0, 11o, {o) = f~ (go, 11o, {o)i + g~ (go, 11o, ~o)j + h~ (go, 1/0, ~o)k 
(2.3.48c) 

are tangent vectors in the 11 and ~ directions, respectively. 
Denote the scalar product by 

bi . bj = gij, i, j = 1,2,3. (2.3.49) 

Thus, gij = gji in general. 
Show that the tangent vectors associated with a curvilinear eoordinate 

system (2.3.44) satisfying (2.3.45) are linearly independent and may 
therefore be regarded as a loeal basis at eaeh point P. A curvilinear 
system is said to be orthogonal if gij == 0 for i i= j. One ean then 
define an orthonormal basis e\, e2, e3, characterized by 

ei . e j = liij, liij = Kronecker delta (2.3.50a) 

by setting 

bi 
ei = 172' i = 1,2,3. 

gii 

(2.3.50b) 

Calculate the {bi} basis for eaeh of the curvilinear coordinate sys­
tems (2.3.46), evaluate the gij in each ease, and indicate which of 
these eoordinate systems is orthogonal. Calculate the orthonormal basis 
associated with eaeh orthogonal basis. 

c. The infinitesimal displacement veetor dr at a point P in an arbitrary 
direetion has Cartesian eomponents dx, dy, dz; that is, 

dr = dxi + dyj + dzk. (2.3.5Ia) 
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Show that the components of dr with respect to the basis bio b2, b3 
defined in (2.3.48) are d~, dTl, ds ; that is, 

(2.3.51b) 

In view of the formal similarity between (2.3.51a) and (2.3.51b), the 
vectors bl, b2, b3 are sometimes called the natural basis for the curvi­
linear coordinate system (2.3.44). Express dr in terms of the el, e2, e3 
basis for each of the orthogonal systems in (2.3.46). 

d. Consider the surface 

x = f(~l, ~2), 

Y = g(~l, ~2), 

Z = h(~l, ~2), 

(2.3.52a) 

(2.3.52b) 

(2.3.52c) 

defined in parameteric form (with the parameters ~l, ~2) in xyz-space. 
Such a surface could be defined, for example, by setting one of the 
curvilinear coordinates ~, Tl, or S equal to zero in (2.3.44), in which 
case ~ 1 and ~2 describe the remaining two coordinates that vary on the 
surface. We define the tangent vectors bl and b2 on this surface in the 
usual way [see (2.3.48)]. Show that the infinitesimal area element dA 
on this surface is given by 

(2.3.53) 

and verify that this result gives 

dA = e sin TldTlds 

for the surface defined by holding ~ = constant in the coordinate system 
(2.3.46b). 

Therefore, given a function F(x, y, z), the surface integral of this 
function on the portion S of the surface (2.3.52) is 

I == 1 1 F(f(~j, ~2), g(~j, ~2), h(~j, ~2»dA, 
s 

(2.3.54) 

where dA is given in (2.3.53). Use this result and (2.3.46b) to calculate 
I on the surface of the unit sphere for the case where F = x Y . 

e. Show that the infinitesimal volume element d V for the curvilinear 
system (2.3.44) is given by 

(2.3.55) 

Therefore, the volume integral ofsome given function F(x, y, z) over 
some domain G is given by 

K == 111 F(f(~, Tl, n, g(~, Tl, 0. h(~, Tl, s»dV, 

G 

(2.3.56) 
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where dV is defined in (2.3.55). Specialize (2.3.56) to calculate the 
integral of F = xy over the interior of the unit sphere. 

f. Let F be a scalar function of position. The gradient of F (denoted 
by grad F) is a vector that is defined independently of the choice of 
coordinates by 

d F = grad F . dr. (2.3.57) 

Here d F is the differential of F, dr is the infinitesimal displacement 
vector (2.3.51), and a dot denotes the scalar product. 

Show that using Cartesian coordinates, setting F = </J(x, y, z), and 
expressing grad F in terms of its components with respect to the i, j, k 
basis in (2.3.57) gives 

grad F = </JA + </Jyj + </Jzk. (2.3.58) 

The notation 

VF=gradF (2.3.59) 

is also quite prevalent. This notation is motivated by the expression 
(2.3.58) for the Cartesian component representation of the gradient, 
which may be expressed in terms of the "deI" operator 

V a. a a 
=i- +J- +k-. 

ax ay az 
(2.3.60) 

Nowexpress F in terms of the curvilinear coordinates (2.3.44) 

(2.3.61) 

anddenote 

(2.3.62) 

Substituting (2.3.61), (2.3.62), and (2.3.51b) into (2.3.57) shows that 
we musthave 

1/!~d~ + 1/!'1d1/ + 1/!~d~ = (f\bl + r 2b2 + r3b3) . (d~bl + d1/b2 

+ d~b3) 
= (r1gll + r 2g 12 + r3g13)d~ 

+ (r1g12 + r2g22 + r 3g23 )d1/ 

+ (r1g13 + r2g23 + r3g33)d~. (2.3.63) 

Identifying the multipliers of d~ , d 1/, and d ~ on both sides of (2.3 .63) 
gives three linear algebraic equations for the three unknowns r lo r2, 
r 3. Solve these to obtain 

1 2 r 1 = M [(g22g33 - g23)1/!~ + (g13g23 - g12g33)1/!'1 

+ (g12g23 - gI3g22)1/!~ 1, (2.3.64a) 
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where M is the determinant of the matrix {gij}; that is, 

M == gllg22g33 - (gllg~3 + g22g~3 + g33g~2) + 2g\2g13g23. 

Permute indices 1 ~ 2, 2 ~ 3, 3 ~ 1 and variables; ~ 71, 71 ~ ~, 
~ ~ ; to obtain 

1 2 r 2 = M [(g23g13 - gI2g33)1/!~ + (gllg33 - g13)1/!~ 

+ (g13g12 - gllg23)1/!{]. (2.3.64b) 

A second permutation gives 

1 
M [(g\2g23 - g22g13)1/!~ + (g13g12 - g23g1 d1/!~ 

+ (g22g11 - g~2)1/!~]. (2.3.64c) 

Verify that for an orthogonal curvilinear system, (2.3.64) simplifies 
to give 

(2.3.65a) 

or 

1 1 1 
grad F = tn.";" 1/!~el + In::: 1/!~e2 + In::: 1/!~e3 

",gll ",g22 ",g33 
(2.3.65b) 

in terms of the el, e2, e3 basis (2.3.50b). 
Calculate the gradient of x 2 + 2xy2 + Z3 in the curvilinear coordinates 

(2.3.46b) and (2.3.46d). 
g. Suppose the vector a = aJi + a2.i + a3k is an arbitrarily specified unit 

vector at the point P = (x, y, z). Let F = cp(x, y, z) be a given scalar 
function. Consider a point Q infinitesimally close to P along the vector 
a from P; that is, PQ = a.6.s, where .6.s is small. Now, the derivative 
of cp in the a direction is by definition 

(2.3.66a) 

We call dcp/da the directional derivative of cp in the a direction. It 
follows from (2.3.66a) and (2.3.58) that dcp/da is 

dcp 
- == gradcp . a, 
da 

independently of the choice of coordinates. 

(2.3.66b) 

Use (2.3.66) to argue that grad cp is a vector normal to the surface 
cp = constant at each point on this surface. 
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h. The divergence of a vector field W is a scalar field denoted by div W and 
defined for each point P in the following form, which is independent 
of the choice of coordinates: 

div W == lim ~ rr W . ndA. (2.3.67) 
,~O r 11 

s 

Here r is the volume of an arbitrary domain containing P, S is the 
surface of r ,n is the unit outward normal to S, and dA is the infinitesimal 
area element on S. 

Let W have Cartesian components WJ, W2, W3, that is, 

(2.3.68) 

Choose a prism with sides Ax, Ay, Az surrounding P to show that 

. aWI aW2 aW3 
dlVW = - + - + -. (2.3.69a) 

ax ay az 

This result for the Cartesian form of div W may be written in terms of 
the V operator as 

V . W = aWI + aW2 + aW3 
ax ay az 

(2.3.69b) 

The definition (2.3.67) may be used to derive the expression for 
div W when W is expressed in terms of its components with respect 
to an arbitrary curvilinear coordinate system. Consider here the special 
case where the curvilinear system (2.3.44) is orthogonal and denote 

W = W;(~, 1/, {)el + W{(~, 1/, S)e3 + W;(~, 1/, S)e3, (2.3.70) 

where the eJ, e2, e3 are the orthonormal unit vectors in the ~, 1/, { 
directions defined by (2.3.50b). Denote 

hi == (8ii)I/2, i = 1,2,3, 

and show that 

divW = 1 [a * a * h1h2h3 a~ (h2h3W1 ) + a1/ (h 1h3W2) 

a * ] + - (h 1h2W3 ) • 
a{ 

(2.3.71) 

Specialize (2.3.71) for the cases (2.3.46b) and (2.3.46c). 
i. The Laplacian of a scalar field F is denoted by AF and is defined by 

AF == div(grad F). (2.3.72) 

Again assume that (2.3.44) is orthogonal and show that [see (2.3.65)] 

1 [a (h 2h3 a",,) a (h 1h3 a",,) 
AF = h 1h2h3 a~ h;- if + a1/ ---,;:; arJ 
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+ ~(hlh2a1/l)J. 
a~ h3 a~ 

(2.3.73) 

Specialize this result to the cases (2.3.46b) and (2.3.46c). 
In view of the dei notation for the gradient and the divergence, the 

Laplacian is often denoted by V2 • The dei notation will not be used in 
this book. 

2.3.2 The fundamental solution of the n-dimensional Laplace equation solves 

(2.3.74) 

where 8n is the n-dimensional delta function defined in (1.6.6)-(1.6.9). 
a. Show that if u(oo) = 0, the solution of (2.3.74) for r > 0 is 

Cn 
U = --2' n f. 2, rn -

(2.3.75) 

where Cn is a constant. Use the n-dimensional Gauss theorem to 
evaluate the left-hand side of (2.3.74), and show that 

1 
Cn = , n > 3, 

(2 - n)wn -
(2.3.76) 

where W n is the surface area of the n-dimensional unit sphere defined 
by (1.6.13). Note the singularity for n = 2. 

2.3.3a. Show that the constant Bn in (2.3.30a) is given by 
11-2 

rrrO)(4)2 
Bn = - ( if n :::: 4, n even , (2.3.77a) 

% - 2)!(2 - n)2rr n / 2 

(2.3.77b) 

Verify that as A -+ 0, the result in (2.3.30a) with Bn as defined above 
reduces to (2.3.75)-(2.3.76). 

b. Show that for A < 0 the fundamental solution of the modified HeImholtz 
equation is given by 

wer) = Dnr- ";:2 K<'=1 (Hr), 
2 

where 

2 4;:" r 0) 
--:-----,-----'-=-:...--, n :::: 3, 

- 2)!(2 - n)2rrn /2 

2.3.4 Consider the three-dimensional Helmholtz equation 

Uxx + U yy + U zz + AU = 0, 

where A = constant > o. 

(2.3.78) 

(2.3.79a) 

(2.3.79b) 

(2.3.80) 
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a. Calculate the fundamental solution directly (without using the identity 
for 1-1/2 in (2.3.30b» in the form 

1 cos(>.. 1/2rpQ ) 
F(P, Q) = - - , (2.3.81) 

4rr rpQ 

where P = (x, y, z), Q = (~, Tf, 0. and r~Q = (x - ~)2 + (y -
'1)2 + (z - S)2. 

b. U se the method of descent to show that the fundamental solution of the 
two-dimensional HeImholtz equation for a source located at x = y = 0 
is 

1 100 cos J>..(r2 + S2) d 
u(r) = - - S, 

2rr ° Jr2 + S2 
(2.3.82) 

where r = J x2 + y2. Use the integral representation for Yo, 

2100 Yo(>..1/2 r ) = -- cos(>..1/2rcoshs)ds, r > 0, 
rr ° 

(2.3.83) 

to show that (2.3.82) reduces to (2.3.30a) for n = 2. 
Consider a dipole of strength D, oriented along the x-axis and located at 
the point x = ~,y = 0, z = 0, and a dipole of strength -D, oriented 
along the x-axis and located at the point x = - ~, y = 0, Z = 0. Write 
down the expression for the potential of these two dipoles. Take the limit 
E ~ 0, E D == E = fixed, and show that the limiting potential is given by 

E 2 
U = - 4rrr3 (3 cos (} - 1). 

This configuration is a quadrupole. Show that u satisfies 

du = 15"(x)l5(y)l5(z). 

(2.3.84) 

(2.3.85) 

2.4 Volume, Surface, and Line Distributions of Sources 
and Dipoles 

In this section we study the effect of distributing sources and dipoles in various con­
figurations. These distributions may directly represent an actual physical state. For 
example, as discussed in Section 2.4.1, a continuous distribution of mass sources 
of variable strength defines the gravitational field of a given body, or a distribution 
of stationary charges in space defines an electrostatic field. In other applications, 
a distribution of singularities may be used to simulate a given physical situation. 
For example, the ftow past a nonlifting body of revolution may be represented by 
an appropriate distribution of positive and negative sources of mass along the axis. 
This simple problem is worked out in Section 2.4.3, and the more general case is 
discussed in Section 2.7. 
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2.4.1 Volume Distribution of Sources 
Consider the force of gravity acting on a point of mass m located at P = (x, y, z) 
due to a point of mass JL located at Q = (;, Tl, S). According to Newton 's law of 
gravitation, this force f is given by 

ymJL rpQ 
f = --2- --, (2.4.1) 

r pQ rpQ 

where y (6.67 x 10-8 dyne cm2 g-2) is the universal gravitational constant and 
r PQ is the displacement vector from Q to P. Thus, f is in the direction opposite 
r PQ in Figure 2.8. 

Clearly, the specific force f / m can be derived from the potential V according 
to 

f 
- = - gradp V(P, Q), 
m 

(2.4.2) 

where the subscript P indicates that partial derivatives are taken with respect to 
the x, y, z coordinates and V is given by 

V(P, Q) == _ YJL . 
rpQ 

Thus, V obeys [compare with (2.3.9) and (2.3.10)] 

~P V = 4rrJLyIl3(P, Q). 

(2.4.3) 

(2.4.4) 

Ifwe now have an arbitrary distribution ofmass (with density = p(x, y, z)) in 
some domain G, the gravitational potential at some point P obeys 

~ V = 4rryp(x, y, z). (2.4.5) 

Since the fundamental solution (2.3.10) satisfies ~u = 113(P, Q), the solution 
for V is given by superposition in the form of a volume distribution of (mass) 

Q 

FIGURE 2.8. Gravitational force of Q on P 
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sources of strength/unit volume (density) p: 

V( ) {f{ p(~, 1/, Od~ d1/d~ 
x, y, z = -y 111 J(x _ ~)2 + (y _ 1/)2 + (z _ ~)2· 

G 

Some examples are outlined in Problems 2.4.1 and 2.4.2. 

(2.4.6) 

2.4.2 Surface and Line Distribution of Sources or Dipoles 
Consider now a distribution of sources on a prescribed surface S defined 
parametrically by 

(2.4.7) 

See Problem 2.3.1. If the source strength/unit area is q (SI, S2), the potential at a 
point P = (x, y, z) is just 

( ) _ I f{ q(s], s2)dA 
u x, y, z - - 41f 11 J (x _ /)2 + (y _ g)2 + (z _ h)2 ' 

s 

where dA is the element of area on S; that is, 

dA = Ibl x b2ldslds2, 

with bl and b2 the tangent vectors 

af. ag. ah 
-a 1+ -a J + -a k, 

SI SI SI 

af ag. ah 
-i+ -J+ -k. 
aS2 aS2 aS2 

(2.4.8) 

(2.4.9) 

(2.4.IOa) 

(2.4. lOb) 

If we have a surface distribution of dipoles of strength P(SI, sz)/unit area, 
oriented along the unit vector a(sl, S2) = a\ i + a2.i + a3k, the potential w is 

w = - 4~ ff pes], S2) gradQ (r:Q ) . a dA 
s 

= __ 1 !,j pes], sz)[(x - /)a\ + (y - g)az + (z - h)a31dA . 
2 2 Z 3/2 (2.4.11) 41f [(x - /) + (y - g) + (z - h) 1 

s 

Similarly, if C is the curve defined by 

x = fes), y = g(s), z = h(s), (2.4.12) 

we can compute the potential due to a distribution of sources or dipoles along C 
in the following forms: 

For sources of strength q(s)/unit length, we have 

1 { q(s)ds 
U = - 41f 1e [(x - /)2 + (y - g)2 + (z - h)2]1/2 ' 

(2.4.13) 
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and for dipoles of strength p(s)/unit length oriented along a(s), we have 

- , (2.4.14) W - __ 1 1 p(s)[(x - f)al + (y - g)a2 + (z - h)a31ds 

47l' c [(x - f)2 + (y - g)2 + (z - h)2J3/2 

where ds is the element of are along C. 

2.4.3 An Example: Flow over a Nonlifting Body of 
Revolution 

As an illustration of the use of (2.4.13), eonsider the problem of eomputing the 
axisymmetric flow of an ineompressible irrotational fluid outside a body of revo­
lution defined by, == JZ2 + y2 = F(x). (See Figure 2.9.) We assume that the 
flow at x = -00 is uniform, U = i in dimensionless units, and we represent the 
velocity potential for the flow outside the body by its uniform part, u = x, plus a 
disturbanee potential in the form 

1 (I S(nd~ 
u(x,,) = x - 47l' Jo [(x _ ~)2 + ,2]1/2 . (2.4.15) 

Thus, the disturbanee potential, which need not be small for finite x and " is 
assumed to be due to an axial distribution of sourees of strength S (x) per unit length 
along the unit interval. In this examp1e, the sourees, whieh are 10eated inside the 
body, are outside the domain where we wish to solve for u. Henee, the potential 
defined by (2.4.15) satisfies l:!.u = 0 outside the body, and it is also easily seen 
that u --+ x as, --+ 00 or lxi --+ 00. 

We shall see in Seetion 2.7 that the problem we wish to solve is a special 
ease of a general boundary-value problem (Neumann's problem) for which the 

y 

r = F(x) 

Ac------I-~~----~~----~x 

z 

FIGURE 2.9. Nonlifting axisymmetric body 
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assumed form of solution is appropriate. The question now is how to choose S(x) 
so that the ftow defined by the potential (2.4.15) is tangent to the given surface 
r = F(x)-that is, 

Ur(x, F(x)) = F'(x). 
uAx, F(x)) 

(2.4.16) 

This boundary condition is clearly necessary for a frictionless ftow at asolid 
boundary. Using (2.4.15) gives 

t [F(x) - F'(x)(x - ~)]S(~) d~ = 4rrF'(x). (2.4.17) 
10 [(x - ~)2 + F2(X)]3/2 

Equation (2.4.17) is an integral equation for the unknown S(~) in the form 

101 
k(x, ~)S(~)d~ = G(x), 

where the kernel k is the following given function of x and ~: 

k x = F(x) - F'(x)(x - ~) 
( ,~) - [(x - ~)2 + F2(x)]3/2 ' 

and G(x) == 4rr F'(x) is also given. 

(2.4.18) 

(2.4.19) 

One can solve (2.4.18) numerically by discretizing the integral. Subdivide the 
unit interval 0 ::: x ::: 1 into N equal parts and denote 

i i 
Xi == N' ~i == N' i = 1, ... , N - 1, 

Si == S(~;), Gi == G(Xi), 
(2.4.20) 

kij == k(Xj, ~j). 

U sing the trapezoidal rule gives the following system of N - 1 linear algebraic 
equations: 

N-I L kijSj = NGj, i = 1, ...• N - 1. 
j=1 

(2.4.21) 

Solving these determines the N - 1 unknowns Sj; as acheck, we verify that 
E7::11 Sj = 0, since we have a closed body. Note: S(O) = S(I) = O. 

This result is studied for the case N = 4 in Problem 2.4.3. The perturbation 
solution for the case of asiender body is given in Section 8.2.4. 

2.4.4 Limiting Surface Values for Source and Dipole 
Distributions 

In the applications discussed in Section 2.7, we shall represent the potential at 
a point P = (x, y, z) by a surface distribution of sources or dipoles as given 
by the integral expressions (2.4.8) or (2.4.11), respectively. In these problems 
we shall need to satisfy a specified boundary condition on the surface S itself. For 
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example, we require either the potential or its normal derivative to equal a specified 
function on S. We note, however, that if P is on S, the integrals (2.4.8) and (2.4.11) 
(as weH as the expressions that result from these for the normal derivative of the 
potential) become improper because the denominators vanish at P. Corresponding 
singularities also occur in the integrals (2.4.13) and (2.4.14) for source or dipole 
distributions on a curve C. This difficulty did not arise in the example worked out 
in Section 2.4.3 because the sources were distributed on the x-axis, whereas the 
boundary condition was evaluated on the surface r = F (x) 2: 0, which is off the 
axis in the interval 0 < x < 1. In general, we cannot avoid evaluating a boundary 
condition on the surface over which sources or dipoles are distributed. 

Even though leuing P be on S leads to an improper integral, the actual potential 
(or its normal derivative) is weH behaved in this limit. In fact, if we first evaluate 
the integral for P, not on S, and then let P approach S, the result is perfectly weH 
defined; it is only when the limit is imposed on the integral representation that we 
encounter a difficulty. 

(i) Potential due to aplanar dipole distribution 0/ constant strength 

To illustrate this situation, consider the special case of a dipole distribution having 
a strength per unit area equal to a constant Po over the entire z = 0 plane. The axes 
ofthe dipoles are taken in the +z direction, so (2.4.11) (with p = Po = constant, 
/ = SI = ~, g = S2 = TJ, h = 0, al = a2 = 0, a3 = 1) specializes to 

poz 100 100 d~ dTJ w(x, y, z) = - - 2 2 2 3 2 • 
41f ~=-oo ~=-oo [(x -~) + (y - TJ) + Z ] / 

(2.4. 22a) 
Now, if we set z = 0 in the integrand of (2.4.22a), the double integral has 

a nonintegrable singularity at ~ = x, TJ = y. This divergent expression is then 
multiplied by z, which equals zero, and it is not helpful to set z = 0 directly in 
(2.4.22a). However, if we evaluate (2.4.22a) for z i= 0, then let z ~ 0, the limit 
exists. For this simple example it is easy to evaluate w for z i= O. To do so, we 
introduce ~ = ~ - x and ij = TJ - y as integration variables and observe, as 
expected, that w does not depend on x or y; that is, 

poz 100 100 d~ dij w(x, y, z) = - - -2 ' z i= 0, 
41f -00 -00 (~ + ij2 + Z2)3/2 

or using polar coordinates (p, </J) defined by ~ = p cos </J, ij = p sin </J, we obtain 

Poz 100 12lf P d</J dp 
w(x, y, z) = - -4 ( 2 + 2)3/2 ' Z i= 0, 

1f p=O "'=0 P z 

= - P~z 1~0 (p2 :d;)3/2 = P~z (p2 +\2)1/2 IP=00 

P p=O 

__ Poz ~ _ {-po/2 ifz > 0, 
- 2 Izl - po/2 if z < O. (2.4.22b) 
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Thus, w is a constant in each half-space, and the limiting value of was z -+ 0+ 
or z -+ 0- is well-defined; it is just - Po/2 or Po/2, respectively. 

In this simple example it was possible to evaluate W explicitly and then take 
the limit as P approaches S. In general, an explicit result will not be feasible, and 
we shall need to calculate the limiting expression for the potential or its normal 
derivative on S by a construction that involves the integral expression itself. 

(ii) Potential due to aplanar dipole distribution of variable strength 

To illustrate ideas, let us consider the more general problem of a dipole distribution 
on the simply connected domain D, that lies in the z = 0 plane and has the 
boundary r. Again, we assume that the dipole axes are all normal to the plane D 
and let their strength per unit area be a specified function p(x, y). The potential 
wat P = (x, y, z) is then given by 

( ) _ z [r p(~, 71)d~ d71 
w x, y, z - - 41f J][(x _ ~)2 + (y _1])2 + z2]3/2' 

D 

which generalizes (2.4.22a). 

(2.4.23) 

As shown in Figure 2.10, we subdivide the integration domain D into two parts: 
(l) the interior DE of a circle of radius E centered at ~ = x, 1] = y, l; = 0, with 
E sufficiently small so that DE is entirely contained in D, and (2) the remainder 
Da = D - DE • Thus, (2.4.23) will now involve two contributions, one from DE , 

denoted by wE , and the other from Da, denoted by W a; that is, 

x, ~ 

W(x, y, z) = wE(x, y, z; E) + wa(x, y, z; E). 

Z, r 

I 
I 
I 
I 

~----I-~---+-~y, " 
I / 

-----<3) 

FIGURE 2.10. Decomposition of D for (2.4.23) 

(2.4.24) 
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We introduce a local polar coordinate system 

~ = x + p cos 4J, TJ = Y + P sin 4J, 

and express w€ and W a in the form 

W = -~ 1211" 1€ p(x + pcos4J, Y + psin4J) d d 
€ 4 ( 2 + 2)3/2 P P 4J, 

1f 0 0 P z 
(2.4.25a) 

__ ~ (211" iR(<!>,X'y) p(x + P cos 4J, Y + P sin 4J) 
W a - 41f 10 € (p2 + Z2)3/2 P dp d4J~2.4.25b) 

Here p = R(4J, x, y) is the expression defining the distance between the fixed 
point (x, y) and a point on r in polar coordinates. For example, if r is the unit 
circle centered at the origiil, we see from Figure 2.11 that 

p sin 4J + y = sin 19, 

pcos4J +x = cose. 

Therefore, eliminating 19 and solving the resulting quadratic for p defines R in the 
form R(4J, x, y) = -x cos 4J - y sin 4J + [1 - (x sin 4J - y cos 4J)2]1/2, where 
R > 0 if (x, y) is inside D. 

y 

---+----------------~--~----------_+--------~x 

FIGURE 2.11. Local polar coordinates at (x, y) 
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The individual contributions w€ and Wa depend on E, but their sum does not. 
The basic idea for our calculation of the limiting value of W as z approaches zero 
is to regard z as some as yet unspecified function Ol of E, to be chosen so as to 
simplify the calculation of the integrals (2.4.25) when z is smalI. We then obtain 
the limiting value of W from 

w(x, y, 0) = lim{w€(x, y, Ol(E); E) + wa(x, y, Ol(E); E)}, 
€-+O 

(2.4.26) 

where Ol ~ 0 as E ~ O. 
Consider first (2.4.25a) for W€. Since the maximum value of p is E, we rescale 

this variable by setting p = EP, so that P now varies over the interval (0, 1). This 
gives 

. __ (OllE) r2Jr t p(x + EP cos q" y + EP sin q,) - d- d 
w€(x, y, Ol, E) - 41l' 10 10 [p2 + (0l/E)2J3/2 P P q,. 

(2.4.27) 
Assuming that p is analytic, we can expand 

p(x + EP cos q" y + EP sin q,) = p(x, y) + EpAx, y)p cos q, 
+ EPy(X, y)p sinq, + 0(E2p2). 

Now interchanging the order of integration in (2.4.17) shows that the terms propor­
tional to sin q, and cos q, do not contribute. (In fact, if the higher-order terms in the 
series for p are included, only the averages of the various products of trigonometrie 
functions will contribute.) Therefore, the integral (2.4.27) has the approximation 

(OllE) t p dp 2-2 
w€(x, y, Ol; E) = - -2- 10 [p2 + (0l/E)2J3/2 [p(x, y) + O(E P )]. 

(2.4.28a) 
We can evaluate this integral [see (2.4.22b)] and obtain 

p(x, y) {(OllE) (OllE) } 
w€(x, y, Ol; E) = -2- [1 + (0l/E)2]'/2 - 100/EI + O(OlE). (2.4.28b) 

So far, we have assumed only that Ol(E) ~ 0; we have made no assumption 
regardingthebehaviorofOl/E aSE ~ 0.Itisclearfrom(2.4.28b)thatif(0l/E) ~ 0 
as E ~ 0, the limiting value of W€ will be independent of (OllE) and is simply 
given by 

( 0+') _ p(x, y) 
W€ x,y, ,E - ---2-' (2.4.29a) 

( 0+' _ p(x, y) 
W€ X, y, ,E) - +--2-' (2.4.29b) 

We now show that the choice (OllE) ~ 0 also simplifies the calculation for the 
limiting value of W a • Changing variables from p to p in (2.4.25b) gives 

Wa = _ (OllE) r21C jR(<P.X.y)/€ p(x + EP cos q" y + EP sin q,) - d- d 
41l' 10 1 [p2 + (0l/E)2]3/2 P P q,. 
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For E =/= 0, the denominator in the integrand does not vanish over the interval 
1 ~ P ~ RIE, so that the double integral exists, and the factor (alE) in front 
implies that wa = O(a/E) as E ~ O. Therefore, the choice (alE) ~ 0 gives 

wa(x, y, 0; 0) = 0, 

and we conclude that 

0+ p(x, y) 
w(x, y, ) = - 2 ' (2.4.30a) 

_ p(x, y) 
w(x,y,O ) = +-2-' (2.4.30b) 

We reiterate that the final result (2.4.30) does not depend on the limiting behavior 
of a; the choice (alE) ~ 0 is made to simplify the calculations. We illustrate this 
point by reconsidering the simple example P = Po = constant, R = 00 discussed 
earlier. Expressing the integral in (2.4.22b) in terms ofthe decomposition (2.4.24) 
gives the exact result 

Po {(alE) (alE) } 
wE(x, y, a; E) = 2 [1 + (a/E)2]1/2 - lalEI ' (2.4.31a) 

Po (alE) 
wa(x, y, a; E) = - 2 [1 + (a/E)2]1/2 (2.4.31b) 

We see that regardless of the choice of the limiting value of (alE), the first terms 
in each of the expressions on the right-hand sides of (2.4.31) have opposite signs 
and cancel in the sum WE + Wa • For the choice (alE) ~ 0, we have that W a ~ 0, 
and the limiting value of W is the same as the limiting value of W E • 

We have shown in (2.4.30) that for a planar dipole distribution, the potential 
at any point on the surface depends on the loeal dipole strength p(x, y) only. 
This result is also easily justified geometrically by recalling that the potential of 
a dipole vanishes all along the plane normal to the dipole axis (cf. (2.3.7». Thus, 
all the dipoles located at points (XI, Yt. 0) =/= (x, y, 0) do not contribute to the 
potential at (x, y, 0). This feature does not persist in general for nonplanar dipole 
distributions; the integrated contribution corresponding to W a for this case will not 
vanish in general (see Problem 2.4.6). 

(iii) Potential due to aplanar souree distribution 0/ variablestrength 

Consider now the potential due to a planar distribution of sources of strength 
per unit area equal to q (~, 1]). The expression (2.4.8) specializes to the following 
integral analogous to (2.4.23): 

u(x,y,z) = __ 1 {{ ;(~,1])d~d~ 2/2' (2.4.32) 
41l' J J [(x -~) + (y - 1]) + z ]I 

D 

If we decompose D as in Figure 2.10, set u(x, y, z) = uE(x, y, a; E) + 
ua(x, y, a; E), and introduce local polar coordinates, we obtain 

___ 1 12lT lE q(x + P cos tjJ, Y + P sin tjJ) 
U E - 4 (2+2)1/2 pdpdtjJ, 

1l' 0 0 p a 
(2.4.33a) 
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___ 1 (27r [R(t/>,X,y) q(x + p cos l/J, y + p sin l/J) 
Ua - 41r 10 E (p2 + (2)1/2 P dp dl/J. (2.4.33b) 

Again, we change the p variable to E p and find that uE has the approximation 

uE(x, y, a; E) = - 4: 127r 11 
[p2 + (~/E)2]1/2 (q(x, y) 

+ EqAx, y)p cos l/J + Eqy(X, y)p sin l/J + 0(E2p2)}p dp dl/J (2.4.34) 

if q is analytic. Integrating with respect to l/J first shows that the O(E) terms in the 
integrand give no contributions, and integrating with respect to p gives 

UE(x, y, a; E) = O(E) + O(a). (2.4.35) 

Thus, UE gives no contribution as long as a ~ 0 as E ~ O. The limit of the ratio 
(alE) does not affect this result and can therefore not affect the limiting value of 
Ua • In fact, this value is uniquely given by 

1 127r 1R(t/>,X,y) 
ua(x, y, 0; 0) = - - q(x + p cos l/J, y + p sin l/J)dp dl/J 

41r 0 0 

== u(x, y, 0). (2.4.36) 

In contrast with the result (2.4.30) for dipoles, we see that the potential at a point 
on the surface depends on the entire distribution. 

For the special case q = qo = constant over the unit disk centered at the origin, 
(2.4.36) becomes 

u(x,y,O) = - :; 12
7r{-Xcosl/J-ysinl/J+[I-(xsinl/J-ycosl/J)2]1/2}dl/J, 

which simplifies to a function of r == (x2 + y2)1/2 only: 

q 17r/2 
u(r,O) = - ~ (1 - r 2 sin2 l/J)1/2dl/J 

1r 0 

= _ qo E(r2). 
1r 

(2.4.37a) 

Here E is the complete elliptic integral of the second kind (see pp. 590--591 of 
[3]). Using the expansion for E(r2 ), valid if r 2 < 1, gives 

u(r 0) = _ qo [1 _ (~)2 r 2 
_ (~ . ~)2 r 4 

_ (~ • ~ • ~)2 r 6 
_" ••• ] 

, 2 2 1 2432465 ' 

(2.4.37b) 
and, in particular, u(O, 0) = -qo/2. 

The normal derivative of the potential (2.4.32) on the z = 0 plane is just the 
z-derivative, which for z =1= 0 is 

(2.4.38) 
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This is formally the same expression as the potential due to a dipole distribution 
of strength -q [see (2.4.23)]. Therefore, it follows from (2.4.30) that 

+ q(x, y) 
uz(x, y, 0 ) = -2-' (2.4.39a) 

_ q(x, y) 
uz(x, y, 0 ) = - --2-' (2.4.39b) 

Again, the local nature of this result is geometrically obvious for a planar distri­
bution if we interpret the sources as mass sources, and u as the velocity potential. 
The velocity normal to the plane z = 0 at the point P = (x, y, 0) is uz(x, y, 0). 
A source at a point Q = (Xl, Yl, 0) i= P produces a radial velocity field centered 
at Q. This field has no component in the z direction at P. 

(iv) Normal derivative 0/ the potential due to a planar distribution 0/ 
dipoles 0/ variable strength 

Finally, let us study the limiting value (as z ~ 0+) ofthe normal derivative ofthe 
potential for the dipole distribution (2.4.23). It follows from (2.4.28b) that 

8wE p(x, y) E2 

8z --2- (E2 + Z2)3/2 + O(E), Z > 0, 

which implies that for E ~ 0 and (z/ E) ~ 0+, we have the singular behavior 

8wE p(x,y) 
- = --- + O(E), as E ~ O. 
8z 2E 

(2.4.40) 

We therefore anticipate finding a corresponding singularity of opposite sign in 
8wa /8z. Now, as Z = a ~ 0, with (a/E) ~ 0, 8wa /8z is ofthe form 

8wa (x, y, a; E) = __ 1_12rr [R(~'X'Y) p(x + P cos fjJ, Y + P sin fjJ) d 
2 dp fjJ 

8z 4n 0 E P 

+ O(a). (2.4.41a) 

To exhibit the singular behavior near the lower limit p = E, we subtract and add 
the first term in the expansion of p to obtain the following expression, which is 
identical to (2.4.41a): 

8wa (x, y, a; E) 

8z 

1 12rr [R(~'X'Y) 1 
= --4 2 [p(x + pcosfjJ, y + psinfjJ) 

n 0 E P 
p(x y) 12rr [R(~'X'Y) 1 

- p(x, y)]dpdfjJ - --' - 2 dp dfjJ + O(a). (2.4.41b) 
4n 0 E P 

Now, as E ~ 0, the first integral is weIl behaved. In fact, it is 0(1) as E ~ 0 
because the second term in the development of p gives a zero contribution when 
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integrated with respect to rP. Evaluating the second integral gives 

i.lwa(X, y, a; E) 

i.lz 

I 12Jr l R(4)'X'Y) I 
= -- "2 [p(x + pcosrP, y + psinrP) 

4n 0 E P 

_ p(x, y)]dp drP + p(x, y) (2Jr drP _ p(x, y) , (2.4.4lc) 
4n 10 R(rP, x, y) 2E 

and we exhibit the needed 0(E-1) singularity. 
Thus, adding (2.4.40) to (2.4.4lc) and taking the limit as E -+ 0 gives 

I 12Jr 1R (4)'X'Y) 
wz(x,y,O+) = -- l(p,rP,x,y)dpdrP 

4n 0 0 

+ p~,y) 12Jr drP --'-- , (2.4.42) 
4n 0 R(rP,x,y) 

where 

I . 
l(p, rP, x, y) == "2 [p(x + P cos rP, y + p sm rP) - p(x, y)). 

p 
(2.4.43) 

For the special case p = Po = constant, we have I = 0, and (2.4.42) simplifies 
to 

+ Po 12Jr drP wz(x,y,O ) = - . 
4n 0 R(rP,x,y) 

(2.4.44) 

Problems 

2.4.la. Consider a spherical mass ofradius R having a radially varying density p 

p'= {f(r), 0::: r ::: R, 
0, r> R. 

(2.4.45) 

Calculate the force of gravity on a point P of mass m when P is either 
outside or inside the sphere 0 ::: r ::: R. Show that this force is exactly 
the same as if the entire mass of the portion of the sphere inside P were 
concentrated at the origin. Specialize your result to the case of a hollow 
sphere where f(r) = 0 for all r such that 0 ::: r ::: a < R. 

b. Now let the density distribution be axisymmetric, i.e., 

= { f(r, rP) = prescribed ifQ::: r ::: R, Q ::: rP ::: n, 
p 0 ifr > R, (2.4.46) 
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where <P is the polar angle measured from the axis of symmetry. Consider 
the case (r / R) > 1, and normalize distances so R = 1. Show that 

V (r, <P) = -y d()' sin <p' d<p' , 'Y , 12JT IJT [I f(r' A,')dr' 

0'=0 1/>'=0 ,'=0 Jr 2 + r,2 - 2rr' cos y 
(2.4.47) 

where cos y = sin <p sin <P' cos ()' + cos <p cos q/. Assume that for r > 1, 
f has the series expansion 

00 

f (r', <P') = L An (<p')r'" (2.4.48) 
n=O 

for given An. Use the generating function for Legendre polynomials (for 
example, see pp. 102-103 of [8]) to express 

Jr 2 + r,2 - 2rr' cos y 

1 00 ( ,)n - L ~ Pn(cos y), 
r n=O r 

(2.4.49) 

where Pn are the Legendre polynomials. Develop the product of (2.4.48) 
and (2.4.49) in apower series in (r' / r) and show that 

[
I f(r',A,')dr' 00 

'Y = LCnr-(n+l), 
,'=0 Jr 2 + r,2 - 2rr' cos y n=O 

(2.4.50) 

where 

, , ~ Am Cn(ep, () , <P) = Pn(COS y) ~ . 
m=O m + n + 1 

(2.4.51) 

Therefore, (2.4.47) has the power series representation 

00 

V(r,<p) = LDnr-(n+I), 
n=O 

where 

(2JT r 
Dn = -y 10 d()' 10 Cn(<P,()',<p')sinep'd<p', r> 1. (2.4.52) 

2.4.2 Consider a body occupying the finite domain G and having a prescribed 
density distribution. If P(x, y, z) is a point at a distance R from 0, the 
center of mass of G, and R is large compared to the dimensions of G, show 
that the gravitational potential at P is given approximately by 

. yM 
V=-­

R 
2~3 (A + B + C - 3/), (2.4.53) 
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I'----__ ~--------~r~~~--------==== .. p 

R 

FIGURE 2.12. Geometry for Problem 2.4.2 

where M is the mass of G. The constants A, H, and C are the principal 
moments of inertia, and I is the moment of inertia about the axis 0 P. 
Hint: Introduce spherical polar coordinates about the 0 P axis: ~ = 
r sin cjJ cos (); '1 = r sin cjJ sin (); ~ = r cos cjJ; then expand (2.4.6) for 
small values of r / R using r P Q == J R2 + r 2 - 2r R cos cjJ for the distance 
between P and the variable point of integration Q, as shown in Figure 2.12. 

2.4.3 Derive the differential equation and boundary condition defining the ax­
isymmetric body generated by a unit point source of mass at the origin in 
the presence of a uniform freestream velocity i. Derive the approximate 
shape of this body near r = O. 

2.4.4 As an application of the resuIt (2.4.21), consider the case of an ellipsoid 
of revolution with F(x) = 2b[x(1 - X)]1/2; 0 < b ~ 1. Introduce three 
point sources at x = -l, 4, ~ with strengths SI> S2, S3, respectively. Solve 
(2.4.21) for SI, S2, S3 and calculate u (x, r) by discretizing the integral in 
(2.4.15). How wen does the resuIt satisfy the boundary condition (2.4.16) 
over the entire surface r = F(x)? 

2.4.5 Letx, r, () be the cylindrical polar coordinates of the point P = (x, y, z) 
and let ~ , p, cjJ be the corresponding cylindrical polar coordinates of the point 
Q = (~, '1, ~). (see Figure 2.13): 

y = r cos (), z = r sin (), 

'1 = P cos cjJ, ~ = p sin cjJ. 

(2.4.54a) 

(2.4.54b) 

Let D be the domain outside the cylindrically symmetrie surface r of unit 
length defined by p = F(~), with F(O) = F(1) = 0, for a given function 
F. Let n be the unit normal in the direction indicated (Figure 2.14). Show 
that the potential at P due to a dipole distribution of strength per unit area 
equal to IL(~, cjJ) on r (The dipole axes are oriented along n) is given by 

[
I 121l 

u(x, r, (}) = IL(~, cjJ)L(x, r, (), ~, cjJ)dcjJ d~, 
~=o <1>=0 

(2.4.55) 
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where 

L= 

p = (x, y, z) 

x 

FIGURE 2.13. Cylindrical polar coordinates 

F(~)[r cos(lJ - cp) + (~ - X)F'(~) - F(~)] 

[r2 + p2 - 2rp cos(O - cp) + (x - n2]3/2J1 + FI2(~) 
(2.4.56) 

2.4.6 Consider a unifonn distribution of dipoles on the surface of the unit hemi­
sphere z = (1 - x 2 - y2)1/2. Assume that the dipole strength per unit 
area equals unity and that the axes are oriented along the outward nonnal to 
the surface. Show that the potential w(O, 0, z) along the z-axis, as given by 

L-.J--_-....- ß 

FIGURE 2.14. Geometry for Problem 2.4.5 



2.5. Green's Formula and Applications 105 

(2.4.11), reduces to 

1 !olC/2 (z cos ~ - 1) sin ~ 
w~~~=-- ~ 

2 0 [1 + Z2 - 2z cos ~ P/2 

1[I-Z Z] 
= 2 ~ + (1 + Z2)1/2 . 

(2.4.57) 

The preceding implies that as z ~ 1 ±, we have W (0, 0, 1 +) = - 4 (1 -
2-1/ 2) and w(O, 0,1-) = 4 (l + 2-1/ 2). Denote 

_ 1 !oE (z cos ~ - 1) sin ~ d 
W E - -- 3 ~, 

2 0 [1 + Z2 - 2z cos~] /2 

1 [lC/2 (z cos ~ - 1) sin ~ 
Wa = - 2. [1 + Z2 _ 2z cos ~P/2 d~, 

and show that as E ~ 0+ and z - 1 == a ~ O±, we have the following 
behavior 

1 1 E/2 + (alE) 
w. = =t= 2 + 2 Jl + (a/E)2 + ... , 

1 1 E/2 + (alE) 
Wa = 23/2 - 2 J1 + (a/E)2 + .... 

Thus, if (alE) ~ 0, then W E ~ =t= 4, and this is the same limitingvalue that 
we calculated for a planar distribution. But now we have W a = 2-3/ 2 =1= ° 
unlike the planar case. In fact, the only choice for which W a = 0 is to require 
(alE) ~ 1 as E ~ O. 

2.5 Green's Formula and Applications 

In this section we derive a number of general results conceming properties of 
solutions of Laplace's equation. The starting point is the familiar Gauss theorem 
of vector calculus. 

Consider a one-valued vector field F defined in a domain G with boundary r on 
which n is an outward unit normal. Gauss' theorem states that if F has continuous 
first partial derivatives in G, then 

III divFdV = IIF. ndA. (2.5.1) 

G r 

This result is valid for multiply connected domains as long as r includes all the 
boundaries of G. If Gis infinite, we assurne that IFI « r-2 as r ~ 00, where r 
is the scalar distance, in order to ensure the existence of the integrals. 
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2.5.1 Green's Formula 
To derive Green 's fonnula, we choose F = v grad u for prescribed scalar func­
tions u(x, y, z) and v(x, y, z) having continuous second partial derivatives. Then 
divF = div(v grad u) = (grad u . grad v)+vL\u, where L\denotestheLaplacian, 
and (2.5.1) reduces to Green's fonnula 

fff[grad u . grad v + vL\u]dV = ffv :: dA. (2.5.2) 

G r 

Here au/an is the directional derivative of u in the outward nonnal direction, 

au 
- == gradu· n. an 

(2.5.3) 

Interchanging u and v in (2.5.2) and subtracting the result gives the symmetrie 
fonn ofGreen's fonnula: 

fff[UL\V - vL\u]dV = ff (u :: - v :: ) dA. (2.5.4) 

G r 

The two-dimensional version of (2.5.1), called Green 's theorem, states that for 
a veetor field F defined in the planar domain D bounded by the eurve C, we have 

ffdiVFdA = i F· nds, 
D 

(2.5.5) 

where dA is the element of area, n is the outward unit nonnal, ds is the element 
of are along C, and the eontour C is traversed in the eounterclockwise sense in 
the integral on the right-hand side. The fonnula eorresponding to (2.5.4) in two 
dimensions is 

ffUL\V - vL\u)dA == i (u :: - v :: ) ds. (2.5.6) 

D 

This result is equivalent to Green's lemma, 

(2.5.7) 

if we introduee the Cartesian coordinates x, y and identify 

P(x, y) == vU y - uVy, Q(x, y) == uVx - vUX • (2.5.8) 

Note that the two integrals on the right-hand side of (2.5.7) are line integrals along 
the eurve C. 
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2.5.2 Gauss' Integral Theorem 
If fl.u = 0 and v = I, (2.5.2) gives 

(2.5.9) 

Thus, the surface integral over r of the nonnal derivative of u vanishes if rencloses 
a region where u is hannonic. This is intuitively obvious if we interpret u as a 
velocity potential. Equation (2.5.9) states that for an incompressible, irrotational 
flow with no sources, the net mass flow through a prescribed boundary r is zero. 

2.5.3 Energy Theorem and Corollaries 
Setting u = v with fl.u = 0 in (2.5.2) gives the energy theorem 

~ fff(gradU)2dV = ~ ffu :: dA, (2.5.10) 

G r 

relating the total kinetic energy in the interior to the integral of u(ou/on) on the 
boundary. 

Acorollary to (2.5.10) is thatifu is hannonic in G and vanishes on the boundary 
r, then u must be identically equal to zero in G. This follows from the fact that 
u = 0 on r implies that the right-hand side of (2.5.10) vanishes identically. But 
since the integrand on the left-hand side is non-negative, (2.5.10) can be true only 
if grad u == 0 in G, i.e., u = constant in G. This, combined with the fact that 
u = 0 on r, implies that u == 0 in G. 

A second corollary to (2.5.10) is that if u is hannonic in G and ou/on vanishes 
on r, then u must be a constant throughout the interior. 

It is important to keep in mind that this result applies only to one-valued functions 
u. For example, consider the two-dimensional Laplacian in the annular region D: 
o < rl ::::: r ::::: r2 contained between the two concentric circles with radii r = rl 

and r = r2 centered at the origin. With r and () denoting polar coordinates, we note 
that the multivalued function w = c() == ctan-l(y/x) (where c is an arbitrary 
constant) is hannonic in D. The nonnal derivative of w on the two boundary circles 
is the radial derivative, and this vanishes. Thus, our assertion that fl. w = 0 in D 
and ow/on = 0 on r implies that w is a constant does not apply because w is 
multivalued. Of course, we may render w one-valued by introducing the radial cut 
along () = ()l and restricting allowable values of () according to ()l ::::: () < ()l + 21f . 
In this case, the barrier at () = ()l becomes part 0/ the boundary on which w satisfies 

OW 

on 
= 

1 OW 

r o() 
= 

c 

r 

Hence, in order to have the nonnal derivative of w vanish on all the boundaries, 
we must set c = 0, and this result is indeed consistent with our claim. 



108 2. Laplace's Equation 

2.5.4 Uniqueness Theorems 
As a direct consequence of the foregoing resuIts conceming hannonic functions 
with zero boundary conditions, we now prove the following uniqueness theorems 
for certain boundary-value problems satisfying l1u = 0 in G. 

(i) Dirichlet' s problem 

In Dirichlet's problem, we have l1u = 0 in some domain G with u prescribed 
on the boundary r. Tbe solution is unique, i.e., if two functions u \ and U2 are 
hannonic in G and coincide on r, they are identical in G. To see this, we note that 
u = u\ - U2 is also hannonie in G and vanishes on r; therefore, according to the 
first corollary to (2.5.10), u == 0 in G, i.e., u\ = U2 in G. 

(ii) Neumann' s problem 

In Neumann's problem, we have l1u = 0 in some domain G with the normal 
derivative of u prescribed on the boundary r. The solution is unique to within a 
constant, i.e., if two one-valued functions u \ and U2 are hannonic in G and their 
normal derivatives coincide on r, then u \ and U2 differ by at most a constant in 
G. Tbis is also an immediate consequence of the second corollary to (2.5.10). 

(iii) Mixed boundary-value problem 

Iftwo functions u\ and U2 are harmonie in G and satisfy the same mixed boundary 
condition (where u is prescribed on part of r and au/an is prescribed on the 
remainder), then u \ and U2 coincide in G. The specification of u \ on part of the 
boundary eliminates the arbitrary constant that arises if only au/an is prescribed. 

(iv) General linear boundary-value problem 

If two functions u \ and U2 are hannonie in G and satisfy the same general linear 
boundary condition on r, 

au· 
Uj + f-I = g, i = 1,2, (2.5.lla) 

an 

where f and gare specified functions on r, then u \ == U2 in G if f ~ 0 everywhere 
onr. 

To show this let u == u\ - U2, which is hannonic in G and satisfies 

au 
u + f - = 0 (2.5.llb) 

an 

on r. Therefore, using (2.5.11b) to express u in terms of (au/an) on r in the 
expression (2.5.10) gives 

(2.5.12) 
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Since f ~ 0 on r, the left-hand side of (2.5.12) is less than or equal to O. But, the 
right-hand side of (2.5.12) is greater than or equal to O. Therefore, (2.5.12) can be 
true only if U = constant in G and on r. This constant must be zero in order that 
(2.5.11b) hold. Thus, UI == U2. 

If U is interpreted as the steady-state temperature in asolid, the boundary con­
dition (2.5.11a) with f ~ 0 corresponds to Newton's law for cooling (compare 
with (1.4.34», and the choice of f < 0 is unphysical. In Problem 2.5.3 we use 
a simple two-dimensional example to illustrate the fact that the solution may not 
exist if f < 0, and that even if it exists it may not be unique. 

2.5.5 Mean Value Theorem, Maximum-Minimum Theorem 
Let P(x, y, z) be a fixed point inside G and let ß-u = 0 in G. Consider the 
symmetrie form of Green's formula, (2.5.4), with respeet to the integration vari­
ables Q = (g, 11, I;) and regard U as a funetion of Q. Thus, ß-u = ß-Qu == 
u~~ + u"" + un = O. Also, in (2.5.4), let v(P, Q) = -lj47rrpQ, where 
r~Q == (x - ~)2 + (y -11)2 + (z _1;)2. Let GI beasphereofradius R centeredat P 
with boundary r I lying entirely inside G. Clearly, the strueture of the fundamental 
solution implies that dQV = dpV = 83(P, Q) [see (2.3.9)-(2.3.10)]. Therefore, 
the left-hand side of (2.5.4) evaluated inside GI reduces to 

III[U(Q)ß-QV - v(P, Q)dQu]dVQ = III U(Q)83(P, Q)dVQ = u(P). 

G, G, 

The right-hand side is 

rr(U~ _ V~)dAQ = rru~ (--1)1 dAQ 11 onQ onQ 11 op 47rp p=R 
f, f, 

The seeond term on the right-hand side of (2.5.14) reduces to 

1 11 ou -- -dAQ=O 
47r R onQ 

f, 

according to Gauss' integral theorem (2.5.9). Setting 

in (2.5.14), using (2.5.15), and equating (2.5.13) and (2.5.14) gives 

u(P) = 4:R2 II udA. 
f, 

(2.5.13) 

(2.5.14) 

(2.5.15) 

(2.5.16) 
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Thus, the value of a harmonie funetion at any point P is the average of the values 
it takes on any sphere surrounding that point. 

As a eorollary of (2.5.16), ealled the maximum-minimum theorem, it follows 
that the maximum and minimum values of a harmonie funetion must occur on 
the boundary; in partieular, if u is eonstant on the boundary, then it is eonstant 
everywhere in G. 

2.5.6 Surface Distribution of Sources and Dipoles 
Any harmonie funetion in G can be represented by a distribution of sourees and 
dipoles on the boundary r. 

In the derivation of the mean value theorem, we restrieted our attention to a 
spherieal domain GI inside G, and this implied (2.5.15). If we repeat the cal­
culations for the entire domain G and boundary r, (2.5.13) still holds, but the 
right-hand side is more eomplieated. In fact, we find that 

u(P) = rr (_~) ( __ 1 ) dAQ + 1rr u_a ( __ 1 ) dAQ, J J anQ 4JrrpQ J anQ 4JrrpQ 
r r 

(2.5.17) 
whieh means that u (P) ean be regarded as the potential due to a surface distribution 
of sources of strength -au/an, as given by the first term on the right-hand side 
of (2.5.17), plus a distribution of dipoles oriented along the outward normal to r 
having strength u. Since arbitrarily preseribing both u and au/an on the boundary 
leads to an ill-posed problem for Laplaee's equation (see the two-dimensional 
example discussed in Seetion 4.4.5), (2.5.17) does not provide the solution of a 
realistie boundary-value problem. Rather, it should be interpreted as an integral 
equation for au/an on the boundary if u is prescribed there (or viee versa). This 
point of view is discussed in more detail in Seetion 2.7. We shall also use the general 
result (2.5.17) in interpreting solutions of Dirichlet's and Neumann 's problems for 
simple geometries in Seetion 2.6. 

Strietly speaking, the derivation leading to (2.5.16) or (2.5 .17) is suspeet beeause 
we have used Gauss' theorem for funetions that are singular at P = Q. Let us 
verify that (2.5.17) is indeed eorreet using a more eareful derivation that avoids 
delta funetions. 

Let GE be a sphere ofradius E centered at P and Iying entirely in G. We apply 
Green 's formula now in the domain outside GE and inside G. Taking u and v in 
(2.5.4) again to be u(~, TI, 0: ßQu = 0 and v = -1/4JrrpQ, the left-hand side 
of (2.5.4) vanishes beeause the Laplacians of both u and v are equal to zero in 
G - GE. To eompute the right-hand side, we include the boundary eontributions 
for both r and r E and obtain 

11 [ a ( I) 1 au ] 0- u----+---dAQ 
r anQ 4JrrpQ 4JrrpQ anQ 
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In the second integral of (2.5.18) we must use the direction of increasing radius 
as the normal DQ, since we have introduced the minus sign in front. 

To evaluate the integral over r€, we change variables from Q = (g, 1/, n 
to spherical polar coordinates p, tP, () centered at P = (x, y, z), that is, g = 
x + p sin tP cos (), 1/ = Y + P sin tP sin (), ~ = z + p cos tP. Therefore, 

ff [u a:Q (- 4rr:PQ ) + 4rr:PQ a~UQ] dAQ 
r, 

= (2Jr l 1f [U(X + E sin tP cos (), y + E ~in tP sin (), Z + E cos tP) 
}IJ=o </>=0 4rrE 

+ _1_ (au) ] E2 sin tP dtP d(). (2.5.19) 
4rrE ap P=€ 

As E ~ 0, the second term on the right-hand side does not contribute, and the 
first term tends to u(x, y, z). Using this result in (2.5.18) gives (2.5.17). 

In subsequent calculations, we shall mainly rely on formal derivations with the 
aid of delta functions without this type of justification, as these calculations are 
significantly simpler. 

2.5.7 Potential Due to a Dipole Distribution 0/ Unit 
Strength 

As an application of result (2.5.15), consider a given surface r, not necessarily 
c1osed, and let P be a point not on r. If r is c1osed, let C be an arbitrary simple 
c10sed curve on r, and if r is open, let C be its boundary. We generate a cone by 
running a straight line from P alongC (Figure 2.15). Exc1ude from this cone the 
spherical cap K€ generated by the sphere ofradius E centered at P, and denote what 
remains by Q. In the region G bounded by r, Q, K€, the function U = -1/ 4rr r PQ 
is harmonie because Il.Qu = 83(Q, P) and P is outside G. Thus, using Gauss' 
integral theorem (2.5.9), we have 

ff 
rHHK, 

Now,onr, 

OU -dA = o. on 

{{ au dA = {{i. ( __ 1 ) dA == v(P), 
}} an }}on 4rrrpQ 
r r 

(2.5.20) 

(2.5.21) 

where it is c1ear from the definition of v that it is the potential at P due to a 
distribution of dipoles 0/ unit strength oriented along the outward normal on r. 
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FIGURE 2.15. Cone generated from P and curve C 

The contribution to (2.5.20) from Q vanishes, 

!! ::dA = 0, 
Q 

because on Q, grad(1/rpQ) is perpendicular to the normal to Q. To evaluate the 
contribution form K" we note that the outward normal on K, is in the direction 
of decreasing radius. Therefore, on K" 

:: = a(~p) (- 4~P) /p=, = - 4:E2 • 

Using this together with the definition of v in (2.5.21) gives 

v(P) = 4:E2 !! E2dw, (2.5.22) 

K, 

where dw is the area element on the unit sphere centered at P. In other words, 
v(P) equals the ratio ofthe area of K, to the area 41U2 ofthe entire E sphere, that 
is, the solid angle subtended by C. 

This result also implies that the actual shape of r is irrelevant; the potential at P 
is the same for all possible surface distributions having a given constant strength 
and boundary C. If C lies in aplane, the solid angle tends to 4 as P approaches 
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this plane and is independent of C. This is just a special case, with p = ± I, of our 
earlier result (2.4.30). If r is a closed surface, we can generate C by intersecting r 
with an arbitrary plane. In this case, if P is an interior point, the contributions to v 
from the two portions of r add, and we have v = 1. Conversely, if P is outside r, 
these contributions cancel, and we have v = 0. Thus, for a unit dipole distribution 
on a closed surface, v approaches 1 or ° as P approaches the surface from inside 
or outside, respectively. 

Problems 

2.5.1 Verify that (2.4.57) follows from (2.5.22). 
2.5.2 We wish to solve the two-dimensional Laplace equation in the rectangular 

domain ° S x :s i; ° :s Y :s h, subject to prescribed values of u on 
the perimeter of the rectangle. Use a finite-difference scheme based on the 
mean value theorem and let h = M~ and i = N~, where ~ is a small 
constant and M and N are positive integers. Subdivide the rectangle into 
M x N squares and denote 

u(i~, j~) == uij. (2.5.23) 

Derive a linear system of (M - 1) x (N - 1) algebraic equations for the 
interior values of uij in terms of the known boundary values. 

2.5.3 Consider the two-dimensional Laplace equation in polar coordinates in the 
interior of the unit circle 

1 1 
U rr + - Ur + 2 UIJIJ = 0, ° :s r :s 1. r r 

(2.5.24) 

The boundary condition on r = 1 is 

u(1, (}) + fu r (1, (}) = g«(}), (2.5.25) 

where f is a constant and g is prescribed on ° :s () < 27r. 
a. Use separation of variables to calculate the solution in the form 

00 

ao '" u(r, (}) = 2 + L(an cos n(} + bn sin n(}), 
n=l 

(2.5.26) 

where 

1 12
" (1 + nf)an = - g«(}) cos n(}d(} , n = 0, 1, ... , (2.5.27a) 

7r 0 

1 12
" (l + nf)bn = - g«(}) sin n(}d(), n = 1,2, .... (2.5.27b) 

7r 0 

Thus if f 2: 0, an and bn are uniquely defined, as proven in general in 
Section 2.5.4. 

b. Now let f = -I/rn, where m is a positive integer. Show that if g«(}) 
is orthogonal to cos m(} and sin m(), i.e., if the Fourier series for g«()) 
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does not contain the cos m(} and sin m(} terms, then the solution (2.5.26) 
exists but is not unique. Next, show that if g«(}) contains either the 
cos m(} or sin m(} term, then the solution does not exist. 

2.6 Green's and Neumann's Functions 

2.6.1 Green's Function 
Given a domain G with boundary r and two points P, Q in G, Green 's function 
K (P, Q) satisfies 

(2.6.1) 

with boundary condition 

K(Pr, Q) = 0, (2.6.2) 

where Pr denotes a point P on the boundary r and 153 (P, Q) is defined in (2.3.8b). 
Thus, K consists of the fundamental solution plus a harmonie function chosen so 
that it cancels out the value of the fundamental solution on r. In particular, finding 
K is very mueh dependent on how eomplicated the domain Gis. 

It is easy to show that K is symmetrie; that is, 

K(P, Q) = K(Q, P). (2.6.3) 

To prove (2.6.3), we use the symmetrie form of Green 's formula (2.5.4) with respect 
to the integration variables R = (a, ß, y) and regard P and Q asfixed points in 
G. Let u = K(R, P) and v = K(R, Q) in (2.5.4). Sinee 153 is the product of 
tbree one-dimensional delta functions, eaeh of whieh is an even function of its 
argument, we have c53(R, Q) = c53(Q, R) and c53(R, P) = c53(P, R). Therefore, 
dRK(R, Q) = c53(R, Q) = c53(Q, R), dRK(R, P) = c53(R, P) = c53(P, R), 
and the left-hand side of (2.5.4) beeomes 

!!![K(R, P)c53(Q, R) - K(R, Q)c53(P, R)]dVR = K(Q, R) - K(P, Q). 

G 
(2.6.4) 

The right-hand side of (2.5.4) vanishes because K = 0 on the boundary, and 
(2.6.3) folIows. 

Green's function for a given domain is unique, as can be seen by assuming the 
contrary. If there exist two Green 's funetions K, and K 2 for a given domain G, the 
differenee between K 1 and K 2 is harmonie everywhere inside G even though K 1 

and K 2 individually fail to be harmonie at P = Q. Therefore, aceording to the 
first corollary to the energy theorem, K, - K2 = 0 in G. 
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2.6.2 Neumann's Function 
Neumann's function is denoted by N(P, Q) and satisfies 

ApN(P, Q) = lh(P, Q) 

in G with boundary condition 

oN 
- (Pr, Q) = C = constant 
onp 

(2.6.5) 

(2.6.6) 

on r. Here (0 N / on p) denotes grad p N . n, and Pr denotes a point P on the 
boundary r. 

Actually, the constant C is not arbitrary, because integrating the left-hand side 
of (2.6.5) over the interior of G gives, according to Gauss' theorem, 

III div gradp N(P, Q)dVp = II :~ dAp = C II dA p. 
G r r 

But the volume integral on the left-hand side is just f[f ~3(P, Q)dVp 1. 
G 

Therefore, 

C=---
area of r 

(2.6.7) 

We also note that the solution of the boundary-value problem (2.6.5)-(2.6.6) is 
not unique in the sense that given one solution NI we can define a second solution 
N2 that differs from NI by an arbitrary constant. This result, analogous to the 
uniqueness theorem of Seetion 2.5.4, also follows immediately from the second 
corollary to the energy theorem applied to the difference NI - N2. It will be 
convenient to make Neumann's function unique by appending the normalizing 
condition 

II N(Pr , Q)dA p = 0, 
r 

whenever the integral (2.6.8) exists. 

(2.6.8) 

As in (2.6.3), it is also easy to show that Neumann's function is symmetrie; that 
is, 

N(P, Q) = N(Q, P). (2.6.9) 

2.6.3 Dirichlet' s Problem 
Dirichlet's problem, also called the boundary-value problem of the first kind, con­
sists of solving Au = 0 subject to prescribed values of u on the boundary; that 
is, 

Au = 0 in G, 

u = f = prescribed on r. 
(2.6.10a) 

(2.6. lOb) 
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If G is infinite, we assume that U --+ 0 at infinity. 
Once Green's function for G is known, we can write down the solution of 

(2.6.10) immediately. To see this, we use (2.5.4), the symmetrie form of Green's 
formula, where we let the coordinates Q be the integration variables, whereas P 
is regarded as a fixed point in G. Let u(Q) be the solution of (2.6.10) and let 
v = K(P, Q) = K(Q, P) be Green's function for G. We then have 

fff[U(Q)~3(P, Q) - K(Q, P)~Qu]dVQ 
G 

= (f[u(Qr) 8K (P,Q)-K(pr,Q)~]dAQ. (2.6.11) JJ 8nQ 8nQ 
r 

Since ~Qu = 0 and K(Pr, Q) = 0, (2.6.11) reduces to 

u(P) = fff(Q) :n: (P, Q)dAQ, 
r 

(2.6.12) 

which is called the generalized Poisson formula. It gives u at any interior point P 
by quadrature once the boundary values f are prescribed as long as K is known 
forG. 

2.6.4 Neumann's Problem 
Neumann's problem consists of 

~u = 0 inG, 

8u an = g = prescribed on r. 

(2.6.13a) 

(2.6.13b) 

Here, the function g cannot be prescribed arbitrarily, because (2.5.9) requires that 
.ff gdA = O. Also, as in (2.6.8), we introduce the normalizing condition 
r 

ff udA = 0, (2.6.14) 

r 

to make the solution unique ifthe integral (2.6.14) exists. 
Assuming that we have found Neumann's function N(P, Q) for the given 

domain, we again use (2.5.4) with u = u(Q), v = N(P, Q) to obtain 

f f f[U(Q)~3(P, Q) - N(Q, P)~Qu]dVp 
G 

= Jr f [U(Q) ~ - N(P, Q) ~] dA Q. J 8nQ 8nQ 
r 

(2.6.15) 
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The left-hand side of (2.6.15) reduces to u(P), and the first integral on the 
right-hand side is the constant C .f/it(Q)dA, which vanishes for the choice of 

r 
nonnalization (2.6.14). If the domain is infinite and ff u(Q)dA does not exist, 

r 
then C ~ 0, as it is the reciprocal area of r, and the product vanishes. 

Thus, we obtain 

u(P) = - ff g(Q)N(P, Q)dAQ. (2.6.16) 

r 

Again, we emphasize that the solutions (2.6.12) and (2.6.16) are quadratures, 
once K or N has been derived for the given domain. Moreover, faced with the 
problem of computing u for a given domain and different boundary data, these 
fonnulas are most convenient, as one need only compute K or Nonce. 

2.6.5 Examples ojGreen's and Neuinann's Functions 

(i) Upper half-plane, y ~ 0 (two dimensions) 

Green's function for the upper half-plane may be interpreted as the deftection 
of a membrane (which is clamped all along the x-axis), as measured at a point 
P = (x, y), due to a unit concentrated force at Q = (~, 11). It is clear from 
symmetry that the zero boundary condition on y = 0 can be achieved by adding 
an image force of unit negative strength at the point Q = (~, -11) (see Figure 
2.16). Thus, we have 

1 1 
K(P, Q) = 2rr 10grpQ - 2rr 10grpQ, (2.6.17) 

where 

(2.6.18) 

Note that in (2.6.17), K consists ofthe fundamental solution (1/2rr) log rpQ, plus 
a harmonie function in the upper half-plane (because the singularity of log r PQ is 
in the lower half-plane), which cancels out the values of the fundamental solution 
on the boundary and thus satisfies the requirement K(Pr, Q) = O. 

Neumann's function in the upper half-plane is simply 

1 1 
N(P, Q) = 2rr log rpQ + 2rr log r PQ' (2.6.19) 

and it may be interpreted as the velocity potential due to a two-dimensional unit 
sourceat Q andanimagesourceofequalstrengthat Q.Now, aN/an = -aN /ay, 
and it is clear that on y = 0 the nonnal components of velocity due to the two 
sources are exact1y opposite and cancel out (see Figure 2.17). Note that since the 
domain is infinite, the integral (2.6.8) does not exist and we have nonnalized N 
arbitrarily by requiring its minimum value on r to be (l/rr) log 11. 
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y 

p = (x, y) 
I 
I 
I 
I 

Q = (~, 1)) 

______________ ~~~ ________ _+----------~x 

I 
I 
I 
I 
1-

Q = (~, -1)) 

FIGURE 2.16. Positive source at Q and negative image source at Q 

(ii) Upper half-space, z ~ 0 (three dimensions) 

Here we replace (2.6.17)-(2.6.19) by the appropriate expressions using three­
dimensional sourees, that is, 

K(P, Q) = - - -- - - , 1 (I 1 ) 
4rr rpQ r pQ 

(2.6.20a) 

y 

------~-----E~----~----+--r--~r_----.-x 

FIGURE 2.17. Positive sources at Q and Q 
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I (1 1) N(P, Q) = -- -- + - , 
4rr rpQ r pQ 

(2.6. lOb) 

where 

r~Q = (x - ~)2 + (y - 1/)2 + (z - 0 2, r!Q = (x - ~)2 + (y - 1/)2 + (z + 0 2. 

Suppose we wish to solve Dirichlet's problem in the upper half-space z :::: 0, 
that is, 

!l.u = 0 in z:::: 0 (2.6.21a) 

with boundary condition 

u(x, y, 0+) = f(x, y) = preseribed, (2.6.2Ib) 

using the generalized Poisson formula (2.6.12). We need to compute a K / an Q, 

that is, -a K / as, on S = O. Using (2.6.20a), we obtain 

aK = __ I (z ~ S + z ~ s) . 
as 41r r pQ r PQ 

Therefore, on the boundary (s = 0), 

aK z 
--=- , 

a{ 21r [(x - ~)2 + (y - 1/)2 + z2]3/2 

and (2.6.12) becomes 

( ) z 100 100 j(~, Tf)d~ dTf 
u x, y, z = 2rr -00 -00 [(x _ ~)2 + (y _ Tf)2 + z2]3/2 . 

(2.6.22) 

This result may be interpreted as the potential at P = (x, y, z) due to a distribu­
tion of dipoles on the z = 0 plane. The strength ofthis distribution is -2j(x, y), 
and the axes of the dipoles are all along the +z direetion; see (2.4.23). Moreover, 
(2.4.30a) confirms that the boundary eondition (2.6.2Ib) on z = 0 is indeed sat­
isfied. In Seetion 2.7 we shall extend this idea to general Dirichlet problems and 
seek a representation of the solution in terms of a dipole distribution of unknown 
strength on the boundary surface. 

It is instructive to rederive (2.6.22) and the corresponding formula for the Neu­
mann problem in the upper half-space directly using the general result (2.5.17) 
for a harmonie funetion. Assume!l.u = 0 in z :::: 0, and let P = (x, y, z) and 
Q = (~, 1/, {) be two interior points in z > 0, whereas Qo = (~, Tf, 0) is a point 
on the boundary. Specializing the integral formula (2.5.17) for this ease, we have 

Wecompute 

rpQ == [(x - ~)2 + (y - 1/)2 + (z _ 0 2]1 /2, 

rpQo == [(x - ~)2 + (y - 1/)2 + Z2]1/2. 
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Therefore, noting that aujanQ = -auja~, (2.5.17) becomes 

u(x, y, z) = _1 {f [u(~,;, O+)z _ ~ (~, 1], 0+)] d~ d1]. (2.6.23) 
4rr JJ r pQ rpQo 

-00 0 

Now consider(2.5.4) with u(Q) denoting the solution of (2.6.21a) and v = 
Ij4rrrpQ. Here Q = (~, 1], -S) is the mirror image of Q with respect to the 
z = 0 plane, and 

r pQ == [(x - ~)2 + (y _1])2 + (z + ~)2]1/2. 

Since Q is in the lowerhalf-space, r PQ does notvanish for z ::: 0 and L\Qv = O. 
Thus, the left-hand side of (2.5.4) equals zero. To compute the right-hand side, we 
note that 

( au ) 
anQ 

Q=Qo 

( av ) 
anQ 

Q=Qo 

Therefore, (2.5.4) reduces to 

00 [ au 0+ ] o = _1 f f u(~, ;' O+)z + ä"f (~, 1], ) d~ d1]. 
4rr JJ r pQ rpQo 

-00 0 

(2.6.24) 

Adding (2.6.13) and (2.6.24) gives Poisson's formula (2.6.22), and subtracting 
gives 

00 au ~ + 
1 11 a~ (s, 1],0 ) u(x, y, z) = - - d~ d1], 

2rr rpQo 
(2.6.25) 

-00 

which is the solution of the following Neumann problem in the upper half-space 
(see Problem 2.6.3): 

L\u = 0 in z::: 0, 
au + . 
- (x, y, 0 ) = g(x, y) = prescnbed. az 

(2.6.260) 

(2.6.26b) 

The result (2.6.25) may be interpreted as the potential at P = (x, y, z) due 
to a distribution of sources of strength q(x, y) == 2g(x, y) on the z = 0 plane 
[compare (2.6.15) with (2.4.32) and (2.6.26b) with (2.4.39a) to confirm that the 
boundary condition is satisfied]. In Section 2.7 we shall also extend this idea to 
solve Neumann 's problem in a more general domain with a prescribed value of 
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the nonnal derivative on the surface by using an unknown distribution of sources 
on the boundary. 

(iii) Interior (exterior) 0/ unit sphere or circle 

Consider a unit sphere, two points P(r, (), rp) and Q = (p, ()', rp') in the interior, 
and the point Q = (1/ p, ()', rp') outside the sphere, as shown in Figure 2.18. If 
we denote the angle POQ by y, the distance PQ by rpQ, and the distance PQ 
by r PQ' we have 

cos y == cos () cos ()' + sin () sin ()' cos(rp - rp'), 

r~Q == r 2 + p2 - 2rp cos y, 

2 2 1 2r 
r PQ == r + p2 - P cos y. 

(2.6.27a) 

(2.6.27b) 

(2.6.27c) 

It is easily seen from (2.6.27) that if P is on the surface of the sphere, that is, if 
r = 1, then 

(2.6.28) 

Using this result, we can immediately derive the following Green's functions: 

z 

x 

FIGURE 2.18. Geometry for spherical domain 
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Interior of unit circle 

1 rpQ 
K = - log --, () = ()' = rr /2. 

2rr prpQ 
(2.6.29) 

Exterior of unit circle 

1 I pr PQ K = - og --, () = ()' = rr /2. 
2rr rpQ 

(2.6.30) 

Interior of unit sphere 

(2.6.31) 

Exterior of uni! sphere 

K = - 4~ [r ;Q - r:Q l (2.6.32) 

(iv) Poisson's formulafor the sphere 

To solve the Dirichlet problem for Laplace's equation in spherical polar 
coordinates, 

2 1 1 cot () 
llu == urr + -u,+ "2 u(}(} + . 2 u</></>+ -r2 u(} = 0 

r r r2 sm e (2.6.33a) 

with 

u(1, (), 4J) = fee, 4J) = prescribed, (2.6.33b) 

in the interiorofthe unit sphere, we use (2.6.31) for Kin (2.6.12). First we calculate 

a K = a K = _1_ (p - r cos y _ pr2 - r cos y ) 
anQ ap 4rr r~Q p3r3 _ . 

PQ 

Therefore, on the boundary p = I, we have 

aK I 
ap p=] 

and (2.6.12) becomes 

1 - r2 2 _ 2 
--3-' rB = 1 +r -2rcosy, 
4rrrB 

1 - r21tr 12tr f (()" 4J') sin ()' d4J' d().' 
u(r, e, 4J) = -- 3 Z • 

4rr (}'=o </>'=0 [1 + r Z - 2r cos y] / 
(2.6.34) 

This is called Poisson's formula. Now, unlike the result (2.6.22) for tJte planar 
problem, (2.6.34) is not the potential only of a surface distribution of dipoles; it 
also includes a surface distribution of sources and is a special case of the general 



2.6. Green's and Neumann's Functions 123 

result (2.5.17). In fact, it is easy to show that (2.6.34) consists of a surface dipole 
distribution of strength 2f«()', q,') plus a surface source distribution of strength 
f«()', q,') (see Problem 2.6.4). 

It is easy to show by direct substitution that if u = F (r, (J, q,) is harmonic inside 
the unit sphere, then v = (l/r)F(l/r, (J, q,) is harmonie outside, and v ~ 0 as 
r ~ 00 (see Problem 2.6.9). 

Using this result, or explicit calculation with K given by (2.6.32), we obtain the 
following Poisson formula for the exterior problem: 

r 2 -1121f i1f f«()', q,') sin()'d()'dq,' 
u(r, (), q,) = -- 2 3/2 ' 

4rr </1'=0 &'=0 [1 + r - 2r cos y] 
(2.6.35) 

which differs from (2.6.34) only by a minus sign. 
Tbe corresponding result for the interior of the cirele is [see (2.2.15)] 

1 - r2121f u(1, q,')dq,' 
u(r, q,) = -- , 

2rr 0 1 + r2 - 2r cos(q, - q,') 
(2.6.36) 

and a change in sign gives the formula for the exterior problem. 
The formulas for the Neumann problems inside or outside the sphere and cirele 

are left as an exercise (Problem 2.6.5). 

2.6.6 Connection Between Green's Function and 
Conformal Mapping (Two Dimensions) 

Let D be a given domain in the xy-plane with boundary r consisting of at least two 
points. Let (xo, Yo) be a fixed point inside D. According to Riemann's mapping 
theorem (for example, see p. 175 of [40]), there exists a conformal map of D onto 
the interior of the unit circle in the ~ -plane that sends the point zo == Xo + i Yo to 
the origin S = o. Denote this conformal mapping by 

s = f(z, zo); s == g + i1/, z == x + iy. (2.6.37) 

Clearly, Green 's function for the interior of the unit cirele with the source at the 
origin is (i/2rr) log Isl. Tberefore, Green's function for D is 

1 
K(x, y, xo, Yo) = 2rr log If(z, zo)l· (2.6.38) 

Thus, knowing Green's function for a two-dimensional domain is equivalent to 
knowing the mapping of the domain to the interior of a unit cirele and vice versa 
(see Problem 2.6.10). 

2.6.7 Series Representations; Connection with Separation 
of Variables 

Consider Poisson's formula (2.6.34) for the interior of a unit sphere. We wish to 
develop this result in series form valid for r < 1. A useful identity for the kernel 
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in Poisson's formula is 

J = [l + ,2 ~ ~;~sYJ''' = [- ':Q -2 :P (':Q) L' (2.6.39) 

which can be verified immediately using the definition for rpQ in (2.6.27b). 
Recall the generating function for Legendre polynomiaIs (for example, see pp. 

102-103 of[8]): 

[ 2]-1/2 
= p-I 1 - ~ cos y + (~ ) 

(~) < 1, 
1 00 ( )n = - L Pn(cosy) ~ , 
p n=O p 

(2.6.40) 

where Pn denotes the Legendre polynomiaIs 

3 2 1 
Po (cos y) == 1, PI (cos y) == cos y, P2 (cos y) == 2" (cos y - 3"), .... 

Wecompute 

~ (_1 ) = _ ~ f: Pn(cos y) (~)n (n + 1). 
ap rpQ p2 n=O p 

Therefore, using (2.6.39) gives 

00 

J = L(2n + l)Pn(cosy)rn. (2.6.41) 
n=O 

This series converges uniformly if r < 1, and we Can interchange the order of 
summation and integration in (2.6.34) to obtain 

00 rn (2n + 1) I r r27C } 
u(r,(),<p) =?; 41r )o'=O)f/>'=o!«()',<P')Pn(cosy)sin()'d<P'd()'. 

(2.6.42) 
This is apower series in rn with coefficients Cn given by the double integral times 
(2n + 1)j41r. 

If the prescribed data are axisymmetric, that is,j «()', <P') = g «()'), the expression 
in (2.6.42) involves <p' only through the Pn term. We can use the identity (for 
example, see pp. 326-328 of [43]) 

(2.6.43) 

to carry out the <p' integration, and (2.6.42) reduces to 

u(r, () -_ ~ r n(2n2+ 1) { r } ~ )0 g«()')Pn (cos ()') sin ()' d()' Pn(cos (). 

(2.6.44) 
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With the change of variable s = cos ()', this becomes 

00 

u(r, (}) = L Cn Pn (cos (})rn , (2.6.45a) 
n=O 

where 

2n + 1 11 
Cn = -- g(cos- I s)Pn(s)ds. 

2 _I 
(2.6.45b) 

This result also follows directly by solving the Dirichlet problem for Laplace's 
equation (2.6.33a)with axial symmetry (u,p = 0); that is, 

2 1 cot(} 
U rr + -Ur + -zuee + -z-ue = 0, 

r r r 
u(r, (}) = g«(}) 

by separation ofvariables. Assuming u(r, (}) = R(r)8«(}) gives 

(2.6.46a) 

(2.6.46b) 

r Z dZR 2r dR 1 dZ8 cot(} d8 
R drz + R dr = - 8 d(}2 - e d(} = J.. = constant. (2.6.47a) 

Therefore, 

d28 d8 - + (cot(})- + J..8 = 0 d(}2 d(} , (2.6.48) 

which is Legendre's equation written in terms of (). The conventional form of 
Legendre 's equation is in terms of the independent variable x = cos (} and has the 
form (with 8«(}) == y(x), ' == djdx) 

(1 - X 2)y" - 2xy' + J..y = o. 
Bounded solutions exist only for J.. = n(n + 1) with n an integer. Then 

8«(}) = Pn(cos(}). 

(2.6.49) 

The equation for R is equidimensional, with solutions r n and r-n- 1• We discard 
the r-n - 1 solutions because they become singular for the interior problem, and we 
have the series: 

00 

u(r, (}) = L Cnrn Pn(cos (}), 
n=O 

which corresponds to (2.6.45a). Using the boundary condition gives 
00 

g«(}) = L Cn Pn (cos (}). 
n=O 

The orthogonality of the Pn gives 

2n+l r . 
Cn = -2- 10 g«(}') sm (}' Pn (cos (}')d(}', 

which reduces to (2.6.45b) if we set s = cos (}'. 
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Problems 

2.6.1 Use the fundamental solution ofthe Helmholtz equation given in (2.3.81) 
to show that every solution of (2.3.80) with A ~ 0 satisfies the following 
mean value theorem that generalizes (2.5.16): 

sin R"fi.. 1 1i r:: u(P) = --2 u dA. 
R"'A 4:n:R 

(2.6.50) 

11 

Here r 1 is the surface of the sphere of radius R centered at the point P. 
2.6.2a Consider the interior Dirichlet problem for the Helmholtz equation 

!l.u + J..u = 0 in G, J.. > 0, (2.6.51a) 

u = f on r. (2.6.51b) 

Assurne that you have computed Green's function for (2.6.51a) for G, 
Le., you have the function K(P, Q) that satisfies 

!l.pK(P, Q) + J..K(P, Q) = 83(P, Q) (2.6.52a) 

for any Q in G and any P in G + r. The boundary condition that K 
satisfies is 

K(P, Q) = 0 if P ison r. (2.6.52b) 

Multiply (2.6.51a) by -K and (2.6.52a) by u, add and integrate the result 
over G; then use (2.5.4) to show that the solution of (2.6.51) is given by the 
same generalized Poisson formula (2.6.12) that we derived for Laplace's 
equation. 

b. Show that if G is the upper half-space z :::: 0, Green's function for the 
Helmholtz equation is given by 

1 [COS()..1/2rPQ ) COs(J..1/2rPQ)] 
K(P, Q) = -- - , 

4:n: rpQ rpQ 
(2.6.53) 

where rpQ and r PQ are defined in (2.6.18). 
c. Use (2.6.53) to show that the solution of (2.6.51) for the upper half-space 

z ~ 0 is given by 

z 100 100 
[ cos(J.. 1/2ro) 

u(x, y, z) = -2 f(~, 1/) 3 
:n: -00 -00 ro 

).. 1/2 sin(J.. 1/2ro ) ] 
+ 2 d~d1/, ro 

(2.6.54) 

where rJ = (x - ~)2 + (y - 1/)2 + Z2. 
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2.6.3 Show that if Gis the upper half-space z :::: 0, the expression (2.6.16) for 
the solution of Neumann 's problem reduces to 

1 (00 (00 g(~, 71) 
u(x, y, z) = - 21l' Loo 1-00 [(x _ ~)2 + (y _ 71)2 + z2]3/2 d~ dTJ, 

(2.6.55) 
the result we derived in (2.6.25). 

2.6.4 Write (2.4.11) in spherical polar coordinates r, (), ,p as defined in Figure 
2.15. Let p«()I, ,p') be the strength/unit area of dipoles distributed on the 
surface of the unit sphere, and assume that these dipoles are oriented along 
the outward normal to the sphere. Show that the potential reduces to 

1 r (27C (1 - r cos y) p«()I, ,p') sin ()' d,p' d()' 
w(r, (), ,p) = 41l' 19'=01""=0 [1 + r 2 - 2r cos y]3/2 

(2.6.56) 
Specialize (2.4.8) to the same geometry and show that it reduces to 

_ 1 i 7C 127C q«()',,p')sin()'d,p'd()' 
u(r, (), ,p) - - - 2 /2 . 

41l' 9'=0 ",'=0 [1 + r - 2r cos y]1 
(2.6.57) 

Use this to show that Poisson's formula (2.6.34) is the potential due to 
a surface distribution of dipoles of strength p«()I, ,p') == 2f«()', ,p') plus 
the potential due to surface distribution of sources of strength q«()', ,p') == 
f«()I, ,p'). 

2.6.5a Show that Neumann 's function for the interior of the unit circle is 
1 

N(P, Q) = - logrlr2P, (2.6.58) 
21l' 

where, as usual, P has the polar coordinates r, () and Q has the polar 
coordinates p, ()'. Also, 

Thus, 

and 

r~ == r2 + p2 - 2rp cos«() - ()'), (2.6.59a) 

2 2 1 2r I r2 == r + - - - cos(O - () ). (2.6.59b) 
p2 P 

aN 
ar 

ll.pN(P, Q) = l)2(P, Q), 

1 

21l' 
for P on r = 1. 

(2.6.60) 

(2.6.61) 

What is N for the exterior problem? 
b. Show that Neumann 's function for the interior of the unit sphere is 

1 [ 1 1 N(P, Q) = -- -- + -
41l' rpQ prPQ 

+ log 2 ;- 1/2 J, (2.6.62) 
1 - pr cos y + (r p + 1 - 2rpcosy) 
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where the notation is defined in (2.6.27) and where C is an arbitrary 
constant that may be chosen to satisfy (2.6.8). 

2.6.6 Consider the Dirichlet problem for the two-dimensional Laplacian in the 
upper half-plane, that is, 

U xx + U yy = 0, -00 < x < 00; 0 ::: y < 00, 

with boundary conditions 

u(x,O) = fex), f -+ 0 as lxi -+ 00, 

U(X,oo) = o. 
Derive the solution in the form (see Problem 2.3.3) 

y 100 f(~)d~ 
u(x, y) = -; -00 (x _ ~)2 + y2 

using 

(2.6.63a) 

(2.6.63b) 

(2.6.63c) 

(2.6.64) 

a. Green 's function (2.6.17) in the two-dimensional version of (2.6.12). 
b. Green 's function (2.6.17), and superposition for Poisson 's equation 

with homogeneous boundary condition w(x, 0) = 0, which results 
for w(x, y) == u(x, y) - fex). 

c. Fourier transforms with respect to x. 
d. Specialize (2.6.64) to the case where 

fex) = {I if -a ::: x ::: b, 
o otherwlse, 

and relate your result to Cauchy 's integral formula in complex variables. 
2.6.7a The two-dimensional version ofthe generalized Poisson formula (2.6.12) 

is 

1 8K 
u(P) = f(Q) - ds, 

[" 8nQ 
(2.6.65) 

which reduces to 

u(r, (J) = (rr f«(J') 8K I d(J' 
10 8p p=1 

(2.6.66) 

for Dirichlet's problem in the interior of the unit circle. Show that when 
(2.6.29) is used to compute (8Kj8p), (2.6.66) reduces to (2.6.36). 

b. Verify by direct substitution that (2.6.36) solves 

1 1 
Au == Urr + - Ur + 2" UIN} = 0 (2.6.67a) 

r r 
in r ::: 1, with the boundary condition 

u(1, (J) = f«(J)· (2.6.67b) 

c. Solve (2.6.67) using separation of variables to obtain the Fourier series 
00 

u(r, (J) = ~ + L rn (an cos n(J + bn sin n(J), 
n=! 

(2.6.68) 
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where 

an = ~ (27C f«() cos n(), bn = ~ (27C f«() sin n(). 
X k· X k (2.6.69) 

Show that this result follows from (2.6.36) if the integrand is expanded in 
apower series in r and then integrated tenn by tenn. 

d. Calculate ur(r, () using (2.6.36), and simplify the improper integral that 
results as r ~ 1 - to show that 

ur(l-, () = _1 lim (27C f«() - f«()') d()'. (2.6.70) 
2x a .... O 10 1 - (1 - a) cos«() - ()') 

Verify that (2.6.70) gives the correct result for the two special cases where 
f«() = cos n() and f«() = sin n(), for which the solutions are u(r, () = 
r n cos n() and u(r, () = r n sin n(), respectively. 

2.6.8a Show that the two-dimensional version of (2.6.16) for the interior of the 
unit circle is 

u(r, () = - L271 
g«()')N(r, (), 1, ()')d()', 

where according to (2.6.58), 

1 
N(r, (), 1, ()') = - log[r2 + 1 - 2r cos«() - ()'»). 

2x 

(2.6.71) 

(2.6.72) 

b. Verify by direct substitution that (2.6.71) satisfies (2.6.67a) with the bound­
ary condition u r (1, () = g«(). In verifying the boundary condition you 
will encounter an improper integral if r ~ 1. Handle this integral using 
the approach discussed in Section 2.4.4. In particular, show that the only 
contribution to Ur as r ~ 1 occurs from the integral 

I (r, (); E) == 10+€ g«()') r - cos«() - ()') d()' 
(J-€ 1 + r 2 - 2r cos«() - ()') 

(2.6.73) 

if (1 - r)jE ~ 0 aSE ~ o. 
2.6.9 Show that if u = F(r, (), <!J) satisfies (2.6.33a), then v(r, (), <!J) == 

(ljr)F(1jr, (), <!J) satisfies ~v = o. 
2.6.10 This problemconcems the connection between confonnal mapping and 

Green 's function of the first kind for various two-dimensional domains D, 
that is, solutions of 

u xx + U yy = c5(x - g)c5(y - 1/) in D, 

u = 0 on the boundary of D, 

where g and 1/ are the coordinates of a point in D. 

(2.6.74a) 

(2.6.74b) 

a. Consider the corner domain D1 : x ~ 0, y ~ 0, and use image sources 
to show that Green 's function is given by 

K(x, y,~, 1/) 
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2.6.11 

1 [(x - ;)2 + (y _ 1])2]1/2[(x + ;)2 + (y + 1])2]1/2 
-27f log .::....[ ('--x-_-;.::..c.)-=-2 -+-('::"y-+""'--:'1]:""")2":"PC"::/2'::"[ ('::""x-+--=-; ):....,,2-+--"'(y----'1]-'-:)2,::..p:-:::-/2 ' 

(2.6.75) 

where; > 0, 1] > O. 
Use the mapping 

(2.6.76) 

of D 1 onto the upper half-plane y ~ 0 and Green's function (2.6.17) 
for y ~ 0 to derive (2.6.75). 

b. Consider the strip domain D2 : -00 < x < 00, 0 ::: y ::: 7f. Use 
(2.6.17) and the mapping 

(2.6.17) 

of D2 onto the upper half-plane to derive Green's function for D2 in 
the form 

1 (eX cos y - e~ cos 1])2 + (eX sin y - e~ sin 1])2 
K= - log~-~-~-~~-'---~-~-~ 

47f (eX cos y - e~ cos 1])2 + (eX sin y + e~ sin 1])2 . 
(2.6.78) 

Now use image sources to calculate Green 's function in the form 

1 Loo (x - ;)2 + (y - 2n7f - 1])2 
K = - log 2. 

47f n=1 (x - ;)2 + (y - 2n7f + q) 

Compare (2.6.78) to (2.6.79) to deduce the identity 

coshx - cosy 000 x 2 + (y - 2n7f)2 

cosh x - cos z - n=-oo x 2 + (z - 2n7f)2 

for real variables x, y, z. 
c. Use the results in part (b) and the mapping defined by 

w = log __ z ( 1+ )2 
1 - z 

(2.6.79) 

(2.6.80) 

(2.6.81) 

to solve (2.6.74) in the interior of the half disk: x 2 + y2 ::: 1, Y ~ O. 
Use the Poisson formula (2.6.34) for the interior of the unit sphere to 
calculate the potential on the z-axis in the form 

1 - r 2 [1 1] u(r, 0, fjJ) = -- -1--2 - ~2 
r - r vi + r-

(2.6.82) 

for the boundary condition u = sign z on the surface of the sphere. 
2.6.12 Consider the following Neumann problem for the three-dimensional 

Laplacian in z ~ 0: 

ßu = 0 in z ~ 0, (2.6.83a) 

( 0_) _11 on Jx2 + y2 < 1, 
uz x, y, - v' 2 2 

Oonx+y>1. 
(2.6.83b) 
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Use polar coordinates x = r cos (), y = r sin () in (2.6.25) to obtain the 
solution in the form 

1 121< 11 pdpdl/J 
u(r, z) = - - 2 2 2 /2' 

27r 0 0 (p + r - 2rp cos l/J + z )1 
(2.6.84) 

Show that for r > 1 and z = 0+, (2.6.84) can be expressed in the form 

1 00 121< 11 (P )n+1 u(r, 0+) = -- L - Pn(cosl/J)dpdl/J. (2.6.85) 
2n n=O 0 0 r 

Use the identity (see (22.13.6) of [3]) 

1 (21< 1 [(2n)!]2 
27r Jo P2n(cosl/J)dl/J = 16n (n!)4 ,n = 0, 1,2, ... , (2.6.86a) 

(21< 
Jo P2n+I(Cosl/J)dl/J = 0, n = 0, 1,2, ... , (2.6.86b) 

to show that 

0+ ~ [(2n)!f (1) 
u(r, ) = - f;:o 2(n + 1)1~(n!)4 r 2n+ 1 ,r > 1. (2.6.87) 

2.6.13a Use symmetry to show that Green's function for the corner domain G : 
x ~ O,y ~ O,z ~ Ois 

where the source location Qi for each of the ri is 

QI = (~, 11, 0, Q2 = (~ - 11,0, 

Q3 = (-~, -11, 0, Q4 = (-~, 11, S), 

Q5 = (~, 11, -0, Q6 = (~, -11, -S), 

Q7 = (-~, -11, -0, Qs = (-~, 11, -~). 

b. Use (2.6.12) and (2.6.88) to express the solution of 

(2.6.89a) 

(2.6.89b) 

(2.6.89c) 

(2.6.89d) 

du = 0 in G, (2.6.90a) 

u(x, y, 0) = fex, y), u(x, 0, z) = u(O, y, z) = 0, (2.6.90b) 

in the form 

u(x, y, z) = z 100 100 
( 1 1 1 1 ) - f(~, 11) 3" - 3" + 3" - 3" d~ dl1, 

2n -00 -00 r lO r 30 r 30 r 40 

(2.6.91) 
where riO is the value of ri for ~ = o. 
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2.7 Solutions in Tenns of Integral Equations 

In Seetion 2.6 we saw that the solution of Dirichlet's and Neumann's problems 
could be expressed as a quadrature in terms of Green 's function K, and Neumann 's 
function N, respectively. The principaI task in solving either of these boundary­
vaIue problems is the actuaI computation of K or N for the given domain. For the 
simple geometries considered in Section 2.6.5 (see also Problem 2.6.10), symmetry 
arguments easily defined K or N. We also observed that for planar boundaries, our 
final result for u in Dirichlet's problem turned out to be the potential due to a dis­
tribution of dipoles only, and in Neumann 's problem a distribution of sources only. 
For the case of a spherical boundary, our result for Dirichlet's problem involved a 
surface distribution of dipoles as weil as sourees. In summary, for the simple ge­
ometries that we considered, it was easy to obtain, aposteriori, expressions linking 
the strengths of these distributions to the boundary data. 

In this section we propose to bypass the calculation of K and N (as these may be 
impractical for a nontrivial geometry) and to proceed directly to representations in 
terms of dipole or source distributions of unknown strength. We shall show that one 
can then derive integral equations linking these unknown distribution strengths to 
the given boundary data. 

2.7.1 Dirichlet's Problem 
Consider Dirichlet's problem in an interior domain G bounded by the smooth 
surface r. We wish to solve 

ßu = 0 in G (2.7.1a) 

subject to 

u = J, (2.7.1h) 

a prescribed function on r. Assurne that the solution can be represented by a 
surface distribution of dipoles of strength per unit area J.L oriented in the outward 
normal direction on r, that is, 

u(P) = ({ J.L(Qr)_a (~) dAQ. 11 anQ 4JrrpQ 
r 

(2.7.2) 

In order to apply the boundary condition u = J on r, we must evaluate (2.7.2) 
for P -+ p, a point on the boundary. Because rpQ -+ rpQ and rpQ -+ 0 for 
Q = p, (2.7.2) leads to an improper integral, as discussed in Section 2.4.4 for the 
case of a planar boundary. We show next how one may evaluate u (p) by a process 
similar to the one used for the planar boundary. 

Consider a smaIl sphere ofradius E centered at p, as shown in Figure 2.19. This 
sphere intersects r aIong a curve C and exc1udes the smaIl "disk" r. from r. Now 
with E =1= 0, subdivide the integration over r in (2.7.2) into a contribution due to 
r. and one due to r - r.; then let E -+ 0 and P -+ p. If aCE), the distance 
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G 

... ---, 
,/ p. --' 

I // ..... E~ 
I / p"/ 
\/ r '- ' 

FIGURE 2.19. Sphere of radius E centered at a point p on r 

between P and p, tends to zero faster than E, the potential at p may be expressed 
in the form 

u(p) = lim { ((/L(Q) _a ( __ 1_) dAQ 
E~O J r anQ 41frpQ 

f, 

(2.7.3) 

Note carefully the distinction between rpQ and rpQ in (2.7.3). In particular, it is 
important to note that we evaluate both integrals with E fixed and not equal to O. 
In the integral over f E , the observer is at P(E) =1= 0 with E =1= 0, whereas in the 
integral over r - r E , we have set P = P in the integrand. We then take the limit 
E ~ 0 for the two expressions. It is easy to verify that this approach gives exactly 
the same result for u (p) as would be derived from the more elaborate limit process 
discussed in Section 2.4.4 for the case of a planar boundary. In effect, setting 
P = p in the second integrand in (2.7.3) corresponds to choosing the function 
P(E) such that (rpp/E) ~ O. 

We recall the result (2.5.22) for the potential of a dipole distribution of unit 
strength and note that as E ~ 0, with (r Pp / E) ~ 0 also, the solid angle subtended 
from P tends to 4 if r is smooth at p. Therefore, the contribution to (2.7.3) from 
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r. is 

. 11 0 ( 1) J.L(p) hm .J.L(Q)- --- dA Q = --. 
.-->0 onQ 4rrrpQ 2 

r, 

(2.7.4) 

This result also follows directly from (2.4.30b), since for € sufficiently small and 
r smooth, r. is nearly planar, and the axis of the dipole at p points outside G for 
J.L(p) > o. 

Consider now the contribution to u (p) from r - r •. Since the disk r. is excluded 
from the second integral, r pQ > 0, and the integrand is not singular as long as 
€ > o. The question then arises as to the behavior of (%nQ)( -1/4rrrpQ) along 
the critical curve C as € ~ 0 (see Figure 2.20). Now, 

_0_ ( __ 1_) = __ 1 grad (_1 ). n(Q), 
onQ 4rrrpQ 4rr rpQ 

(2.7.5) 

where n(Q) is the unit outward normal to r along C. Clearly, as € ~ 0, 
grad(l/rpQ) and n(Q) become orthogonal and (2.7.5) vanishes on C, so there 
is no difficuIty associated with the contribution to (2.7.5) near C, as C shrinks to 
the point p. 

We have shown that the integral equation to be solved is 

J.L(p) 11 0 ( 1) f = - + J.L(Q)- --- dAQ, 
2 onQ 4rrrpQ 

r 

(2.7.6) 

where the integral is to be interpreted in the limiting sense just discussed of having 
the point p "removed" from the surface of integration r. For the exterior problem 

grad (r~ 

n(p) 

FIGURE 2.20. Orthogonality ofo(Q) and grad(1/rp Q) aSE ~ 0 
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and the same representation (2.7.2), we obtain the analogous result 

f.1,(p) 11 ß ( 1) f=--+ f.1,(Q)- --- dA Q , 
2 ßnQ 4rrrpQ 

r 

(2.7.7) 

with the opposite sign for the contribution due to r,. Once f.1, is known, the solution 
can be obtained from (2.7.2) by quadrature. Note that if r is not smooth at p, the 
contribution of the first term on the right-hand side of (2.7.6) or (2.7.7) is not 
±f.1,(p) /2 and must be worked out in detail. Also, if the entire surface r is nearly 
planar, we expect the contribution due to the surface integral in (2.7.6) or (2.7.7) 
to be small in absolute value relative to 1f.1,(p)/21. 

Let us next verify that the result (2.7.6) gives the correct solution (2.6.22) for 
Dirichlet's problem in the upper half-space. In this case, r is the plane z = 0, 
and ß/ßnQ = -ß/ßs. The assumed solution (2.7.2) using a surface (z = 0) 
distribution of dipoles with axes oriented along the - z direction and with strength 
per unit area f.1, becomes 

u= 1001 f.1,(/;, 1)) ~ ( 1 ) I d/; d1) 
4rr -00 ßs J(x _/;)2 + (y - 1))2 + (z - n2 {=o 

00 

4~ ff (2.7.8) 

-00 

This is the same expression as (2.4.23) with p = - f.1,. The sign change is needed 
because we have the dipole axes in (2.7.2) pointing along the negative z direction, 
whereas those in (2.4.23) are along +z. 

To evaluate (2.7.8) on the boundary, we need to let z ~ 0+; we obtain 

( 0+) f.1,(x,y) 
U x, y, = 2 (2.7.9) 

according to (2.4.30a). Thus, for the planar problem, the double integral in (2.7.6) 
or (2.7.7) equals zero, and we need not solve an integral equation; the dipole 
strength f.1, is given explicitly by 

f.1,(x, y) = 2f(x, y). (2.7.10) 

For nearly planar surfaces we expect the contributions of the integrals in (2.7.6) or 
(2.7.7) to be small in magnitude compared with 1f.1, /21. This is, in fact, why we chose 
to solve Dirichlet's problem using a surface dipole distribution. We could equally 
well have used a surface source distribution, but the expression corresponding to 
(2.7.10) for the source strength is more complicated. 

To see this, consider the general result (2.5.17) as it applies to the solution of 
the planar boundary-value problem (2.6.21). The value of u(x, y, 0+) is specified, 
but (ßu/ßz)(x, y, 0+) is not known. Therefore, the second term on the right-hand 
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side of (2.5 .17) is known, but the first is not. In fact, (2.5.17) reduces to 

00 

( ) _ 1 rr ).(~,17)d~d17 
u x, y, Z - - 4Jr 11 [(x _ ~)2 + (y _ 1702 + z2]I/2 

-00 

00 

z 1.1 f(~, 17)d~ d17 + - 2 232' (2.7.11) 
4Jr [(x - Ü 2 + (y - 17) + z ] I 

-00 

where f is the prescribed boundary condition (2.6.21b) and ).(x, y) = 
(au/az)(x, y, 0+) is unknown. 

To detennine ).(x, y), we evaluate (2.7.11) on the z = 0+ plane. The left-hand 
side must equal f(x, y) if u is to solve (2.6.21), and the second tenn on the right­
hand side tends to fex, y)/2 according to (2.4.30a) [see (2.4.23) with p = - f]. 
Therefore, ). (x, y) satisfies the integral equation (in the limiting sense discussed 
earlier) 

00 

f(x, y) = - 2~ ff (2.7.12) 

-00 

Recognizing that the second tenn on the right-hand side of (2.7.11) is just 
u (x, y, z) /2, we note that (2.7.11) gives the following representation ofthe solution 
of (2.6.21) in terms of a surface distribution of sources 

00 

( ) 1 rr ).(~, l1)d~ dT/ 
u x, y, z = - 2Jr 11 [(x _ ~)2 + (y _ 11)2 + z2]I/2 . (2.7.13) 

-00 

Clearly, for this example, the dipole representation (2.7.8) is significantly sim­
pler to implement than the source representation (2.7.13). This motivates the use 
of dipoles for the general Dirichlet problem (2.7.1). We could, in principle, choose 
an arbitrary mix of surface distributions of dipoles and sources to represent the 
solution. In fact, we saw in interpreting (2.6.24) that the solution of Dirichlet's 
problem for the sphere is most easily represented by a particular combination of 
dipoles and sources on the surface. 

2.7.2 Neumann's Problem 
Neumann 's problem has 

with the boundary condition 

liu = 0 in G 

au 
= g on r, an 

(2.7.14a) 

(2.7. 14b) 
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where the prescribed function g must satisfy the condition 

ff gdA = O. (2.7.14c) 

r 

We assurne an unknown source distribution of strength v(Q) on r. Hence, let 

u(P) = rr v(Q) ( __ 1_) dA Q• 11 4rrrpQ 
r 

(2.7.15) 

Now, applying the boundary condition (2.7. 14b) gives [see (2.4.39b)] 

v(p) 11 a ( 1) g(p) = -- + v(Q)- --- dAQ 
2 anp 4rrrpQ 

r 

(2.7.16) 

for the interior problem, where a/anp is now with respect to the coordinates P. 
For the exterior problem, we have the same formulas, except that the first term on 
the right-hand side of (2.7.16) now has a positive sign. 

For the simple example with axial symmetry, discussed earlier in Section 2.4.3, 
the axial distribution of sources suffices. In fact, it is intuitively obvious that for 
any axisymmetric surjace distribution of sources, there corresponds an equivalent 
unique axial distribution such that the potential at every point in the domain G is 
identical in both cases and satisfies the same boundary condition. 

Problems 

2.7.1 Consider the axisymmetric three-dimensional Laplacian 

1 
Urr + - Ur + U zz = 0 on z ~ 0, 

r 

with the mixed boundary conditions 

u(r, 0+) = 0 on r == .Jx2 + y2 ~ 1, 

uz(r,O+) = j(r) on O::s: r < 1. 

(2.7.17a) 

(2.7.17b) 

(2.7. 17c) 

a. Show that the solution u(r, z) may be represented using a distribution of 
dipolesofstrengthperunitareaequaltoh(r)ontheunitdiskO ::s: r ::s: 1, 
z = 0 in the form 

( ) = _~ r21r t h(p)pdpdrp (2718) 
u r, z 4rr 10 10 (p2 + r 2 + Z2 _ 2rp cos </»3/2 • •• 

In particular, show that dipoles on the unit disk automatically satisfy 
(2.7. 17b). 
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b. Derive the following integral equation for her): 

1 t 1r (R(tP,r) her) (21r dl/J 
j(r) = - 4Jl" 10 10 l(p, l/J, r)dp dl/J + 4Jl" 10 R(l/J, r) , 

(2.7.19) 
where 

R(l/J, r) = -r cos l/J + 1 - r 2 sin2 l/J, (2.7.20a) 

l(p, l/J, r) = ;2 [h(Jr2 + p2 + 2rp cos l/J) - h(r)] . (2.7.20b) 

c. Now consider (2.7.17a) with the mixed boundary conditions 

u(r, 0+) = j(r) on r ~ I, 

uz(r,O+) = 0 on 0:::: r < 1. 

(2.7.2Ia) 

(2.7.2Ib) 

Show that the solution may be represented by a source distribution of 
strength per unit area her) on the unit disk in the form 

1 121r 11 h(p)p dp dl/J 
u(r, z) = - - 2 2 2 1/2' (2.7.22) 

4Jl" 0 0 (p + r + z - 2rp cos l/J) 
where her) satisfies the integral equation 

1 (21r (R(tP. r) 
j(r) = - 4Jl" 10 10 h(Jr2 + p2 + 2rpcosl/J)pdpdl/J, 

and R(l/J, r) is given by (2.7.20a). 
2.7.2 The two-dimensional problem corresponding to (2.7.17) is 

uxx + Uyy = 0 on y ~ 0, 

u(x, 0+) = 0 on lxi ~ I, 

uy(x, 0+) = j(x) on lxi< 1. 

(2.7.23) 

(2.7.24a) 

(2.7.24b) 

(2.7.24c) 

Use a two-dimensional dipole distribution of strength per unit length 
equal to h (x) on the interval -1 :::: x :::: 1 to express the solution in the 
form 

u(x, y) = - ~ 11 h(~) d~ 
2Jl" -I (x - ~)2 + y2 . 

(2.7.25a) 

This automatically satisfies (2.7.24b). 
Integrate (2.7.25) by parts to express u in the form 

u(x,y) = 2~ [h(-I)tan-1 (X; 1) -h(l)tan-1 (x ~ 1) 
+ L: h'(~) tan- I (~ ~ X) d~ ] . (2.7.25b) 
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Impose the boundary condition (2.7.24c) to obtain 

1 [h(1) h(-I)] 1 . 11 
f(x) = - -- - -- - - hm 

21l' x-I x + 1 21l' y~O+ -I 

(~ - x)h'(~) d~ 
y2 + (~ _ X)2 • 

(2.7.26) 
Show that when the limit y ~ 0+ is taken, (2.7.26) reduces to the following 
integral equation for h (x) 

1 [h(1) h(-I)] 1, (I-X) f(x) =- -- - -- - -h (x) log --
21l' x-I x+l 21l' I+x 

1 l l - x h'(x + t) - h'(x) 
- - dt. 

21l' -I-x t 
(2.7.27) 

Thus, if f(l) and f(-I) are finite, we must set h(O) = h(1) = h'(O) = 
h'(1) = 0 to eliminate the singularities in the first two tenns. The integral 
equation that results for h' (x) is then 

( 1 - x) l l - x h'(x + t) - h'(x) 21l'f(x) = -h'(x) log -- - dt, 
1 + X -I-x t 

(2.7.28) 
which has to be solved subject to h'(O) = h'(1) = O. 
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The Wave Equation 

In Chapters 1 and 2, the applications that we studied were directly modeled by a 
linear equation (the diffusion equation or Laplace's equation). Here, however, most 
of the meaningful physical applications are govemed by essentially quasilinear 
partial differential equations. We begin our discussion by considering in some 
detail the mathematical modeling for three such problems. We shall study the 
solution of these quasilinear equations in Chapters 7 and 8, and we devote the 
remainder of this chapter to solving the linear wave equations that result when we 
assume a small disturbance approximation. 

3.1 The Vibrating String 

Consider a string of infinitesimal thickness stretched initially under constant ten­
sion TO (g cm/s2) in the interval 0 ~ X ~ Lo. Let the density of the string be 
P == Por(X/ Lo) (glcm). Assume that the string is deflected under the influence of 
a prescribed loading P == PoP (X/ Lo, T / To) (g/S2), which always remains ver­
tical. Here To is a characteristic time scale, to be defined later, and capitalletters 
indieate dimensional quantities. Thus, r and p are prescribed dimensionless func­
tions that define the variation of the density and loading, respectively. Focus on a 
particular increment of length I:1X in the equilibrium state, as shown at the top of 
Figure 3.1, and examine the state of this increment when the string is in motion. 
In general, the increment will have been translated so that its left end has moved a 
horizontal distance U and a vertical distance V, as shown at the bottom of Figure 
3.1. Also, the element will have rotated by an angle () with respect to the horizontal 
and stretched (or compressed). The length ofthe deflected element is denoted by 
I:1L, and the tension T in the deflected state acts at the angle () (that is, along the 
direction of the local tangent). 

J. Kevorkian, Partial Differential Equations
© Springer Science+Business Media New York 2000



142 3. The Wave Equation 

3.1.1 Equations 0/ Motion 
The equations of motion (force = mass x acceleration) for the horizontal and 
vertical deflections are therefore given by [neglecting terms of order (~X)2] 

82U 8 
Por8T2 = ax(rcos8), (3.1.la) 

Por 82V2 = POP (~ + E., ~) (1 + au) + ~ (r sin8). (3.1.lb) 
aT Lo Lo To ax ax 

The tension is a function of the strain a, the change in length divided by the 
originallength of a given element. Thus, we denote r == ro[1 + !(a)], where ao 
is the value of the strain when the string is in equilibrium at the initial tension ro. 
Thus, !(ao) = 0 (see Figure 3.2). 

We have a - ao = (~L - ~X)I ~x, and referring to Figure 3.1, we see that 

au 2 av 2 
[ ]

1/2 

a-ao= (1+ ax) +(ax) -I, 

sin 8 = ___ --..:.(a_V.".:./_a_X-'-} __ -::-::-:--= 
[(1 + au laX}2 + (aV laX}2]l/2 ' 

cos 8 = -:-:-_.,----l_+...,..(::-a U--,-I a_X_}_----=c-:-:::­
[(1 + aUlaX)2 + (aVlaX)2]l/2· 

(3.1.2) 

(3.1.3) 

(3.1.4) 

Let us introduce the dimensionless variables 

U V 
u(x, t) == Lo' v(x, t) == Lo' (3.1.5) 

X T 
x == t == -, Lo' To 

(3.1.6) 

where To == Lo"; Po/ro; that is, we have used the characteristic speed ";rol Po 
associated with the equilibrium state. Tbe dimensionless equations of motion 
become 

where 

r(x)Utt = {[I + !(a)] cos 8}x, (3.1.7a) 

r(x)vtt = ap(x + u, t)(1 + ux) + {[I + !(a)] sin 8}x, (3.1.7b) 

1 + Ux 
cos8 = 

[(1 + ux )2 + v;]l/2 ' 

(3.1.8) 

(3.1.9a) 

(3.1.9b) 

and the dimensionless parameter a == Po Lo I ro gives a measure of the magnitude 
of the load in comparison with the equilibrium tension. Thus, for weak loading, 
a«1. 
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TO ______ _ 

Equilibrium 

Deflected 

U + (1 + :~) ~x 

FIGURE 3.1. Deflection of an element !:l.X 

T 

T =< TOO + f) 

Equilibrium 

~--------~--------------------~a 

FIGURE 3.2. Tension as a function of the strain 

v + av ~x ax 
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3.1.2 Small-Amplitude Solutions 
Let us restriet attention to the special case where the initial displacement and 
velocity of the string are smalI. Thus, 

u(x, 0; E) = Ea(x; E), ut(x, 0; E) = Eb(x; E), 

V(X, 0; E) = EC(X; E), Vt(x, 0; E) = Ed(x; E), (3.1.10) 

where Eis a small dimensionless parameter, and a, b, c, d are prescribed functions 
that are 0(1) as E ~ O. Assume also that a is small and comparable to E, say 
a = aE, wherea is an 0(1) constant. We exhibit the fact that the solutiondepends 
on the small parameter E by our notation u(x, t; E) and v(x, t; E). It is convenient 
to rescale the dependent variables as folIows: 

u(X, t; E) = äi(x, t; E), v(x,t; E) = EV(X, t; E). 

Thus, the initial condition for U, V, and their derivatives are 0(1): 

u(x, 0; E) = a(x; E), Ut(X, 0; E) = b(x; E), 

v(x, 0; E) = c(x; E), Vt(x, 0; E) = d(x; E). 

(3.1.11) 

(3.1.12) 

In terms of these rescaled variables, the various expressions appearing in (3.1.7) 
have the following expansions: 

u = Uo + J 1 + 2äix + E2(U; + v;) - 1 

E2 

= Uo + EUx + 2" v; + 0(E3), 

sin () = EVx - E2uxVx + 0(E3), 

E2 
cos () = 1 - 2" v; + 0(E3), 

apex + EU, t) = aEp(x,t) + aE2 Px(X, t)u + 0(E3), 

(3.1.13a) 

(3.1.13c) 

(3.1.13d) 

(3.1.13e) 

where we have set f(uo) = 0 in the expansion (3.1.13b). Substituting the above 
expansions into (3.1.7), canceling out an E, and retaining the leading nonlinearity 
gives 

E 
r(x)utt - f'(uo)uxx = 2 Hf'(uo) - l]v; + f"(uo)u;}x + 0(E2), (3.1.14a) 

r(x)vtt - Vxx = apex, t) + E(ap(x, t)u + [f'(uo) - l]uxv x }x 

+ 0(E2). (3.1.14b) 

We see that if we ignore the terms of order E in (3.1.14), U and v obey decou­
pled linear wave equations. We can also derive the equation and initial conditions 
goveming the correction terms of order E. The details are very similar to those 
discussed in the next section, and are not given here. 
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For future reference, let us also consider the effect of introducing an elastic 
restoring force for the vertical component of the motion. For example, we can 
imagine the stretched string in equilibrium to be resting on a continuous elastic 
support, as shown in Figure 3.3. The support exerts a force per unit length given 
by F == FocfJ(v) (gls2), in the direction opposite v. This force depends only on v 
with cfJ(O) = O. In this case, we must add (-F) to the right-hand side of (3.1.1b), 
and this results in the added term -AcfJ(V) to the right-hand side of (3.1.7b), where 
Ais the dimensionless parameter A == FoLo/ro. The linear part of (3.1.14b) then 
becomes 

r(x)vrr - vxx + AcfJ'(O)V = ap(x, t), 

which we shall study in Section 3.7 for the case r = 1. 

3.1.3 Boundary Conditions 
If the string is fixed at the two ends, the boundary conditions are 

u(O, t; E) = u(1, t; E) = v(O, t; E) = v(1, t; E) = O. 

(3.1.15) 

(3.1.16) 

Either end may be subjected to an arbitrarily prescribed deftectioD. For exam­
pIe, if the left end is constrained to deftect in a prescribed manner vertically, the 
boundary condition at x = ° would be 

u(O, t; E) = 0; v(O, t; E) = g(t) = prescribed. (3.1.17) 

A more elaborate arrangement is to attach ODe or both ends of the string to a 
point mass M supported by aspring with spring constant K. If the spring-mass 
system is attached to the left end and constrained to deftect vertically, the boundary 
condition at x = ° becomes 

U(O, T) = 0, (3.1.18a) 

p(x, t) 

FIGURE 3.3. Vibrating string on an elastic support 
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MVTT(O, T) + KV(O, T) = 'l'oCr sine), (3.1.18b) 

where we have assumed that the spring is in equilibrium when V (0, T) = O. 
Introducing the dimensionless variables (3.1.5)-(3.1.6) gives 

u(O, t; E) = 0, 

f..tVlt(O, t; E) + kv(O, t; E) = (1 + f(O"» sin e, 

where f..t and k are the dimensionless parameters 

M 
f..t= --, 

LoPo 
KLo 

k=­
'l'o 

In terms of the rescaled U, v variables, we have 

(3.1.19a) 

(3.1.19b) 

(3.1.20) 

We note the fo11owing limiting cases: If k ~ 00, Le., for a very stiff spring, the 
effective boundary condition is thatofzero deflection, v(O, t; E) = 0, as expected. 
The linearized problem satisfies (3.1.21) with zero right-hand side, and in the limit 
f..t ~ 0, we have the general linear boundary condition 

kv(O, t; 0) - vAO, t; 0) = 0, (3.1.22) 

that we also studied for the diffusion equation in Section 1.4.7. The limit k ~ 0 
in (3.1.22) corresponds to a "free" end where we must set Vx = O. 

3.2 Shallow-Water Waves 

The problem of wave propagation in sha110w water is perhaps the simplest problem 
in fluid mechanics that exhibits a11 the features that we intend to discuss in this 
chapter for the linearized problem and in Chapters 7 and 8 for the quasilinear case. 

3.2.1 Assumptions 
The basic equations follow from elementary physical concepts under the fo11owing 
assumptions. 

The shallow-water, or long-wave, approximation is characterized by distur­
bances that have a long wavelength L o compared to the undisturbed depth H. In 
particular, this implies that vertical motions are ignored, and we have hydrostatic 
balance in the vertical, Y, direction. In addition, we neglect surface tension and 
viscosity, and we take the density p to be a constant. We sha11 also assume that 
flow quantities do not vary in the lateral direction (one-dimensional flow), and we 
simplify the geometry by taking a flat horizontal bottom. The last two assumptions 
are not necessary for deriving a shallow-water theory. Thus, in terms of an average 
(over depth) velocity vector, we may study a two-dimensional problem and also 
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Y 

Disturbed surface 

YS;E Hh (Zo' ~) 
) Undisturbed surface 

u 
H ~-+-------------Lo--------------~ 

HILo « 1 x Bottom 

x = XI X = X 2 

FIGURE 3.4. Shal1ow-water flow 

account for a variable bottom (see Problem 3.2.1). The geometry for our simple 
one-dimensional problem is sketched in Figure 3.4. 

The characteristic length and time scales Lo and To will be defined for some 
specific examples later on. 

3.2.2 Hydrostatic Balance 
Hydrostatic balance means that any element of water with volume ~X ~Y . 1 is 
in static equilibrium in the vertical direction under the inftuence of gravity and 
pressure forces (see Figure 3.5). Thus, the net upward force due to the pressure 
difference on the upper and lower surfaces must be balanced by the weight of the 
element; that is, 

P(X, Y, T)AX - P(X, Y + AY, T)AX - pg~X~Y = 0, (3.2.1) 

where P is the pressure and g is the acceleration of gravity. In the limit as AY --+ 0, 
we obtain 

iJP 
iJY = -pg = constant, (3.2.2) 

and integrating this expression from the free surface Ys = Hh, where P = 0, to 
Y gives 

i p(x,r,T) , jr, 
dP = -pg dY, 

o Hh 

or 

P(X, Y, T) = pg(Hh - V). (3.2.3) 



148 3. The Wave Equation 

p(Y + Ay)AX 

AX 

l Y + AY 

AY 

Y--L---.----I~ 

p(Y)AX 

F'IGURE 3.5. Hydrostatic balance 

3.2.3 Conservation of Mass 
Let XI and X2 be two fixed positions (XI< X2) through which the water ftows. 
Let G denote the domain of water bounded by the bottom, the free surface, and 
the fixed vertical planes X = X I and X = X2. Since the upper boundary of G 
(the free surface) varies with time, so does the mass of G. In order to satisfy mass 
conservation, we must require that the time rate of change of mass be equal to the 
net inftow of mass through the boundaries of G. Since mass ftows only in (or out) 

h 

1 

I 
U -I--u+ 

I 
I Bore 
1-/ 

L-__________ ~L-______________ ~~x 

W) 

FIGURE 3.6. Solution with a discontinuity 
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from XI and X2, we have 

x IX=~ ~ r' pHhdX = -pUHh , 
dT lXi x=x, 

(3.2.4) 

where U is the vertically averaged component of velocity in the X direction. 
It is convenient to introduce the dimensionless variables 

X Y T U P 
x == Lo' Y == H' t == To' U == (gH)I/2' P == pgH' (3.2.5) 

and to choose To == LoJ(gH)I/2. Then (3.2.4) becomes 

d LX' -d h(x, t)dx + U(X2, t)h(X2, t) - U(XI. t)h(XI, t) = o. 
t x, 

(3.2.6) 

Note that (3.2.6) is valid even if U and h are not continuous inside (XI, X2). For 
example, consider a typical discontinuity in U and h at some value of~: XI < ~ < 
X2, as sketched in Figure 3.6. Such a discontinuity is called a bore and is physically 
quite relevant, as is discussed in Chapters 5, 7, and 8. The values of U and h on 
either side of the bore, indicated by ± superscripts, are not equal. Moreover, the 
bore will be moving, that is, the bore location is a function of time, ~ (t). In Chapter 
5, we shall use (3.2.6) to derive relations linking u+, u-, h+, h- with d~ Jdt. 

3.2.4 Conservation 0/ Momentum in the X Direction 
According to Newton 's law of conservation of momentum, the time rate of change 
of momentum of G is balanced by the net inflow of momentum through the 
boundaries plus the forces exerted by the boundaries on G. 

Since the pressure is zero on the free surface, we have no force there. Also, the 
stress is normal to the bottom (because we have an inviscid fluid and there is no 
shear stress on the bottom). Hence the pressure on a flat horizontal bottom does not 
contribute a horizontal force; this is no longer true if the bottom varies (see Problem 
3.2.1). In the present case, the only horizontal forces acting on the boundaries of G 
are the pressure forces on the vertical planes X = XI and X = X 2 • The integral 
law of horizontal momentum conservation is therefore given by 

d X, IX=X' Hh, Hh, 

dT 1 pUHhdX + pU2Hh + 1 P2 dY -1 PI dY = 0, 
x, x=x, 0 0 

(3.2.7a) 
where hj == h(Xj, t), Pj == P(Xj, Y, T), i = 1,2. In dimensionless form, this 
becomes 

:, f uhdx +U'h[ + t p,dy - t p,dFO 

Using the dimensionless form of (3.2.2), 

p = h - y, 

(3.2.7b) 

(3.2.8) 
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we ca1culate 

r {h Jo ' Pi dy = Jo '(h i - y) dy = ( 2) IY=h i h2 
hiy - ~ Y=O = ~, i = 1,2. (3.2.9) 

Therefore, the integrallaw of momentum conservation reduces to 

d l x2 
( h2 

) I

X
=X2 - uh dx + u2h + - = o. 

dt x, 2 
X=XI 

(3.2.10) 

Here again (3.2.10) remains valid for the discontinuous solutions in G, as sketched 
in Figure 3.6. 

3.2.5 Smooth Solutions 
If u and h are smooth (that is, continuous and have continuous first partial deriva­
tives with respect to x and t), (3.2.6) and (3.2.10) reduce to the differential 
conservation relations 

ht + (uh)x = 0, 

(uh)t + (U2h + h;)x = o. 

(3.2.lla) 

(3.2.llb) 

Expressions in this form are often called divergence relations. Equation (3.2.11b) 
simplifies if ht is eliminated using (3.2.l1a), and we obtain 

h t + (uh)x = 0, 

Ut + hx + uU x = o. 
(3.2.l2a) 

(3.2. 12b) 

This pair of quasilinear (derivatives occur in a linear way) equations will be 
discussed in detail in Chapter 7 when we study hyperbolic systems of equations. It 
is important to bear in mind that since we have ignored vertical motions and have 
averaged the horizontal velocity, (3.2.10) provides only an approximate descrip­
tion of the ftow. A more systematic derivation of these equations as the leading 
approximation for a long-wave (that is, H Lot « 1) theory can be found in Sec­
tion 5.2 of [27], where it is shown that terms of order (H / L o)2 have been ignored 
in (3.2.10). See also Section 8.3.2. 

In the present chapter we are primarily concemed with the linearized equations 
that result to leading order when we assume small disturbances (see Seetion 3.2.9). 
We shall also see in Seetion 3.3.4 that analogous equations describe the one­
dimensional ftow of a compressible perfect gas. 

3.2.6 Energy Conservation 
It is natural to ask at this point whether the ftow described by the solution of the 
system (3.2.12) is compatible with the law of energy conservation. Note that in 



3.2. Shallow-Water Waves 151 

the ensuing derivation we are restricted to a narrow definition of energy, since our 
model does not admit dissipation. 

Consider a column of water of width ll.X and unit breadth extending from the 
bottom Y = 0 to the free surface Ys = Hh. The kinetic energy ofthis column is 

pll.XHhU2 
K.E. == 2 (3.2.13) 

The potential energy is 

pgll.XH2h2 

P.E. == 2 (3.2.14) 

In dimensionless form, the total mechanical energy is 

K.E. + P.E. = l x
2 (U2h + h2) dx. 

Xl 2 2 
(3.2.15) 

Thus, equating the rate of change of energy to the net inftow of energy plus the 
work done on G by the pressure forces acting at XI and X2, we obtain the integral 
law of energy conservation: 

r2 {hl 
+u210 p2 d y - UI 10 PI dy = o. (3.2.16) 

Using (3.2.9), this reduces to 

=0. (3.2.17) 

The corresponding differential conservation relation for smooth solutions is 

(U~h + ~2) t + (U~h + uh2 t = O. (3.2.18) 

It is easy to verify thatif(3.2.12) is used in (3.2.18), the latterreduces to an identity. 
Thus, under the assumption of continuous partial derivatives, conservation of mass 
and momentum imply conservation 0/ mechanical energy. We shall explore this 
result further when we discuss discontinuous solutions in Section 5.3.4. 

3.2.7 Initial-Value Problem 
We now consider an initial state of water of infinite extent, -00 < X < 00, 

which will define the solution for alliater times. It is intuitively obvious that if we 
specify the entire field U and hat t = 0, we then ought to be able to use (3.2.12) 
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to determine u and h for all subsequent times and all x. A very simple initial state 
is to have the water at rest (u = 0) in some nonequilibrium state. For instance, 
imagine pressing down on the free surface with asolid sheet of width L o and shape 
defined by Y = H + Af (X I Lo) with Af < O. Here A is a constant characterizing 
the amplitude of the surface distortion. Thus the water, while still at rest, is forced 
below the equilibrium level H by the amount Af over an interval Lo wide. Now 
at t = 0, we suddenly remove the surface constraint. 

We use the width L o of the initial surface disturbance in the normalizations 
(3.2.5) and conclude that the initial conditions are 

u(x, 0; E) = 0, hex, 0; E) = 1 + Ef(x), (3.2.19) 

where E == AI H, and we again exhibit the dependence of the solution on E ex­
plicitly by the notation u (x, t; E), h (x, t; E). A number of other initial disturbance 
mechanisms are possible. 

3.2.8 Signaling Problem 
Another means of generating a disturbance is to install a vertical wavemaker located 
initially at some point, say X = 0, and to consider the motion generated in the 
water to one side of the wavemaker as this moves in some prescribed fashion (see 
Figure 3.7). 

The wavemaker displacement, X w, as a function of time may be defined in the 
form X w == LIs(T ITo), where LI is a characteristic amplitude forthe wavemaker 
displacement and To is a characteristic time. For example, we may have X w = 
LI sin(T ITo), as sketched in Figure 3.8. Using Lo == -JgHTo and To as the 
characteristic length and time scales in (3.2.5), the dimensionless form of the 
wavemaker displacement becomes 

LI 
X w == vs(t), v == ./iHTo ' 

(3.2.20) 

where the dimensionless parameter v is the ratio of the wavemaker characteristic 
speed (LtlTo) to the characteristic flow speed./iH. 

Now, the appropriate boundary condition at the wavemaker is that the velocity 
of the water u must equal the velocity of the wavemaker dXwldt = vs(t). 

Thus, we have initial conditions 

u(x, 0; v) = 0, hex, 0; v) = 1, 

and the boundary condition 

u(vs(t), t; v) = vs(t), t > O. 

3.2.9 Small-Amplitude Solutions 

(3.2.21) 

(3.2.22) 

In each of the preceding examples, the solution involves one dimensionless pa­
rameter (E or v). Henceforth, we denote v by E. The case E « 1 corresponds 
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y 

Wavemaker displacement. X ., "" L)s(T/ To) 

Free surface. Y • ... Hh 
H 

L--L~--------------------------------L---------~ X 

FIGURE 3.7. Signaling problem for a wavemaker 

to small-amplitude initial (boundary) disturbanees. Since for E = 0 the solu­
tion is u(x, t; E) = 0, hex, t; E) = 1, we again rescale the dependent variables 
accordingly: 

u(x, t; E) = EU(X, t; E) , 

hex, t; E) = 1 + Eh(x, t; E) , 

and write the system (3.2.12) in the form 

hr + Ux = -E(hu)x , 

Ur + hx = -EUUx . 

The initial conditions (3.2.19) then become 

u(x, 0; E) = 0, hex , 0; E) = fex). 

The signaling problem has zero initial conditions, 

u(x, 0; E) = 0, hex , 0; E) = 0, 

s 

~ __________ ~~ ______ -?~ ____ ~~~ T 
To 

FIGURE 3.8. Wavemaker displacement 

(3.2 .23a) 

(3.2.23b) 

(3 .2.24a) 

(3.2 .24b) 

(3.2.25) 

(3.2.26) 
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and the boundary condition 

U(ES(t), t; E) = s(t), t > O. (3.2.27) 

We now expand U and h in aseries in powers of E and retain only the first two 
terms in the series: 

U(X, t; E) = UI(X, t) + EU2(X, t) + O(E2), 

h(x, t; E) = hl(x, t) + Eh2(X, t) + O(E2). 

(3.2.28a) 

(3.2.28b) 

Actually, it only makes sense to look at U I and h I as predicted by this model because 
if we want accuracies of order E2 in U and h (Le., of order E in U and h), we must 
also retain a term in (3.2.12b) that was ignored in our simple model. However, 
for the sake of simplicity, and in order to illustrate the procedure for deriving the 
equations for the higher -order terms, let us regard (3.2.12) as an "exact" model of 
the physical situation. 

To derive goveming equations for U I, U2, h I, h2, . .. , we substitute the expansions 
(3.2.28) into (3.2.24) and collect terms of order E and E2• The result is 

h lr + Ul x + E[h2r + U2x + (ulh l ).<] = O(E2), (3.2.29a) 

(3.2.29b) 

This perturbation series must be valid for E arbitrary (but smalI). Therefore, the 
coefficient of each power of E must vanish, and we obtain the following linear 
first -order system goveming U I , h I : 

The terms U2, h2 obey 

h lr + Ul x = 0, 

Ul r + h lx = O. 

h2r + U2x = -(ulhd.<, 

1 2 
U2r + h2x = - 2" (U I ).<, 

(3.2.30a) 

(3.2.30b) 

(3.2.31a) 

(3.2.31b) 

and so on. The homogeneous operator is the same linear one to all orders, and the 
right-hand sides of the equations for Un, hn depend only on Un-I, Un-2, ... , UI, 
hn-}, hn- 2, ... , h I. 

(i) lnitial-value problem 

Consider first the initial-value problem on -00 < x < 00 resulting from (3.2.25). 
Applying the expansion (3.2.28) evaluated at t = 0 to (3.2.25) implies that 

UI(X,O) = 0, hl(x,O) = !(x), 

U2(X,0) = 0, h2(x,0) = O. 

(3.2.32) 

(3.2.33) 

Thus, we first need to solve (3.2.30) subject to the initial conditions (3.2.32). 
One approach is to eliminate either UI or h l to derive a second-order equation 
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for the other variable. For example, if we differentiate (3.2.30b) with respect to x 
and subtract the result from the partial derivative of (3.2.30a) with respect to t, we 
obtain the wave equation for h I , 

hl/l - h lxx = 0, -00 < x < 00, t ~ O. (3.2.34) 

Based on our experience so far in choosing appropriate initial conditions, we 
expect (3.2.34) to require two conditions at t = 0, as the operator is second-order 
in t. In Chapter 4 this will be fully justified. Now, one initial condition given in 
(3.2.32) is h l (x, 0) = f(x). We obtain the other from evaluating (3.2.30a) at 
t = 0 and noting that U I (x, 0) = 0 implies U Ix (x, 0) = O. Thus, 

hl,(x,O) = -udx, 0) = O. (3.2.35) 

The solution of (3.2.34), subject to the two initial conditions h l (x, 0) = f(x), 
hI,(x,O) = 0, is discussed in Section 3.4.2. Once hl(x, t) is known, we can 
compute U I (x, t) from (3.2.30b) by quadrature in the form 

UI(X, t) = -lt 
hlx(x, -c)d-c, (3.2.36) 

since UI (x, 0) = o. 
A second alternative for solving (3.2.30) is to eliminate h \ from the system to 

derive the following initial-value problem for U I: 

U\/I - Ulxx = 0, -00 < x < 00, t ~ 0, 

UI(X,O) = 0, 

Ut,(x,O) = - f'(x). 

Again, the solution of this problem is discussed in Section 3.4.2. 

(3.2.37a) 

(3.2.37b) 

(3.2.37c) 

It turns out that it is more efficient to compute the solution of (3.2.30) proceed­
ing directly from the system of first-order equations. This so-called method of 
characteristics is illustrated in Section 3.4.3 for (3.2.30) and a particular choice of 
initial data. It is discussed in more generality in Section 4.5. 

We can now also derive equations for the perturbation terms U2 and h2 in a 
similar manner. Thus, eliminating U2 from (3.2.31) gives 

h2/1 - h2xx = { ~ (u~)x - (Uth\)t L ' -00 < x < 00, t ~ 0, (3.2.38a) 

and using (3.2.30), the right-hand side may also be written in the alternative form 

h2/1 - h2xx = { ~ (h~h - 2u 1h\, L . (3.2.38b) 

The initial conditions are now h2 (x, 0) = 0 and 

h2,(x,0) = -U2.(X, 0) - {UI(X, O)hl(x, O)}x = O. (3.2.39) 

The right-hand side of (3.2.39) vanishes because U2 (x, 0) = 0 and U \ (x, 0) = O. 
Once UI and h l have been calculated, the right-hand side of (3.2.38) will be a 
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known function of x, t, and we have to solve an inhomogeneous wave equation 
for h 2 (or U2) with zero initial conditions. This is also discussed in Section 3.4.2. 
Once h2 is known, U2 can be calculated by quadrature with respect to t using 
(3.2.31b). Of course, the alternative approaches of deriving a wave equation for 
U2 or proceeding from the system (3.2.31) directly also apply. 

(ii) Signaling problem 

For the signaling problem formulated in Section 3.2.8, the boundary condition at 
the left end involves u; hence it is more convenient to eliminate h l from (3.2.30). 
Thus, we need to solve 

UI" - UI.u = 0, 0 ~ x < 00, 0 ~ t, 

subject to the zero initial conditions 

UI(X,O) = UI,(X, 0) = 0, 

(3.2.40) 

(3.2.41) 

which result from (3.2.21) and (3.2.30b). The boundary condition for UI [with 
v = E in (3.2.22)] is just 

UI (0, t) = s(t), t ~ 0, (3.2.42) 

when the leading term ofthe expansion (3.2.28a) is used. The solution of (3.2.40)­
(3.2.42) is worked out in Section 3.5.4 first using the method of characteristics and 
then using Green's function. See also Problem 3.5.1, where the solution by Laplace 
transforms is outlined. Knowing Ut. we obtain h l from (3.2.30a) by quadrature in 
the form 

(3.2.43) 

since h l (x, 0) = O. 
To derive the equation goveming U2, we eliminate h2 from the system (3.2.31) 

and obtain 

1 2 
U2" - U2x , = {(u1hl)x - 2: (UI)tlx, 0 ~ x, 0 ~ t. (3.2.44) 

The right-hand side of (3.2.44) is a known function of x, t once UI and h l have 
been calculated. The initial conditions for U2 are also zero, 

U2(X,0) = U2,(X, 0) = 0, (3.2.45) 

but the boundary condition at the left end must be derived with some Care. The exact 
boundary condition (3.2.27) involves E, first as a multiplier of sand S, and also 
because u itself depends on E. Thus, expanding u according to (3.2.28a) implies 
that 

EUI(ES, t) + E2U2(ES, t) + O(E3) = ES. (3.2.46a) 

Now, expanding U 1 and U2 around x = 0 gives 

E[UI(O, t) + UI,(O, t)ES + O(E2)] + E2U2(0, t) + O(E3) = ES. (3.2.46b) 
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Therefore, the O(e2} boundary condition is 

U2(0, t} = -Ulx(O, t}S(t}, t > 0, (3.2.47) 

and the right-hand side is known once U I (x, t) has been detennined. The solution 
of (3.2.44) subject to (3.2.45) and (3.2.47) is also discussed in Section 3.5.4. We 
observe that at each stage un obeys an inhomogeneous wave equation with zero 
initial conditions and a prescribed boundary condition similar to (3.2.47) involving 
known lower-order tenns Un-I, Un-2, ... , U I. 

Although a perturbation solution of the fonn (3.2.28) may be derived to any 
order, in principle, we must be aware of various stipulations regarding the validity 
of such a solution. As pointed out earlier, the mathematical model (3.2.12) is 
not accurate to O(e2). This shortcoming is easily remedied by inclusion of the 
appropriate correction tenn on the right-hand side (3.2.12b). [See Section 5.2.4 
of [27] and Section 8.3.2 of this book]. However, it is also pointed out in Section 
8.3.2 that a perturbation expansion in the fonn (3.2.28) breaks down when t (or 
x) become as large as O(E- I } for the initial-value (or signaling) problem. The 
evidence for this breakdown is the occurrence of tenns proportional to t (or x) 
in U2 and h2. (See the details of the solution for the signaling problem in Section 
3.5.4i.) A perturbation series that remains valid for t large will be derived for the 
initial-value problem (3.2.19) in Section 8.3.2. 

Problem 

3.2.1. Consider shallow-water flow in the X and Z directions over a variable 
bottom defined by the surface 

Yb == Ab (~, ~, !.-). 
Lo Lo To 

(3.2.48a) 

Here Lo and To are characteristic length and time scales for the bottom 
surface motion, and A is a characteristic amplitude. We assume, as in Section 
3.2.1, that vertical motions are negligible, the density is constant, and that 
viscosity and surface tension may be ignored. Tbe geometry is sketched in 
Figure 3.9, where X = XI, X = X2, Z = ZI, and Z = Z2 are fixed 
vertical planes that bound the sides of the domain of interest G. The free 
surface is defined by 

Ys == Yb + H h (~, ~, !.-) . 
Lo Lo To 

(3.2.48b) 

Tbus, Ab (where b is dimensionless) is the height of the bottom surface 
measured from the Y = ° plane, and Hh (where his dimensionless) is the 
height of the free surface measured from the bottom surface. 

Denote the components of the flow velocity in the X and Z directions by 
U(X/Lo, Z/Lo, T/To} and W(X/Lo, Z/Lo, T/To}, respectively. 
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Y 

Z 

}-x 

-/--7-r'--Z = ZI 
/ 

/ 
/ / 

/ Yb '" Ab I // 
I ~ / 

/ / 

/~------/;:--Z = Z2 
X = XI X = X 2 

FIGURE 3.9. Shallow-water ftow in two dimensions over a variable bottom 

a. Use the dimensionless variables 

X y Z T(gH)t/2 
x= - , y= 

H' 
Z= - , t= 

Lo Lo Lo 
U W P 

(3.2.49) u= (gH)t/2 ' w= 
(gH)t/2 ' p= 

pgH' 

and show that the integrallaw of mass conservation is 

d 1x21z2 d h(x, z, t)dz dx 
t XI ZI 

1Z2 + [U(X2, Z, t)h(X2, Z, t) - u(xt. z, t)h(xt. z, t)]dz 
ZI 

1x2 + [w(x, Z2, t)h(x, Z2, t) - w(x, Zt, t)h(x, Zt, t)]dx = O. (3.2.50) 
XI 

For smooth solutions, show that (3.2.50) reduces to 

ht + (uh)x + (wh)z = o. 
b. Show that the pressure (hydrostatic) is given by 

p(x, y, z, t) = Eb(x, z, t) + h(x, z, t) - y, 

(3.2.51) 

(3.2.52) 

where E = AI H, and that the x and z components of the pressure 
force exerted by the water in G on that portion of the bottom surface 
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in contact with G are given by € J:X2 t 2 hex, z, t)bAx, z, t)dzdx and 
(X jZ XI ZI r: Jx l

2 ZI2 hex, z, t)bz(x, z, t)dzdx,respectively.Noticethatintheabsence 
of viscosity, the only stress on the bottom is the hydrostatic pressure that 
acts normal to the bottom. 

c. Use the results in (b) to derive the following integral law of momentum 
conservation in the x direction: 

d l x2 [Z2 lx2 [Z2 d u(x, z, t)h(x, z, t)dz dx + r: hex, z, t)bAx, z, t)dz dx 
t XI <\ XI z\ 

Q h2 
[ ]

X=X2 

+ L u2 (x, z, t)h(x, z, t) + "2 (x, z, t) X=XI dz 

l X2 + [u(x, z, t)w(x, z, t)h(x, z, t)]~:~~ dx = o. 
XI 

(3.2.53) 

The formula for momentum conservation in the z direction follows from 
(3.2.53) by replacing u -+ W, W -+ U, x -+ z, and z -+ x. 

d. For smooth solutions, show that (3.2.53) and the corresponding formula for 
momentum conservation in the z direction reduce to 

(uh)t + (U 2h + ~2) X + €hb x + (uwh)z = 0, (3.2.54a) 

(wh)t + ( w 2h + ~) Z + €hb z + (uwh)x = O. (3.2.54b) 

Use (3.2.51) to simplify these to the form 

Ut + UUx + wU z + (h + €b)x = 0, 

Wt + UWx + WWz + (h + €b)z = O. 

(3.2.55a) 

(3.2.55b) 

d. Specialize yourresults in (3.2.51) and (3.2.55) to the case where the bottom 
surface is axisymmetric, that is, 

Yb = €b(r, t), r == Jx 2 + Z2. (3.2.56) 

Assume that the flow is also axisymmetric with radial velocity q = 
Ju 2 + w2 • Show that (3.2.51) and (3.2.55) reduce in this case to the pair 
of equations 

1 
ht + (hq), + -hq = 0, 

r 

qt + qq, + (h + €b), = O. 

(3.2.57a) 

(3.2.57b) 
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3.3 Compressible Flow 

In this section we study a third application area, which leads to the wave equation 
in the limit of small disturbances. Again, we proceed from the general laws of 
mass, momentum, and energy conservation. 

3.3.1 Conservation Laws 
Consider a domain G that is fixed in space and time, has abounding surface S, 
and is occupied by agas with density p(x, t) and velocity u(x, t). Let n denote 
the outward unit normal vector on S and let F(x, t) denote the body force (usually 
gravity) per unit mass. Denote the stress by r(x, t), and let the internal energy 
per unit mass for the molecular motion be e(x, t). Let the heat ftow per unit area 
across the boundary be denoted by q(x, t). 

The laws of conservation of mass, momentum, and energy are (see Seetion 6.1 
of [42]) 

:t III pdV + IlpUjnjdS = 0, (mass) 
G S 

:t III pUidV + IfpUinjUj - Ti)dS = III pFidV, 
v S v 

i = 1,2,3, (momentum) 

= III pFiUidV , (energy). 
v 

(3.3.1a) 

(3.3.1b) 

(3.3.1c) 

In the preceding, we are using Cartesian tensor notation and summing over 
repeated indices. Thus, u = (Ulo U2, U3), U • n = Uini == L;=I Uini, and so on. 

Equations (3.3.1) provide five equations for the eleven quantities p, Ui, Ti, qi, 
e (i = 1,2,3). To complete the system, additional relations between the ftow 
variables must be specified. 

3.3.2 One-Dimensional Ideal Gas 
For one-dimensional ftow, the stress TI and the heat ftux ql are given by 

4 
TI == -p + -/l-Uxo 

3 
(3.3.2a) 

(3.3.2b) 
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p = pressure, 

() = temperature, 

JL = coefficient of viscosity, 

A = thermal conductivity. 

An ideal gas is one that obeys the equation 0/ state 

where 

p = pR(), 

R = gas constant == C p - Cu, 

C p = specific heat at constant pressure, 

Cu = specific heat at constant volume. 

(3.3.3) 

If one assumes that C p and Cu are both constant for an ideal gas, one can show 
that the internal energy e is just 

(3.3.4) 

In a11 our work here and later on, we shall assume that (3.3.2}-(3.3.4) hold with 
constant values for JL, A, Cp , and Cu. In particular, if body forces are negligible, 
the integral conservation laws of mass, momentum, and energy (3.3.1) reduce to 
the following form for one-dimensional ftow: 

:, t pd> + pu[ = O. (3.3.5a) 

:, t pud> + (pu' + P - ~"u.)[ = 0, (3.3.5b) 

(3.3.5c) 

Equations (3.3.5) combined with the equation of state (3.3.3) are four relations 
governing the four dependent variables p, u, p, and (). 

For smooth soutions (that is, if p, u, p, () are continuous and have continuous 
first partial derivatives with respect to x and t) the preceding conservation laws 
reduce to the differential conservation relations (divergence relations) 

p, + (pu)x = 0, 
4 

(pu), + (pu2 + P - 3 JLUx)x = 0, 

(3.3.6a) 

(3.3.6b) 
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Gpu' + PC,B), + [( ~ H'B) pu + pu - ~"uu< -"'1 ~ o. 

Using (3.3.6a), (3.3.6b) simplifies to 

4 
PUl + PUUx + Px - 3" JLU xx = O. 

Using (3.3.6a) and (3.3.7a), (3.3.6c) simplifies to 

4 
pCv«(}/ + u(}x) + (p - 3" JLUx)ux - 'ABxx = O. 

(3.3.6c) 

(3.3.7a) 

(3.3.7b) 

Thus, (3.3.3), (3.3.6a), (3.3.7a), and (3.3.7b) provide one algebraic equation plus 
three partial differential equations goveming the four unknowns p, u, P, (). 

3.3.3 Signaling Problem fOT One-Dimensional Flow 
We wish to study the signaling problem of generating a disturbance in a semi­
infinite region that is initially at rest. For the sake of simplicity, assume that the 
disturbance is modeled by a piston moving to the right or left according to 

X = Loxp (;0) , (3.3.8a) 

and having a prescribed temperature given by 

(}(Lox p , T) = (}I(}p (;0) , (3.3.8b) 

where Lo and To are characteristic length and time scales, respectively, associ­
ated with the piston displacement, as sketched in Figure 3.10. The characteristic 
temperature of the piston surface is (}I, and x p , Op are dimensionless functions. 

Suppose that the ambient properties ofthe gas are Po, Po, 00, Äo, JL, C p , Cv, and 
Uo = O. We introduce dimensionless variables denoted by an asterisk as folIows: 

U * p 
u* == -, p == -, 

ao Po 

o p 
()* == 00' p* == Po (3.3.9) 

x* == 
x 

(3.3.10) --, 
aoTo 

where ao is the ambient speed of sound defined by 

ao == (y~o Y/2 , (3.3.11) 

and y is the ratio of specific heats 

(3.3.12) 
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Gas 

Piston displacement, xp "'" Lof( ~o) 

~=----_L-_------___ X 

L o 

FIGURE 3.10. Piston displacement 

The dimensionless version of (3.3.6a), (3.3.7a), and (3.3.7b) becomes (dropping 
asterisks for simplicity of notation) 

PI + (pu)x = 0, (3.3.l3a) 

Px 4 
PUl + PUU x + y 3Re U xx = 0, (3.3.13b) 

pOl + puOx + (y - l)p - U x U x - --On = 0, [ 4y(y - 1)] Y 

3 Re Re Pr 
(3.3.13c) 

and involves the three dimensionless parameters y, Re, and Pr, where y is defined 
in (3.3.12) and 

Poa2To 
Re == __ 0 - = Reynolds number, 

/.l 

Pr == /.lC p = Prandtl number. 
)., 

In addition, the equation of state, (3.3.3), becomes 

p = pO. 

The boundary conditions at the piston are 

dx p 
u(op(t), t) = E dt ' t > 0, 

(3.3.14) 

(3.3.15) 

(3.3.16) 

(3.3.17) 
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O(EXp(t), t) = ßOp(t), t > 0, (3.3.18) 

where E == LolaoTo and ß == 0,/00, Thus, Eis the ratioofthe piston characteristic 
speed (LoITo) to the ambient speed of sound ao. 

3.3.4 Inviscid, Non-Heat-Conducting Gas; Analogy with 
Shallow-Water Waves 

For an inviscid (J-L = 0), non-heat-conducting (A = 0) gas, we have Re ~ 00, 

Pr ~ 00, and the system (3.3.13) reduces to 

P, + (pu)x = 0, 
Px 

PU, + PUUx + - = 0, 
y 

pO, + puOx + (y - l)pux = O. 

As discussed on p. 156 of [42], (3.3.19c) is equivalent to 

(3.3.19a) 

(3.3.19b) 

(3.3.19c) 

(3.3.20) 

if all flow variables have continuous derivatives (Problem 3.3.1). Thus, for smooth 
solutions, conservation of energy implies that pi pY remains constant along particle 
paths. These are paths defined by (dxldt) = u(x, t). Since the entropy S is a 
function of pi pY, we conclude that S is constant along particle paths; such a flow 
is called adiabatic. See also Section 5.3.4 and Section 7.5.1. 

If in addition, pI pY is initially constant when the gas is at rest (as is the case 
for our signaling problem where pi pY = 1 and t = 0), it will remain constant as 
long as no discontinuities occur in the ftow. This is called isentropic ftow. 

Using p = pY to eliminate p from (3.3.19b) gives 

U, + UUx + py-2px = O. (3.3.21) 

The two equations (3.3.19a) and (3.3.21) are exact analogues of equations 
(3.2.12) forshallow-waterwaves ifwe identify u in both cases, seth = p, and take 
y = 2. Or equivalently, using the dimensionless local speed of sound a defined 
by 

2 1 ap Y_' 
a ==--=p 

y ap 

instead of p gives the alternative form 

for mass conservation and 

y - 1 
a, + uax + -2-aux = 0 

2 
U , + uUx + -- aax = 0 

y-l 

(3.3.22) 

(3.3.23a) 

(3.3.23b) 
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for momentum conservation. Now, comparing these with (3.2.12), we identify u 
in both cases, set a = ,Jh, and take y = 2 to obtain the formal analogy. 

Unfortunately, y = 1.4 for air, so it is not possible to have an accurate quan­
titative analogue for compressible flow using a hydraulic model. This question is 
discussed further in Seetion 5.3.4. 

3.3.5 Small-Disturbance Theory in One-Dimensional 
Flow (Signaling Problem) 

Assume that E « 1, that is, the characteristic speed (Lo/To) associated with the 
piston displacement is very small compared with the ambient speed of sound ao. 
Assume further that the piston temperature that is prescribed does not differ much 
from the ambient temperature. This means that ()p is of the form 

()p = 1 + vO p(t), 

wbere v is a small dimensionless parameter of order E, say v = CE (c = constant). 
Clearly, if E = 0, the solution must be the ambient state: u = 0, p = p = () = 

1. Tbus, we rescale our dependent variables as folIows: 

U(X, t; E) = EU(X, t; E), 

p(x, t; E) = I + Ep(X, t; E), 

p(x, t; E) = 1 + Ep(X, t; E), 

()(X, t; E) = 1 + EO(X, t; E). 

(3.3.24a) 

(3.3.24b) 

(3.3.24c) 

(3.3.24d) 

We then obtain the following system corresponding to (3.3.13): 

Pr + Ux = -E(PU)x, (3.3.25a) 

1 4 
Ur + -Px - -3-uxX = -E(pUr +uux) -E2UUx, (3.3.25b) 

y Re 

- y - [4Y(Y - 1) 2 - -
()r + (y - l)ux - --()xx = Ux - P()r - u()x 

Re Pr 3Re 

- (y - I)PUx] - E2pUOx. (3.3.25c) 

Tbe equation of state (3.3.16) becomes 

P - (p + 0) = EpO. (3.3.25d) 

The boundary conditions (3.3 .17)-(3.3.18) at the piston surface for t > 0 reduce 
to 

_ dxp • 
U(EXp(t), t; E) = - = prescnbed, t > 0, 

dt 

O(EXp(t), t; E) = cOp(t) = prescribed, t > O. 

Tbe initial conditions are simply U = P = 15 = 0 = 0 at t = O. 

(3.3.26a) 

(3.3.26b) 
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A perturbation solution for E small ean be derived in principle. The leading 
approximation satisfies the linear system that results by setting E = 0 in (3.3.25); 
the boundary eonditions are given by (3.2.26) evaluated at x = O. This linear 
problem may be solved using Laplaee transforms. For a diseussion, see [35]. 

In the limit Re -+ 00, Pr -+ 00, we have the following linear problem to 
leading order after we use (3.3.25d) to eliminate p: 

P, + Ux = 0, 
1 -

U, + -(Px +(Jx) = 0, 
y 

7f, + (y - 1)ux = o. 

(3.3.27a) 

(3.3.27b) 

(3.3.27c) 

If we use (3.3.27a) to express Ux in terms of P, in (3.3.27e), then integrating the 
result gives 

7f - (y - 1)15 = O. (3.3.28) 

The funetion of x that arises on the right-hand side of (3.3.28) must be zero beeause 
at t = 0 we have 7f = 15 = O. This defines 7f onee 15 is known. We ean also define 
p in terms ofp using (3.3.25d) (with E = 0): 

P = 15 + 7f = yp. (3.3.29) 

The system goveming 15 and U that results from (3.3.25) is then (E = 0) 

P, + Ux = 0, (3.3.30a) 

U, + Px = o. (3.3.30b) 

If we now eliminate 15, we obtain the wave equation 

subject to the boundary eondition 

The initial condition 

_ dxp 
u(O, t) = - == h(t). 

dt 

U(x,O) = 0 

is supplemented by the second eondition 

U,(X,O) = 0, 

(3.3.31a) 

(3.3.31b) 

(3.3.32a) 

(3.3.32b) 

which follows from (3.3.30b) evaluated at t = 0, sinee p(x, 0) = 0 implies 
Px(x,O) = O. 

3.3.6 Inviscid, Non-Heat-Conducting Flow in Three 
Dimensions 

Upon neglecting viseosity, heat eonduction, and body forces and using dimen­
sionless variables as in (3.3.9)-(3.3.10) we obtain the following system without 
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reference to any coordinate system from (3.3.1) for smooth solutions: 

PI + div(pu) = 0, (mass) (3.3.33a) 

. 1 
(pu), + dlV(pU 0 u) + - grad p = 0, (momentum) (3.3.33b) 

y 

(; } + u . grad (; ) = 0, (energy). (3.3.33c) 

Here pu 0 u is the ftow of momentum tensor, expressed as the dyadic product of 
pu with u. The dyadic product oftwo vectors a and b is defined without reference 
to any coordinate system by 

(a 0 b)V = a(b . v), for any v. (3.3.34) 

It then follows that 

div(a 0 b) = (grad alb + (div b)a. (3.3.35) 

In particular, forCartesian tensors, the ith componentof div(a 0 b) is a(aibk)/aXk. 
If (p/pY) is initially constant everywhere, (3.3.33c) implies that p/pY is a 

constant for all time, 

p(X, y, Z, t) = 1, 
pY(x, y, z, t) 

(3.3.36) 

and this constant equals one because we have nonnalized p and p using the ambient 
initial values. Note that (3.3.36) is true only for smooth solutions. In Chapters 5 
and 7 we discuss the situation when discontinuities (shocks) arise. 

We use (3.3.33a) to eliminate p, from (3.3.33b) to obtain 

pu, - u div(pu) + div(pu 0 u) + 2. grad p = 0. 
y 

Using vector identities and dividing by p gives 

1 1 
Ur + (curl u) X u + - grad(u . u) + - grad p = 0. 

2 yp 

(3.3.37) 

(3.3.38) 

We now take the curl of (3.3.38) and denote cur! u = w, the vorticity, to obtain 

W r + cur!(w x u) = 0. (3.3.39) 

Thus, since w(x, y, Z, 0) = 0, (3.3.39) implies that w == 0, and therefore u is the 
gradient of a scalar potential ip: 

u = grad cp(x, y, z, t). (3.3.40) 

Such a ftow is called irrotational. 
We use (3.3.36) to express grad p in tenns of p, 

gradp = ypy-l gradp, (3.3.41) 
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and (3.3.38) becomes 

grad [cpt + ~ (grad cp)2 + _1_ pY-I] = O. 
2 y - 1 

(3.3.42) 

Therefore, 

1 1 
CPt + "2 (gradcp)2 + y -1 py-I = Y _ 1 (3.3.43a) 

The function of t that arises from integrating (3.3.42) is equal to (y - 1)-1 be­
cause cP -+ 0 and p -+ 1 at infinity. Using (3.3.40), equation (3.3.3a) for mass 
conservation becomes 

Pt + p8cp + grad p . grad cP = 0, (3.3.43b) 

where 8 == div grad. 

(i) Weakly nonlinear acoustics 

Consider a signaling or initial-value problem where we introduce a small distur­
bance to the ambient state u = 0, p = p = 1. The small disturbance theory for 
such a flow is called acoustics. We can proceed as in the one-dimensional case 
to define a small parameter E that measures the amplitude of the disturbance, and 
rescale variables as follows: 

U = EU, cP = E(P, p = 1 + Ep. (3.3.44) 

Using the rescaled expressions for cP and p in (3.3.43a), expanding, and then 
dividing by E gives 

(Pt + 15 = - i [(grad (p)2 + (y - 2)152] + O(E2). (3.3.45) 

Solving this expression for 15 in terms of (P correct to 0 (E) gives 

- [ 1 - 2 Y - 2 -2] 2 15 = -CPt - E "2 (gradcp) + -2-CPt + O(E ). (3.3.46) 

Therefore, 

Pt = -(Prr - E [grad (P . grad (Pt + (y - 2)(Pt(Prr] + O(E2). (3.3.47) 

The rescaled version of (3.3.43b) is 

Pt + 8(p = -E(grad 15 . grad (P + P8(P). (3.3.48) 

Using (3.3.46) for 15 and (3.3.47) for Pt gives 

-(Ptt + 8(p = E {2 grad (P . grad (Pt 

+ (Pt [(y - 2)(Ptt + 8(P]} + O(E2). (3.3.49a) 
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Since ö.lP = lP" + O(E), the right-hand side of (3.3.49a) simplifies further, and 
we obtain 

-lPtt + ö.lP = E [2 grad lP . grad lP, + (y - l)lP,lP,t] + 0(E2). (3.3.49b) 

Thus, the leading approximation (for E « 1) for lP is the linear three-dimensional 
wave equation 

ö.lP - lPlI = O. 

(ii) Steady flow over a thin body 

(3.3.50) 

An important problem in aerodynamics is the calculation of the irrotational flow 
over asiender body that moves with constant speed through air at rest. If the body 
is rigid, the boundary condition of zero normal velocity at the body surface (cf. 
(2.4.16) is most conveniently expressed in time-independent fonn in a coordinate 
system attached to the body. 

The Galilean transfonnation to a body-fixed coordinate system x*, y*, z* that 
moves with dimensionless speed (Mach number) M in the negative x -direction is 
illustrated in Figure 3.11. This transfonnation is defined by 

x* = x + Mt, y* = y, z* = z, t* = t, 

p*(x*, y*, z*, t*) = p(x + Mt, y, Z, t), 

cp(x + Mt, y, Z, t) = cp*(x*, y*, z*, t*) - Mx*. (3.3.51) 

As expected, the transfonnation (3.3.51) leaves the basic system (3.3.43b) and 
(3.3.42) invariant. Integrating the transfonned (3.3.42) and noting that cp* = M x* 
and p = 1 at infinity in the moving frame gives 

1 2 1 y- I 
cp;. + - (grad* cp*) + -- p* 

2 Y - 1 
(3.3.52) 

y. y 

},-------t~ X 

z· 

,......- --- Mt - --- ---. 

FIGURE 3.11. Moving coordinate sysetm x', y', z* 
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which differs from (3.3.43a) only by the added constant M2/2 on the right-hand 
side. Mass conservation, (3.3.43b), has the invariant form 

p~ + p* ~ *ifJ* + grad* p* . grad* ifJ* = 0, (3.3.53) 

where 

* a . a a 
grad == i ax* + J ay* + k az* ' (3.3.54a) 

a2 a2 a2 

~ * == ax*2 + ay*2 + az*2 (3.3.54b) 

in the Cartesian moving frame. 
The boundary condition on the surface of a body defined by 

y* = EF(x*, z*) (3.3.55) 

(see Figure 3.12) is that the normal component of velocity vanishes. The flow 
velocity is 

u* = grad ifJ*, 

and 

n = -EFx*i + j - EFz*k 

is anormal to the surface. Therefore, setting u* . n = ° gives 

ifJ;*(x*, EF, z*) = ifJ;*(x*, EF, z*)Fx * + ifJ;*(x*, EF, z*)Fz•. 

(3.3.56a) 

(3.3.56b) 

(3.3.57) 

For E -+ 0, the body does not disturb the flow, and we have ifJ* = Mx*. We 
rescale our problem to reflect this fact for E small and set 

ifJ* = Mx* + EIP(X*, y*, z*; E). (3.3.58) 

y. 

M 
~-------/--~------~~~x· 

z· 

FIGURE 3.12. S1ender body in a uniform flow 
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Substituting (3.3.58) for lP* into (3.3.52)-(3.3.53), expanding, and retaining the 
leading nonlinear terms gives 

(I - M2 )fPx'x' + fPY'y' + fPZ'z' = EM[2 grad* fP . grad* fPx' 

+ M 2 (y - l)fPx'fPx'x'] + O(E2). (3.3.59) 

The details are essentially the same as those leading to (3.3.49a) and are left as an 
exercise (Problem 3.3.3). The boundary condition (3.3.57) becomes 

EfPy.(X*, EF, z*; E) = [M + EfPx'(X*, EF, z*; E)]EFx' +E 2fPz·(X*, EF, z*; E)Fz•· 
(3.3.60) 

The linear part (E = 0) of (3.3.59) is a two-dimensional wave equation for 
M > I (supersonic flow), 

ß2fP - f/Jt t = 0, (3.3.61) 

where 

a2 a2 
ß2 == + - * - * ay2 az-2 ' y = y, z = z , (3.3.62) 

and t is the timelike variable 

(3.3.63) 

Thus, the boundary condition fPy' (x*, 0, z*; E) M Fx' (x*, z*) that results 
from (3.3.60) to leading order shows that we have to solve a signaling problem 
for (3.3.61). The "initial" condition is fP* == 0 if x* < O. If the body is two­
dimensional (y* = E F(z*», (3.3.61) reduces to a one-dimensional wave equation 
(a/8z* == 0), and the associated signaling problem is discussed in Seetion 3.5. 
and Problem 4.2.2. Some aspects of the two-dimensional wave equation (3.3.61) 
are discussed in Section 3.9. and Problem 3.9.1. 

For M < 0 (subsonic flow), the linear part of (3.3.59) is a three-dimensional 
Laplace equation in the coordinates x = x* /"j 1 - M2, Y = y*, z- = z*. This 

equation is to be solved in the domain exterior to the body subject to the boundary 
condition fPy' (x*, 0, z*) = M Fx' (x*, z*) on the surface and fP* = 0 at infinity. 

Problems 

3.3.1 Consider the system (3.3.13) for a one-dimensional ideal gas. Let D 
denote the operator 

a a 
D == +u-. at 8x 

(3.3.64) 

Thus, (3.3.13a) and (3.3.13c) may be written in the form 

D(p) + upx = 0, (3.3.65a) 

4y(y - 1) 2 y 
pD(O) + (y - l)pux = 3 ux + -- Oxx == Q. (3.3.65b) 

Re Re Pr 
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Express p in terms of p and 8 using (3.3.16), and then use (3.3.13a) to 
show that 

D (; ) = pl-y D(fJ) - (1 - y)p-y pUx • (3.3.66) 

Substitute the expression for D(8) that results from the energy equation 
(3.3.13c) into (3.3.66) to obtain 

D (; ) = p-Y Q. (3.3.67) 

Thus, if Re -+ 00, Q -+ 0 and energy conservation implies 

D(;) =0. (3.3.68) 

3.3.2 In an infinite tube, consider two different gases at rest separated by a 
diaphragm at x = O. The gas in x > 0 has properties AJ, JLJ, Cp1 , Cv" 

all constants, and the gas in x < 0 has the constants A2, JL2, CP2 , Cv2 • 

Initially, both gases are at rest and have the same temperature fJa, but the 
pressure P2 in x < 0 is slightly larger than PI, the pressure in x > O. 
At t = 0, the diaphragm is suddenly removed. Formulate aperturbation 
expansion in terms of the small parameter (P2 - PI) j PI and derive the 
linearized equations analogous to (3.3.27) and initial conditions on the 
perturbation velocities, temperatures, pressures, and densities. Assume 
that the two gases do not mix and that the interface that was at x = 0 at 
time t = 0 always separates the two gases. It will be shown in Chapter 5 
that the jump conditions at this interface are (see (5.3.34» 

d~ + _ 
- = u(~ ,t) = u(~ ,t), 
dt 

(3.3.69a) 

+ 4 + _ 4 _ 
p(~ ,t) - 3" JLIUX<~ ,t) = p(~ ,t) - 3" JL2Ux(~ ,t), (3.3.69b) 

(3.3.69c) 

where x = ~(t) is the loeation of the interface. 
Use these results to derive the appropriate jump eonditions for the 

perturbation quantities. Use Laplaee transforms to show that you have a 
well-posed problem and ean determine u, p, 8, and pas funetions of x 
and t for all x and all t ~ O. 

3.3.3a. Work out the details leading to (3.3.59) using (3.3.58) in the system 
(3.3.52)-(3.3.53). 

b. Show that for two-dimensional ftows (8j8z* = 0), (3.3.59) reduees to 

(1 - M 2)qJx*x* + qJy*y* = EM {[2 + (y - 1)M2]qJx*qJx*x' 

+ 2rpy.qJx.y.} + 0(E2). (3.3.70) 
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This is the same result eorreet to O(f) as (6.2.315) of [26] onee the 
notation is reeonciled. In partieular, x* ~ x, y* ~ y, qJ ~ McfJ. The 
perturbation solution is outlined in pp. 612-613 of [26]. The solution of 
the mathematieally analogous signaling problem for shallow-water ftow 
is diseussed in Seetion 6.2.4 of [26]. 

3.4 The One-Dimensional Problem on -00 < x < 00 

In this seetion we parallel the diseussion of Seetions 1.2-1.3 to study the general 
initial-value problem for the wave equation on the infinite interval 

Utt - Uxx = p(x, t), -00 < x < 00, t ~ 0, 

U(X, 0+) = f(x), Ut(x, 0+) = h(x). 

(3.4.1a) 

(3.4.1b) 

In Seetion 3.1 we showed that (3.4.1a) is the leading-orderequation goveming the 
lateral vibrations of a uniform string with a verticalloading p(x, t) (see (3.1.14b) 
with r = Ci = 1, v = U, f = 0). With p(x, t) == 0, (3.4.1a) also models the 
leading-order axial vibrations of this string if we reseale x and t appropriately (see 
(3.1.14a) with r = f'(ao) = 1, U = U, f = 0). Two other applieations where 
(3.4.1a) with p == 0 arises were diseussed in Seetions 3.2-3.3. We saw that this 
wave equation govems both the velocity and free surfaee perturbations in shallow­
water ftow; and for small amplitude disturbanees in a eompressible gas, it models 
the velocity or density perturbations. We shall appeal to these physical models to 
better interpret the results that we derive in this and subsequent seetions. 

3.4.1 Fundamental Solution 
As in Chapter 1, we begin our study with the derivation of the fundamental 
solution-that is, 

Utt - Uxx = c5(x)c5(t), -00 < x < 00, t ~ 0, 

u(x, 0-) = 0, 

Ut(x, 0-) = O. 

(3.4.2a) 

(3.4.2b) 

(3.4.2c) 

A erude justifieation for imposing two initial eonditions (rather than one, as in the 
diffusion equation) is to argue that (3.4.2a) is of seeond order in t and therefore 
requires two eonditions in order to define a solution uniquely. Using physical rea­
soning, for example, for the vibrating string, we would argue that in order to define 
the state of a dynamical system, we must initially specify both the dis placement 
and the velocity. When we study the solution of(3.4.1), ormore general hyperbolie 
equations in Chapter 4, we shall develop more systematie eriteria for determining 
what eonstitutes a "well-posed" problem. 

In solving (3.4.2), it is eonvenient to eonsider the equivalent homogeneous 
equation 

Utt - Uxx = 0 (3.4.3a) 
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on -00 < x < 00, valid for t > 0, with the following initial conditions imposed 
at t = 0+: 

U(X, 0+) = 0, 

Ut(x, 0+) = ~(x). 

(3.4.3b) 

(3.4.3c) 

To see that (3.4.2) and (3.4.3) are equivalent, we integrate (3.4.2a) with respect 
to t from t = 0- to t = 0+ and use the initial conditions (3.4.2b)-(3.4.2c) to 
derive the corresponding initial conditions (3.4.3b)-(3.4.3c). 

Equation (3.4.3a) is exceptional (among linear second-order partial differential 
equations) in the sense that every solution can be derived in the D' Alembert form 

U(x, t) = 41(x + t) + 1/!(x - t) (3.4.4) 

for appropriate functions 41 and 1/!. To see this, we first transform variables x, 
t ~ 1;, (1, where l; == x + t and (1 == x - t, and regard u(x, t) = u«1; + (1)/2, 
(l; - (1)/2) == U(I;, (1). Equation (3.4.3a) transforms to Usa = O. Therefore, 
integrating once with respect to (1 implies that Us is a function of l; alone, say 
Us = 41'(1;), and integrating this with respect to I; gives (3.4.4). 

To determine the functions 41 and 1/!, we impose the initial conditions. Equation 
(3.4.3b) implies that 41 (x) + 1/!(x) = 0 for all x. Therefore, 1/! = -41, and (3.4.4) 
now reads 

u(x, t) = 41(x + t) - 41(x - t). (3.4.5) 

The second initial condition, (3.4.3c), applied to (3.4.5) gives ~(x) = 241'(x). 
Therefore, 41 (x) = ~ H(x), where H is the Heaviside function (see (A.1.14», 
and the solution of (3.4.3) or (3.4.2) is 

1 
u(x, t) = 2 [H(x + t) - H(x - t)]. (3.4.6) 

This represents a uniform front of height u = 4 propagating with constant 
unit speed in the +x and -x directions, as sketched in Figure 3.13. To show this, 
we subdivide the xt-plane into the three regions as indicated, and note that in 
region (1), x + t < 0, x - t < O. Therefore, H(x + t) = H(x - t) = 0, and 
hence u = O. In region (2), x + t > 0, x - t < O. Therefore, H(x + t) = 1, 
H(x - t) = 0, and hence, u = ~. Finally, in region (3), x + t > 0, x - t > O. 
Therefore, H(x + t) = H(x - t) = 1, and u = O. The triangular domain (2) is 
called the zone ofinfluence of the source at (0, 0). 

In contrast with the diffusion equation of Chapter 1, (3.4.2) has a distinct "dis­
turbance wave front," which propagates with unit speed (for our dimensionless 
formulation) and separates the disturbed and undisturbed regions. 

The result (3.4.6) also follows less directly using Laplace transforms with re­
spect to tor Fourier transforms with respect to x (Problem 3.4.1). For a physical 
discussion of (3.4.6) in terms of water waves, see Problem 3.4.2. 

The fundamental solution for an arbitrary source location x = ~ and switch-on 
time t = • is obtained from (3.4.6) by translation. Thus, the solution of 

utt - Uxx = ~(x - ~)~(t - .), -00 < x < 00, t ~ ., (3.4.7a) 
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-----l--+---'~-+--t----.. x 

u(x, 12) 

----~L--r-L--+-~---~x 

--____ -L_L--i _____ .. x 

FIGURE 3.13. Fundamental solution 

with g = constant, r = constant, and initial conditions 

(3.4.7b) 

is 

1 
F(x - g, t - r) = 2 [H(x - g + t - r) - H(x - g - t + r»). (3.4.8) 

3.4.2 General Initial-Value Problem on -00 < x < 00 

The general initial-value problem is given by (3.4.1). Linearity allows us to split 
this up into the following three problems: 

p(x, t) = prescribed; u(x,O-) = ut(x, 0-) = 0, 

p(x, t) = 0; U(X, 0+) = 0; Ut(x,O+) = h(x), 

p(x, t) = 0; U(X, 0+) = j(x); Ut(x, 0+) = O. 

(3.4.9a) 

(3.4.9b) 

(3.4.9c) 
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The sum ofthe three solutions solves (3.4.1). 
The solution for (3.4.9a) follows from (3.4.8) by superposition, and we obtain 

u(x, t) = [' d-c 100 
F(x -~, t - -c)p(~, -c)d~. (3.4.10) 10 -00 

Now, for any fixed point P = (x, t), consider the triangular domain D bounded 
by the ~ -axis and the two straight lines 

~ = x + (t - -c), ~ = x - (t - -c), (3.4.11) 

as sketched in Figure 3.14. In (3.4.10) the integration with respect to ~ occurs for 
a fixed -c, as shown in Figure 3.14. But the expression for F vanishes whenever 
~ > x+t--cand~ < x-(t--c),andintheintervalx-(t--c) < ~ < x+(t--c), 
the value of F equals !' according to (3.4.8). Therefore, (3.4.10) reduces to 

1 1t l x +(t-r) 
u(x, t) = - d-c p(~, -c)d~. 

2 0 x-(t-r) 

(3.4.12) 

Thus, only the values of p(x, t) defined in the triangular domain D can influence 
the value of U at P. The domain D is called the domain 01 dependence of the point 
P. 

To solve (3.4.9b), we note that it is equivalent to 

Utt - Uxx = 8(t)h(x), 

u(x, 0-) = 0, Ut(x,O-) = 0, 

(3.4.13a) 

(3.4.13b) 

which is a special case of (3.4.9a) with p(x, t) = 8(t)h(x). After changing the 
order of integration, the solution given by (3.4.12) for this value of p is 

u(x,t) = ~ i:x-t h(~) l~:~+t 8(-C)d-Cd~+~ i::t h(~) 1::~-~ 8(-c)d-cd~, 
or 

1 l xH 
u(x, t) = - h(~)d~. 

2 x-t (3.4.14) 

t, T 

p = (x, t) 

--__ -L ____ ~L-__________ ~~~X.~ 

FIGURE 3.14. Integration domain for (3.4.10) 
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t, T 

p = (x, t) 
~=X-t+T 

~=X+t-T 

--~--""'------~--l~ x, ~ 
~ = x - t 

FIGURE 3.15. Domain of dependence of P 

Thus, only the portion of initial data that lies in the domain of dependence of the 
point (x, t) influences the solution there. Information outside the interval x - t :s 
~ :s x + t does not affect the solution at (x, t) (see Figure 3.15). In particular, 
two initial-value problems for which h coincides on some interval Xl :s x :s x2, 
t = 0, but not outside, will be identical for all x, t in the triangular domain 
t + Xl :s x :s x2 - t. 

Finally, (3.4.9c) may be reduced to (3.4.9b) by introducing the following 
transformation of dependent variable u -+ v: 

v(x, t) == l' u(x, r:)dr:. (3.4.15) 

If u(x, t) is a solution of (3.4.9c), then 

v, = u(x, t), VII = u,(x, t), 

vxx = l' uxAx, r:)dr: = l' ull(x, r:)dr: = u,(x, t) - u,(x, 0) 

= u,(x, t) = v". (3.4.16) 

Therefore, v(x, t) satisfies 

VII - Vxx = 0, 

v(x, 0+) = 0, v,(x, 0+) = u(x, 0+) = f(x). 

It then follows from (3.4.14) that v(x, t) is given by 

1 iX+' v(x, t) = - f(~)d~, 
2 x-I 

and u(x, t) is 

1 
u(x, t) = VI (x, t) = "2 [f(x + t) + f(x - t)]. 

(3.4. 17a) 

(3.4. 17b) 

(3.4.18) 
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Thus, the initial disturbance splits up into two identical half-scale shapes that 
propagate to the left and right undistorted with constant speed unity, as shown in 
Figure 3.16. 

To describe the solution of the general initial-value problem, we combine the 
results in (3.4.12), (3.4.14), and (3.4.18). This is called D'Alembert's solution. 

3.4.3 An Example 
To illustrate a particular application of the preceding results, let us study the prop­
agation of two initial discontinuities in the surface height and speed of shallow 
water, as sketched in Figure 3.17. In this chapter, we shall consider only the small­
amplitude case, as exhibited by the occurrence of the small parameter E in the 
initial conditions. The quasilinear problem [E = 0(1)] is discussed in Chapters 
5,7, and 8. 

We expand U and hin (3.2.12) using (3.2.23) and (3.2.28), 

u(x, t; E) = EUI(X, t) + ... , 
h(x, t; E) = 1 + Ehl(x, t) + ... , 

and obtain the linear equations (3.2.30) for U I and h I, that is, 

hIt + Ul x = 0, 

Ul t + h lx = O. 

The initial conditions indicated in Figure 3.17 translate to 

U I (x, 0) = ü (x) == { 
ÜI = eonstant > 0 

~2 = constant < 0 

if -00 < x < 0, 
ifO < x < 1, 
if 1 < x < 00, 

x~ 
• x 

u(x, 0) 

----..L--'-.,.-----r---I~ X 

FIGURE 3.16. Initial disturbance splitting into two half-seale waves 

(3.4. 19a) 

(3.4. 19b) 

(3.4.20a) 

(3.4.20b) 

(3.4.21a) 
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y 

u = 0 

h = 1 

FIGURE 3.17. Initial state 

I I h = 1 + Eh2 

I -
I~ 
I 
I 

if -00 < x < 0, I hg-, = constant > 0_ 
h\(x,O) = hex) == _ ifO < x < I, (3.4.2Ib) 

"h2 = constant > h \ if I < x < 00. 

We have a number of options for calculating the solution. One is to exploit the 
fact that the solution must depend on the so-called characteristic coordinates [see 
(3.4.5)] 

( = x + t, a = x - t . (3.4.22) 

Thus, transforming (3.4.20) to the ~ , a variables should simplify the calculations. 
This is a special case of the method of characteristics that we discuss in general 
in Chapters 4 and 7; this method of solution is particularly weil suited to solving 
coupled systems of first order, as in (3.4.20). A second approach is to eliminate 
u \ or h, from (3.4.20) and solve the resulting wave equation using the results of 
the previous section. These two approaches are illustrated next. One could also 
use Laplace transforms with respect to t or Fourier transforms with respect to x in 
(3.4.20), but the details are not worked out here. 

(i) Method of characteristics 

Using (3.4.22), we obtain the transformation rules 

a a a a a a 
-=---,-=-+ 
at a( aa ax a~ aa 

Therefore, leuingh, (x, t) = h, «~ +a)j2, (~-a)j2) == H(~, a) andu, (x, t) = 
u, «~ + a)j2, (~ - a)j2) == U(~, a), we find that (3.4.20) transforms to 

H~ - Ha + U~ + Va = 0, (3.4.23a) 
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(3.4.23b) 

Adding and subtracting gives 

(3.4.24) 

and we conclude that 

H + U = F(a), H - U = G(n (3.4.25) 

for functions F and G to be specified. Solving for H and U gives 

- I - 1 
H(l;, a) = 2: [F(a) + G(n], U(l;, a) = 2: [F(a) - G(n]· (3.4.26) 

Using the initial conditions (3.4.21) defines F and G in the fonn 

F(a) = h(a) + u(a), G(n = h(n - u(l;). (3.4.27) 

Therefore, the solution for H and U is 

- 1 - -
H(l;, a) = 2: {h(a) + u(a) + h(n - u(l;)}, (3.4.28a) 

- 1 - -
U(l;, a) = 2: {h(a) + u(a) - h(n + u(n}· (3.4.28b) 

Since the functions h (x) and u (x) change value at x = ° and x = 1, we roust 
focus on the four characteristic lines a = 0, a = 1, l; = 0, and l; = 1 at 
which the functions h(a), h(l;), u(a), and u(l;) will also switch values. The four 
characteristic lines subdivide the upper half-xt-plane into the six regions sketched 
in Figure 3.18. 

The solution (3.4.28) takes on the following values in the six regions: 

r = 0 

r < 0 
u < 0 

r = I r> I 
u< 0 

u = 0 u = I 

r > I 
u > I 

------------------~------~----------------__ x 

FIGURE 3.18. Characteristics emanating from x = 0, t = 0 and x = 1, t = 0 



3.4. The One-Dimensional Problem on -00 < x < 00 181 

- 1 - - -
H = 2" {h2 + Ü2 + h2 - Ü2} = h 2, 

U = ~ {h2 + Ü2 - h2 + Ü2} = Ü2. 

(2): i; > 1, 0 < (1 < 1 

- 1 - 1 -
H = 2" {O + 0 + h2 - Ü2} = 2" (h2 - Ü2), 

- 1 - l-u = 2" {O + 0 - h2 + Ü2} = 2" (Ü2 - h2). 

(3): i; > 1,(1 < 0 

- 1 - -
H = 2" {h l + ÜI + h2 - Ü2}, 

- 1 - -
U = 2" {h l + ÜI - h2 + Ü2}. 

(4): 0 < i; < 1,0 < (1 < 1 

1 
H = 2" {O + 0 + 0 - O} = 0, 

- . 1 
U = 2" {O + 0 - 0 + O} = O. 

(5): 0 < i; < 1, (1 < 0 

- 1 - 1 -
H = 2" {h l + ÜI + 0 - O} = 2" (h l + ÜI), 

- 1 - 1 -
U = 2" {h l + ÜI - 0 + O} = 2" (h l + üd· 

(6): i; < 0, (1 < 0 

- 1 - - -
H = 2" {h l + ÜI + h l - ü!l = h\. 

- 1 - -
U = 2"{h l +ÜI -h l +ÜI} = ÜI. 

These results are summarized in Figure 3.18. 

(ii) D' Alembert solution 

We eliminate UI from (3.4.20) and obtain 

(3.4.29) 

subject 10 (3.4.21b). In order to derive the initial condition on h l " we evaluate 
(3.4.20a) at t = 0 and use the derivative of (3.4.21a) to calculate Ul x (x, 0). Since 
we are dealing with a discontinuous function, we interpret the derivative in the 
symbolic sense. Thus, if f (x) is a function that is defined and has a continuous 
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derivative everywhere except at x = xo, then the symbolic derivative f:(x) is 
defined as (see (A.Ll8» 

f;(x) == f'(x) + [f(4) - f(xij)]ö(x - xo). (3.4.30) 

Therefore, 

hJ,(x,O) = -UI.(X, O) = -ü~(x), (3.4.31) 

and since ü'(x) = 0 if x =1= 0 and x =1= 1, we have, according to (3.4.21), 

hJ,(x,O) = Ö(X)ÜI - ö(x - l)ü2. (3.4.32) 

The solution of (3.4.29) subject to (3.4.21b) and (3.4.32) is then given by 
combining (3.4.14) and (3.4.18), that is, 

1 - - 1 l x+1 

hl(x,t) = -{h(x+t)+h(x-t)}+- {ö(~)ül-ö(~-I)ü2}d~. (3.4.33) 
2 2 x-I 

It is left as an exercise (Problem 3.4.3) to show that 

1 1 l x+1 
- -UI(X,t) = -{ü(x+t)+ü(x-t)}+- [ö(~)hl-ö(~-1)h2]d~, (3.4.34) 

2 2 x-I 

and that the results (3.4.33) and (3.4.34) reduce to the expressions summarized in 
Figure 3.19. 

Let us view our results for arbitrary choices of the four initial constants ÜI, Ü2, 
hJ, and h2. We see that at time t = 0+, outward propagating disturbances arise 
at x = 0 and x = 1 in addition to the initial inward propagating disturbances 
there. In particular, the initial discontinuity at x = 1 splits up into two waves, one 

hl 
- h2 -

-
h l 

+ UI + U2 
= 2 

hl 
- h2 

-+ UI - + U2 
UI = 2 

----------------~K---~----~~--------------------~~x 
X = 1 

FIGURE 3.19. Solution of (3.4.20)-(3.4.21) 
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----------~~----------------~--------~x 

FIGURE 3.20. Initial discontinuities for traveling waves 

propagating to the right along x - t = I and a second propagating to the left along 
x + t = 1. A similar situation occurs for the initial discontinuity at x = O. Thus, 
arbitrary values of these four constants do not produce traveling waves that consist 
of the translation to the left of the initial discontinuity at x = 1 and a translation to 
the right of the initial discontinuity at x = O. To achieve this steady configuration, 
we must require the solutions in regions (1) and (2) to coincide and the solutions 
in (5) and (6) to coincide. This will be true only if we choose 

(3.4.35) 

In this case, the solution in region (3) is given by 

h 1 = h1 + h2 , Ul = h1 - h2, (3.4.36) 

and consists of the initial discontinuities alone, as sketched in Figure 3.20. 
We see that in this linear problem, discontinuities propagate unchanged along the 

characteristics (J' = constant and ~ = constant. The propagation of discontinuities 
for linear hyperbolic problems is explored more fuHy in Seetions 4.2.3 and 4.3.6. 
The situation is significantly more complicated for quasilinear problems where 
discontinuities (shocks) still occur but propagate along certain curves that are not 
characteristics. Moreover, these shocks do interact, unlike the situation described 
in Figures 3.19 and 3.20. See Seetion 5.3 and Problem 5.3.11. 
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Problems 

3.4.1. Solve (3.4.2) using Laplace transforms with respect to t. Repeat the 
derivation using Fourier transforms with respect to x. 

3.4.2. The result that the fundamental solution of the wave equation, 

h'lt - h,xx = 8(x)8(t), -00 < x < 00, 0 ::: t, 

h,(x, 0-) = 0, h,,(x, 0-) = 0, 

is [see (3.4.6)] 

1 
h,(x, t) = 2 [H(x + t) - H(x - t)] 

(3.4.37a) 

(3.4.37b) 

(3.4.38) 

may appear, at first glance, to be counterintuitive if Eh, is interpreted as 
the surface height perturbation for shallow-water waves [see (3.2.23b), 
(3.2.28b), and (3.2.34)]. We may ask how mass, momentum, or energy can 
be conserved if the surface above equilibrium equals E /2 over the interval 
-t < x < t, which grows linearly in time. 

a. Show that the problem (3.4.37) actually corresponds to the system of two 
first-order equations (3.2.30) with initial conditions 

u, (x, 0+) = -H(x), 

h, (x, 0+) = o. 
(3.4.39a) 

(3.4.39b) 

According to (3.4.39), the entire body of water over x > 0 is initially 
moving to the left with speed E, and this may provide the mechanism for a 
linearly expanding interval of waterof above-equilibrium surface height. 

b. Solve (3.2.30) subject to (3.4.39) by the method of characteristics to obtain 

1 
h,(x, t) = 2 [H(x + t) - H(x - t)], (3.4.4Oa) 

1 
u, (x, t) = - 2 [H(x + t) + H(x - t)]. (3.4.4Ob) 

Thus, (3.4.4Oa) confirms the result (3.4.38), and (3.4.4Ob) shows that the 
speed of the disturbed water is -E /2 over the interval - t < x < t. 

c. Argue physically how the semi-infinite reservoir of water of height 1 and 
speed -E to the right of x = t "feeds" the increase in height over -t < 
x < t because the speed of the water drops by a factor of two in this interval. 
Use a more careful argument and demonstrate that mass, momentum, and 
energy are indeed conserved over any fixed interval x, ::: x ::: X2 for the 
solution (3.4.40). 

3.4.3. Derive the result (3.4.34) and show that the expressions for u, and h, 
given in (3.4.33)-(3.4.34) are the same as those obtained by the method of 
characteristics as summarized in Figure 3.19. 

3.4.4a For the problem discussed in Section 3.4.3, modify the initial conditions 
(3.4.21) so the result represents ftow for x ::: ! with asolid vertieal wall 
located at x = !. 
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b. Calculate the solution for UI ~d h l for all t ~ 0 and x ::: ~. 
c. Given Ü I, for what value of h I will there be only one wave propagating 

initiallY to the right over x ::: ~? Summarize the solution in (b) for this 
case. 

3.5 Initial- and Boundary-Value Problems on 0 < x < 00 

We can appeal to symmetry arguments, as in Chapters 1 and 2, to construct Green 's 
functions for various homogeneous boundary-value problems. These, in turn, may 
be used to solve both homogeneous and inhomogeneous problems on the semi­
infinite interval 0 ::: x < 00. 

3.5.1 Green's Function ofthe First Kind 
Green's function ofthe first kind solves the problem 

Utt - Uxx = 8(x - ~)8(t - r), 0::: x, r ::: t, 

with zero initial conditions at t = r, 

u(x, r-) = u/(x, r-) = 0, 

and zero boundary value for U at x = 0, 

u(O, t) = 0, t > r. 

Here ~ and r are arbitrary positive constants. 
It is clear by symmetry that the solution is.<see (1.4.2» 

GI(X,~, t - r) == F(x -~, t - r) - F(x +~, t - r), 

where F is defined by (3.4.8). 

(3.5.1a) 

(3.5.1b) 

(3.5.1e) 

(3.5.2) 

Since the two sources are switched on at t = r, the value of GI in region 
(1), that is, t < r, is equal to zero for all x (see Figure 3.21). Now, for a fixed 
souree loeation (~, r) and image sources Iocation ( -~, r), consider the value that 
GI takes on at different points in the xt-plane. This value depends on whether 
the point (x, t) is in the zone of inftuence of the primary source alone, the image 
source alone, both, or neither. Thus, if (x, t) is in region (2), (7), or (6), it is outside 
the zone of inftuence of either the primary or image source, and GI = O. In region 
(5), GI = ~ because (x, t) is inftuenced only by the primary source, and in region 
(3), GI = - 4 because (x, t) is inftuenced only by the image source. Finally, in 
region (4), (x, t) is inftuenced by both sources, and its value is zero, since the two 
contributions cancel. 

It is also useful to look at (3.5.2) with (x, t) fixed for different values of ~ and 
r to determine the domain ofdependence of (x, t)-the setofpoints (~, r) in the 
plane at which a primary source [with a mirror source located at ( -~, r)] will result 
in a nonvanishing value of GI at (x, t). And, since (x, t) is in the first quadrant, 
the value of G I will equal 4. 
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, 
~x> 

" / " / CD " / ---~--
(-~, T) 

----------------~--------------------------~~x 

FIGURE 3.21. Zones of influence for Green 's function 

We distinguish two cases, x < t and x > t, as sketched in Figure 3.22. Keeping 
in mind that (x, t) is a fixed point and that we are studying varying values of g and 
r, we locate the four criticallines g = x + t - r, g = -x + t - r, g = x - t + r, 
and g = -x - t + r, at which the arguments of the two Heaviside functions in 
(3.5.2) equal zero. It then follows that the domain of dependence of (x, t) is the 
region bounded by the straight lines through PQRSP for x < t. For x > t, this 
region is the triangle PR S P . 

In summary, for a fixed P, the value of GI equals 4 only if the primary source 
is located somewhere inside the shaded domain of dependence of P. Otherwise, 
GI = O. 

3.5.2 Homogeneous Boundary Condition, Nonzero Initial 
Conditions 

As in (1.4.5), we can use (3.5.2) to solve 

Utt - Uxx = p(x, t), 0::: x, 0::: t, 

U(x, 0-) = Ut(x, 0-) = 0, 

u(O, t) = 0, t > 0, 

(3.5.3a) 

(3.5.3b) 

(3.5.3c) 
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T 

~ > -x-I +T 

R = (I-X, 0) 

T 

R=(x-t,O) 

X< I 

----~ S= (I +X, 0) 

----~ S= (x+ I, 0) 

FIGURE 3.22. Domain of dependence for Green 's function 
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by superposition in the form 

u(x, t) = 11 
dr 1"" p(~, r)G\(x,~, t - r)d~. (3.5.4) 

For a fixed (x, t), G J, regarded as a function of ~ and r, vanishes outside the 
domain of dependence of (x, t) and equals 4 inside. Therefore, (3.5.4) has the 
more explicit form 

1 11 [lx
+

l
-

r 
] u(x, t) = - p(~, r)d~ dr, t < x, 

2 r=O ~=X-I+r 
(3.5.5a) 

1 lI-x [lx+ l
-

r ] u(x, t) = - p(~, .)d~ d. 
2 r=O ~=-x+r-r 

+ ~ l~l-x [i::~~:r p(~, r)d~ ] dr, t > x. (3.5.5b) 

Now, suppose we wish to solve the homogeneous wave equation with homoge­
neous boundary condition on the left but with a prescribed value of Ur at t = 0, 
that is, 

Urr - Uxx = 0, 0 ~ x, 0 ~ t, 

U(X, 0+) = 0, 

ur(x, 0+) = h(x), 

u(O, t) = 0, t > O. 

We convert this to the equivalent inhomogeneous equation 

U rr - Uxx = 8(t)h(x), 0 ~ x, 0 ~ t, 

with zero initial conditions, 

and the same zero-boundary condition (3.5.6d). 

(3.5.6a) 

(3.5.6b) 

(3.5.6c) 

(3.5.6d) 

(3.5.7a) 

(3.5.7b) 

Therefore, we can use the results in (3.5.5) with p = 8(t)h(x) to obtain 

l1 x+1 

u(x, t) ="2 X-I h(~)d~, t < x, (3.5.8a) 

1 l x+1 
u(x, t) = - h(~)d~, t > x. 

2 -x+r 
(3.5.8b) 

The result (3.5.8a) for t < xis the same as that in (3.4.14) for the problem on 
the infinite interval. This is because the boundary x = 0 is outside the domain of 
dependence ofthe point (x, t) for t < x. In other words, the observer is unaware 
of the boundary for times t < x because reftected disturbances from x = 0 have 
not arrived yet. The result (3.5.8b), which was obtained formally from (3.5.5b), 
and in which the second integral of (3.5.5b) gives no contribution, can also be 
deduced directly using the following symmetry arguments. 
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To solve (3.5.6), consider the equivalent initial-value problem on the entire axis, 
-00 < x < 00, where the initial velocity ut(x, 0+) is now defined by 

( 0+) = h*( ) = { h(x) if x > 0, (359) 
Ut x, x -h(-x) ifx < O. . . 

Thus, we extend the definition of the given initial velocity h(x), available on 
o ::; x < 00, to the negative axis in such a way as to ensure a zero value of U at 
the origin. 

The solution of this "extended initial-value problem" if t > xis, according to 
(3.4.14), 

u(x, t) = ~ r+l h*(g)dg = ~ (o h*(g)dg + ~ r+t h*(g)dg 
2 1x-t 2 1X-l 2 10 

= ~ r -h( -g)dg + ~ r+l h(~)dg 
2 1X-l 2 10 

= -21 10 h(~)d~ + -21 r H h(~)d~ = -21 l x
+

, h(~)d~, (3.5.10) 
-X+l 10 -x+t 

in agreement with (3.5.8b). 
To complete our listing of solutions of the homogeneous boundary-value 

problem, we need to consider 

UII - Uxx = 0, 0::; x, 0 ~ t, 

u(x, 0+) = J(x), 

Ut(x, 0+) = 0, 

u(O, t) = 0, t > O. 

(3.5.11a) 

(3.5.llb) 

(3.5.11c) 

(3.5.11d) 

As in our discussion of the initial-value problem on the infinite x-axis, we 
introduce the transformation (3.4.15) 

v(x, t) == Jol u(x, T:)dT:, (3.5.12) 

to obtain 

VII - Vxx = 0, 

v(x,O+) = 0, 

v/(x,O+) = J(x), 

and the boundary condition at x = 0 is still zero, because 

v(O, t) = 1/ u(O, T:)dT: = O. 

(3.5.13a) 

(3.5.13b) 

(3.5.13c) 

(3.5.13d) 

Therefore, the solution for V is given by (3.5.8) with h replaced by J, and taking 
the partial derivative of this result with respect to t gives u; that is, 

1 
u(x, t) = 2 [f(x + t) + J(x - t)], t < x, (3.5.14a) 
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1 
u(x, t) = "2 [fex + t) - f(-x + t)], t > x. (3.5. 14b) 

Here again, the idea of an "image" initial condition, 

U(x 0) = rex) = { fex) ~f x > 0, 
, -fe-x) Ifx<O, 

used in (3.4.18) gives the desired result. We have, according to (3.4.18), 

1 
u(x, t) = "2 [rex + t) + r(x - t)] 

1 
= "2 [fex + t) + fex - t)] if t < x, (3.5. 15a) 

and 
1 

u(x, t) = "2 [fex + t) - f(-x + t)] ift > x, (3.5.15b) 

in agreement with (3.5.14). 

3.5.3 Inhomogeneous Boundary Condition u(O, t) = g(t) 
We wish to solve the problem [see the linearized wavemaker problem (3.2.40)­
(3.2.42) or the linearized piston problem in acoustics defined by (3.3.31)-(3.3.32)] 

U/t - Uxx = 0, 0 ::: x, 0 ::: t, 

with zero initial conditions 

U(X, 0+) = 0, Ut(x, 0+) = 0, 

and a prescribed boundary condition 

u(O, t) = g(t), t > O. 

(3.5.16a) 

(3.5. 16b) 

(3.5. 16c) 

We introduce the homogenizing transformation w(x, t) == u(x, t) - g(t), as in 
(1.4.13), then solve the problem for W using the results in the previous section. 

We find that w(x, t) obeys 

W/t - W xx = -g(t), 

w(x,o+) = -g(O+), 

wt(x, 0+) = -g(O+), 

W(O, t) = 0, t > O. 

(3.5. 17a) 

(3.5. 17b) 

(3.5. 17c) 

(3.5. 17d) 

Fort< x,usingtheresultsin (3.5.5a)with p = -g·,(3.5.8a)withh = -g(O+), 
and (3.5. 14a) with f = -g(O+), gives 

1 l t l x+t- r 1 l x+t 
w(x, t) = - -2 g(-r)d~ d-r - - g(O+)d~ - g(O+), t < X. 

0+ x-t+r 2 x-t 
(3.5.18) 
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Evaluating the various integrals gives w(x, t) = -g(t), or u(x, t) = 0 if t < x. 
For t > x, we have 

1 l l
-

x l x+I
-, w(x, t) = - - g(-r)d~ d-r 

2 0+ -X+I-r 

- ~ [I lx
+t-' g(-r)d~ d-r _ ~ lx+1 g(O+)d~, t > x. (3.5.19) 

2 I-x x-I+, 2 -X+I 

Evaluating the integrals in (3.5.19) results in 

w(x, t) = -g(t) + g(t - x), t > x. 

Therefore, 

{ 0 if t < x, 
U x, t = . () g(t - x) If t > x. 

(3.5.20) 

This result can also be derived using Laplace transforms (Problem 3.5.1). 
As discussed in Section 1.4.7, we can use Green's functions to solve the 

general linear boundary-value problem after an appropriate transformation of 
the dependent variable. This idea is further iIlustrated in Problem 3.5.2 for the 
one-dimensional wave equation. 

3.5.4 Signaling Problem for Shallow-Water Waves 
We illustrate the results of Seetions 3.5.1-3.5.3 by studying in detail the solution 
of the signaling problem for water waves as formulated in Section 3.2.9. We have 
shown that the leading-order problem satisfies [see (3.2.30), (3.2.41), and (3.2.42)] 

with zero initial conditions 

h l , + Ul x = 0, 

UI, + h lx = 0, 

U\(x,O) = 0, h\(x,O) = 0, 

and the wavemaker boundary condition 

UI (0, t) = s(t), t > o. 

(3.5.21a) 

(3.5.21b) 

(3.5.21c) 

(3.5.21d) 

The problem to O(E2 ) is govemed by [see (3.2.31), (3.2.45), and (3.2.47)] 

h2, + U2x = -(u\h\)x, (3.5.22a) 

with zero initial conditions 

U2(X,0) = 0, h2(x, 0) = 0, 

and the wavemaker boundary condition 

U2(0, t) = -Ul x (0, t)s(t). 

(3.5.22b) 

(3.5.22c) 

(3.5.22d) 
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As in Section 3.4.3, we shall solve these signaling problems first directly using 
the method of characteristics and then in terms of Green 's function for the wave 
equations for U land U2 that result when h I and h2 are eliminated from the goveming 
equations. 

(i) Method 0/ characteristics 

For the signaling problem, it is convenient to change the sign of a in (3.4.22), and 
we introduce the two characteristic variables 

S = t + x, /L = t - x, (3.5.23) 

which imply the following transformations for the x and t derivatives: 

8 8 8 8 8 8 
- = - - -, - = - + -. (3.5.24) 
8x 8{ 8/L 8t 8s 8/L 

Denoting Uj(x, t) = Uj«s - /L)/2, ({ + /L)/2) == Vj(s, /L) and hj(x, t) = 
h j «{-/L)/2,(s+/L)/2) == B j ({, /L)fori = 1,2,wefindthat(3.5.21a)-(3.5.21b) 
imply that VI and H I satisfy 

(3.5.25) 

The characteristic lines { = constant and /L = constant are sketched in Figure 
3.23, and we are interested in the domain x > 0, t > 0 (s - /L > 0, S + /L > 0). 
Let us denote the subdomain x > t, t > 0 (/L < 0, S > 0) by (1), and the 
subdomain x < t, t > 0 (/L > 0, S < 0) by (2). 

The initial conditions (3.5.21c) imply that 

UI(S,O) = HI(s, -0 = 0, S:::: 0, 

and the boundary condition (3.5.21d) becomes 

VI (/L, /L) = s(/L), /L > O. 

The solution of (3.5.25) is simply 

BI + VI = FI (/L), 

H I - VI = GI(o, 

(3.5.26) 

(3.5.27) 

(3.5.28a) 

(3.5.28b) 

where the functions F I and Glare to be determined by the initial and boundary 
conditions. Applying the initial conditions (3.5.26) first, we find that 

FI (/L) = 0 if /L ~ 0, 

GI (0 = 0 if S :::: o. 
(3.5.29a) 

(3.5.29b) 

Therefore, (3.5.28) reduces to BI + VI = 0 in (1) and H I - VI = 0 in (1) and 
(2). In particular, the preceding implies that 

(3.5.30a) 

and that 

(3.5.30b) 
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I' = 1'2 > 0 I' = 1'1 > 0 I' = 0 

~------~~------~~------~r---~X 

FIGURE 3.23. Characteristic lines 

To complete the solution in (2), we need to calculate FI (p,) there for p, > O. First 
we set H I = UI in (3.5.28a) to obtain 

2UI (~, p,) = FI (p,) in (2). 

Applying boundary condition (3.5.27) gives 

2S(p,) = F I (p,) for p, > 0, 

and this defines FI for p, > O. Therefore, (3.5.31) gives 

Ul(~, p,) = s(p,) in (2), 

and (3.5.30b) gives 

H I a-, p,) = s(p,) in (2). 

The solution for U I (x, t) and h I (x, t) is therefore 

UI(X, t) = hl(x, t) = {?( ) s t - x 
ift2':X, 
if t > x. 

(3.5.31) 

(3.5.32) 

(3.5.33a) 

(3.5.33b) 

(3.5.34) 

We shall use the same procedure for deriving U2 and H2, but now the inho­
mog~neous terms in (3.5.22) complicate the calculations slightly. These equations 
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imply that 

2(H, + U,), ~ - (U'H'+ Ul), + (U'H' + ~I).-

2(H, - U,). ~ - (U'H' - ~I), + (U'H' - ~1 
Substituting the known solution for U I and H I gives 

2(H2 + U2)~ = 3s(fL)S(fL), 

2(H2 - U2)11 = s(fL)S(fL), 

and these equations are valid in both (1) and (2) as long as we regard 

S(fL) == 0 if fL ::: O. 

(3.5.35a) 

(3.5.35b) 

(3.5.36a) 

(3.5.36b) 

(3.5.36c) 

Henceforth (3.5.36c) is tacitly assumed in our calculations and results. The initial 
conditions (3.5.22c) transform to 

(3.5.37) 

and when the solution (3.5.33a) is used, the boundary condition (3.5.22d) becomes 

U2(J-,-, fL) = S(fL)S(fL) for fL > O. (3.5.38) 

We integrate (3.5.36b) with respect to fL to obtain 

1 .2 
H2 - U2 = 4S (fL) + G2(S), (3.5.39a) 

where G2 is as yet unspecified. In view of the initial conditions (3.5.37), we must 
have G2(1;) == O. Therefore, one relation between U2 and H2 that is valid in the 
entire domain of interest is 

( 1 . 2 
H2 ~,fL) - U2(~, fL) = 4S (fL)· (3.5.39b) 

We next integrate (3.5.36a) to obtain 

3 
H2(~, fL) + U2(~, fL) = 2s(fL)S(fL)~ + F2(fL)· (3.5.40) 

In preparation for evaluating the unknown function F2(fL), we use (3.5.39b) to 
eliminate H2 from (3.5.40). This gives 

2U2(~, fL) = - ~S2(fL) + ~S(fL)S(fL)~ + F2(fL). (3.5.41) 

Imposing the boundary condition (3.5.38) on (3.5.41) defines F2 (fL) to be 

F2(fL) = ~ s2(fL) - ~ s(fL)S(fL)fL + 2s(fL)S(fL). (3.5.42) 

Now (3.5.41) gives 

(3.5.43a) 
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and (3.5.39b) gives 

H2(1;, JL) = ~S2(JL) + ~S(JL)S(JL)(S - JL) + s(JL)s(JL). (3.5.43b) 

This completes the solution of the 0 «(;2) problem, which has the following form 
in terms of the physiCal variables: 

{ 
0, if t ~ x, 

U2(X, t) = ~s(t _ x)s(t - x)x + s(t - x)s(t - x) ift > x, (3.5.44a) 

{ 
0 if t ~ x, 

h2(x, t) = ~ s2(t - x) + ~ s(t - x)s(t - x)x 
+s(t - x)s(t - x) if t > x. 

(3.5.44b) 

Suppose the wavemaker has a periodiC motion-say s(t) == sin wt with w = 
constant. We see from (3.5.44) thateach of ourresults for U or h to 0«(;2) contains 
the term ~ (;2[xs(t - x)s(t - x)] = - ~ (;2 [xlti cos w(t - x) sin w(t - x)], which 
has anamplitudeequal to ~ (;2xw3. Thus, no matterhow small(; is, this term, which 
is nominally 0 «(; 2), will grow to be of order (; if x is as large as 0 «(; -I ). This result 
is not only physically inconsistent with a periodic boundary disturbance, but it also 
violates the implicit ordering of terms assumed in the expansion (3.2.28). Thus, 
the solution we have calculated is not valid in the "far field"; it is reasonable only 
as long as x = 0 (1). An expansion procedure that remains valid in the far field 
for the signaling problem is discussed in Section 6.2.4 of [26]. 

(ii) Green's funetion 

Let us now rederive the preceding results using the Green's function approach 
discussed in Sections 3.5.1-3.5.3. As pointed out in Section 3.2.9, eliminating h) 
gives the wave equation (3.2.40) for U), the initial conditions (3.2.41), and the 
boundary condition (3.2.42). This is just the problem discussed in Section 3.5.3 
with g = S, and in fact the result (3.5.20) agrees with (3.5.34) for u)(x, t). To 
compute h I, we substitute the preceding value of U I in (3.2.43) and ensure that the 
possible discontinuity in UI and UI, atx = t is taken into account by writing [see 
the discussion following (3.4.29)] 

UI (x, t) = 8(t - x)H(t - x), (3.5.45a) 

where H is the Heaviside function. The x-derivative must then be written as 

UI., (x, t) = -s(t - x)H(t - x) - 8(t - x)c5(t - x). (3.5.45b) 

Equation (3.2.43) becomes 

h)(x, t) = 1:0 s(r - x)H(r - x)dr + 1:0 8(r - x)c5(r - x)dr 

{ 
0 '. ift ~ x, 

= J: s(r - x)dr + s(O+) = s(t - x) ift > x 

= s(t - x)H(t - x), (3.5.46) 
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which is also in agreement with our earlier result. 
Consider now the O(E2) terms govemed by (3.5.22). If we substitute the 

express ions (3.5.45b) and (3.5.46) for UI and h l into the right-hand sides of 
(3.5.22a)-(3.5.22b), we have 

h2, + U2x = 2s(t - x)s(t - x)H(t - x) + s2(t - x)!S(t - x), (3.5.47a) 

U2, + h2 = s(t - x)s(t - x)H(t - x) + ~s2(t - x)!S(t - x). (3.5.47b) 
x 2 

To eliminate h2, we differentiate (3.5.47b) with respect to t and subtract from this 
the derivative of (3.5.47a) with respect to x to obtain 

U2" - U2xx = p(t - x), (3.5.48) 

where 

p(t - x) =.3H(t - x).!!.- [s(t - x)s(t - x)] + 6s(t - x)s(t - x)!S(t - x) 
dt 

3 2 • + 2 s (t - x)!S(t - x). (3.5.49) 

The initial conditions are 

U2(X,0) = U2, (x, 0) = 0, 

and the boundary condition (3.5.22d) becomes 

U2(0, t) = s(t)s(t), t > O. 

(3.5.50) 

(3.5.51) 

The solution of (3.5.48) with p = 0 and subject to the given boundary and initial 
conditions is again a special case of (3.5.20) with g = ss. Therefore, this part 
of the problem contributes the last term in (3.5.44a) for the solution of U2. To 
compute the contribution ofthe inhomogeneous term p, it is convenient to change 
the variables of integration from ~, t" to a = t" + ~,ß = t" - ~ in the general 
formula (3.5.5b) in order to exploit the fact that p=.O if t < x. The domain 
of integration is the rectangle bounded by the straight lines ß = 0, ß = t - x, 
a = t - x, a = t + x, as shown in Figure 3.24; this is derived from the upper 
Figure 3.22 by deleting the shaded region below the line t" = ~. Noting that the 
absolute value ofthe Iacobian ofthe transformation (t",~) -+ (a, ß) is t, (3.5.5b) 
takes the form 

1 It +x l t
-

x 
u(x, t) = - da p(ß)dß 

4 a=t-x ß=O 

I1t +x 
= 4: a=t-x 3s(t - x)s(t - x)da 

3 
= -s(t - x)s(t - x)x. 

2 
(3.5.52) 

In the integration of p(ß), we have made use ofthe identity (see (A.1.17)) i: f(ß)~(ß)dß = - j(O), E > 0, (3.5.53) 
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FIGURE 3.24. Domain of integration for (3.5.52) 

which follows easily after integration by parts. 
We note again that result (3.5.52) is in agreement with the first term in the right­

hand side of (3.5.44a). The solution for h2 follows by quadrature from (3.5.22); 
this calculation is left as an exercise. 

The reader now has a choice of which approach to use for a signaling problem. 
We could use Laplace transforms with respect to t, as illustrated for the 0 (E) 
solution in Problem 3.5.1. The advantage of this approach is that the solution 
for the transform is very easy to compute, but in general some ingenuity may be 
needed to invert the result and derive the explicit dependence of the solution on 
x, t. The method of characteristics has the advantage of a systematic and direct 
procedure for computing the solution. Moreover, in those cases where the equations 
in characteristic form cannot be solved explicitly, we have a convenient formulation 
for a numerical solution. This is discussed in Sections 4.2.2 and 4.3.6 for the 
general linear second-order problem. Finally, the result in terms of Green 's function 
provides a compact integral expression for the solution. As we have seen, one must 
proceed with care to calculate an explicit result from such an expression. Also, 
Green's function may not be available for a more complicated problem, e.g., for a 
wave equation with variable coefficients, in which case a numerical solution may 
be the only option available. 
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3.5.5 A Second Example: Solution with a Fixed Interface; 
Reflected and Transmitted Waves 

To fix ideas, consider the problem of transverse vibrations of an infinite string, half 
of which (X > 0) has a density PI and the other half (X < 0) has density fJ2. 
The string is initially at rest with tension t'o = constant and is set in motion by 
applying a concentrated force Po at T = 0, X I Lo = ~ > O. Therefore, using the 
dimensionless variables in (3.1.5)-(3.1.6), and denoting v = aou(x, t) + O(E) in 
(3 . 1.1 4b ) gives 

(3.5.54a) 

correct to O(E), where 

2 _ { cf = Pol PI if x > 0, 
C - 2 • 0 c2 = PolfJ2 Ifx < . 

(3.5.54b) 

Note that we may choose Po = PI or Po = fJ2 to obtain CI = I or C2 = 1, 
respectively. Tbe initial conditions are u(x, 0-) = u/(x, 0-) = O. 

The vertical component of the tension in the deflected string at any point X and 

time T is t'o Vx ( Zn, k), and it must be continuous everywhere, including at the 

interface X = O. Obviously, the deflection at X = 0 must also be continuous. So, 
for this physical model, we have the following interface conditions: 

u(O+, t) = u(O-, t), 

uAO+, t) = U x (0-, t). 

(3.5.55a) 

(3.5.55b) 

To solve this problem, we shall use the idea of images in the right and left 
extended domains, as discussed in Problem 1.4.6b. 

First, note that until the disturbance initiated at t = 0, x = g reaches the 
interface x = 0, we must have exactly the same response as in an infinite string 
with C = CI throughout. Tbis solution u I is just the fundamental solution (3.4.8) 
with t' ~ 0, t ~ clt, F ~ CIUI: 

(3.5.56) 

Now, this disturbance (a uniform wave of amplitude I/2cI spreading at speed CI 

to the left and right) propagates unchanged until the leftward-moving front reaches 
x = 0 at time t = g ICh as shown in Figure 3.25. At this point, we expect the 
interface to introduce a "reflected" disturbance propagating to the right and to allow 
a "transmitted" disturbance to move to the left. Since the density is constant in each 
of the half-spaces, the reflected and transmitted disturbances must be confined to 
the zone of influence of the point P = (0, gl Cl). In the x > 0 portion of the zone 
of influence of P, we denote the solution by U2, and in the x < 0 portion, we 
denote it by U3. 

Next, we postulate that u2 consists of the primary disturbance u I defined by 
(3.5.56) plus a "reflected wave." In view of the region in which this reflected wave 
travels, we may regard it to be due to an image source of unknown strength A 
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FIGURE 3.25. Primary and image sources 

tumed on at t = 0 and x = ~2 = -~ < 0, in an infinite medium with C = CI 
throughout. The location of this image source is apriori obvious here (in contrast 
to the situation in Problem 1.4.6b) because we know that its disturbance must 
produce the front PR in x > 0, and this front propagates with speed CI. Thus, 

A 
U2(X, t) = UI (x, t) + - [H(x + ~ + Clt) - H(x + ~ - Clt)]. (3.5.57) 

2cI 

Finally, we assume that the transmitted wave U3 in x < 0 my be regarded as the 
disturbance due to an image source of unknown strength B switched on at t = 0 
andx = ~I = C2~/CI > 0,inamediumwithconstantspeedc2throughout.Again, 
the location ofthe image source is obvious apriori by extrapolating the front PT 
to the right with speed C2. The situation depicted in Figure 3.24 corresponds to the 
case (Cz!CI) > l(PI > pz). The expression for U3 is therefore given by 

B 
U3(X, t) = - [H(x - ~I + C2t) - H(x - ~I - C2t)]. 

2C2 
(3.5.58) 

We determine A and B using the two interface conditions. Using (3.5.57)­
(3.5.58) in (3.5.55a) gives 

(3.5.59) 
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The evaluation of (3.5.55b), for the derivatives, requires more care. Differenti­
ating (3.5.57) with respect to x and leuing x -+ 0+ gives 

+ 1 A 
U2x (0 ,t) = -[8(-~+clt)-8(-~-clt)]+ -[8(~+clt)-8(~-clt)]. 

2cI 2cI 
(3.5.60) 

Now, for t > ~ / CI, the arguments of each of the four delta functions in (3.5.60) 
are nonzero, so we can obtain useful information only in the limit as t ..j.. ~ /CI. In 
view ofthe fact that 8(-~ + Clt) = 8(~ - clt), we obtain 

1 - A as t ~ (C~I)+ U2 (O+,t) -+ --8(~ -Clt) ----r 
x 2cI 

A similar calculation for U3 shows that 

U3x (0+, t) -+ ~:~ 8(~ - Clt) as t -+ (!I) + 

The second interface condition, (3.5.55b), then gives 

Solving (3.5.59) and (3.5.63) for A and B gives 

C2 - CI 2c~ 
A= --; B= 

CI + C2 CI(CI + C2) 

(3.5.61) 

(3.5.62) 

(3.5.63) 

(3.5.64) 

We verify thatthe limiting cases CI = C2 (no interface) and C2 = 0 (no deflection 
at x = 0) are correctly contained in our results. In particular, for CI = C2, we have 
A = O,B = 1;thatis,u3 = U2 = UI = 1/2cI;thereisnoreflectedwave,andthe 
transmitted wave is just the primary wave. If C2 = 0, we have A = -1, B = 0, 
and we see that U3 = U2 = 0, whereas UI = I/2el. This is just Green's function 
GI (x,~, Clt)/CI derived in (3.5.2). In Problem 3.5.3 these ideas are developed for 
a signaling problem with a periodic boundary condition. 

3.5.6 Green's Function of the Second Kind 
Green's function of the second kind solves the problem 

Utt - U xx = 8(x - ~)8(t - 't'), O::s x, 't' ::s t, 

with zero initial conditions at t = 't' 

U(X, 't'-) = Ut(x, 't'-) = 0, 

and a zero boundary value for Ux at x = 0 

ux(O, t) = 0; t > 't'. 

Here again, ~ = constant > 0, and 't' = constant. 

(3.5.65a) 

(3.5.65b) 

(3.5.65c) 
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By symmetry, we need to add the solutions due to a positive unit source at 
x = ~,t = t" and an image unit source that is also positive at x = -~, t = t". 
The result is 

G2(X,~, t - t") == F(x - ~,t - t") + F(x +~, t - t"), (3.5.66) 

where Fis defined by (3.4.8). The zone of influence of the source point (~, t") is 
the same as the one for GI sketched in Figure 3.21. Now, however, G2 = I in 
the x > 0 part of region (4). To solve boundary-value problems with U x = 0 or 
Ux prescribed at x = 0, we follow the procedures discussed in Sections 3.5.2 and 
3.5.3 (see Problem 3.5.4). 

Problems 

3.5.1a. Use Laplace transforms with respect to t to solve (3.5.16). Distinguish 
carefully the two cases x > t and x < t. 
Hint: Note that the Laplace transform of 8(t - x) is e-sx , and use the 
convolution theorem (A.2.44) to invert your result. 

b. A slight variation of the signaling problem discussed in Section 3.2.8 has 
the wavemaker speed proportional to the instantaneous local surface per­
turbation. The boundary condition that replaces (3.2.42) for the linearized 
problem is now 

UI (0, t) = chI (0, t), t > 0, (3.5.67) 

where c is a constant. Assume that c =I- 1. 
Use Laplace transforms with respect to t to solve the signaling prob­

lem govemed by (3.2.30), the boundary condition (3.5.67), and the initial 
conditions 

UI(X,O) = 0, 

h I (x, 0) = a sin x, 

(3.5.68a) 

(3.5.68b) 

with a = constant. Once you have studied Section 3.5.4, discuss why the 
case c = 1 is ill-posed. 

3.5.2 Consider the general linear boundary-value problem 

Utt - Uxx = 0, 0:::: x < 00, t::: 0, (3.5.69a) 

ux(O, t) + bu(O, t) = c(t), t > 0, (3.5.69b) 

u(x,O) = Ut(x, 0) = 0, (3.5.69c) 

where b is a constant and c(t) is a prescribed analytic function of t with 
c(O) = 0, and c(t) = 0 if t < o. 

a. Transform the dependent variable u ~ v using 

v(x, t) == ux(x, t) + bu(x, t), (3.5.70) 
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and show that if U satisfies (3.5.69), then v is govemed by 

VII - Vxx = 0, 0:::: x < 00, t::: 0, 

V(O, t) = c(t), 

v(x,O) = vr(x, 0) = 0. 

Therefore, according to (3.5.20), the solution of (3.5.71) for V is 

{ ° if t < x, 
v(x, t) = ) .f c(t - X 1 t > x. 

b. Using (3.5.72) for v, solve (3.5.70) for u in the form 

u(x, t) = a(t)e-bx + e-bx jX c(t _ ~)eb~d~, 

where a is as yet unspecified. 

(3.5.7Ia) 

(3.5.7Ib) 

(3.5.7Ic) 

(3.5.72) 

(3.5.73) 

c. Substitute (3.5.73) into (3.5.69a) and use the initial conditions (3.5.69c) to 
prove that a(t) == 0. Therefore, the desired solution is 

u(x, t) = e-bx jX c(t _ ~)eb~d~. (3.5.74) 

d. Derive (3.5.74) directly from (3.5.69) using Laplace transformation with 
respect to t. 

3.5.3 Consider the signaling problem on ° :::: x < 00 for the wave equation 

(3.5.75) 

where c == Cl = constant > ° on ° :::: x < 1, and c == C2 = constant > 
Clon 1 < x < 00. The initial conditions are u(x, 0) = 0, ur(x, 0) = 0, 
and the boundary condition at x = ° is the periodic signal u(O, t) = 
A sin wt for t > 0, where A and w are given constants. Derive the solution 
in terms of appropriate primary, reftected, and transmitted waves, using the 
ideas in Section 3.5.5 and the interface conditions (3.5.55). 

3.5.4 Use Green's function G2, defined by (3.5.66), or symmetry to solve 

urr - Uxx = p(x, t), 0:::: x, 0:::: t, 

u(x,O) = !(x), ur(x,O) = h(x), 

uAO, t) = k(t), t > 0. 

(3.5.76a) 

(3.5.76b) 

(3.5.76c) 

3.5.5 In this problem we study the one-dimensional wave equation over the time­
dependent domain D: at :::: x < 00, t ::: 0, where the constant a is 
restricted to ° < a < I. 

a. Calculate Green's function ofthe first kind; that is, solve 

UII - Uxx = 8(x - ~)8(t - -r) (3.5.77a) 

in D for a constant ~ > ° such that a-r < ~. The initial conditions are 

(3.5.77b) 
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and the boundary condition is 

u(at, t) = O. (3.5.77c) 

Hint: Introduce the transformation 

x = x-at, t = t (3.5.78) 

so that the left boundary is at the fixed point x = 0 in the new frame, and 
solve the resulting problem by Laplace transforms with respect to t. 
Note: The inversion integral can be evaluated explicitly. 

b. Use the result in (a) and follow the procedure in Section 3.5.3 to solve the 
inhomogeneous boundary-value problem 

u" - Uxx = 0, 

u(x,O) = u,(x, 0) = 0, 

( )_{I ifO<t<T, 
u at, t - 0 'fT 

1 < t, 

in D, where T is a positive constant. 

(3.5.79a) 

(3.5.79b) 

(3.5.79c) 

c. Now calculate the solution of (3.5.79) by first transforming it to the x, t 
variables defined by (3.5.78) and then using Laplace transforms to solve 
the resulting problem. 

3.6 Initial- and Boundary-Value Problems on 0 :::: x < 1 

As in Section 1.5, we derive Green's function by introducing an infinite array of 
sources located along the x -axis in such a way as to satisfy homogeneous boundary 
conditions at the endpoints of a finite interval. 

3.6.1 Green's Function of the First Kind on 0 < x < 1 
As in Chapter 1, we have four Green's functions on the unit interval 0 ::: x ::: 1, 
depending on whether u = 0 or Ux = 0 at each end. The formulas are identical 
to those in (1.5.2) and Problem 1.5.2 with regard to the dependence on the funda­
mental solution and are therefore not repeated (see Problem 3.6.1). Of course, in 
the present case F is defined by (3.4.8). 

Consider, for example, GI, which solves 

Ul/ - Uxx = 8(x - ~)8(t - i), 0::: x ::: 1, i::: t, (3.6.1) 

with 0 < ~ = constant < 1 and i = constant. The initial conditions are 
u(x, i-) = u,(x, i-) = 0, and the boundary conditions are u(O, t) = u(l, t) = 
o for t > i. Henceforth, a problem for which u is specified at both ends will be 
called a boundary-value problem of the first kind. 
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As in (1.5.2), we have 

00 

GI(x,;,t-'l") = L {F(x-2n-;,t-'l")-F(x-2n+;,t-'l")}, (3.6.2) 
n=-oo 

where F is defined by (3.4.8).1t is also easy to show that Green's function satisfies 
the symmetry property GI(X,;, t - 'l") = G I (;, x, t - 'l") here also. Ifwe now 
deploy a triangular zone of influence for each source in (3.6.2), as discussed in 
Seetion 3.4.1, we obtain the pattern sketched in Figure 3.26. 

Notice that unlike the situation in Chapter 1, where the effect of the sources in 
the far field was negligible initially, here any source can be exactly ignored until 
the first signal from it arrives, but then this signal is unattenuated and cannot be 
ignored, no matter how far the source iso Fortunately, we also notice that the pattern 
of disturbances in 0 :::: x :::: t is an odd periodic junction 0/ t - 'l" with period 2; 
thus, we need only define the value of G I in the time interval 0 :::: t - 'l" :::: 1 to 
have it for any other time. 

Next, we illustrate the application of these results to boundary-value problems 
of the first kind. Other applications involving G2, G3, G 4, and various associated 
boundary-value problems are not catalogued. An example is outlined in Problem 
3.6.1b. 

t - T 

, , 
'/ I" 'X/ , / 

, /' I/X, 
'/' 1/ ,/ X X 
/, / I' /' 

/ ,/ '/' 
/ XII X " 

/ / , 1 / " " , 
/ /' / __ I ~" ! 'X/ / / -! - ~ 

/' /, 2 / I' 2 / , 2 / , 
/ ,/ ,/ 0' / ,/ , __ ~ ____ ~L-____ ~ __ -L __ ~ __ ~~L-____ ~ ____ ~~~x 

-2 - ~ -2 + ~ -~ ~ 1 2 - ~ 2 + ~ 4 - ~ 

FIGURE 3.26. Sources and their zones of influence for GI 
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3.6.2 The Inhomogeneous Problem, Nonzero Initial 
Conditions 

First, we consider the inhomogeneous wave equation 

Utt - Uxx = p(x, t), 0:::: x ::: 1, 0:::: t, 

with zero initial conditions 

and homogeneous boundary conditions of the first kind: 

U(O, t) = u(l, t) = 0, t > 0. 

(3.6.3a) 

(3.6.3b) 

(3.6.3c) 

The solution follows immediately by superposition in terms of Green 's function 
GI of (3.6.2) in the form 

u(x, t) = l t 
d-c [li GI(X,~, t - -c)p(~, -C)d~]. (3.6.4) 

As in Section 3.5.2, we can use this result to also solve the homogeneous wave 
equation with homogeneous boundary conditions of the first kind but a nonzero 
initial condition. For example, note that 

is equivalent to 

Utt - Uxx = 0, 0:::: x :::: 1, 0:::: t, 

U(X, 0+) = 0, Ut(x, 0+) = h(x), 

u(O, t) = u(1, t) = 0, t > 0, 

Utt - Uxx = li(t)h(x), 0:::: x :::: 1, 0:::: t, 

u(x, 0-) = ut(x, 0-) = 0, 

u(O, t) = u(l, t) = 0, t > O. 

(3.6.5a) 

(3.6.5b) 

(3.6.5c) 

(3.6.6a) 

(3.6.6b) 

(3.6.6c) 

Therefore, using (3.6.4) with p = li(t)h(x), the solution can be written in the 
form 

(3.6.7) 

As in the case of the diffusion equation, we can derive a second representation 
of the solution using separation of variables. In fact (see Problem 3.6.2a), this is 
obtained in the form 

U(x, t) = l' h(~)K(x,~, t)d~, (3.6.8) 

where 

~ sinn1l't 
K(x,~, t) == ~ --[cosmr(x -~) - cosmr(x + ~)]. 

n=1 n1l' 
(3.6.9) 
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It is easy to show that for any fixed x and ~ , K is just the Fourier series in sin mr t 
of the odd periodic function of t defined by the rectangular pattern for G I in the 
xt-plane. 

A third representation of the solution of (3.6.5) may be derived using Laplace 
transforms (Problem 3.6.2b). Just as in the case ofthe diffusion equation (Problems 
1.5.4--1.5.5), when the inversion integral is approximated for s Large, it reduces to 
(3.6.7). 

In summary, we see that if we take account of all the sources that contribute to 
the value of u at a given time t, (3.6.7) is exact. The infinite series (3.6.9) converges 
to GI everywhere except at the discontinuities on the edges of the rectangles where 
GI changes value. Here the infinite series converges to one-half the value of the 
jump. Truncating the series (3.6.9) will result in an approximation that is valid for 
t Large, and the truncated series exactly satisfies the boundary conditions at x = ° 
andx = 1. 

The other possibility for a nonzero initial condition has 

Utt - Uxx = 0, o:s x :s 1, O:s t, 

U(X, 0+) = fex), u/(x,o+) = 0, 

u(O, t) = u(1, t) = 0, t > 0. 

(3.6.lOa) 

(3.6. lOb) 

(3.6.lOc) 

As in Section 3.5.2, we change variables to v(x, t) defined by (3.5.12), and note 
that v(x, t) obeys 

vtt - Vxx = 0, 

v(x, 0+) = 0, v/ex, 0+) = fex), 

v(O, t) = v(1, t) = 0, t > 0. 

(3.6.11a) 

(3.6.11b) 

(3.6.11c) 

Therefore, v(x, t) is defined by (3.6.7) with h = f, and u is given by VI; that is, 

11 aGI 
u(x, t) = f(~) - (x, ~,t)d~. (3.6.12) 

o at 
Since GI is aseries of Heaviside functions, the expressions in (3.6.7) and (3.6.12) 
may be developed further. One mayaiso derive these results by appropriate 
extensions of the initial data on the entire x-axis (Problem 3.6.3). 

3.6.3 Inhomogeneous Boundary Conditions 
Consider now the case where u(O, t) and u(1, t) are prescribed functions oftime. 
Wehave 

U tt - U xx = 0, 

u(x, 0+) = u/(x, 0+) = 0, 

u(O, t) = g(t), t > 0, 

u(1, t) = L(t), t > O. 

(3.6.13a) 

(3.6.13b) 

(3.6.13c) 

(3.6.13d) 
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We pick the simple linear (in x) transformation to a new dependent variable W (x, t) 
that satisfies zero boundary conditions at the endpoints: 

w(x, t) == u(x, t) + [g(t) -/(t)]x - g(t). 

If u(x, t) solves (3.6.13), then w(x, t) must satisfy 

Wrr - Wxx = (g - L)x - g == p(x, t), 

w(x,O) = [g(O) - I(O)]x - g(O) == fex), 

Wr(x, 0) = [k(O) - i(o)]x - k(O) == hex), 

w(O, t) = w(1, t) = 0, t > O. 

(3.6.14) 

(3.6.15a) 

(3.6.15b) 

(3.6.15c) 

(3.6.15d) 

Therefore, the solution for w(x, t) is obtained by combining (3.6.4), (3.6.7), and 
(3.6.12) for the expressions p, f, and h defined in (3.6.15a)-(3.6.15c). Having 
defined w, u foIlows from (3.6.14). 

3.6.4 Uniqueness 01 the General Initial- and 
Boundary-Value Prolern 01 the First Kind 

The most general initial- and boundary-value problem of the first kind on the unit 
interval combines (3.6.3), (3.6.5), (3.6.10), and (3.6.13), that is, 

Utt - Uxx = p(x, t), 0::::: x ::::: 1, 0::::: t, 

U(x,O) = fex), ur(x,O) = hex), 

u(O, t) = g(t), u(l, t) = l(t), t > O. 

(3.6. 16a) 

(3.6.16b) 

(3.6.16c) 

We shall now prove that (3.6.16) has a unique solution. As a preliminary step in the 
proof, we show that the "energy" associated with any solution of the homogeneous 
wave equation with homogeneous boundary conditions is constant. More precisely, 
let tP(x, t) denote any solution of 

(3.6.17a) 

satisfying the homogeneous boundary conditions 

tP(O, t) = tP(1, t) = 0, t > O. (3.6.17b) 

To calculate the total energy, we proceed as in dynamics and multiply (3.6.17a) by 
the "velocity" tPr and integrate with respect to x over 0 ::::: x ::::: I. This gives 

Ia 1 [tPrtPtt - tPxxtPr ]dx = O. (3.6.18) 

The first term in (3.6.18) can be written as 

(3.6.19a) 
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and is just the time rate of change of the kinetic energy. Integrating the second 
term in (3.6.18) by parts gives 

I 1
1 

I -1 <Ptl/Jxxdx = -<Pxl/Jt + 1l/Jxl/JxrdX . 
o 0 0 

But l/J(O, t) = l/J(1, t) = 0; therefore, l/Jt(O, t) = l/Jt(1, t) = 0, and we obtain 

11 11 d 11 l/J; - l/Jtl/Jxxdx = l/Jxl/Jxtdx = - -dx, 
o 0 dt 0 2 

(3.6.19b) 

which is just the time rate of change of the potential energy. 
Therefore, we have shown that along any solution l/J(x, t) of (3.6.17), the total 

energy, defined as 

(3.6.20) 

is actually a constant equal to its initial value. The corresponding result for a 
nonlinear wave equation is discussed in Problem 3.6.7. 

Now return to problem (3.6.16), and assume that there are two solutions, u I (x, t) 

andu2(X, t), which satisfy all theconditions (3.6.16). Denotel/J(x, t) == UI (x, t)­

U2(X, t). Clearly, l/J(x, t) satisfies (3.6.17); therefore, E = constant = E(O). But 
since l/J (x, 0) = l/Jt (x, 0) = 0, we also have E (0) = 0. Therefore, the integral in 
(3.6.20) vanishes. Now, the integrand in (3.6.20) is nonnegative, so we conclude 
that <Pt (x, t) == ° and l/JAx, t) == 0. This means that l/J(x, t) is a constant, and 
we may evaluate this constant at any (x, t), say (x, 0), where l/J = 0. Therefore, 
l/J(x, t) == 0, or UI = U2. 

Problems 

3.6.1a Calculate and sketch the remaining three Green's functions [in addition to 
(3.6.2)] for the wave equation on ° :s x :s 1. Denote, as in Problem 1.5.2, 

G2(X,~, t) : G2(0,~, t) = G2x(1,~, t) = 0, 

G 3(x, ~,t) : G3)0,~, t) = G3(1,~, t) = 0, 

G4(X,~, t) : G4.(0,~, t) = G4x(1,~, t) = 0. 

(3.6.21) 

(3.6.22) 

(3.6.23) 

b. Use G3 after transformation to homogeneous boundary conditions to solve 

Utt - Uxx = 0, O:s x :s 1, O:s t, 

U(x,O) = !(x), ut(x,O) = 0, 

uAO, t) = g(t), u(1, t) = I(t), t > 0. 

(3.6.24a) 

(3.6.24b) 

(3.6.24c) 

3.6.2a Use separation of variables to derive (3.6.8), and show that (3.6.9) is just 
the Fourier series of GI as defined by (3.6.2). 
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b. Solve (3.6.5) using Laplace transfonns with respect to time. For h = 1, 
show that if the inversion integral is approximated for s large, one obtains 
the same result as (3.6.7). 

3.6.3 Evaluate (3.6.12) for the case 

{ I +x 
!(x) = 2(1 - x) 

onO::::x::::1, 
on1:::: x ::::1. 

(3.6.25) 

Then show that the same result follows from (3.4.18) by extending the 
definition of ! (x) over the entire x -axis in a manner that is appropriate for 
the boundary conditions (3.6.10d). 

3.6.4 To what extent can we carry out the uniqueness proof of Section 3.6.4 to 
the case where u(x, t) obeys (3.6.16a}-(3.6.16b) and the following three 
possible pairs of inhomogeneous boundary conditions? 

uAO, t) = prescribed, uAl, t) = prescribed, 

uAO, t) = prescribed, u(1, t) = prescribed, 

u(O, t) = prescribed, uAl, t) = prescribed. 

(3.6.26) 

(3.6.27) 

(3.6.28) 

3.6.5 Consider shallow-water waves in a finite basin generated by an initial 
discontinuity of the surface height. The dimensionless problem for the 
perturbation quantities (see Section 3.2 and drop subscripts) is 

h, + U x = 0, u, + hx = 0, 0:::: x :::: 7f, 0:::: t. 

The initial conditions are 

u(x,O) = 0, 

h(x, 0) = {h
O
- = constant ifO:::: x < ~, 

if~<x::::7f. 

(3.6.29a) 

(3.6.29b) 

(3.6.29c) 

The boundary conditions are u(O, t) = u(7f, t) = ° for t > 0. Solve 
the wave equation for u using separation of variables and using Green 's 
functions. 

3.6.6 Consider shallow-water waves in a finite basin where the flow is initially 
at rest and the left wall is set in small-amplitude motion at t = 0. The 
dimensionless problem is govemed by (3.6.29a), with the initial condition 
u(x, 0) = h(x, 0) = ° and the boundary conditions 

u(O, t) = g(t), u(7f, t) = 0, t > o. (3.6.30) 

Homogenize the boundary conditions for the wave equation for u and solve 
the resulting problem using separation of variables. Specialize to the case 
g(t) = sin wt and exhibit the resonant growth of the amplitude of waves 
if w is an integer. 

3.6.7 Consider the nonlinear wave equation 

ut/ - Uxx + F(u) = 0, 0:::: x :::: 7f, 0:::: t, (3.6.31a) 
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whereFisagivenfunctionwithF(O) = O,F(-u) = -F(u),andF > 0 
if u > O. Tbe boundary conditions are 

u(O, t) = u(Ji, t) = 0, t > 0, (3.6.3Ib) 

and the initial conditions are 

u(x,O) = fex), Ur(X, O) = g(x). (3.6.3Ic) 

a. Multiply (3.6.3Ia) by Ur and integrate the result with respect to X over 
o ::: X ::: Ji to derive the energy integral 

1" [~(U; + u;) + G(U)] dx 

f"[1 2 1,2 ] = 10 2 g (X) + 2 f (X) + G(g(x» dx 

== E = constant, (3.6.32) 

where G(u) is the potential defined by dG /du = F(u). 
b. Assume a solution of (3.6.31) in the form of aseries of the eigenfunctions 

of the linear problem, that is, 
(Xl 

u(x,t) = Lqn(t)sinnx. (3.6.33) 
n=l 

Substituting the series into the wave equation (3.6.31 a), show that the qn (t) 
obey a system of coupled nonlinear oscillator equations of the form 

d 2qn 2 
dt 2 + n qn + Fn(ql, Q2, .•. ) = 0, n = 1,2, .... (3.6.34) 

Express the Fn in (3.6.34) as the Fourier coefficients of F, and show in 
particular that if F = u, then Fn = qn. What is Fn if F = u + w 2 and E 

is a constant? 

3.7 Effect of Lower-Derivative Tenns 

In many applications, the linearized wave equation that we derive in the limit of 
small disturbances involves terms proportional to u, ux , and Ur. It will be shown 
in Chapter 4 that 

Utt - Uxx + aux + bUt + cu = 0 (3.7.1) 

is a general form (see (4.1.17», where a, b, and c are functions of X and t. Here 
we restriet attention to the case where a, b, and c are constants. 

For example, with a = b = 0, c > 0, we could interpret(3. 7.1) as the equation 
of a vibrating string on an elastic support (see (3.1.15». With a = c = 0 and 
b > 0, (3.7.1) is the "telegraph equation," and U gives the voltage along an electric 
transmission line in appropriate dimensionless variables. More generally, consider 
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the oscillations of achain or cable suspended from one end in the vertical direction. 
Here, the equilibrium tension in the cable is due to its weight and increases linearly 
with height from the value zero at the free end. Thus, the basic wave equation for 
the transverse motion is 

(3.7.2) 

3.7.1 Transformation to D'Alembert Form; Removal of 
Lower-Derivative Terms 

We introduce the characteristic variables (see (3.5.23» 

~ == t + x, JL = -a == t - x 

and denote 

( ~-JL ~+JL) u(x,t) = U -2-' -2- == U(~,JL). 

We then calculate 

Ux = U~ - UI-" U, = U~ + UI-" 

U xx = U~~ - 2U~1-' + UI-'I-" UI/ = U~~ + 2U~1-' + UI-'W 

Therefore, after dividing by 4, (3.7.1) transforms to 

(b + a) (h - a) c 
U~I-' + 4 U~ + 4 UI-' + 4: U = O. 

(3.7.3a) 

(3.7.3b) 

(3.7.4a) 

(3.7.4b) 

(3.7.5) 

We can remove the terms depending on U ~ and U I-' by transforming the dependent 
variable U ~ W according to 

[ (b - a)~ (b + a)JL ] 
U(s, JL) == W(~, JL) exp - 4 - 4 . 

If U obeys (3.7.5), it is easily seen that W obeys 

W~I-' +).,W = 0, 

where )., is the constant 

a 2 - b2 + 4c 
).,= -----

16 

(3.7.6) 

(3.7.7a) 

(3.7.7b) 

Note that if)" =I 0, we no longer have the simple D' Alembert solution (3.4.4). 
However, the canonical form (3.7.7) is still easier to solve than the original equa­
tion, (3.7.1). In Chapter 4 we shall derive the equation corresponding to (3.7.5) 
when a, b, and c are functions of x and t (see 4.1.15). 

3.7.2 Fundamental Solution; Stability 
The fundamental solution of (3.7. 7a), with the proper source strength to correspond 
to a unit source 8(x)8(t) applied to the right-hand side of (3.7.1), can be derived 
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by similarity (Problem 3.7.1). Tbe result for)" > ° is 

W(~, /L) = { t Jo(2.j),,~ /L) if ~ > .0, /L > 0, ° otherwlse, 
(3.7.8a) 

where Jo is the Bessel function of the first kind of order zero. For)" < 0, we have 

W(~,/L) = {t/o(2.j-),,~IL) if~ > .O,IL > 0, ° otherwlse, 
(3.7.8b) 

where 10 is the modified Bessel function of the first kind of order zero. Having 
defined W, we obtain u from (3.7.3) and (3.7.6). Thus, if t < lxi, U = 0, and if 
t > lxi, we have 

U = { p(x, t)Jo(2..j)"(t2 - x 2») if)" > 0, 
p(x, t)/o(2..j-),,(t2 - x 2» iU < 0, 

(3.7.9a) 

where 

1 (ax -bt) p(x, t) = 2 exp 2 . (3.7.9b) 

Since)" = ° if a = b = c = ° and Jo(O) = 10(0) = 1, we recover the result 
in (3.4.6) for this special case. For arbitrary values of a, b, and c, the behavior of 
the solution in the far field (lxi and t large) depends on the behavior of Jo and 10 
and the relative importance of these compared with p (x, t). 

Using standard tables (for example, (9.2.1) and (9.7.1) of [3]), we find that for 
z real, 

Jo(z) = (:z Y/2 [cos (z - i) + O(Z-l)] asz ~ 00, (3.7.lOa) 

eZ 

lo(z) = (21l'Z)I/2 [1 + O(Z-l)] as z ~ 00. 

Consider first the limit t ~ 00, x fixed. We have 

2..j±),,(t2 - x2) = 2t../±i + O(r1). 

Therefore, in this limit we have 

(3.7. lOb) 

Jo(2..j),,(t2 - x2» = ~ cos (2t./i - ::.) + ... , (3.7.l1a) 
1l't./i 4 

10(2../-)"(t2 - x2) = 1 exp(2t.J=I) +.... (3.7.l1b) 
2J1l'tH 

Using (3.7.9a) we obtain the following behavior for u as t ~ 00, x fixed: 

u(x, t) = ~.j 1l' ;./i exp (ax ; bt) cos (2t./i - i) +... (3.7.12a) 

iU > O,and 
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u(x, t) = 1 [ax + (Jb2 - a2 - 4c - b) t ] 
exp + ... (3.7.12b) 

4retH 2 

if A < o. We also have the exact result 

1 (ax - bt) u(x, t) = 2 exp 2 in = o. (3.7.12c) 

Itfollows from (3.7.12a) and thedefinition (3.7.7b) of A thatfora2 _b2 -4c ::: 0, 
the fundamental solution is bounded if b ::: 0 and unbounded if b < O. For 
a2 - b2 + 4c < 0, (3.7.12b) implies that the fundamental solution is bounded 
if b - .Jb2 - a2 - 4c ::: 0 and unbounded if b - .Jb2 - a2 - 4c < O. In this 
latter case, because 0 ~ .Jb2 - a2 - 4c ~ b2• the fundamental solution is again 
bounded if b ::: 0 and unbounded if b < O. Thus, for fixed x. a necessary and 
sufficient condition for a bounded fundamental solution as t ~ 00 is to have 

b ::: O. (3.7.13) 

It is more meaningful to consider the behavior of the fundamental solution as 
both Ix I and t become large at the same rate, i.e., as t ~ 00 either along the 
IL = ILo = constant characteristics or the s = so = constant characteristics. To 
evaluate the first limit (s ~ 00, IL = ILo = constant), we set x = t - ILo in the 
fundamental solution and let t ~ 00. In the second limit (IL ~ 00, s = so = 
constant), we set x = so - t and let t ~ 00. 

Wenowhave 

2J ±A(t2 _ x2) = { 2) ±A(2ILot - ILÖ) if IL = ILo, 

2) ±A(2sot - ~J) if s = so 

= { (2~//~)(±AILotr/~2 + . . . as t ~ 00, IL = ILo. (3.7.14) 
(2 )(±ASOt) + . . . as t ~ 00, S = so 

and 

{ 
e-a;0 exp [ (a 2b)1 ] as t ~ 00, IL = ILo, 

p(x, t) = 
e";o exp [ - (a~b)l] as t ~ 00, ~ = so. 

(3.7.15) 

Using (3.7.14) in (3.7.10) shows that Jo decays like t- I / 4 , whereas 10 grows like 
t- I / 4 exp[23/2( -AILot) 1/2] or r l/4 exp[23/2( -ASOt)I/2]. Thus, the behavior of Jo 

or 10 does not contribute to the stability of the fundamental solution, because the 
linear exponential behavior in p dominates. We see from (3.7.15) that as t ~ 00, 

IL = f.Lo, the solution is bounded if (b - a) ::: 0 and unbounded if (b - a) < O. 
As t ~ 00, ~ = ~o, the solution is bounded if b + a ::: 0 and unbounded if 
b + a < O. These two conditions are equivalent to the necessary and sufficient 
condition 

(3.7.16) 
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for boundedness of the fundamental solution. 
In Seetion 4.2.3 we shall rederive this resuIt from the requirement that an initial 

discontinuity in Ux and Ur remain bounded. 
We must be on guard against using the linear problem for cases where the 

stability condition is violated. In such cases, either the physical modelleading to 
(3.7.1) is inaccurate, or the small disturbance assumption leading to (3.2.7) is not 
valid. 

3.7.3 Green's Functions; Initial- and Boundary-Value 
Problems 

Starting with the fundamental solution (3.7.9), we can proceed as in Sections 3.4-
3.6 to derive solutions on the infinite, semi-infinite, and bounded intervals. We 
shall not catalog the results here but merely point out that all statements regarding 
domains of validity, zones of influence, and so on are still true in the general 
case, since the disturbance due to a source at ~, i propagates along the straight 
characteristics x = ~ - (t - i) and x = ~ + (t - i), as before. The only 
difference in our formulas will be the more complicated expression (3.7.9) for the 
fundamental solution. Two specific examples are outlined in Problems 3.7.2 and 
3.7.3. In addition, since there is no loss of generality in setting a = b = 0, and 
c = 1 in (3.7.1) (see Problem 3.8.1), we will study this special case in detail in 
the next seetion. 

Problems 

3.7.1 Derive (3.7.8) using similarity. Be careful to show thatthe arbitrary constant 
that arises in solving (3.7.7) is ! by requiring the result to satisfy (3.7.1) 
with 8(x)8(t) on the right-hand side. 

3.7.2 Work out the results analogous to (3.4.12), (3.4.14), and (3.4.18) for the 
general one-dimensional wave equation (3.7.1) for the case A > O. Note 
that the fundamental solution may be written as the expression in (3.7.9) 
multiplied by [H(x + t) - H(x - t)). 

3.7.3 Consider the signaling problem for the telegraph equation: 

Urr - Uxx + Ur = 0, 0 :::: x, 0:::: t, 

u(x,O+) = ur(x, 0+) = 0, 

u(O, t) = g(t), t > o. 

(3.7.17a) 

(3.7.17b) 

(3.7.17c) 

a. Take Laplace transforrns with respect to t; then use the convolution theorem 
to derive the integral representation 

u(x, t) = e-x /2g(t - x) 

(3.7.18) 
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if t > x, and U = 0 if t < x, where I] is the modified Bessel function of 
the first kind of order one. 

b. Calculate Green 's function ofthe first kind analogous to (3.5.2) for this case; 
then follow the approach in Section 3.5.3 and derive a result analogous to 
(3.5.19). Show that this result reduces to the expression (3.7.18). Hint: 
Show that the Laplace transform of your result using Green 's function is 
the same as the Laplace transform of your result in (a). 

3.8 Dispersive Waves on -00 < x < 00 

If A, as defined in (3.7.7b), is positive, (3.7.1) may be transformed to the simple 
expression (see Problem 3.8.1) 

Utt - U xx + u = 0, (3.8.1) 

which we study in this section. 

3.8.1 Uniform Waves (Traveling Waves) 
Although we study the example of (3.8.1), many of the ideas discussed in this 
section apply to more general, possibly nonlinear, equations. For a given partial 
differential equation in x and t, uniform waves are bounded solutions of the form 

U == U«(), () == kx - w(k)t, (3.8.2) 

for a given constant k. At this stage, the two functions U of (), and w of k, have not 
been specified. Geometrically, such a solution represents the uniform translation 
of the initial shape U = U (kx) to the right (if w > 0). Since () is a linear 
function of x and t, the translation speed c(k), which is called the phase speed, 
remains constant and represents the speed with which each phase of the "wave" 
U moves. As all points on U move with the same constant speed, we have a 
"uniform wave" in the sense that the initial waveform is not distorted as it travels 
(see Figure 3.27). To calculate the value of c(k), consider a fixed phase A on the 
wave. Suppose that this phase corresponds to U = Uo at x = Xo and t = 0; 
that is, Uo == U(kxo). A short time t:.t later, the wave shape is defined by u = 
U (kx - w (k) t:.t). Assume that the phase A has now moved to the point xo + t:.x. 
Therefore, Uo = U(kxo + kt:.x - w(k)t:.t) = U(kxo). This means that we must 
have kt:.x - w(k)t:.t = 0; that is, the phase speed is 

. t:.x w(k) 
c(k) == hm - = --. 

L1HO t:.t k 
(3.8.3) 

If a wave equation--or, for that matter, any partial differential equation in the 
two variables (x, t)-admits a uniform wave solution, substitution ofthe form of 
solution (3.8.2) into the goveming partial differential equation defines U and w 
(see Problems 3.8.3-3.8.6 for other examples). In our case, substitution of (3.8.2) 
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u 

u = U(kx) A A u = U(kx - w ~t) 

________________ ~L_ ______ _L ____________ ~x 

xo 

FIGURE 3.27. Translation of a unifonn wave at time 6.t 

into (3.8.1) gives 

(3.8.4) 

Thus, bounded solutions of the form (3.8.2) are possible on the infinite interval 
only if o} - k2 > 0, say o} - k2 == A 2 , in which case U has the form 

. (kx ~ .Jk2 + A2t ) U = asm + ß . 
A 

(3.8.5a) 

Here a and ß are arbitrary constants defining the amplitude and phase shift. Since k 
and A can be chosen arbitrarily and U depends only on the ratio k/A, it is convenient 
to normalize the preceding result by setting A = 1. Thus, 

U = a sin(kx ~ R+1t + ß). (3.8.5b) 

The resulting relations for w(k) and eCk) are 

w(k) = ±(k2 + 1)1/2, 

w(k) ±(1 + k 2)1/2 
eCk) = -k- = k 

(3.8.6a) 

(3.8.6b) 

The relation (3.8.6a) defining w(k) is called the dispersion relation, and solutions 
ofthe form (3.8.5) are called dispersive waves for reasons we shall discuss later on. 
Observe that ifwe apply the preceding ideas to the wave equation Utt - uxx = 0, 
the result corresponding to (3.8.4) will be (w2 - k 2)U" = O. Setting U" = 0 gives 
only unbounded solutions (or triviaIones, U = constant). Therefore, we must take 
w = ±k. In this case, U is arbitrary, and we recover the D' Alembert form (3.4.4). 
The phase speed is ±1, independent of k; such a wave is called nondispersive. 

Another important property of the uniform dispersive wave (3.8.5) is that is is 
periodic. In particular, given the wave number k, the wave defined by (3.8.5b) is 
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periodic in x and t. Thus, for any fixed time to, u is a peirodic function of x. This 
period, called the wavelength, is L == 21r / k. Conversely, for a fixed x = Xo, U is 
a periodic function oftime, and this peirod is T == 21r / (1 + k2) 1/2. 

It is not necessary that a uniform wave be periodic. A very important class of 
uniform waves that arise in nonlinear problems are the so-called solitary waves 
described by functions U that tend to zero as 101 --* 00. An example is outlined in 
Problem 3.8.4. Uniform waves also arise in nonlinear diffusion equations as out­
lined for a simple example in Problem 3.8.6. An important feature of the present 
linear problem is the absence of any amplitude dependence in the dispersion re­
lation. This is no longer true for nonlinear waves; for example, see pp. 486--489 
of [42] for a discussion of the non linear counterpart of (3.8.1). See also Problem 
3.8.5. 

Note that (3.8.5) is an exact solution of (3.8.1) for the special initial conditions 

u(x, 0) = a sin(kx + ß), 

ur(x,O) = -(1 + k2 )1/2a cos(kx + ß)· 

(3.8.7a) 

(3.8.7b) 

It is important to keep in mind that for a given sinusoidal initial "deflection" 
(3.8.7a), we must also specify a particular initial "velocity" (3.8.7b) to produce 
the uniform wave (3.8.5) propagating to the right. 

Because of linearity, we can add any number of such waves to obtain a "discrete 
wave train" propagating to the right: 

N 

u(x, t) = Lai sin(kix - J 1 + k;t + ßi), (3.8.8) 
i=l 

which also solves (3.8.1). Corresponding solutions for waves propagating to the 
left can also be added, and linearity ensures that these waves do not interact. Thus, 
if each term in the preceding series solves (3.8.1), the sum is also a solution. The 
corresponding statement is not true for uniform periodic waves associated with a 
nonlinear problem. 

It is now natural to ask what role, if any, the uniform periodic waves play in the 
solution of a general initial-value problem. 

3.8.2 General Initial-Value Problem 
We shall show here that the waves (3.8.5b) are the fundamental building blocks 
in constructing the general solution of (3.8.1). Consider the wave equation for the 
general initial conditions 

u(x,o+) = f(x), ur(x,O+) = h(x), (3.8.9) 

on the infinite x-axis. Using Fourier transforms, we calculate the solution in the 
form 

u(x, t) = -- f(k) - i e-' x,r, 1 100 
{[- h(k)] °0+( k) 

2$ -00 (l + k2)1/2 
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+ [/(k) + i h(k) ] e-ifr(X,I,k)} dk (3.8.10a) 
(1 + k2)1/2 ' 

where 1 and h are the Fourier transforms of f(x) and h(x), respectively (see 
(A.2.23)), 

I(k) = ~1°O f(x)eikxdx = 11 (k) + iI2(k), 
",2rr -00 

h(k) = ~1°O g(x)eikxdx = h l (k) + ih2(k), 
",2rr -00 

and we have introduced the notation 

e+ = kx - .J1+k2t, e- = kx + .J1+k2t. 

(3.8. tOb) 

(3.8.1Oc) 

(3.8.1Od) 

Recognizing that /1' h l are even in k, that 12' h2 are odd in k, and that 
e+(x, t, -k) = -e-(x, t, k), we verify that the imaginary part of (3.8.1Oa) is 
zero, and we may express the solution in the form 

u(x, t) = i: a+(k) sin[e+(x, t, k) + ß+(k)]dk 

+ i: a-(k) sin[e-(x, t, k) + P-(k)]dk, (3.8.11) 

where 

Hf. + - r [ - T' 1 h2 -
(1 +h;2) 1/2 ] , 

a+(k) =--
(1 + k2)1/2 + fz-2..tii 

Hf. - - r [ - TI' 1 h2 . 
(1 +h;2)1/2 ] , a-(k) = ..tii (1 + k2)1/2 + 12 + 2 2rr 

P-(k) =tan- I (1 + h) fl - h2 • [ 
2 1/2- -] 

(1 + k2)1/2 f2 + h l 

The form (3.8.11) of the solution has the fo11owing simple interpretation. For 
a fixed value of k, the first integrand in (3.8.11) consists of a rightgoing uniform 
wave of the type (3.8.5b), and the second integrand is its leftgoing counterpart. 
The amplitudes a+, a- and phase shifts p+, P- are given functions of k as defined 
above. The solution (3.8.11a), expressed as an integral over a11 k, is thus a contin­
uous superposition of a11 these uniform waves. This superposition is continuous, 
in contrast to the discrete superposition in (3.8.8), where the k i take on distinct 
values. 
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For the special case of the fundamental solution of (3.8.1), we have f (x) = 0, 
hex) = 8(x), and (3.8.IOa) reduces to 

U(x, t) = 
1 100 e-U}+ - e-iO -

- dk 
41l i -00 .Jf+k2 
1 100 1 = - .Jf+k2 [sin (r - sin O+]dk. 

41l -00 1 + k2 

This integral can be evaluated exactly to give 

u(x, t) = {J 10(./t2 - x 2) ift > lxi, 
ift < lxi, 

(3.8.12a) 

(3.8.12b) 

in agreement with the result (3.7.9) for A > 0 calculated by similarity, since for 
a = b = 0 and c = 1, (3.7.7b) gives A = ~. 

3.8.3 Group Speed 
In contrast to the special case (3.8.8) of discrete waves, the general initial-value 
problem involves a continuous superposition of waves with all values of k as 
described in (3.8.10) or (3.8.12). This type of superposition involves an interesting 
kinematie behavior, whieh we now study in some detail. 

To fix ideas, consider the behavior of the rightgoing wave packet consisting of 
the sum ofthe uniform wave with wave number ko: 

ü+(x, t, ko) == a+(ko) sin[kox - w(ko)t + ß+(ko)), 

and its neighbor having wave number ko + 6.k: 

ü+(x, t, ko + 6.k) = [a+(ko) + o (6.k)] sin{kox - w(ko)t 

(3.8.13a) 

+ ß+(ko) + 6.k[x - v(ko)t + y+(ko)]} + O(6.k2), (3.8.14a) 

where 

dw k ~+ 
v(k) == dk = .Jf+k2' y+(k) = dk . (3.8.14b) 

Thus, denoting the wave packet (normalized by dividing by a+(ko) by u, Le., 

_ 1 + _+ 
u(x, t, ko• 6.k) = a+(ko) Lu (x, t, ko) + U (x, t, ko + 6.k)), (3.8.15) 

and using the trigonometrie identity for the sum of two sines, we obtain 

u(x, t, ko, 6.k) = 2cos { ~k [x - v(ko)t + Y+(ko)]} 

x sin{ko[x - c(ko)t] + ß+(ko)} + O(6.k). (3.8.16) 

Since each of the two terms on the right-hand side of (3.8.15) is an exact solution 
of (3.8.1), the sum given in (3.8.16) is also an exact solution. The form of(3.8.16) 
exhibits the familiar phenomenon of beats, wherein the short wave defined by 



220 3. The Wave Equation 

sin{ko[x - c(ko)t] + ß+(ko)} has an amplitude 2 cos{ ~k [x - v(ko)t + y+(ko)]}, 
which modulates the oscillations over the long wavelength 2rr / ök. 

Figure 3.28 illustrates the behavior in (3.8.16) (with y+ = 0) for a fixed time t 
over one wave length of the amplitude modulation, and the result may be extended 
over all x by periodicity. In the limit ök -+ dk, we refer to the result in (3.8.16) 
as the packet 0/ waves in the interval ko S k S ko + dk of wave space. 

If we evaluate the result (3.8.16) at time t + ö.t, we see that the portion of the 
packet contained in the x-interval, 

rr + rr + 
Xl (t) == - ök + vt + y ::: x::: ök + vt + Y == X2(t), (3.8.17) 

will have translated unchanged to the right a distance v Öt if we neglect terms in 
u having amplitude equal to O(Öt). Thus, the packet of waves contained in the 
envelope ±2 cos(ök/2)(x - vt + y+) moves with the speed v(ko) ofthe envelope, 
and this is called the group speed of the waves with wave number ko. 

In addition to this kinematic description of the group speed, we can, in this 
example, derive a dynamical description based on the propagation of the average 
energy contained in the packet. Because of periodicity, we need consider only the 
solution in the interval Xl (t) ::: X s X2(t). 

As discussed in Section 3.6.4 and Problem 3.6.7, the wave equation 

utt - Uxx + F(u) = 0 (3.8.18) 

has the energyconservation law E(t) = constant, where 

E(t) == - (u; + u; + 2G(u))dx, 1 l x2 

2 x, 
(3.8.19) 

u 

2 cos ~k (x - vi) 

2 ---------- l, 

~-------------2~/~k-------------~ 

FIGURE 3.28. Wave packet (3.8.16) 
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and dGjdu == F(u), as long as XI and X2 arefixed points at which the solution 
01(3.8.18) vanishes. 

In the case ofthe solution (3.8.16), U(XI (t), t) = U(X2(t), t) = 0, but the points 
XI and X2 move uniformly to the right with the group speed v(ko). What happens 
to E(t) as defined by (3.8.19) in this case? We shall show next that E(t) is still 
constant. 

Wehave 

where XI (t) and X2(t) are defined in (3.8.17). 
Differentiating (3.8.20) and noting that XI = X2 = v gives 

dE l X2(') 
= (u1UI/ + UXUX1 + uul)dx 

dt X,(I) 

v [2( ) 2( ) 2( )]X=X2(t) + 2 U1 x, t + Ux x, t + U x, t X=X,(I)' 

Integrating the second tenn inside the integral by parts shows that 

l X2(') IX=X2(t) l X2(') 
uxux,dx = UXU1 - u,uxxdx. 

x, (I) x=x, (I) x, (I) 

Therefore, (3.8.21) is equal to 

dE 
[ ]

X=X2(t) 
v 2 2 2 d = 2(u, +ux +u)+uxU, , 

t X=X,(I) 

(3.8.20) 

(3.8.21) 

(3.8.22) 

because what remains in the integrand is identically equal to zero, since U satisfies 
(3.8.1). 

To facilitate the evaluation ofthe right-hand side of (3.8.22) at the two endpoints, 
let us write U in the form 

U(X, t) = 2 cos q,(x, t) sin y,(x, t) + O(hk), 

where (cf. (3.8.16» 

ll.k 
q,(x, t) = 2 (X - vt + y+), 

y,(x, t) = ko(x - ct) + ß+. 

(3.8.23) 

(3.8.24a) 

(3.8.24b) 

Since cos q,(XI (t), t) = cos q,(X2(t), t) = 0, the only tenns that contribute to 
(3.8.22) are 

dE IX2 Tl = [2v(q,; + q,;) + 4<f>xq,11 sin2 q, sin2 y, x, = o (ll.k) , (3.8.25) 

because q,1 = -vll.kj2 and q,x = ll.kj2. Therefore, since the expression (3.8.23) 
for U is correct to O(ll.k), we conclude that dE jdt = 0 correct to O(ll.k) also. 
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The preceding calculation indicates that as the packet of waves ko :::; k :::; ko + d k 
moves to the right, the average energy in this packet remains constant. 

3.8.4 Dispersion 
Next, we consider the behavior of solutions of (3.8.1) for large times. The case of 
a sum of discrete waves is not interesting because each wave in the sum evolves 
unchanged from the point of view of an observer moving with the phase speed of 
that wave. So, we turn our attention to a resuit involving a continuous superposition, 
as given in general by (3.8.10). 

This resuit may be analyzed asymptotically for t --+ 00, r == x / t fixed, using 
the method of stationary phase (for example, see pp. 272-275 of [8]). It is equally 
instructive and more transparent to examine the resuit (3 .8.12b) for the fundamental 
solution, since this is given explicitly in tenns of Jo. 

We see, in fact, that result (3.8.12b) may be interpreted as the continuous super­
position of the right and left propagating waves of all wave numbers, as defined 
in (3.8.12a). This latter messy expression eventually sorts itself out to give the 
asymptotic fonn [see (3.7.lOa)] 

_ 1 [2 2 1/2 Jr ] 
U - [2Jr(t 2 _ X 2 )1/2]l/2 cos (t - x) - 4" + .... 

Notice that this result is not valid near the wave front t ~ lxi. 
A little algebra shows that (3.8.26a) can also be written in the fonn 

u(x, t) = - [2m(1 _lr2 )1/2]1/2 sin [KX - Qt - ~ ] + ... , 

where 
r x 

K(r) == r == 0 :::; r < I, 
(l - r 2)1/2 ' t 

Q(K) == [1 + K 2]1/2 = I 
(1 - r2)1/2 

(3.8.26a) 

(3.8.26b) 

(3.8.27a) 

(3.8.27b) 

Thus, for a fixed r, (3.8.26b) describes a uniform wave with constant wave 
number K, frequency Q, and phase shift -Jr / 4. The amplitude, which is given 
by the factor multiplying the sine function, decays like r l / 2, and this feature 
is consistent with energy conservation. We can interpret the preceding behavior 
geometrically and say that an observer moving at the constant speed v = r sees 
only a wave ofone wavenumber, K(r). In fact, v is the groupspeedofthe K-wave 
because 

dQ 

dK 
(3.8.28) 

We could also interpret the result (3.8.26b) to mean that for t large, wave numbers 
and frequencies are locally propagated with the associated group speed. 

Dispersion refers to the fact that eventually waves of different wave numbers 
separate (disperse) as they propagate with their group velocity. 
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r = r\ = constant r = r2 = constant r = I 

o 

L-__________________________________________________ ~x 

FIGURE 3.29. Dispersion for t ~ 00 

We also note that at large times, a stationary observer sees progressively longer 
waves arriving from the left, whereas the observer moving with speed r and fo­
cusing on a given phase sees this phase moving slowly to the right (since the local 
phase speed c(K) is larger than r in this example). 

The reason we claim that K, and hence Q and c, change slowly with x, is that 
for a large fixed t, we have 

ac ac aK aQ aQ aK 
ax = aK ih; ax = aK ih' ... 

Now a K / ax is small if t ~ 00 with r fixed because 

aK 
ax = 

1 -1 
-(1-_-r72)-::-3j-:::-2 = 0 (t ). (3.8.29) 

Therefore, Cx and Qx are 0 (r 1) as t ~ 00 with r fixed; that is, they vary slowly 
with x. Figure 3.29 illustrates these features for the present example. 

In concluding this section, we reiterate that the preceding ideas are not restricted 
to the linear wave equation (3.8.1);. they apply to a variety of other linear and 
nonlinear partial differential equations. The reader is referred to Chapter 11 of [42] 
for a discussion of general linear dispersive waves. Selected nonlinear dispersive 
wave problems are also analyzed there. 
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Problems 

3.8.1a. Show that the transformation u -+ W, x -+ X, t -+ t defined by 

_ (bt -ax ) (x t) 
w(x, t) = exp 4.J).. U 2.J)..' 2.J).. (3.8.30) 

takes (3.7.1) to wii- W:x:x + W = 0 for A > O. 
b. Consider (3.7.1) with a, b, and e as functions of x and t. Show that a 

necessary and sufficient condition to be able to transform (3.7.1) in this 
case to the form Wtt - Wxx + A(X, t)w = 0 is 

(3.8.31) 

Calculate A(X, t) and r(x, t) in the transformation u = w(x, t)r(x, t). 
3.8.2 Considerthe following initial-value problem for (3.8.1) with periodic initial 

data 

U lt - U xx + e2u = 0, -00 < x < 00, 0 ::: t, (3.8.32a) 

00 

u(x,O) = f(x) = L fn cosnx, ul(x,O) = 0, (3.8.32b) 
n=O 

where e is a constant and the Fourier coefficients fn are given by the 
standard formula. 

a. Show that the solution has the following Fourier series: 

00 

u(x, t) = L fn cos.J n2 + e2t cos nx. (3.8.33) 
n=O 

b. Use the fundamental solution (3.7.9) to derive the following integral 
representation of the solution: 

1 1 
u(x, t) = 2 f(x + t) + 2 f(x - t) 

1 l x+1 a + - f(~) - [Jo(cJt2 - (x - ~)2)] d~. 
2 X-I at (3.8.34) 

c. Prove the identity 

(cosJ n2 + c2t - cos nt) cos nx 

= - (cos n~) - Jo(eJt2 - (x - ~)2 d~ 1 l x +1 a [ ] 
2 x-I at (3.8.35) 

to show that the results (3.8.33) and (3.8.34) agree. 
3.8.3 In appropriate dimensionless variables, the equation describing the 

transverse motion of a beam on an elastic support is 

Uxxxx + Utt + U = O. (3.8.36) 
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a. Assume a uniform wave solution of the form (3.8.2) on -00 < x < 00 

and show that U is bounded only if cu4 - 4e > O. Denote 

(3.8.37) 

and show that U is a linear combination of the four periodic uniform waves 

U(fJ) = a{ sin(fJt + ßt) + a 1 sin(fJ\ + ß\) 
+ at sin(fJi + ßt) + ai sin(fJi + ßi), (3.8.38) 

where at, ß~ are arbitrary constants and 

fJi± = Ai(kx =f cut), i = 1,2, (3.8.39a) 

b. Denote KI = Alk, K2 = A2k and show that 

fJi± = KiX =f /1 + Kit, i = 1,2. (3.8.40) 

c. Solve the general initial-value problem for (3.8.36) on -00 < x < 00 

with 

u(X,O) = !(x), u,(x,O) = g(x) (3.8.41) 

using Fourier transforms, in the form (see (3.8.10a» 

u(x, t) = _1_100 {(7 - i g ) e-i (kx-,JI+k4,) 

2$ -00 ,J 1 + k 4 

+ (7 + i g ) e-i (kx+,JI+k 4,)} dk, 
v'f+k4 

(3.8.42) 

where 7 and garethe Fourier transforms of! and g, respectively. Thus, the 
general solution (3.8.42) is a continuous superposition ofuniform periodic 
waves (3.8.38). 

3.8.4 Consider the Korteweg-de Vries equation 

3 82 

U, + (1 + 2"U)Ux + "6Uxxx = 0, (3.8.43) 

where ~ is a constant. 
a. For the linearized problem (ignoring the uUx term), derive the following 

periodic uniform wave solution 

u(x, t) = a sin [kx - k (1 - ~ k2) t + ß] + C, (3.8.44) 

where a, ß, and c are arbitrary constants. 
b. U se Fourier transforms to derive the integral representation of the solution 

of the linearized equation for the initial condition U (x. 0) = ! (x ). Show 
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that your result corresponds to a continuous superposition of the uniform 
periodic waves (3.8.44). Specialize your result to the case fex) = 8(x) 
and express this integral in terms ofthe Airy function (see (10.4.32) of [3]). 
U se the asymptotic behavior for the Airy function (see (10.4.59)-( 1 0.4.60) 
of [3]) to study the solution as t -+ 00. 

c. Now consider the fuB equation (3.8.43). Set W = U + ~ and ca1culate a 
solitary uniform wave solution for w. A solitary wave has wand W x equal 
to zero at x ±oo and all t. Express this solitary wave solution in the 
form 

W = Wo W(kx - w(k)t), (3.8.45) 

where Wo is a constant chosen such that the maximum value of W equals 
1. Show that 

2 [v'3illo ( wo)] w = Wo sech ~ x - 2 t , (3.8.46) 

where Wo = 4k282/3. Thus, the phase speed equals wo/2. Expressing the 
phase speed in terms of k gives eCk) = 2k282/3, and the dispersion relation 
is w(k) = 2k382/3. Thus, the group speed is (dw/dk) = 2k282• 

For a discussion of the periodic uniform wave solutions of (3.8.43), the 
reader is referred of Section 2.3 of [14]. 

3.8.5 Consider the nonlinear wave equation 

UII - U xx + U + EU 3 = 0, (3.8.47) 

where E is a positive constant. 
a. Show that the assumption of a uniform wave, as in (3.8.2), leads to the 

nonlinear problem for U 

(w2 - e)U" + U + EU3 = 0, (3.8.48) 

which has periodic solutions for w2 - k 2 > 0 defined by the Jacobian 
elliptic function sn. See Section 4.1.1 of [26], and Seetion 16 of [3]. 

b. To ca1culate the dispersion relation, note that (3.8.48) implies the energy 
conservation equation 

U r2 U 2 U4 
(w2 - k2) - + - + E - = E = constant. 

2 2 4 
(3.8.49) 

Therefore, periodic solutions in () correspond to closed curves in the (U, U ' ) 
phase-plane far any given E > O. If we normalize the period in (J to be 2rr 
and indicate the closed contour for E = constant by C, we have 

(w2 _ k2)1/2 j dU = 2rr, 
'fc [2E - U2 - EU4/2f/2 

(3.8.50) 

where the proper sign for the square root must be used, depending on 
where the integration occurs. Show that far E -+ 0, (3.8.50) reduces to the 
dispersion relation (3.8.6a). 
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For E i= 0, (3.8.50) gives a relation linking w, k, and E. Thus, in general, 

w = w(k, E; E), (3.8.51) 

and it is only in the limit E -+ 0 that the dispersion relation is independent 
of E (or the amplitude a). 

c. For 0 < E « 1, show that the dispersion relation becomes 

w(k E' E) = (1 + k2)1/2 [1 + 3E E + O(E2)] . 
, , 4(1 + k2) 

(3.8.52) 

3.8.6 Fisher's equation is the following nonlinear reaction-diffusion equation: 

Ut - Uxx - u(1 - u) = O. 

a. Assurne a uniform wave solution in the form 

U(x, t) == U(n, { == x - ct, 

(3.8.53) 

(3.8.54) 

where c is a positive constant, and derive the ordinary differential equation 
for U({). 

b. Study the differential equation for U in the phase plane (U, U'). Locate 
and identify the nature of the singular points. How does the behavior of the 
solution depend on c near these singular points? 

c. U se the results in (b) to show that there exists a solution U (n satisfying 

U(-oo) = 1, U(oo) = O. (3.8.55) 

Sketch this uniform solution in the (U, n-plane for representative values 
of c. 

3.9 The Three-Dimensional Wave Equation; Acoustics 

In Section 3.3.6 we showed that the velocity potential in the three-dimensional ftow 
due to small disturbances in an initially ambient, inviscid, non-heat-conducting gas 
obeys the dimensionless wave equation 

(3.9.1) 

to leading order, where we have omitted the overbar for simplicity (see (3.3.50)). 
Recall that the velocity u is given by [see (3.3.40)] 

u = gradifJ, (3.9.2) 

and the density perturbation p measured from its ambient value is related to ifJt 
according to (see (3.3.45)) 

(3.9.3) 

Equation (3.3.36) then implies that the pressure perturbation pis given by 

(3.9.4) 
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Thus, knowing 4J defines a11 pertinent flow quantities to leading order. 

3.9.1 Fundamental Solution 
The fundamental solution satisfies 

/).4J - 4J1t = 8(x)8(y)8(z)8(t) (3.9.5a) 

in the infinite domain with zero initial conditions 

4J(x, y, z, 0-) = 4Jt(x, y, z, 0-) = O. (3.9.5b) 

For the interpretation of (3.9.5a) as the velocity potential in acoustics, the right­
hand side represents a positive unit source of mass, beeause to leading order, mass 
eonservation with a unit souree at the origin and t = 0 is given by (see (3.3.48» 

Pt + /).4J = 8(x)8(y)8(z)8(t). (3.9.6) 

When the leading tenn in (3.3.47) is used to eliminate Pt> (3.9.6) gives (3.9.5a). 
Since the disturbanee is spherieally symmetrie in space, 4J depends only on the 

radial distance r from the origin and the time t, and we need eonsider only 

where 83(r) is the three-dimensional delta function defined in (1.6.9b). 

(3.9.7a) 

(3.9.7b) 

Consider (3.9.7a) with zero right-hand side, whieh ean be written in the fonn 

(r4J)rr - (r4J)u = O. 

Therefore, r4J has the general D' Alembert fonn [see (3.4.4)] 

r4J = v(t - r) + w(t + r), 

(3.9.8) 

(3.9.9) 

where v and w are arbitrary functions of their respeetive arguments. Since w 
represents an incoming disturbanee, it is not appropriate for the case of (3.9.7), 
and we diseard it. (In a homogeneous unbounded domain, there is no mechanism 
for generating refleeted disturbances traveling toward the origin when a souree is 
tumed on at the origin.) 

Thus, 4J is in the fonn 

v(t - r) 
4J(r, t) = . (3.9.10) 

r 

To detennine v, we integrate (3.9.7a) over the interior ofa sphere ofradius E « 1 
eentered at the origin. This gives 

fff[/).4J - 4Ju]dV = 8(/), (3.9.11) 

G, 
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where Gl denotes the interiorofthe E-sphere. Using Gauss' theorem [as in (2.3.7)] 
to express the volume integral of Öof/J in terms of f/J, on the boundary gives 

III Öof/JdV = II f/J,dA = IA -v(t r~ r) - v'(t r- r) ] dA, 

G, r, r, 

where r l is the surface and dA is the element of area of the E -sphere. In the limit 
E -+ 0, the first term of the surface integral will contribute and the second term 
will not because dA = O(E2). Using spherical polar coordinates (0 = colatitude, 
1/1 = longitude) we obtain 

lim ({I Öof/JdV = -lim r rn: v(t -E)sinOdOd1/l = -41fv(t). l-+O J J J l-+O Jo=o J'/I=o 
G, 

Also, 

lim {{ {f/Jl/dV = a2
2 lim {{ ( f/JdV = O. l-+OJJ)' at l-+OJJJ 

G, G, 

Therefore, (3.9.11) reduces to -41l'v(t) = eS(t), or v(t) = -eS (t)/41l' , and the 
solution of (3.9.7) is 

is 

I eS(t - r) 
f/J(r, t) = - - . 

41l' r 

More generally, the solution of 

Öof/J - f/JI/ = eS(x - ~)eS(y - l1)eS(z - {)eS(t - 'l'), 

f/J(x, y, z, 'l'-) = f/J,(x, y, z, 'l'-) = 0, 

1 eS(t - 'l' - rpQ) 
F(x -~, Y - 11, z - {, t - 'l') == - -4 ' 

1l' rpQ 

where P = (x, y, z), Q = (~, 1/, {), and 

r~Q = (x - ~)2 + (y - 11)2 + (z - 0 2 • 

(3.9.12) 

(3.9.13a) 

(3.9.13b) 

(3.9.14) 

(3.9.15) 

It is instructive to interpret the result in (3.9.12) in terms of the pressure distur­
bance jJ = -yf/J, = yeS'(t - r)/41l'r, which results form turning on a unit mass 
source at the origin for an instant at time t = O. If we regard eS'(s) qualitatively 
as the function sketched at the top of Figure 3.30, an observer at the fixed point 
r = ro > 0 receives the press ure signal indicated in the lower figure as a function 
of time. Thus, the pressure disturbance remains zero up until time t = ro, when 
the disturbance emitted at the origin and t = 0 arrives. This disturbance is quali­
tatively a rapid rise in the pressure, followed by a rapid drop, followed by areturn 
to a null value. This so-called N -wave is typical of acoustic disturbances (see Sec. 
3.9.4i) as weIl as more energetic disturbances such as sonic booms or explosions. 
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5'(s) 

----------~--~~--,_--------~s 

FIGURE 3.30. Pressure disturbance as a function of time 

3.9.2 Arbitrary Source Distribution 
Consider the problem 

ßcfJ - cfJtt = S(x, y, z, t), 

cfJ == 0, S == 0 if t < 0, 

(3.9.16a) 

(3.9.16b) 

which in acoustics corresponds to a prescribed spatial and temporal distribution 
of mass sources of strength S tumed on at t = O. Using the expression (3.9.14) 
for the fundamental solution and superposition, we have 

1 11 /001.1 8(t - r - rpQ) cfJ(x,y,z,t)=-- dr S(~,TJ,~,r) d~dTJd~. 
4rr r=O rpQ -00 

(3.9.17) 
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Changing variables from T to a == t - T - rpQ and performing the T(a) 
integration first gives 

t/J(x, y, Z, t) = - 4~ III S(~, '1, ;:: - rpQ) d~ d'1 d~. (3.9.18) 

rpQ~t 

Note that for a fixed P = (x, y, Z) and a fixed t, the integration variables 
Q = (~, '1, n range only over the interior of the sphere rpQ = t centered at 
P. This result is called the retarded potential because of the delay effect in the 
time dependence in S. 

As a special case, let 

S = 8(x)8(y)8(z)f(t), (3.9.19) 

corresponding to a point source at the origin having a time-varying strength f. 
This is an idealization in acoustics of a point source of sound, such as a speaker at 
the origin. Using (3.9.19) for S in (3.9.18) and performing the integrations gives 

1 f(t - r) 
t/J(x, y, z, t) = - -4 ' (3.9.20) 

17: r 

where r2 = x2 + y2 + Z2. Thus, the given signal is received a distance r away 
from the source in a form that is undistorted, f(t) ~ f(t - r); rather, it is merely 
attenuated like r -I . In particular, the pressure disturbance created by the source at 
r = 0 arrives undistorted but weaker some distance away. Thus, the receiver (ear) 
has a relatively simple task of interpreting the signal, all of which is fortunate for uso 
Mathematically, this feature is a consequence of the presence of the delta function 
in the fundamental solution, which ensures that a given disturbance propagates 
along a distinct front corresponding to the vanishing of the argument of the delta 
function. 

This situation is no longer true in two dimensions. Consider, for example, the 
signal due to a two-dimensional point source at x = y = O. This is just a Une 
source of variable strength f(t) along the z-axis in three dimensions, i.e., 

S = 8(x)8(y)f(t). (3.9.21) 

In this case (3.9.18) reduces to (Problem 3.9.1a) 

1 11-' f(T)dT 
t/J(x, y, t) = - - , 

217: 0 ./(t - T)2 - r 2 
(3.9.22) 

where r2 = x 2 + y2. Thus, an "integrated" version of the signal arrives at the 
observer location r, and this is physically obvious, since each point on the z-axis 
(and its mirror image along -z) is at a different distance from the observer, as 
shown in Figure 3.31. Hence, signals that arrive at r = ro at a given time t = to 
were broadcast at different times. In particular, at the time t = to, the disturbance 
that arrives at P is made up of the signal sent from 0 at time t = to - ro, the signal 
sent from A and A' at t = to - rl, the signals sent from B and B' at t = to - r2, 
and so on. 
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FIGURE 3.31. Geometry for a two-dimensional source 

As a further specialization of (3.9.22), set J(t) = 8(t), whieh gives the 
fundamental solution for the two-dimensional wave equation as 

1 H(t - r) 
<P - - - r2 = x 2 + y2, 

- 2rr~' 
(3.9.23) 

where H is the Heaviside funetion [see also Problems (3.9.1b)-(3.9.ld)]. 
Let us return now to the result (3.9.18) and interpret the potential <p as a super­

position of eertain averages evaluated over different eoneentrie spherical shells 
surrounding P. To do this, we define (h) p to be the average value of a given fune­
tionh(~, TI, OevaluatedatthefixedpointP = (x, y, z)withrespeettothesphere 
of radius p eentered at P. Thus, 

(h)p == ~ [{ h(Q)dAQ. 
4rrp JJ (3.9.24) 

More explicitly, if we introduee the loeal spherical polar eoordinate system at 
P, defined by ~ - x = p sin e eos 1{1, TI - Y = P sin e sin 1{1, ~ - z = p eos e, 
then (3.9.24) beeomes 

(h)p = ~ irr {2rr hex + p sin e eos 1{1, y + p sin e sin 1{1, 
4rrp (1=011/1=0 

z + p eos e)p2 sin e d1{l deo (3.9.25) 

Thus, for a given hand a given point P = (x, y, z), (h)p is a funetion of x, y, 
z, and p. The notation (h)p should not be misinterpreted as denoting the partial 
derivative of (h) with respeet to p. 
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Now, if we write (3.9.17) using ., p, (), and l/I as integration variables, we have 

1 1/ 100 8(t - r - p) cp(x, y, z, t) = - - d. dp 
41l' ,=0 p=O P 

x I r (27C sex + p sin () cos l/I y + p sin () sin l/I, z + p cos (), .)p2 sin () dl/l d() \' 
)0=0 )"'=0 

(3.9.26) 
which is just 

(3.9.27) 

Thus, for a fixed P = (x, y, z) and time t, as • increases from 0 to t, the contribu­
tion to cp consists ofthe sum ofthe averages of -pS on spheres centered at P and 
having decreasing radii equal to t - •. The maximal radius is, of course, p = t. 

3.9.3 Initial-Value Problems for the Homogeneous 
Equation 

Consider the initial-value problem 

Öocp - CPtt = 0, 

cp(x, y, z, 0+) = 0, cp/(x, y, z, 0+) = fex, y, z). 

(3.9.28a) 

(3.9.28b) 

In acoustics, this would correspond to a prescribed initial pressure perturbation 
jJ equal to -y f [see (3.9.4)]. The preceding is equivalent to the inhomogeneous 
equation 

Öocp - CPtt = -8(t)f(x, y, z) (3.9.29a) 

with zero initial conditions 

cp(x, y, z, 0-) = cp/(x, y, z, 0-) = o. (3.9.29b) 

Thus, we have a special case of (3.9.27) with S = -8(t)f(x, y, z), and the 
solution is 

cp(x, y, z, t) = t(f(~, TI, n}/. 

The other initial-value problem has 

Öocp - CPtt = 0, 

cp(x, y, Z, 0+) = g(x, y, z), cp/(x, y, Z, 0+) = o. 

(3.9.30) 

(3.9.31a) 

(3.9.31b) 

We can reduce this to the form (3.9.28) by introducing the new dependent 
variable<ll defined by [see (3.4.15)] 

<Il(x, y, z, t) == 1/ cp(x, y, z, .)d •. (3.9.32) 
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Now acf>/at = <p, and a2cf>/at2 = a<p/at. Thus, cf> satisfies the initial conditions 

cf>t(x, y, z, 0+) = <P(x, y, z, 0+) = g(x, y, z), (3.9.33a) 

cf>(z, y, Z, 0+) = o. (3.9.33b) 

Also, cf> obeys the wave equation because 

hcf> = 1t 
h<pdr: = 1t 

<Pudr: = <Pt (x, y, z, t) - <Pt (x, y, z, 0+) 

a2cf> 
= <Pt = -. 

at2 

Hence, using (3.9.30), we have 

or 

3.9.4 Examples 

cf>(x, y, z, t) = t(g}t, 

a 
<P(x, y, z, t) = - {t(g}rl. 

at 
(3.9.34) 

In this section we outline two examples of applications of the preceding results. 

(i) The bursting balloon 

A spherical balloon is inftated to apressure P = PI > Po and radius L, as 
shown in Figure 3.32(a). At time t = 0, the balloon bursts. What is the pressure 
disturbance as a function of time that is feIt at a distance R > L measured from 
the center of the balloon? Tbe case R < L is considered in Problem 3.9.4. 

If € == (PI - Po) / Po « 1, it is appropriate to use the linear theory of this 
section. Since jJ = -Y<Pr. the dimensionless formulation (using L to normalize 

P = Po 

~-----rR------~~~P 

(a) (b) 

FIGURE 3.32. Bursting balloon 
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lengths, L/ao to normalize time, and Lao to normalize the velocity potential) is 
given by (3.9.28) with spherieal symmetry (cfJ(r, t» and with 

J(r) = {-I/Y ~fr < 1, (3.9.35) 
o Ifr> 1. 

The solution for cfJ is given by (3.9.30), and we need to calculate the area of S, 
the portion of the sphere of radius t (centered at P) that lies inside the balloon 
[see Figure 3.32(b)]. Using trigonometrie identities, it is easily seen that cos () = 
(t 2 + r2 - 1)/2rt. Therefore, the area of S is 

A == 21ft219 sin ()' d()' = 

and we find that 

1ft 2 
- [1 - (r - t) ], 
r 

(f)t = A (- ~) = _ 1 - (r - tf 
41ft2 4yrt 

if r - 1 < t < r + 1 and that (f)t is zero otherwise. 
Equation (3.9.30) for the disturbance potential beeomes 

cfJ(r, t) = I 0- 4~ [(l -(; -t)2] if r - 1 < t < r + 1, 

otherwise, 

and the overpressure € jJ is defined by 

{ 
r - t 

jJ = -YcfJt(r, t) = 02r ifr - 1 < t < r + 1, 

otherwise. 

(3.9.36) 

(3.9.37) 

(3.9.38) 

Because of spherical symmetry, this problem can also be solved directly using the 
general solution (3.9.9) (see Problem 3.9.4). 

Figure 3.33 shows a sketch of jJ as a function of time at the fixed position r. We 
find asymmetrie N -wave eonsisting of a sudden rise in overpressure to the value 
1 /2r, followed by a linear drop to the value -1/2r and a sudden rise to the zero 
level. 

Now, suppose there is a vertical wall at a distance r2 > r from the origin. 
What is the refteeted noise? The boundary eondition to be satisfied at r = r2 is 
cfJr (r2, t) = 0, that is, no ftow normal to the wall at the wall. We ean satisfy this 
boundary eondition by introdueing an image balloon at a distanee 2r2 - r to the 
right of the observer and bursting it at t = O. The resulting refteeted noise is then 
obtained by replacing r in (3.9.38) by (2r2 - r). Thus, 

j 2r2 - r - t if 2r2 _ r _ 1 < t < 2r2 - r + 1, 
PreHected - 0 4r2 - 2r (3.9.39) 

otherwise. 

Of course, if t satisfies both inequalities in (3.9.38) and (3.9.39), we must also 
add the primary souree eontribution of (3.9.38). 
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1 
2r ----

_ 1 
2r 

FIGURE 3.33. N -wave for a bursting balloon 

(ii) Source distribution over the plane 

Consider the initial- and boundary-value problem 

fl<p - <Pli = 0 on 0 ~ y 

with initial conditions 

<P(x, y, Z, 0+) = <Pt(x, y, z, 0+) = 0 

and boundary conditions 

<Py(x, 0+, z, t) = h(x, z, t), t > 0, 

<P(x, 00, z, t) = O. 

(3.9.40a) 

(3.9.40b) 

(3.9.40c) 

(3.9.40d) 

It is clear from symmetry that we can replace (3.9.40) by the problem on -00 < 
y < 00 by appending the boundary conditions 

<Py(x, 0-, z, t) = -h(x, z, t), t > 0, 

<P(x, -00, z, t) = O. 

(3.9.40e) 

(3.9.40f) 

Let us attempt to solve (3.9.40) by introducing a source sheet of strength/unit 
areaS equal t02h(x, z, t) on the y = o plane; thatis, weclaim thattheinitial-value 
problem 

fl<p - <Ptt = 245(y)h(x, z, t), -00 < y < 00, 

<P(x, y, Z, 0+) = <Pt (x, y, z, 0+) = 0, 

with sources as indicated on the y = 0 plane, is equivalent to (3.9.40). 

(3.9.4la) 

(3.9.41b) 
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It is clear that the requirement S = 28(y)h is necessary in order that (3.9.41a) 
produce the correct boundary conditions at y = 0+ and y = 0-. This follows by 
integrating (3.9.41a) from y = 0- to y = 0+ to obtain 

r/Jy(X, 0+, Z, t) - r/Jy(x, 0-, z, t) = 2h(x, z, t), (3.9.42) 

after noting that r/Jxx, r/Jzz, and r/Jtt are continuous at y = 0 and hence do not 
contribute to (3.9.42). The above is not enough; we must also show that the solution 
of (3.9.41) tends to the individual limits (3.9.40c) and (3.9.4Oe). 

The solution of (3.9.41) is a special case of (3.9.18) with S = 28 (y)h. Therefore, 

r/J(x, y, z, t) = - 2~ III 8(TJ)h(~'r~': - rpQ) d~ dTJ d~, (3.9.43a) 

rpQ~t 

and the delta function restricts the domain of integration to the intersection of the 
sphere rpQ :::; t with the plane TJ = O. Thus, 

(3.9.43b) 

where r~Qo = (x - ~)2 + y2 + (z - 0 2. 
As shown in Figure 3.34, the sphere of radius t centered at P = (x, y, z) 

intersects with the TJ = 0 plane to form the circular disk D centered at ~ = x, 
TJ = 0, ~ = z and having radius y't2 - y2. The integral in (3.9.43b) is evaluated 
over D. Therefore, it is convenient to introduce the polar coordinates in the plane 
of D defined by ~ - x = p cos 8, ~ - z = p sin 8. 

The integral (3.9.43b) then becomes 

r/J(x, y, z, t) = 

1 1.Jt2-y2121f h(x + p cos 8, z + p sin 8, t - y' p2 + y2) 
- pd8dp. 
211" p=o 11=0 J p2 + y2 

(3.9.44) 

The derivative of tbis expression with respect to y leads to an improper integral 
with respect to pas y ~ 0+. This situation is entirely analogous to the one dis­
cussed in Section 2.4.4 for a surface distribution of sources for Laplace 's equation. 
Therefore, as in (2.4.33), we split the integration with respect to p into a contri­
bution over the small disk of radius p = E plus the contribution over the annulus 
E ::: p ::: J t2 - y2. Denoting these contributions to r/J by r/Jf and r/Ja, we have 

1 l f 1 21f hp d8 dp 
r/Jf(X, y, z, t; E) = - -2 ( 2 + 2)1/2' 

11" p=O 1:1=0 P Y 
(3.9.45a) 

1 IJt2-Y2121f hp d8 dp 
r/Ja(x, y, Z, t; E) = - -2 ( 2 + 2)1/2' 

11" P=f 1:1=0 P Y 
(3.9.45b) 

where the arguments of h are as indicated in (3.9.44), and r/J = r/Jf + r/Ja. 
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P = (x.J. z) 

=x 
)--+-+--+----'~ .... ~ 

FIGURE 3.34. Integration domain for (3.9.44) 

We define the limit as y ~ 0+ as in (2.4.26) with y and z interchanged. Now, 
it is easily seen that 8f/Ja/8y ~ 0 as E ~ 0, as long as (y /E) ~ O. To evaluate 
8f/Jd8y as E and y tend to zero, we approximate f/J€ for E small and then take the 
derivative of the result. We have 

A. ( • ) ___ 1 1€ 121T [h(x, Z, t - y) + O(p)]p dO dp 
'f'€ x,y,Z , t,E - 2 (2 2)1 /2 

rr p=O 0=0 P + y 

r p dp ( r p2dp ) 
= -h(x , z, t - y) 1p=0 (p2 + y2)1 /2 + 0 10 (p2 + y2)1 /2 

= -h(x , z, t - y)[JE2 + y2 - y] + O(EY) as y ~ 0. 

Therefore, 

88~€ (x, y, z, t; E) = h/(x, z, I - Y)[(E2 + l)I/2 - y] 

- h(x, z, t - Y)[Y(E2 + l)-1 /2 - 1] + O(E). 

In the limit E ~ 0, (y / E) ~ 0+, we obtain 

8f/J€ 
lim - (x , y , z, t; E) = h(x, z, t) . 

Thus, 

€~O 8y 
(y/€)~o+ 

f/Jy(x, 0+, Z, t) = 
8f/J€ 

lim -;-y (x, y, Z, t; E) = h(x, z, t). 
€~O a 

(y/€)~o+ 

(3.9.46) 
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Similarly, ljJy(x, 0-, Z, t) = -h(x, Z, t), and this completes the proof that 
(3.9.40c) and (3.9.40e) are satisfied. Therefore, the solution is given by (3.4.44). 

Problems 

3.9.1 This problem concems various aspects of the two-dimensional wave 
equation. 

a. Work out the details leading from (3.9.18), in which S is given by (3.9.21), 
to obtain (3.9.22). Next, use similarity arguments to derive (3.9.23) directly 
for the two-dimensional wave equation. 

b. Show that CI>(r, s), the Laplace transform of the fundamental solution of 
the two-dimensional wave equation, is given by 

1 
CI>(r, s) = - - Ko(sr), 

21r 
(3.9.47) 

where r2 = x2 + y2, S is the Laplace transform variable, and Ko is the 
modified Bessel function of the second kind of order zero. Use tables of 
Laplace transforms to show that the inversion formula for (3.9.47) gives 
(3.9.23). 

c. Now use Fourier transforms with respect to x and y to show that 
if)(k1, k2, t), the double Fourier transform of the fundamental solution of 
the two-dimensional wave equation, is given by 

- 1 sin kt 2 2 2 
ljJ(k1, k2 , t) = - - --, k = (k1 + k2). 

21r k 
(3.9.48) 

Then introduce polar coordinates in the inversion integral and show that it 
simplifies to 

1 100 ljJ(r, t) = - - Jo(kr) sin kt dt 
21r 0 

(3.9.49a) 

when you use the integral representation 

1 l 1C 
Jo(kr) == - cos(kr sin ())d() 

1r 0 
(3.9.49b) 

for the Bessel function of the first kind of order zero. Use integral tables to 
show that (3.9.49a) gives (3.9.23). 

d. TheHankel transformofafunction f(r) isdenoted by !*(w) and isdefined 
as 

!*(w) == 100 
Jo(wr)f(r)r dr, 

whenever the integral exists. Show that 

f(r) = 100 
Jo(wr)!*(w)dw 

(3.9.50a) 

(3.9.50b) 
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is the corresponding inversion integral. Use (3.9.50a) to show that the Han­
kel transform of the fundamental solution of the two-dimensional wave 
equation is 

rjJ*(w, t) = - _1_ sin wt. 
21CW 

(3.9.51) 

Therefore, the inversion integral (3.9.50b) directly gives the previously 
obtained result (3.9.49b). 

e. Construct Green 's function for the two-dimensional wave equation in the 
corner domain x ~ 0, y ~ 0 with zero initial and boundary values; that 
is, solve 

Ut/ - Uxx - Uyy = 8(x - g)8(y - 1/)8(t - r), 

u(x, y, r-) = UI(X, y, r-) = 0, 

u(O, y, t) = u(x, 0, t) = 0, t > r, 

where g, 1/, and r are positive constants. 

(3.9.51a) 

(3.9.51b) 

(3.9.51c) 

Use this result to obtain an integral representation for the solution of 

Ut/ - Uxx - Uyy = p(x, t), (3.9.52a) 

U(x, y, 0) = !(x, y), UI(X, y, 0) = g(x, y), (3.9.52b) 

u(x, 0, t) = u(O, y, t) = 0, t > 0, (3.9.52c) 

onx ~ 0, t ~ 0. 
Hint: Consider three separate problems as in Section 3.5.2 for the one­
dimensional problem, and introduce a transformation analogous to (3.5 .12) 
to reduce the problem for ! =1= 0, g = 0 to one with ! = 0, g =1= 0. 

f. Now consider the case of inhomogeneous boundary conditions and solve 

Utl - Uxx - Uyy = 0, 

U(x, y, 0) = ul(x, y, 0) = 0, 

(3.9.53a) 

(3.9.53b) 

U(x, 0, t) = k(x, t), u(O, y, t) = l(y, t), t > 0, (3.9.53c) 

onx ~ 0, y ~ 0. 
Hint: Transform u(x, y, t) to a new dependent variable w(x, y, t) defined 
in the form 

U(x, y, t) == w(x, y, t) + a(x, y, t) (3.9.54) 

for some a such that w(x, 0, t) = w(O, y, t) = O. One possible choice 
for ais 

k(x, t)x l(y, t)y 
a(x, y, t) = 2 2 + 2 2 2· (x +y )1/2 (x +y )1/ 

(3.9.55) 

g. Use symmetry arguments to construct Green's function for the two­
dimensional wave equation in the strip -00 < x < 00, 0 ~ y ~ 1 
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with zero boundary values; that is, solve 

Utt - Uxx - U yy = t5(x - ~)t5(y - I1)t5(t - r), 

u(x, y, r-) = ur(x, y, r-) = 0, 

u(x, 0, t) = u(x, 1, t) = 0, t ::> r. 

(3.9.56a) 

(3.9.56b) 

(3.9.56c) 

As in (e), use this result to calculate solutions with arbitrarily prescribed 
initial and boundary values. 

3.9.2 Consider the potential f/J due to a unit mass source moving with constant 
speed M along the x-axis. Thus, f/J obeys 

llf/J - f/Ju = t5(x + Mt)t5(y)t5(z). (3.9.57) 

a. For M < 1, use the superposition integral (3.9.17) with the limits -00 to 
00 on r to show that 

1 1 
f/J(x, y, Z, t) = - 4H [(x + Mt)2 + (1 _ M2)(y2 + Z2)J'/2' (3.9.58) 

Rederive this result as the fundamental solution of Laplace's equation in 
appropriate stretched variables. 

b. For M > 1, introduce the Galilean transformation x* = Mt + x, y* = y, 
z* = z, f/J* = f/J, and then use (3.9.23) to solve the resulting problem and 
obtain 

-1 H[x + Mt - J(M2 - 1)(y2 + Z2)] 
f/J(x, y, z, t) = - 2 2 1 2 1/2' (3.9.59) 

2H [(x + Mt) - (M - l)(y + z )] 

3.9.3 Consider the signaling problem for acoustic disturbances down a semi­
infinite wave-guide with a square cross section. Tbe wave-guide occupies 
o S x S H, 0 S Y S H, 0 S Z < 00, and the boundary condition on the 
walls is the usua1 one of zero normal velocity there. The flow is initially at 
rest, and at t = 0 we start sending a given sinusoidal signal at the 1eft end. 
So, the velocity potential satisfies 

llf/J - f/Ju = 0, 0 S x S H, 0 S Y S H, 0 S z, 0 S t, (3.9.60a) 

f/J(x, y, z, 0) = f/Jr(x, y, z, 0) = 0, (3.9.60b) 

f/JAO, y, z, t) = f/JAH, y, z, t) = 0, 

f/Jy(x, 0, z, t) = f/Jy(x, H, z, t) = 0, 

f/Jz(x, y, 0, t) = A(x, y) sin wt, t > 0, 

where A(x, y) is a prescribed function and w is a constant. 

(3.9.60c) 

(3.9.60d) 

(3.9.60e) 

a. Use separation of variables with respect to the x and y dependence and 
Laplace transforms with respect to t to show that 

00 00 

f/J(x, y, z, t) = L L Vtmn(Z, t) cos mx cos ny, (3.9.61) 
m=O n=O 
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where 

1/Imn(Z, t) = -Amn il 10(J(m2 + n2)('r2 - Z2)) sinw(t - -c)d-c 

(3.9.62) 
if t > Z, and 1/Imn = ° if t < z. Here 10 is the Bessel function of the first 
kind of order zero and 

4i7C i7C A mn = 2 A(x, y) cos mx cos ny dx dy 
1( 0 0 

(3.9.63a) 

if m i= 0, n i= 0, and 

2i7C i7C Amo = 2 A(x, y) cos mx dx dy, 
1( 0 0 

(3.9.63b) 

2 i7C i7C AOn = 2 A(x, y) cos ny dx dy, 
1( 0 0 

(3.9.63c) 

1 i7C i7C Aoo = 2 A(x, y)dx dy. 
1( 0 0 

(3.9.63d) 

b. For t ---+ 00, Z fixed, assume that each mode 1/Imn has the form 

1/Imn (z, t) = Clmn COS w (t - ~) . (3.9.64) 
Cmn 

Show by substitution into the equation goveming 1/Imn that the constants 
Cmn ' Clmn are given by 

Cmn = 
w 

[w2 - (m2 + n 2)]l/2 ' 

Amn 

(3.9.65a) 

(3.9.65b) 

Comment on the nonexistence of such solutions if w is smaller than 
the "cutoff" frequency Wc == Jm2 + n2 associated with the given mode. 
Comment on the relationship of your result with the solution in (a). 

3.9.4 Consider the balloon problem discussed in Section 3.9.4i. The solution for 
cfJ is spherically symmetrie. Therefore, the velocity potential depends only 
on r and t and has the form [see (3.9.9)] 

1 1 
cfJ(r, t) = - cfJ\ (r - t) + - cfJz(r + t). (3.9.66) 

r r 
The initial conditions are 

cfJ(r,O) = 0, (3.9.67a) 

~,(r,O) ~ {) ifr < 1, (3.9.67b) 

if r > l. 

Show that equations (3.9.67) determine cfJ\ and cfJ2 for positive values of 
their arguments. Since the argument of cfJ\ may be negative, we need one 
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more condition. This is obtained by recalling that the homogeneous wave 
equation (3.9.1) corresponds to zero mass sourees. In particular, since there 
is no source at the origin, we must have 

lim r 2rP,(r, t) = 0, t ~ O. (3.9.68) 
,-+0 

Thus, the radial velocity cannot grow at a rate faster than r-2 as r ~ O. 
Show that (3.9.68) determines rPl for negative values of its argument in 
terms of rPz for positive argument, and that rPl and rPz are given by 

{
I 2 . 

A.()_ -(z -I) If-l<z<l, 
'1'1 z - 4y 

o iflzl>l, 
(3.9.69a) 

rPz (z) = { - 4~ (Z2 - I) if 0 < z < I, 

o if 1 < z. 
(3.9.69b) 

Verify that using (3.9.69) in (3.9.66) gives (3.9.37) if r > 1. Calculate 
the solution for r < 1 and sketch the variation of p with time for this case. 

3.9.5 A point source of mass with time-dependent strength J(t) is located at the 
point x = 0, y = 1, z = O. The source strength J(t) is zero if t < 0, 
and J(t) is prescribed for t > O. Use linear acoustics to calculate the 
velocity potential in the half-space y ~ 0 for the case where there is a rigid 
boundary at y = O. Thus, the component of the flow velocity normal to 
the boundary vanishes. Calculate the pressure perturbation on y = 0+. 

3.9.6 The equations goveming shallow-water flow with axial symmetry over a 
flat horizontal bottom are (see (3.2.57» 

1 
Ut + (hu), + -hu = 0, 

r 
Ut + uu, + h, = 0, 

where h is the free surface height and u is the radial speed. 
a. Consider the initial-value problem on 0 ::: r < 00 defined by 

{ I ifr>l, 
her, 0; E) = 1 'f I u(r, 0; E) = 0, 

+E 1 r< , 

(3.9.70a) 

(3.9.70b) 

(3.9.71) 

where 0 < E « I. Assume an expansion for u and h in the form 

her, t; E) = 1 + Eh l (r, t) + O(E), 

u(r, t; E) = EUI (r, t) + O(E), 

and show that h I and u I obey 

1 
h lr + UI, + - UI = 0, Ul r + h l , = 0, 

r 

{o ifr>l, 
hl(r, O) = 1 ifr< I, ul(r,O) = o. 

(3.9.72a) 

(3.9.72b) 

(3.9.73a) 

(3.9.73b) 
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Thus, h 1 obeys the two-dimensional rudsymmetric wave equation 

1 
hIrt - h1u - -;:h l = 0 (3.9.74) 

with h l (r, 0) as given in (3.9.73b), and h l , (r, 0) = O. 
b. Let 

v(r, t) = 11 h l (r, r)dr 

and show that v obeys 

1 
VII - Vrr - - Vr = 0, 

r 

( 0) 0 ( O) ={O ifr>1, 
V r, =, VI r, 1 if r < 1 == v. 

(3.9.75) 

(3.9.700) 

(3.9.76b) 

Use the fundamental solution (3.9.23) to express the solution of (3.9.76) in 
the form 

v(r, t) = _1 100 100 H(t - rpQ)v(~, 11) d~ dll, (3.9.77) 
21l' -00 -00 It 2 _ r 2 

V PQ 

where r~Q = (x - ~)2 + (y - 11)2 and V is defined in (3.9.76b). 
c. For a fixed point P = r > 0, introduce polar coordinates centered at P 

and show that for 0 ::5 t ::5 1, h I = VI has the following values obtained 
from (3.9.77): 

if 1 - t ::5 r ::5 1, 

where 

(3.9.78a) 

(3.9.78b) 

(3.9.78c) 

00 = cos- I ( 1 - ,2 - t2 
), PI (0) = -r cos 0 + vi 1 - r 2 sin2 o. 

2rt 
(3.9.79) 

Derive the corresponding expressions for h I for 1 < t < 2 and for t ~ 2. 
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Linear Second-Order Equations with 
Two Independent Variables 

In this chapter we first consider the general linear second-order partial differential 
equation in two independent variables x, y and show that, depending upon the 
values of the coefficients multiplying the second derivatives, it can be transformed 
to one of the three canonical forms discussed in Chapters 1-3. In the remainder 
of the chapter we concentrate on the hyperbolic case, for which an appropriate 
choice of independent variables ~, 1/ leads to a transformed equation where the only 
remaining second-derivative term is a2u/a~a1/' We also study the corresponding 
problem for a pair of linear first -order partial differential equations. The quasilinear 
problem, for which the coefficients also involve the dependent variable, is discussed 
in Chapter 5 for a single first-order equation, and in Chapter 7 for systems of first 
order. 

4.1 Classification and Transfonnation to Canonical Fonn 

4.1.1 A General Transformation of Variables 
The general linear second-order equation in the two independent variables x, y is 

auxx + 2buxy + CU yy + dux + euy + Ju = g, (4.1.1) 

where a, b, c, d, e, J, and gare prescribed functions of x and y. We denote the 
linear differential operator by L and write (4.1.1) as 

L(u) + fu = g, (4.1.2) 

where 

a2 a2 a2 a a 
L =.a- +2b-- +C- +d- +e-. 

ax2 axay ay2 ax ay 
(4.1.3) 

Suppose that (~, 1/), where ~ and 1/ are given by 

~ = l/J(x, y), 1/ = 1/I(x, y), (4.1.4) 

is an arbitrary curvilinear coordinate system that we wish to use instead of the 
original system (x, y). A necessary condition on the functions l/J and 1/1 to ensure 

J. Kevorkian, Partial Differential Equations
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that ( 4.1.4) is a coordinate transformation-that is, that for every point (x, y) there 
corresponds a unique point (~, 71) and vice versa-is that the Jacobian 

(4.1.5) 

does not vanish identically in the domain of interest. Let U(~, 71) denote the de­
pendent variable regarded as a function of the new independent variables (~, 71); 
that is, 

U(x, y) == U(cp(x, y), l/I(x, y». 

We now calculate 

Ux = U~CPx + U~l/Ix, uy = U~cPy + U~l/Iy, 
Uxx = U~~CP; + 2U~~CPxl/lx + U~~l/I; + U~CPxx + U~l/Ixxo 
U yy = U~~CP; + 2U~~cpyl/ly + U~~l/I; + U~CPyy + U~l/Iyy, 

(4.1.6) 

uxy = U~~CPxCPy + U~~(CPxl/ly + l/IxCPy) + U~~l/Ixl/ly + U~CPxy + U~l/Ixy. 
Therefore, (4.1.2) transforms to 

M(U) + FU = G, 

where the linear operator M has the form 

a2 a2 a2 a a 
M == A- +2B-- +C- + D- + E-. 

a~2 a~aTJ aTJ2 a~ aTJ 
Here A, B, and C are the following quadratic forms: 

B(~, 71) == acpxl/lx + b(CPxl/ly + l/IxCPy) + cCPyl/ly, 

A(~, 71) == acp; + 2bcpxcpy + ccp;, 

C(~, 71) == al/l; + 2bl/lxl/ly + cl/li· 

The functions D and E are given by [see (4.1.3)] 

D(~, 71) = L(cp), E(~, 71) = L(l/I) 

and 

F(~, 71) = J, G(~, 71) = g. 

(4.1.7) 

(4.1.8) 

(4.1.9a) 

(4.1.9b) 

(4.1.9c) 

(4.1.10a) 

(4.1.10b) 

Note that to compute A, B, or C we must evaluate the functions of x and y 
defined by the right-hand sides of (4.1.9) and then express x and y in terms of ~, 
71. This latter step is always possible for a coordinate transformation, since J i= O. 
In deriving D and E in (4.1.1 Oa), we must evaluate the second-order differential 
operator L forthe given functions cp(x, y) and l/I(x, y). The resulting functions of 
x and y are then expressed in terms of ~ and 71. We also express x and y in terms 
of ~, 71 in the right -hand sides of (4.1.1 Ob) to obtain F and G. 

A general property of the transformation (4.1.4) is that the sign of b2 - ac is 
the same as the sign of (B2 - AC) because it follows from (4.1.9) that 

B2 -AC 
Il == b2 - ac = ---::--

J2 
( 4.1.11) 
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We shall see next that depending on whether l:!. > 0, l:!. < 0, or l:!. = 0, we can 
choose a corresponding particular transformation (4.1.4) that reduces (4.1.7) to a 
simple canonical form. 

4.1.2 The Hyperbolic Problem, 8 > 0; A = C = 0 
Recalling the D' Alembert form ofthe wave equation, (3.7.5), it is natural to seek 
the conditions for which one is able to reduce (4.1.7) to this simple form with regard 
to the dependence on the second derivatives. Clearly, if we can find functions 4J 
and"" such that A = C = 0 and B =1= 0, we can divide (4.1.7) by B to obtain the 
desired result. 

We see from (4.1.9b) and (4.1.9c) that the equation goveming 4J that results from 
setting A = 0 is the same as the equation goveming "" in order to have C = o. 
So, it is sufficient to consider either one of these equations, say, 

a(x, Y)4J; + 2b(x, Y)4Jx4Jy + c(x, Y)4J; = o. (4.1.12) 

Now, this nonlinear first-order partial differential equation for 4J is less 
formidable than it looks. Consider a level curve 4J(x, y) = ~o = constant on 
any solution surface ~ = 4J(x, y) of (4.1.12) as sketched in Figure 4.1. 

On this level curve, the slope y' == (dy / dx) is given by y' = -4JAx, y) /4Jy (x, y) 
if 4Jy =1= O. Assuming temporarily that 4Jy =1= 0, we divide (4.1.12) by 4Jy to obtain 

4J; 2b 4Jx 0 a-+ -+c= 
4J; 4Jy , 

(4. 1. 13a) 

or 

ayt2 - 2by' + c = o. (4.1.13b) 

Solving the quadratic expression (4.1.13b) for y' gives areal result only if 
l:!. :::: O. We defer discussion of the case l:!. = 0 to Seetion 4.1.3 and note here 
that a real transformation of variables that renders A = C = 0 does not exist if 
l:!. < O. In the case l:!. > 0, we have two real and distinct roots: 

, b+..Jii , b-..Jii 
y = , y = . (4.1.14) 

a a 

The solution of the two ordinary differential equations (4.1.14) defines two 
distinct families of level curves, as .shown next. Since the solution of the equation 
C = 0 gives the same pair of families, we may identify the curves 4J = constant 
with one sign for ..Jii, say the plus sign, and let the curves "" = constant correspond 
to the minus sign in (4.1.14). 

Thus, the canonical form 

U!;~ = DU!; + EU~ + PU + G, (4.1.15) 

where 

- D - E - F - G 
D = - 2B' E = - 2B' F = - 2B' G = 2B' (4.1.16) 
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+--..... y 

Level curve: q,(x, y) = ~o = constant 

x 

FIGURE 4.1. Level curve 1> (x, y) = ~ = constant 

is indeed possible if ß > O. 
We now verify that the two families of curves <p = constant and 1ft = constant 

so defined do indeed represent a coordinate transformation, that is, J =1= O. If we 
divide (4.1.5) by <Py 1ft y =1= 0 (recall that we have assumed that neither <Py nor 1ft y 
vanishes), we obtain 

J <px 1ftx b ,Jb2 - ac b .../b2 - ac 
- + 1>y 1fty <Py 1fty a a a a 

2,Jb2 - ac 
= - =1= 0, 

a 

and hence, J =1= O. The two families of curves <p = constant and 1ft = constant are 
called characteristic curves [see (3.4.22)]. 

If <Py == 0, then (4.1.12) implies that <Px == 0 also, and we have the trivial 
solution<p = constant, which always satisfies (4.1.2). So, we excIude this case. If 
a = 0, we may interchange the roles of x and y so that the divisor in (4.1.14) is 
c. If c = 0 also, we need not transform (4.1.2), because it is already in canonical 
form. Also note that B == 0 implies that ß == 0, as can be seen by substituting 
(4.1.14) for <Px/<py and 1ftx/1fty in (4.1.9a). Therefore, B =1= 0, and division by 2B 
is not troublesome in (4.1.16). 

We have shown that if t;.,. > 0, we can always define a transformation of vari­
ables (4.1.4) so that the equation goveming U is in the canonical form (4.1.15). 
Depending upon the functions a(x, y), b(x, y), and c(x, y), there may or may not 
exist a domain V in the xy-plane in which t;.,. > O. If V exists, (4.1.2) is said to be 
hyperbolic in V. Notice that the existence ofV depends only on the coefficients a, 
b, and c of the second-derivative terms and not on the coefficients d, e, f, and g. 
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Moreover, this property is independent of the choice of variables used to express 
(4.1.2) since the sign of !1 is coordinate-invariant. 

We can also transform (4.1.15) to the alternative canonical form [see (3.7.1)] 

Vxx - Vyy = D*Vx + E*Vy + F*V + G* (4.1.17) 

by introducing the transformation 

( X+Y X-Y) 
X=~+TJ, Y=~-TJ, V(X,Y)=U -2-' -2- . 

We obtain 

D* = jj + E, E* = jj - E, F* = F, G* = G. (4.1.18) 

In general, it is not possible to simplify (4.1.15) or ( 4.1.17) further. The exception 
occurs when jj and E satisfy the condition jj~ = Eq , in which case we can also 
eliminate the first-derivative terms (see Problem 3.8.1b and 4.1.2). In particular, 
the condition jj~ = Eq holds trivially if D and E are constant. 

(i) Example: Hyperbolic equation with constant coefficients 

The general hyperbolic equation with constant coefficients has a, b, c, d, e, and J 
all constant in (4.1.1) with !1 = b2 - ac > O. We obtain 

I b±~ 
y = = al, a2, (4.1.19) 

a 
where al and a2 are unequal constants. Therefore, the characteristics are the 
straight lines ~ = constant and '1 = constant defined by 

(4.1.20) 

Thus, tPx = -al, tPy = 1, t/lx = -a2, t/ly = 1, and tPxx = tPxy = tPyy = t/lxx = 
t/lxy = t/lyy = O. Using (4.1.9a) and (4.1.10a), we compute 

2B = 4(ac - b2), D = -ald + e, E = -a2d + e. 
a 

Therefore, U obeys 

U~q = jju~ + EU'I + FU + G 
with 

- Da 
D------- 4(ac - b2) , 

- Ea E=- , 
4(ac - b2 ) 

F _ _ Ja 
- 4(ac - b2 ) , 

- ga 
G = 4(ac _ b2) . 

(ii) The Tricomi equation 

(4.1.21) 

(4.1.22) 

(4.1.23) 

An important equation in the linearized theory of transonic aerodynamics is the 
Tricomi equation (for example, see Section 3.5 of [to]): 

YU xx - U yy = O. (4.1.24) 
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Here a = y, b = 0, C = -1, and d = e = f = g = O. Thus, A = y, and 
(4.1.24) is hyperbo1ic for y > O. The characteristic curves satisfy 

y' = ±y-I/2, Y > O. (4.1.25) 

We compute 

2 2 
~ = -l/2 -x, Tl = -l/2 +x. 

3 3 
(4.1.26) 

The curves ~ = constant and Tl = constant are a pair of one-parameter families in 
y > 0 that end up with a cusp on the x-axis, as shown in Figure 4.2. 

To derive the transformed equation in terms of the ~, Tl variables we note that 
rpx = -1, 1/Ix = 1, rpxx = 1/Ixx = rpxy _= 1/Irg = 0, rpy = 1/Iy = yl/2, rpyy = 
1/Iyy = 1/2y l/2. Therefore, B = -2y, D = E = _1/8y3/2 = -1/6(~ + Tl). 
Substituting the express ions for jj and E into (4.1.15) gives 

( 4.1.27) 

4.1.3 The Parabolic Problem, ~ = 0; C = 0 
In this case, the conditions, A = 0 and C = 0 define the same single family of 
characteristics satisfying 

b 
y' = - ( 4.1.28) 

a 

Suppose that we set C = O. Then the solution of (4.1.28) defines the family 
Tl = 1/I(x, y) = constant, and we may choose the family ~ = rp(x, y) = constant 
arbitrarily as long as J =I 0; that is, A 'I'- O. 

y 

'1 = -I '1 = 0 '1 = 1 ~ = 1 ~ = 0 ~ = -I 

______________ -L ________ L-______ -L ____________ ~x 

-I 

FIGURE 4.2. Characteristics of the Tricomi equation 



4.1. Classification and Transformation to Canonical Form 251 

Since II = 0 also implies B2 - AC = 0, we have B = 0, and the canonical 
form for U is 

UH = DU~ + EU1/ + PU + G, (4.1.29) 

where 

(4.1.30) 

Of course, it is also possible to set A = 0, C :f:. 0 and obtain the canonical form 

U1/1/ = D*U~ + E*U1/ + F*U + G*, (4.1.31) 

where the starred coefficients are obtained from the coefficients in (4.1.7) by 
dividing by C. 

For the special case where the linear equation (4.1.2) has constant coefficients, 
II = 0 corresponds to ac = b2• We have y' = b/a, that is, TJ = y - bx/a, and 
we may choose ~ = x, as this results in J = 1 for all x, y. We then obtain A = a, 
B = C = 0, and the canonicalform (4.1.29) is 

d (db e) f g UH = - - U~ + - - - U - - U + -. 
a a2 a 1/ a a 

(4.1.32) 

In general, for given functions a(x, y), b(x, y), and c(x, y), the condition 
ll(x, y) = 0 may either be satisfied identically in some domain V (as for the 
case where c(x, y) == b2(x, y)/a(x, y) in 1), or II = 0 may be true only on 
some curve C (for example, for the Tricorni equation, the curve Cis the x-axis), 
or ll(x, y) = 0 may have no real solution. If ll(x, y) has a real solution in some 
domain V or along some curve C, we say that (4.1.2) is parabolic in V or on C. 

4.1.4 The Elliptic Problem, A < 0; B = 0, A = C 
In this case, we cannot satisfy (4.1.14) anywhere for real functions rP(x, y) and 
1/I(x, y), and therefore A :f:. 0, C :f:. O. So, the only alternative for simplification 
is to eliminate the mixed partial derivative U~1/ in (4.1.7) by setting B = O. Then 
requiring A = C allows the remaining second-derivative terms to reduce to the 
Laplacian when (4.1.7) is divided by A. 

Thus, we need to solve the following two coupled equations for rP and 1/1 that 
result from (4.1.9) when we set B = 0 and A - C = 0: 

a(rP; - 1/1;) + 2b(rPxrPy - 1/Ix1/ly) + c(rP; - 1/1;) = 0, (4.1.33a) 

arPx1/lx + b(rPx1/ly + rPy1/lx) + crPy1/ly = o. (4.1.33b) 

If we multiply (4.1.33b) by 2i and add this to (4.1.33a), we obtain the complex 
version of (4.1.12) in terms of the complex variable ~ = ~ + iTJ; that is, 

(4.1.34) 
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or, equivalently, 

b + i../ac - b2 

a 

The real and imaginary parts of (4.1.35) give 

c1/ly + b1/lx b1/ly + a1/lx 
ljJx = (ac _ b2)1/2' ljJy = - (ac _ b2)1/2 . 

(4.1.35) 

(4.1.36) 

These two first-order equations for rP and 1/1 are called the Beltrami equations, 
and any solution ljJ(x, y), 1/I(x, y) with J ~ 0 defines a transformation to the 
canonical form 

u~~ + U~~ = lower-derivative terms. (4.1.37) 

Although we may eliminate one of the dependent variables in favor of the other 
from (4.1.36), the resulting second-order equation is in general more complicated 
and harder to solve than the original system (4.1.36). For example, eliminating ljJ 
gives 

[ a1/lx + b1/ly ] [ c1/ly + b1/lx ] 
(ac - b2)1/2 x + (ac _ b2)1/2 y = 0, 

(4.1.38) 

and we note that in general, solving this for 1/1 is not any easier than solving the 
system (4.1.36). 

If a, b, and c are analytic, we can construct solutions of the Beltrami equations 
by solving (cf. (4.1.14)) 

dx a 
dy b + i../ac - b2 

= (4.1.39) 

in the complex plane. These ideas are discussed in [18] and are not pursured further 
here. Actually, a general solution of the Beltrami equations is not needed in order 
to implement the transformation to the canonical form (4.1.37); any solution that 
satisfies the requirement J ~ 0 will do. These ideas are illustrated next for the 
special case of constant coefficients. See also Problem 4.1.3. 

If (4.1.1) has constant coefficients, the general solution of (4.1.36) is linear in x 
and y and is easily derived. To see this, ass urne a solution of the form 

ljJ = ax + ßy, 1/1 = yx + ~y, (4.1.40) 

with a, ß, y, and ~ constant. Substitution into (4.1.36) gives the following two 
relations linking the four constants: 

a = c~ + by, ß = -(b~ + äy), (4.1.41) 

where a tilde over a constant indicates that the constant is divided by (ac - b2 ) 1/2. 

Thus, for any choice of~, y, we have a, ß defined. For simplicity, take ~ = 0, 
y = 1 to obtain a = b and ß = -ä and the transformation 

; = bx - ä y, '1 = x. (4.1.42) 
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This results in the canonical form 

db - ea d f g 
UI;I; + U~~ + ( b2)1/2 UI; + -U~ + -U = -, a ac - a a a 

(4.1.43) 

where division by a leads to no difficulties because ß < 0 implies that a =I O. 
We can again remove the first-derivative terms UI; and U~ by the transformation 

of dependent variable U 4> W defined by 

U(~, TJ) == W(~, 11)exp [- 2a(~: = :~)1/2 ~ - :a 11]. (4.1.44) 

A straightforward calculation shows that W obeys 

[ f 2dbe - e2a - dc2 ] 
WI;I; + W~~ + -;; + 4a(ac _ b2 ) W 

g [ db - ea d ] 
= ~ exp 2a(ac _ b2)1/2 ~ + 2a 11 . (4.1.45) 

In this section we have restricted attention to the case of two independent vari­
ables. In general, it is not possible to reduce a second-order equation in more than 
two independent variables to a simple canonical form (see, for example, Chapter 
3, Section 2, of [18]). 

Problems 

4.1.1. Classify (4.1.1) for the case a = axm yn , b = 0, c = ßxr yS , with integer 
values of m, n, r, s and constants a, ß. Derive the characteristics and the 
canonical form (4.1.15) for the hyperbolic case. 

4.1.2. Consider the transformation of dependent variable U 4> W in (4.1.15) 
defined by 

U(~, 11) = W(~, 11)R(~, 11) (4.1.46) 

for an arbitrary function R(~, 11). Show that the partial differential equation 
that results from (4.1.15) for W will be free of WI; and W~ if R satisfies 

R~ - b R = 0, RI; - ER = o. (4.1.47) 

Prove that a necessary and sufficient condition for this system to have a 
solution is that 

(4.1.48) 

in which case 

R(~, 11) = exp {lol; E(a, 11)da + io~ b(~, s)ds I, (4.1.49) 
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where we have normalized the solution so that R(~o, 1]0) = 1. Show also 
that W satisfies 

- - - - G 
W~1/ + (D;; - ED - F)W = -

R 
(4.1.50) 

4.1.3. Consider the Tricomi equation (4.1.24) in the y < 0 half-plane. Show that 
the Beltrami equations (4.1.36) for this case are 

1 1/2 
ifJx = - (_y)I/2 1/Iy, ifJy = (-y) 1/Ix' (4.1.51) 

Change variables from (x, y) to (x, y) defined by x = x, y = ~ (_y)3/2 

and show that equations (4.1.51) reduce to the Cauchy-Riemann equations: 

(P-x = 1/Iy' (Py = -1/I-x, (4.1.52) 

where (P(x, ~ (_y)3/2) == ifJ(x, y), 1/I(x, ~ (_y)3/2) == 1/I(x, y). A sim­
ple solution of (4.1.52) is (p = y, 1/1 = -x. Show that the resulting 
transformation (x, y) -+ (~, 1]) is given by 

2 
~ = 3 (_y)3/2, 1] = -x, (4.1.53) 

and that the Tricomi equation transforms to the canonical form 

1 
Vi;i; + U1/1/ + 3~ Vi; = 0, ( 4.1.54) 

where V( ~ (_y)3/2, -x) == u(x, y). 

4.2 The General Hyperbolic Equation 

4.2.1 The Role 0/ Characteristics 
One interpretation of the characteristic curves ifJ(x, y) = ~ = constant and 
1/1 (x, y) = 1] = constant, defined by (4.1.19) with ß > 0, is that this pair of 
one-parameter families of curves defines a coordinate transformation of (4.1.1) to 
the canonical form (4.1.15). In this section we give two other interpretations that 
are equally significant for these curves. 

(i) The Cauchy problem 

Let ifJ(x, y) = ~o = constant define a curve C in the xy-plane. The Cauchy 
problem for (4.1.1) consists in the solution of this equation subject to prescribed 
values of u and au/an on C. As usual, a/an indicates the directional derivative in 
the direction normal to C. It is also understood that we have specified on which 
side of C we wish to solve (4.1.1); hence the unit normal n to C is taken to point 
into the domain of interest TJ (see Figure 4.3). For example, if y denotes time, the 
solution must evolve in the direction of increasing y. 
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Now consider a curvilinear coordinate system (~, 11) defined by 

~ = tP(x, y), 11 = 1/I(x, y), (4.2.1) 

where tP(x, y) = ~o is the same function as the one defining C, and the curves 
11 = constant are chosen to be noncollinear to the curves ~ = constant; that is, 
tPx1/ly - 1/IxtPy i= 0 in V. 

We saw in Section 4.1.1 that the goveming equation (4.1.1) transforms to (4.1.7): 

A(~, 11)U~~ + 2B(~, 11)U~~ + C(~, 11)U~~ + D(~, 11)U~ + E(~, 11)U~ + F(~, 11)U 

= G(~, 11), (4.2.2) 

where A, ... , G are defined in terms of the given tP, 1/1 and the original coefficients 
a, ... , g in (4.1.9)-(4.1.10). 

If u and au/an are prescribed along C, it means that we have 

U (~o, 11) == a(11), U~ (~o, 11) == ß(11), (4.2.3) 

for prescribed functions a(11) and ß(11). This information is called Cauchy data on 
C. 

We now ask whether it is possible to use the Cauchy data (4.2.3) in conjunction 
with the partial differential equation (4.2.2) to define U (~, 11) on some neighboring 
curve ~ I = ~o + L\~ = constant. 

Using a Taylor series, we obtain 

(4.2.4) 

and we know U(~o, 11), U~(~o, 11). Therefore, to compute the Taylor series to 
O(L\~2), all we need is U~~(~o, 11). 

Clearly, we can obtain U~~ from (4.2.2) in terms of known quantities as long as 
the curve C is not characteristic. In fact, if C is not characteristic, then A i= 0, and 

y 

L-______________ ~----~x 

FIGURE 4.3. Normals along initial curve 
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wehave 

2B C D E F G 
UH(~' T/) = -AUI;" - AU"" - A UI; - AU" - AU + A· (4.2.5) 

Each of the coefficients on the right-hand side of (4.2.5) is known and can therefore 
be evaluated at ~ = ~o. Moreover, on ~ = ~o, U and UI; are the known functions 
of T/ given by the Cauchy data in the form (4.2.3). To compute U", UI;", and U"" on 
~ = ~o, we also use (4.2.3) and obtain U,,(~o, T/) = cx'(T/), U",,(~o, T/) = cx"(T/), 
UI;,,(~O, T/) = ß'(T/)· 

This shows that we can evaluate UI;I;(~o, T/). To evaluate each higher derivative 
Um and so on, we differentiate (4.2.5) with respect to ~, solve for Um(~, T/), 
and evaluate UI;I;I;(~, T/) along C in terms ofknown quantities there. This is always 
possible as long as the coefficients A, B, ... are analytic and A =I- O. The formal 
theorem ensuring that this construction generates a unique solution as long as a, . .. , 
g are analytic is attributed to Cauchy and Kowalewski. (For a proof, see Chapter I 
of [18]). This construction is not restricted to any given type (hyperbolic, elliptic, 
or parabolic) of equation; however, it is not very useful as a practical solution 
technique [see the discussion in Section 4.2.2v)]. In the next section we outline a 
method based on the behavior of solutions along characteristic curves to calculate 
U numerically for hyperbolic equations. 

Retuming to the exceptional case where the curve C is characteristic, we see 
that one cannot use Cauchy data in this case to extend these data to a neighboring 
curve. In fact, if C is a characteristic ~ = ~o = constant, we cannot even specify cx 
and ß arbitrarily on it and expect the result to be part of a solution of (4.2.2). With 
the curves ~ = constant and T/ = constant as characteristics of (4.1.1), any solution 
must satisfy (4.1.15) everywhere. In particular, along the characteristic ~ = ~o = 
constant, (4.1.15) reduces to the following consistency condition goveming the 
functions cx(T/) and ß(T/): 

2B(~o, T/)ß'(T/) + D(~o, T/)ß(T/) + E(~o, T/)cx'(T/) + F(~o, T/)cx(T/) = G(~o, T/). 
(4.2.6) 

Given cx(T/), this is a first-order differential equation that determines ß(T/) to 
within an arbitrary constant or vice versa. Therefore, cx(T/) and ß(T/) cannot be 
specified arbitrarily on ~ = ~o. 

(ii) Characteristics as carriers 0/ discontinuities in the second derivative 

Regard (4.1.4) as a coordinate transformation (x, y, u) -+ (~, T/, U). Thus, 
U (~, T/) satisfies (4.2.2) if u (x, y) satisfies (4.1.1). Let the curve Co correspond to 
tj>(x, y) = ~o for a fixed constant ~o. Assume that on either side of Co we have 
solved (4.2.2) and that this solution has U, UI;, U", UI;I;, UI;", U"" continuous for 
all ~ =I- ~o and all T/. For future reference, we call such a solution astriet solution 
of (4.1.1) or (4.2.2). 

Now suppose that on Co, the functions U, UI;, U", Ui;", and U"" are also contin­
uous but Ui;i; is not. Thus, strictly speaking, (4.1.1) and (4.2.2) are not satisfied on 
Co because UH is not defined there. Can we choose Co in such a way that (4.1.1) 
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is also satisfied there even with UH (~t, TJ) -I UI;I; (~o- , 1J)? To answer this ques­
tion, we evaluate (4.2.2) on either side of ~ = ~o and subtract the two resulting 
expressions. Since all the terms except UI;!; are continuous, we are left with 

Therefore, (4.2.2) is satisfied on ~ = ~o either trivially, if UH is continuous there, 
or if A(~o, 1J) = 0, that is, if ~ = ~o is the characteristic curve in the xy-plane, 
defined by the first equation in (4.1.14). This shows that within the framework 
of astriet solution everywhere, the characteristics ~ = ~o = constant are loci of 
possible discontinuity in UI;I;' Similarly, the characteristics 1J = 1Jo = constant are 
loci of possible discontinuity in U ryry' 

Geometrically, we may interpret this resuIt to imply that we can join two so­
lutions smoothly along a characteristic. For example, in Figure 4.4 we show a 
solution surface So + SI, which branches smoothly into the surface So + S2. Tbe 
branching is smooth in the sense that U, UI;, Ury, Ul;ry, and Uryry are continuous 
everywhere, incIuding along ~ = ~o. On ~ = ~t, the value of UI;I; is different 
for SI and S2. One or both of these values mayaiso differ from UI;I; on ~ = ~o' 
that is, for So. Similarly, two solutions may be joined smoothly at a characteristic 
TJ = 1Jo where the values of U ryry differ. 

Actually, once the jump in the value of UI;I; is specified at some point on Co, the 
propagation of this jump along Co is determined by (4.2.2). To derive the equation 
goveming the propagation of this jump, we first take the partial derivative of (4.2.2) 
with respect to ~ to obtain 

AUm + AI;UI;I; + 2BUI;I;ry + 2BI;UI;ry + CUl;ryry + CI;Uryry + DUI;!; + DI;UI; 

+ EUl;ry + EI;Ury + FUI; + FI;U - GI; = O. (4.2.7) 

FIGURE 4.4. Smooth branching of solutions at a characteristic 
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Now we evaluate (4.2.7) on either side of Co, that is, at ~t, and ~o' and subtraet 
the two resulting express ions. If we denote the jump in U~~ by 

(4.2.8) 

and note that A(~o, TJ) = 0 while U~~, U~~, U~, U~, and U are eontinuous on 
~ = ~o, we obtain the linear first-order ordinary differential equation 

op 
oTJ = -R(~o, TJ)p, (4.2.9a) 

where 

(4.2.9b) 

Thus, onee p is prescribed at some point ~ = ~o, TJ = TJo on Co, the solution of 
(4.2.9a) determines p everywhere along Co in the form 

p(~o, TJ) = p(~o, TJo) exp [- io~ R(~o, a)da] . (4.2.10) 

This result shows that p is identically equal to zero if it vanishes initially, and that 
if p(~o, TJo) =1= 0, then p is never equal to zero. 

Similarly, diseontinuities in U~q propagate along eharaeteristies TJ = eonstant 
aeeording to 

A(~, TJo) = A(~O, TJo) exp [ - io~ S(a, TJO)da] , (4.2.11) 

where A now denotes the jump in Uq~: 

(4.2. 12a) 

and 

S(I: ) == E(~, TJo) + Cq(~, TJo) . 
,>, TJo 2B(~, TJo) 

(4.2.12b) 

In summary, we have seen three alternative interpretations of the eharaeteristic 
curves of (4.1.1) for the hyperbolic case: 

1. They are curves that transform (4.1.1) to the eanonical form (4.1.15). 
2. They are eurves on which Cauchy data do not specify a unique solution in a 

neighborhood. 
3. They are curves along whieh a strict solution of (4.1.1) may have a diseontinuity 

in the second derivative normal to the curve. Thus, two solutions may be joined 
smoothly along a characteristic. 
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4.2.2 Solution 01 Hyperbolic Equations in Terms 01 
Characteristics 

We showed in Section 4.1.2 that the general partial differential equation (4.1.1) 
can be reduced to the following fonn if it is hyperbolic [see (4.1.15)] 

(4.2.13) 

Given the coefficients d, e, J, and g, which are functions of x and y, we can 
explicitly derive the functions D, E, F, and G of; and ." from (4.1.16). As 
pointed out earlier, in general it is not possible to simplify (4.2.13) further. 

Ifwe define 

(4.2.14) 

we can interpret (4.2.13) as an equation goveming the propagation of P along the 
; = constant characteristics, or an equation goveming the propagation of Q along 
the ." = constant characteristics. In fact, (4.2.13) .is just 

P~ = DP + EQ + FU + G == H, (4.2.15a) 

or 

Q~ = DP + EQ + FU + G == H. (4.2. 15b) 

In this seetion we fonnulate a solution procedure based on the characteristic fonn 
(4.2.15) and discuss how we may implement this procedure numericaIly. 

(i) Cauehy data on a spacelike are 

Let Co be a smooth noncharacteristic (Co is neither; = constant nor 11 = constant) 
curve defined in the parametrie fonn 

; = ;*('r), ." = .,,*(r), (4.2.16) 

where the parameter r varies monotonically along Co. Thus, the functions;* and 
11* as weIl as ~* and ~* are continuous. 

We denote by V the domain on the side of Co over which (4.2.13) is to be solved 
and let n denote the unit nonnal into V and T the unit tangent in the direction of 
increasing r. See any of the cases sketched in Figure 4.5. Here the characteristics 
are horizontal and verticallines in terms of a Cartesian (;, 11) frame, and with no 
loss of generality, we take the origin of this frame somewhere on the curve Co. 

We distinguish two possible types of noncharacteristic curves, denoted by spaee­
like and timelike. A spacelike arc So has two characteristics, either emerging from 
every point on it into V as in Figure 4.5a, or entering every point on it from V, as 
in Figure 4.5b. Thus, the two components of n in the ; and 11 directions are either 
both positive or both negative for a spacelike arc. On a timelike arc Ta, the com­
ponents of n have different signs, and only one family of characteristics emerges 
from Ta into V. These may be the ." = constant characteristics, as in Figure 4.5c, 
or the; = constant characteristics, as in Figure 4.5d. In the preceding, the terms 
entering and emerging are associated with the directions of increasing ; or .". 
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The terms spacelike and timelike originate from the interpretation of (4.1.1) as 
the wave equation: 

U;o;x - U/t = lower-derivative terms, (4.2.17) 

where x is a distance and t is the time. In characteristic form, (4.2.17) becomes 
[see (4.1.14)] 

UI;1/ = lower-derivative terms, (4.2.18) 

with ~ = t + x and TI = t - x. Now, if we want to solve (4.2.17) for t 2: 0, 
-00 < x < 00, we specify U and Ur on the x-axis, a spacelike curve. This maps to 
the straight line So: TI = -~, which mayaIso be defined parametrically as ~ = r, 
TI = -r, -00 < r < 00. The domain t 2: 0 maps to V: ~ + TI 2: 0 above 
So as in Figure 4.5a, and 0 = (l/...ti, 1/...ti). Therefore, the x-axis is indeed a 
spacelike arc according to our definition. Notice that with the choice ~ = -t - x 
and TI = -t + x, (4.2.17) also transforms to (4.2.18), but now the domain t 2: 0 is 
below So as in Figure 4.5b. More generally, any curve x = f(t) with Ij(t)1 > 1 
is spacelike. Conversely, if I j I < 1, the curve is timelike. In particular, the vertical 
line x = c = constant in the xt-plane (which is the time axis if c = 0) is timelike 
for the solution domain on either side. 

Consider now Cauchy data on a spacelike arc So with V to the right of So, as 
in Figure 4.5a. We are given U and aU/an on So and can therefore express these 
parametrically in terms of r; that is, 

U(~*(r), T1*(r» == U*(r) = given, 

au . 
- (~*(r), T1*(r» == V*(r) = glVen. an 

(4.2. 19a) 

(4.2. 19b) 

For the time being, let us assume that U*(r), U*(r), and V*(r) are continuous on 
So. We can then derive P and Q as continuous functions of r on So as follows. 
Let us define 

au au 
P*(r) == 8f (~*(r), T1*(r», Q*(r) == a;; (~*(r), T1*(r». 

Differentiating (4.2. 19a) with respect to r and using (4.2.20) gives 

P*~* + Q*il* = U*, 

(4.2.20) 

(4.2.21) 

a linear relation linking P* and Q*. A second relation between P* and Q* is just 
(4.2.19b), in which we express 0 in terms of ~* and i1*. For the spacelike arc in 
Figure 4.5a, r,* > 0 and ~* < 0; hence 

_ (r,* -~*) 0- .,. , 
s s 

(4.2.22) 

Therefore, (4.2.19b) becomes 

au dU P* r,* - Q* ~.* -_ V*. ==gra '0= -:-an s s 
(4.2.23) 
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6'0 = Sfo 

(b) Spaeelike are 

(d) Timelike are 

FIGURE 4.5. Spaeelike and timelike ares 

Equations (4.2.21) and (4.2.23) are linearly independent algebraic equations 
linking ir, V* to P*, Q*. Solving these gives 

i::*ir + ·*·V* i::*·V· - ·*ir p* = s 11 S Q* = _ s S 11 
$2' $2 

(4.2.24) 

Thus, knowing U* and V* on a given spacelike arc, we compute P* and Q* there 
using (4.2.24). The formulas for the situation in Figure 4.5b are obtained from the 
preceding by replacing $ by -$. 
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(ii) Cauchy problem; the numerical method o[ characteristics 

We are now in a position to extend the initial data U, P, Q given on So to a 
neighboring curve using (4.2.14) and (4.2.15) as mIes for the propagation of P, 
Q in the characteristic directions. This is a general version of the initial-value 
problem for the wave equation discussed in Section 3.4. Again referring to the 
case of Figure 4.5a, we subdivide V into a rectangular grid, with a variable grid 
spacing (as might be dictated by the rate of change of the initial data) as shown 
in Figure 4.6. Denote the values of U, P, Q at each gridpoint by the associated 
subscript. Thus, let 

Uj,j == U(~j, 1}j), Pj,j == P(~j, 1}j), Qj,j == Q(~j, 1}j). (4.2.25) 

Let the horizontal distance between the points (i, j) and (i + 1, j) be denoted by 
i j , and the vertical distance between the points (i, j) and (i, j + 1) by h j; that is, 

(4.2.26) 

Assume that U, P, and Q are known at the two adjacent points A = (i - 1, j) 
and B = (i, j - 1), and we want to compute U, P, and Q at the point C = (i, j) 
(see Figure 4.6). 

The definition of P in (4.2.14) gives the following forward difference 
approximation for U in the ~ -direction, 

(4.2.27a) 

7J 

(i - I, j) J (i,j) 
A C 

B (i, j - 1) 

FIGURE 4.6. Characteristic grid 
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and the definition of Q gives the forward difference in the 1/-direction, 

Ui~}) = Ui,j-I +hj-IQi,j-l. (4.2.27b) 

Each of these expressions defines Ui,j in terms of known quantities, and one 
approach is to use the weighted average to calculate Uif 

Ui~?hj-I + Ui~})li-l 
Ui,j = 

h j _ 1 + li-l 

h j - 1U i- 1,j + li- 1U i,j-l + li-l h j-I(Pi+J. +Qi,j-d 
(4.2.28) 

li-l + h j - 1 

To compute Pi,j, we use the forward difference of (4.2. ISa): 

Pi,j = P i,j-l + h j - I Hi,j-l. (4.2.29a) 

Similarly, we obtain Qi,j from (4.2.15b): 

Qi,j = Qi-l,j + ii-1 Hi-l,j. (4.2.29b) 

Equations (4.2.28)-(4.2.29) define U, P, and Q at the point C in terms of 
known values at the points A and B, and this process can be repeated to generate 
the solution at successive points. We see that if we use Cauchy data along a finite 
segment ofthe initial curve, say between the gridpoints (-N, N) and (M, -M), 
we are able to define the solution of (4.2.13) in the triangular domain bounded by 
the given segment of the initial curve and the characteristics 1/ = 1/ N = constant 
and g = gM = constant. This triangular domain is the domain of dependence of 
the point (gM, 1/N) [see the discussion following (3.4.14)]. For this construction, it 
is crucial to start with U anti a derivative 0/ U in a direetion that is not tangent to 
Co (for example, the normal derivative) in order to be able to march the values of 
P and Q forward. This result confirms the argument used in Section 4.2.1i based 
on Taylor series. 

(iii) Goursat' s problem; bountiary eontiition on a timelike are 

ConsideracharacteristicarcCo,sayO:s g :s gF,1/ = O(wheregFmayequaloo), 
and a timelike arc To over the same interval in g given parametrically in the form 
g = ~(r), 1/ = 1](r), as shown in Figure 4.7. Assurne that U is prescribed on both 
these arcs and we wish to solve (4.2.13) in the domain VI. Assurne also that U 
is continuous and has a continuous derivative along both Co and To. In particular, 
the value of U as g ~ 0+ on 1/ = 0 is the same as the value of U as the origin 
is approached along To. This is Goursat's problem, and we demonstrate next that 
specifying U along these two arcs is sufficient to define U, P, and Q at all points 
in VI using a characteristic construction. 

First, we note that specifying U on Co implies that we know P = U~ along Co 
also. In particular, Uo,o, PO,o, U 1,0, P 1,0, .•• , Ui,o, Pi,o, are all known. Next, we 
take the directional derivative ofthe prescribed data, U = U(r) on To, to obtain 

dU - d~ - d1] 
dr = P(r) dr + Q(r) dr ' (4.2.30) 
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FIGURE 4.7. Characteristic grid for the Goursat problem 

where P = P(r) and Q = Q(r) are the unknown values of P and Q along 70. 
Knowing U(r), and hence dU jdr, as weIl as d~jdr and dTjjdr at each point 
along 70 .means that (4.2.30) provides a linear relation linking P and Q along 70 
in the form 

(4.2.31) 

where the constants (Xi. ß;, and y; are all known. In particular, at (0,0), where Po,o 
is known, (4.2.31) defines Qo,o = (Yo - (XoPo,o)fßo. Note that ßo :f:. 0 because 
70 is timelike and is therefore not tangent to the ~ -axis. 

Consider now the points along the ~ -axis where Q is unknoWn. Since U and 
P are known all along this line, (4.2. 15b) reduces to a linear first-order ordinary 
differential equation for Q as a function of ~. If this differential equation subject 
to the given boundary value Qo,o cannot be evaluated explicitly, we can use the 
associated forward difference equation to obtain 

(4.2.31) 

For each i = 1, ... , 2, the right-hand side is known in terms of prescribed and 
previously calculated values. 

To evaluate P at 0, 1) we use the forward difference of (4.2. 15a) 

(4.2.32) 

and substituting this expression for PI, I into (4.2.31) for i = 1 defines Q I, I. We 
now have U, P, and Q at the three points (0, 0), (1, 0) and 0, 1). 
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The solution at (2, 1) is given by (4.2.28) and (4.2.29). Once this solution has 
been computed, P2,2 is obtained from the expression (see (4.2.32» 

(4.2.33) 

and this process can be continued to calculate U, P, and Q everywhere in VI. 
Suppose now that we wish to solve (4.2.13) in VI + V 4 (see Figure 4.7) subject 

to Cauchy data being specified on the spacelike arc So and U being specified on 
the timelike arc 70. This is the general version of the initial- and boundary-value 
problem for the wave equation over the semi-infinite domain discussed in Section 
3.5. Clearly, this solution is defined by the union of the solution of the Cauchy 
problem in V 4 (which specifies U on the ~-axis) followed by the solution of the 
Goursat problem in VI. 

(iv) Characteristic boundary-value problem 

The limiting case of the Goursat problem in VI + '02 for which the arc 70 becomes 
the characteristic 7]-axis is known as the characteristic boundary-value problem.1t 
is easily seen that specifying U on the ~ -axis defines P there, whereas specifying U 
on the 7]-axis defines Q there. In particular, we have both P and Q at the origin. To 
compute P on the 7]-axis, we evaluate (4.2.15a) for ~ = O. The result is a linear first­
order ordinary differential equation for P as a function of 7]. Solving this subject 
to the boundary condition for P at 7] = 0 defines P uniquely. Equivalently, we can 
use the difference expression corresponding to (4.2.15a) [see (4.2.32)]. Similarly, 
we compute Q on the ~-axis by solving (4.2.15b) either exactly or in difference 
form subject to ~e boundary condition for Q at the origin [see (4.2.31)]. Note 

that in this case ~ = 0 on the 7]-axis, and (4.2.30) specializes to the definition 
of Q along the 7]-axis. The solution for all interior points can now be computed 
recursively using the scheme employed for the Cauchy problem. 

(v) Well-posedness 

Based on the examples discussed so far, we observe that our characteristic con­
struction of the solution in each case provides an explicit demonstration that the 
type of boundary data imposed defines a "well-posed" problem in the sense that 
we have exactly enough information to calculate a unique solution. In particular, 
it was necessary to specify both U and au lan on the spacelike arc So for the 
Cauchy problem; we would have been unable to solve the problem had we speci­
fied only U or au lan. In contrast, for Goursat's problem it would be inconsistent 
to specify both U and aUla n (or equivalently U, P, and Q subject to (4.2.30» 
on the timelike arc 70. In doing so, note that the value of P at the (1, 1) gridpoint, 
for example, would depend on whether we used the partial differential equation­
that is, (4.2.32)-or the prescribed data on 70. The most general linear boundary 
condition that is allowable on 70 for Goursat's problem is 

- au -
a(.)U(~(.), 1](.» + b(.) - (H.), 1](.» = c(.) 

an 
(4.2.34) 
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for given functions a, b, and c. This boundary condition specializes to the case 
that we discussed earlier if b = ° and c / a = U. The other limiting case, a = 0, 
is also important. For example, it corresponds physically to a boundary condition 
on the velocity in any interpretation where (4.2.13) is a wave equation and U 
is a velocity potential. The derivation of the difference scheme for the general 
boundary condition (4.2.34) is left as an exercise (Problem 4.2.3). 

Although we have confined our discussion to a left boundary, analogous remarks 
apply to a right boundary and to domains contained between two timelike arcs. 

In view of the role of characteristics in propagating the values of P and Q, we 
note that we always need to specify two independent conditions on a spacelike arc 
and one condition on a timelike arc. Also, as pointed out in Section 4.2.2i, we cannot 
specify both U and au/an arbitrarily on a characteristic arc; the requirement that 
(4.2.13) hold on a characteristic arc implies that only one condition, possibly of 
the form (4.2.23), can be imposed there. In this case, a unique solution results only 
if we specify a second condition of the form (4.2.34) on an intersecting timelike 
arc as in the Goursat problem; Cauchy data on an intersecting spacelike arc are 
inconsistent. Before concluding this discussion, the following disclaimers must be 
made. 

The primitive numerical algorithms that we have used so far (as weIl as similar 
algorithms to be used later on in this chapter and in Chapter 7) are based on 
forward differencing along characteristic coordinates. These are not necessarily 
the most efficient or accurate numerical schemes for computing solutions. Rather, 
they provide direct and concise demonstrations that solutions may be derived in 
a consistent manner for certain types of initial or boundary data. A discussion of 
sophisticated numerical solution methods is beyond the scope of this text and is 
not attempted. 

Our arguments conceming well-posedness have all relied on our being able to 
construct a unique solution in some neighborhood of a given curve with given 
boundary data. Needless to say, these arguments do not constitute rigorous proofs; 
they merely ensure that in our calculation of a solution, no inconsistencies result 
from the given information. A broader definition of weIl-posedness, which we 
have not addressed, requires that the solution we calculate depend continuously on 
the boundary data. In this regard, let us consider a striking counterexample first 
proposed by Hadamard (see the discussion in Section 4.1 of [18]). This example is 
designed to show that a unique extension of boundary data to some neighborhood 
of the boundary does not necessarily imply that the solution in the extended domain 
depends continuously on the boundary data. 

We study Laplace 's equation 

uxx + uyy = ° 
in x ~ 0 subject to the two boundary conditions on the y-axis 

I 
u(O, y) = 0, uxCO, y) = - sinny, 

n 
(4.2.35) 
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where n is an integer. Our physical intuition suggests that there must be something 
wrong in prescribing Cauchy data for the Laplacian. Based on our experience 
with Laplace's equation, we would have been more comfortable with only one 
of the boundary conditions at x = 0 and a second boundary condition at x = 
00. Nevertheless, the Taylor series construction we used in Section 4.2.1 can be 
implemented with no difficulties because the boundary data are analytic, and we 
can easily construct the series in powers of x. In fact, the Taylor series can be 
summed to give the following result, which can also be obtained by separation of 
variables: 

( ) 1. h . u x, y = """2 sm nx smny. 
n 

(4.2.36) 

For any fixed x > 0, this result predicts oscillations in y with unbounded 
amplitude [since (sinh nx)/n2 --+ 00 as n --+ 00] and unbounded wave number 
n. But the Cauchy data tend to zero uniformly as n --+ 00. Thus, the solution does 
not depend continuously on the boundary data. Also, note that even if n is a fixed 
finite integer, this solution is unstable in the sense that u --+ 00 as x --+ 00 for 
any fixed y for which sin ny =1= O. There is indeed something very wrong with 
prescribing Cauchy data for the Laplacian. 

In the absence of an exact solution, we must rely on further information­
for example, physical reasoning-to argue that specifying Cauchy data on the 
boundary for an elliptic equation leads to an ill-posed problem. 

4.2.3 Weak Solutions; Propagation of Discontinuities in 
P and Q; Stability 

In many physical applications, the Cauchy data or boundary data are discontinu­
ous. For example, in the acoustic approximation of the bursting balloon discussed 
in Section 3.9.4i, the time derivative of the velocity potential (representing the 
pressure perturbation) is discontinuous at the surface of the balloon, say at r = 1, 
on the axis 0 :s r < 00. A discontinuity in u itself occurs naturally in a signaling 
problem, say over 0 :s x < 00, whenever the boundary and initial values of u do 
not agree atx = 0, t = O. Examples ofthis type were routinely handled in Chapter 
3 using the method of characteristics. How do such discontinuities propagate into 
the solution domain in the general case? 

Before starting this discussion, it is important to acknowledge that if a discon­
tinuity in U, Ut;, or U~ exists along some curve C in the "solution" domain of 
(4.2.13), then this equation is not satisfied on C; we have a strict solution on either 
side of C but not on C itself. In contrast, recall that discontinuities in Ut;t; across 
a ~ = constant characteristic or discontinuities in U~~ across an Tl = constant 
characteristic are perfectly allowable within the context of a strict solution. 

A solution for which U, Ut;, or U~ becomes discontinuous on a curve C is 
called a weak solution; we study such solutions in detail for quasi linear problems 
in Chapters 5 and 7. As we have already observed from our results in Chapter 
3, discontinuities in the solution occur in linear problems only if the initial or 
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boundary data are discontinuous, and in such cases these discontinuities propagate 
along characteristics. We next confirm that this observation remains true for the 
general linear problem (4.2.13), and we work out the details for discontinuities in 
the first derivative. The discussion of discontinuities in U is deferred until Section 
4.3.6 because this case is best treated in terms of a system of two first-order 
equations. In fact, the simple examples from water waves studied in Sections 3.4.3 
and 3.5.4 clearly indicate the efficiency of calculations in terms of characteristics 
using the system of two first-order equations. 

Consider now the general problem (4.2.13), where Cauchy data have a discon­
tinuity in P and Q at some point (~o, 170) on a spacelike arc So, whereas U is 
continuous everywhere on So. As shown in Figure 4.8, we subdivide the domain 
of interest into the three parts VI, V o, and V 2 and subdivide So into SI and S2. 
The solution of the Cauchy problems in VI and V 2 are strict solutions because U, 
P, Q are continuous on SI and S2 separately. In particular, the values U(~ö' T/) 
and U (~, l7ö) are provided by these solutions. 

This is as far as we can proceed within the framework of a strict solution; 
the solution in V o cannot be calculated unless we assume that P is continuous 
across 17 = 170 and Q is continuous across ~ = ~o. These are certainly plausible 
assumptions; in fact, they are implicit in our interpretation of(4.2.13) as a role for 
the propagation of P and Q along ~ = constant and 17 = constant characteristics, 
respectively. It then follows that U is continuous across both these cbaracteristics; 
that is, 

(4.2.37) 

Tbe values of U(~t, 17) and U(~, 17(j) can then be used as boundary values to 
solve the characteristic boundary-value problem in V o• Notice that the values of 
U(~t, 17) and U(~, 17(j) must not be calculated using tbe averages indicated in 
(4.2.28), because this would introduce a spurious discontinuity in U along each 

FIGURE 4.8. Initial discontinuity 
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of the ~o and 110 characteristics. This difficulty does not arise if the solution in 
V o is calculated separately starting with the given characteristic boundary values 
(4.2.37). 

The given initial discontinuities in P and Q at the point ~o, 110 thus propagate 
along the ~ = ~o and 11 = 110 characteristics, respectively. These propagation 
rules can be derived explicitly by an analogous but more direct approach than that 
used in Section 4.2.1 i for computing how jumps in second derivatives propagate. 
Consider first how the initialjump in Q propagates. We evaluate (4.2.13) on either 
side of 11 = 110 and subtract the result, noting that P and U are continuous across 
11 = 110· This leads to the following first-order ordinary differential equation along 
11 = 110: 

(4.2.38a) 

where K denotes the jump in Q; that is, 

(4.2.38b) 

Thus, we have the explicit propagation rule 

K(~, 110) = K(~O, 110) exp [io~ E(a, 110)da] , (4.2.39) 

which implies, in particular, that a discontinuity K (~, 1/0) occurs if and only if 
K(~O, 1/0) # O. 

Similarly, the discontinuity in P, 

(4.2.40) 

propagates along the ~ = ~o characteristic according to 

/-L(~o, 11) = /-L(~o, 11) exp [lo~ D(~o, a)da] . (4.2.41) 

Equations (4.2.39) and (4.2.41) may be used to characterize the behavior ofthe 
solution for large ~ and 11. We argue that if an initial discontinuity in the values of 
P or Q at some point tends to grow as ~ ~ 00 or 11 ~ 00, then the solution is 
unstable. We see from (4.2.39) and (4.2.40) that a necessary condition for stability 
is that D < 0 for sufficiently large 11 and E < 0 for sufficiently large ~. (For the 
situation sketched in Figure 4.5b, we reverse the signs.) 

Consider the wave equation with constant coefficients (3.7.1). The canonical 
form (4.2.13) corresponds to (3.7.5) for this case with ~ ~ ~,11 ~ /-L. Thus, 
D = -(b+a)/4andE = -(b-a)/4,andtherequirementD < O,E < Ogives 
the same condition (3.7.16) that we obtained earlier from the asymptotic behavior 
of the fundamental solution. We reiterate that (3.7.16) is only a necessary condition 
for stability. In the next seetion we study the stability of the constant-coefficient 
hyperbolic equation more generally. 
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4.2.4 Stability of the General Hyperbolic Equation with 
Constant Coefficients 

We have seen that the general hyperbolic equation with constant coefficients can 
be transformed to the form (see (4.1.17» 

Utt - Uxx + aux + bUt + cu = 0, (4.2.42) 

where a, b, and c are constants. To study the stabiIity of this equation for an 
arbitrary Cauchy problem on -00 < x < 00, we take its Fourier transform (see 
(A.2.9» to obtain 

Utt + bUt + (k2 + iak + c)u = 0, (4.2.43) 

where k is real. We need to solve this ordinary differential equation for u(k, t) 
subject to given initial conditions on u(k, 0) and ul(k, 0). Looking for a solution 
U,..., erJl gives the following characteristic equation for the complex number u: 

u 2 + bu + k2 + aik + c = o. 
The two roots of the quadratic (4.2.44) are 

+ ++.+ - -+.-u = u l IU2 , U = u l IU2 ' 

where ut, u l-, ui, and u2- are the reai constants 

and 

a,+ ~ ~ [~b+ Ja + J~2 +P2 ]. 

a,- ~ ~ [~b ~ Ja + J~2 + ß2 ] , 

(X = b2 - 4(k2 + c), ß = -4ak. 

(4.2.44) 

(4.2.45) 

(4.2.46a) 

(4.2.46b) 

(4.2.46c) 

(4.2.46d) 

Assuming that the inverse Fourier transform exists (as is the case for appropri­
ately restricted initial data), the solution will consist of a continuous superposition 
of functions of k times exp(ikx + ut). Therefore, it will be bounded as t -+ 00 

if o-t and u l- are nonpositive; the imaginary part of the exponents kx + uit or 

kx + u2- t will not affect the stability of solutions. Since J (X + J (X2 + ß2 is, by 

definition, positive, the requirement ut ~ 0 implies that we must have 

o ~ J (X + .J a2 + ß2 ~ -J2b (4.2.47) 
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for stability. We recall that (see Section 3.7.2) the condition b > 0 was obtained 
by requiring the fundamental solution to decay for a fixed x and t ~ 00. The 
second exponent (J'l- is automatically nonpositive onee (4.2.47) is imposed. Using 
the expressions for a and ß in (4.2.46d) to simplify (4.2.47) gives the condition 

(4.2.48) 

to ensure that solutions are bounded as t ~ 00. 

We note that for Ikl ~ 00, i.e., focusing on the short-wavelength eontributions 
to the inversion integral, boundedness of u(x, t) requires b2 - a2 > O. This, to­
gether with the condition b 2: 0, is exactly the condition (3.7.11) that we derived 
using either the fundamental solution or the rule for propagation of initial discon­
tinuities in Ux and Ur. The other limit, k ~ 0, corresponds to the long-wavelength 
contributions and requires c > O. 

More generally, depending upon the values of the constants a, b, and c, the 
para bola defined by R as a function of k has one of the four shapes given in Figure 
4.9, and we have the following stability conditions: 

(i) b 2: lai, c 2: O. Solutions are bounded for all k. 
(ii) b < lai, c > O. Solutions are unbounded for all k. 

(iii) b :::: lai, c 2: O. Solutions are bounded if Ikl :::: bJ a2~b2 = kc • 

(iv) b 2: lai, c :::: O. Solutions are bounded if Ikl 2: bJ b2~a2 = kd. 

Since for arbitrary initial data the inversion integral for u (x, t) is a continuous 
superposition over all values of k, the two conditions 

b 2: lai andc 2: 0 (4.2.49) 

are necessary and sufficient to ensure bounded solutions in general. 
It is interesting to recall that the behavior of the fundamental solution in the far 

field and the rule for the propagation of initial discontinuities in the derivatives of 
initial data both correctly provide the first stability condition b 2: la I (see (3.7.16) 
and the discussion following (4.2.41». However, neither of these criteria provides 
the second stability condition c 2: 0 because it involves long-wave (k ~ 0) 
contributions to the solution that are not excited by either of these disturbance 
mechanisms. 

Of course, for special initial conditions it is possible to violate (4.2.49) and 
still have a bounded solution. For example, let b = 1, a = ./2, c = 1. This 
corresponds to Figure 4.9c, and (4.2.48) predicts that solutions are bounded for 
Ikl :::: kc = 1. If we look for a solution of (4.2.42) with the above values of a, b, 
and c in the form (k = 4) 

1 
u(x, t) = e-ur sin 2 (x - vt), (4.2.50) 
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(i)b~lal,c~O (ii) b < lai, c> 0 
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(iii)b:Slal,c:SO (iv)b~lal,c:SO 

FIGURE 4.9. Stability of (4.2.42) as a function of k for different choices of a, b, and c 

for unknown constants (J' and v, we find that these constants must satisfy the pair 
of algebraic equations 

v2 2 5 v 1 
4 - (J' + (J' = 4' 2" - v(J' = .J2' 

The system (4.2.51) has two pairs of real roots, 

(J' = 0.16478 ... , v = 2.10938 ... , 

(J' = 0.83522 ... , v = -2.10938 ... , 

(4.2.51) 

(4.2.52a) 

(4.2.52b) 
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that one can easily compute numerically. Thus, the values in (4.2.52a) show that 
(4.2.50) is a right-going damped uniform wave, and the values in (4.2.52b) give a 
left-going damped uniform wave. Both waves have the same phase speed (v), but 
the left-going wave is more strongly damped. The solution (4.2.50) corresponds 
to the special initial conditions 

( 0 .x (0 .x v x 
U x, ) = Sln 2' u, x, ) = -asm 2 -"2 cos 2' (4.2.53) 

and we see that a stable solution exists for k ::: kc even though the first inequality 
in (4.2.49) is violated. 

Problems 

4.2.1 Consider the following Cauchy problem for the inhomogeneous dispersive 
wave equation (k = constant) 

Utt - Uxx + eu = p(x, t), -00, x < 00; 0 ::: t, (4.2.54a) 

U(x,O) = !(x), u,(x, O) = g(x). 

a. Introduce the characteristic coordinates 

g == t + x, T/ == t - x, 

and transform (4.2.54a) to the form 

U~T/ = FU + G, 
where F == -ej4and 

(4.2.54b) 

(4.2.55) 

(4.2.56) 

( g-T/ g+T/) - 1 (g-T/ g+T/) U(g, T/) == U -2-' -2- , G(g, T/) == 4P -2-' -2- . 

b. Now parameterize the initial curve t = 0 in the form 

g = l:, T/ = -l:, 

(4.2.57) 

(4.2.58) 

that is, g* = l:, T/* = -l: in (4.2.16), and show that the initial conditions 
imply that U* of (4.2. 19a) and P*, Q* of (4.2.20) are given by 

P*(-r) __ g(l:) + i(l:) , Q*(-r) __ g(l:) - i(l:) . U*(l:) = !(l:),. 2 • 2 
(4.2.59) 

c. Let 

p(x, t) = sinxcost, !(x) = sin2x, g(x) = cos3x. (4.2.60) 

Solve (4.2.54) numerically for these values in the interval -1( < x < 1(, 

and 0 ::: t ::: 1. Use a uniform mesh spacing equal to 0.1 in ~ and T/. 
d. Now assurne that !(x) and !'(x) are continuous for all x and that g(x) is 

also continuous everywhere except at x = 0, where it has a finite discon­
tinuity (g(O+) - g(O-) == p =1= 0). Show that the initial discontinuities in 
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P and Q equal p 12 and that these propagate unchanged along the ~ = 0 
and Tl = 0 characteristics. 

e. Suppose you wish to define the initial data at t = 0 in such a way that U* 
and P* as given in (4.2.59) are both continuous everywhere on the initial 
cuve, but Q* has a finite discontinuity equal to KO at x = O. Show that we 
must have J continuous everywhere and that 1 and g are discontinuous 
at the origin with 1(0+) - 1(0-) = g(O-) - g(O+) = -Ko/2. Show 
that the initial discontinuity in Q propagates unchanged along the Tl = 
o characteristic, and that U and P are eontinuous everywhere; the only 
discontinuity in Q is along the Tl = 0 eharacteristie. 

f. Use the fundamental solution (see (3.7.9» 

F(x-~, t-r) = {J Jo(kj(t - r)2 - (x - ~)2) if t - r > Ix - ~ I, 
if t - r < Ix - ~ I 

(4.2.61) 
to derive the solution of (4.2.54) in the form 

u(x, t) = - p(~, r)Jo(kjU - r)2 - (x - 02)d~ dr 1 l I 1x+ l
-

r 

2 0 x-I+r 

+ - Jo(kjt2 - (x - ~)2)g(~)d~ 1 l x+1 

2 x-I 

+ - - JO(kJt 2 - (x - ~)2)J(~)d~. 1 a l x +1 

2 at x-I 

(4.2.62) 

Specialize this resuIt to the expressions for p, J, and g in part (e) and 
verify the aeeuraey of your numerieal results. 

4.2.2 In Seetion 3.3.6ii we derived the equation goveming steady flow over a thin 
body in the form (3.3.59). For two-dimensional flow, this result reduees to 
(3.3.70) for the perturbation veloeity potential rp(x*, y*; E). Consider a 
symmetrie body having the upper surfaee defined by 

_ { F(x*), 0 ~ x* ~ 1, F(O) = F(1) = 0, 
y - 0 x* < 0 x* > 1. , -, -

(4.2.63) 

The boundary eondition of zero normal velocity on the body surfaee is 
given by (3.3.60) for 0 ~ x ~ 1, and symmetry implies that 

epy*(x*, 0; E) = 0 if x* < 0 or x* > 1. (4.2.64) 

For supersonic flow (M > 1), disturbances propagate only downstream. 
Thus, x* is a timelike variable, and the "initial conditions" are 

ep(O, y*; E) = rpy.(O, y*; E) = 0, y* > O. (4.2.65) 

a. Expand rp for small E in the form 

rp(x*, y*; E) = M[ep(lJ(x*, y*) + Eep(2J(X*, y*)] + O(E2), (4.2.66) 

and show that ep(1) and ep(2) are govemed by 

(M 2 - 1){/](1) - (/](l) =0 
TXX Tyy , (4.2.67a) 



Problems 275 

(M2 - 1)97~~ - qJ;~ = - M 2[(y - I)M2 + 2]qJ~l)qJ~~ 
- 2M2qJ;l)qJ~~, (4.2.67b) 

where we have dropped the asterisks for simplicity. Show that (3.3.60) 
implies the following boundary conditions on the upper surface, 

qJ;l) (x, 0) = F'(x), (4.2.68a) 

qJ~I)(X, 0) = F'(X)qJ~I)(X, 0) - F(x)qJ;~(x, 0), (4.2.68b) 

and the upstream boundary condition becomes 

qJ(1)(O-, Y) = qJ(2) (0- , Y) = O. (4.2.69) 

b. Show that the solution for qJ(l) is 

qJ(l)(x, y) = - 1 F(x - J M2 - ly) 
JM2 -1 

(4.2.70) 

ifO ~ x - JM2 - ly ~ I, and qJ(l)(x, y) == 0 otherwise. Thus, the 
assumed expansion (4.2.66) breaks down for transonic ftow (M ::::::: 1). 
A discussion of the correct expansion for transonic ftow is discussed in 
[10]. Henceforth, assurne that M - 1 is not small. 

c. Introduce the characteristic coordinates 

~ == x - J M2 - ly, TI = x + J M2 - ly, (4.2.71) 

and denote qJ(1) (~~'1, ~) == </J(I)(~, TI). Show that (4.2.67b) 
2 M2_1 

transforms to 

</J(2) = _ Y + 1 M 4 F'(~)F"(~). 
~'1 4 (M2 - 1)2 

(4.2.72) 

d. Solve (4.2.72) in the form 

</J(2)(~,TI) = y; I (M2~ 1)2 TI[FF(O) - F'\~)] + h(~) (4.2.73) 

ifO < ~ < I, and </J(2) == 0 if ~ < 0 or ~ > 1. Determine the function 
h(~) using the boundary condition (4.2.68b). 

Notice that the term proportional to TI in </J(2) contributes a term pro­
portional to E2 T1 to the expansion of the velocity potential (see (3.3.58) 
and (4.2.66». Thus, E2</J(2) is of order E2 , as implied by (3.3.58) and 
(4.2.66), only as long as TI is not large; if TI is as large as 0(E- 1), then 
E2</J(2) = O(E), in violation of the assumed ordering of terms. Now, 
TI --+ 00 with ~ fixed implies that y --+ 00 along the characteristic ray 
~ = constant. Thus, the assumed form of the perturbation expansion 
is correct only if y = 0(1); it breaks down to 0(E2) if y = O(E-1). 

This type of nonuniformity in the far field was also encountered in our 
study of shallow-water ftow (see (3.5.44». An expansion procedure that 
remains valid in the far field is developed in Chapter 8. 
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4.2.3 Generalize the forward difference scheme of Sec 4.2.2iii for solving Gour­
sat's problem when the boundary condition on the timelike arc is given by 
(4.2.34). First use (4.2.23) to express aU/an in terms of P and Q along 
the timelike arc Ta, and then show that this result, together with the spec­
ification of U on the characteristic arc So, uniquely defines U, P, and Q 
everywhere in VI. 

4.2.4 In Section 4.2.li we saw that the following is one of the ways to define a 
characteristic curve tP (x, y) = ~ = constant for a hyperbolic equation in 
two independent variables: Given (4.1.1) and Cauchy data on tP (x, y) = 
~, we cannot compute a2u /a~2 on this curve. In this problem we study 
how this idea generalizes to the three-dimensional wave equation with a 
space-dependent signal speed; that is, 

3 a2v 1 a2v L -2 - 2 -2 =0. 
j=1 ax j C (XI, X2, X3) aX4 

(4.2.74) 

Here XI. X2, X3 are Cartesian coordinates, and X4 is the time t. Assume 
that instead of XI, ... , X4, we introduce new variables ~lo ••• , ~4 defined in 
general by the four functions 

tPj(XI, ... ; X4) = ~j = constant, j = 1, ... ,4. (4.2.75) 

a. Denote 

V (tPl (Xl> ... , X4), ... , tP4(XI. ... , X4» == v(Xl> ... ,X4), (4.2.76) 

and show that (4.2.74) transforms to 

(4.2.77) 

b. Now assume that we are given Cauchy data on tP4(XI, ... , X4) = 0; that 
is, wearegiventhevaluesofV(~I. ~2, ~3, 0) and (aV /a~4)(~I. ~2, ~3, 0). 
It then follows that we also know av /a~I. av /a~2, av /a~3 as weil as 
a2v/a~la~4' a2v/a~2a~4' and 
a2v /a~3a~4 on ~4 = O. But we do not know a2v /a~l on ~4 = O. 
Show that on ~4 = 0, (4.2.77) takes the form 

= known terms on ~4 = O. (4.2.78) 
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Thus, either the quadratic form 

Q == L acfJ4 3 ( )2 
j=1 aXj (4.2.79) 

is not equal to zero and we can solve for a2 V j a;l, or Q = 0 and 
the Cauchy data cannot be specified arbitrarily on;4 = O. The three­
dimensional manifoldcf>4(XI , ... , X4) = o thatsatisfies Q = Oiscalled 
a characteristic manifold. If we assurne a solution of Q = 0 in the form 

(4.2.80) 

we see that U obeys 

( au)2 (au)2 (au)2 = 
aXI + aX2 + aX3 

1 
(4.2.81) 

This is the eikonal equation that we will study in Chapter 6. 
c. Parallel the development in Section 4.2.lii to show that Q = 0 also 

represents the manifold on which the first derivatives of a solution of 
(4.2.77) as weIl as all second derivatives except a2 V j a;l are continuous. 
But a2 v ja;l may be discontinuous. 

4.3 Hyperbolic Systems of Two First-Order Equations 

In our discussion so far in this chapter we have concentrated on the general second­
order equation (4.1.1), which is the primary mathematical model in a number of 
physical applications-for example, the diffusion equation for one-dimensional 
heat conduction, Laplace's equation for steady heat conduction in two dimen­
sions, and the one-dimensional wave equation for the small-amplitude vibrations 
of a string. In other applications, the second-order form (4.1.1) is the result of elim­
inating one of the two dependent variables from a model that occurs naturally as a 
system of two first-order equations. This is the case, for example, for steady incom­
pressible irrotational flow in two dimensions. As discussed in Chapter 2, Laplace 's 
equation is aconsequence of the two first-order equations div v = 0, curl v = 0, 
where v is the velocity vector. Also, in our study of shaIlow-water waves of small 
amplitude in Chapter 3, we derived the one-dimensional wave equation for the 
velocity or free-surface perturbations after eliminating one of these variables from 
the basic first-order equations for mass and momentum conservation. 

In those applications where the mathematical model of the basic physical prob­
lem is in the form of a system of first-order equations, it is important to reconsider 
some of the results in Sections 4.1-4.2, particularly for the hyperbolic case. 
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4.3.1 The Perturbation of a Quasilinear System Near a 
Known Solution 

In many physical applications, (4.1.1) govems the perturbations to a known solu­
tion of a quasilinear system of equations. We have already seen some examples of 
this in our discussion of acoustics, shallow-water waves, and the like, where we 
considered perturbations to the trivial solution of no ftow. In Chapters 5 and 7 we 
study in what sense such quasilinear systems represent physical conservation laws. 
For the purposes of our discussion here, we start with a given pair of quasilinear 
differential equations written in vector form, 

VI + Avx = f, (4.3.1) 

where V and f are two-dimensional vectors with components 

(4.3.2) 

and A is a linear operator with (2 x 2) matrix components Aij. We assurne that 
the components of fand Aare functions of Vio V2, x, t: 

(4.3.3) 

where the indices i, j may equali or 2. Since the Aij do not depend on the ßVjjßx 
or ßVijßt, the two components of (4.3.1) represent a quasilinear pair of first-order 
equations. 

Typically, the pair of partial differential equations corresponding to the compo­
nents of (4.3.1) arise when we simplify a pair of conservation laws. For example, 
the laws of mass and momentum conservation (3.2.11) for shallow water sim­
plify to the system (3.2.12), which is a special case of (4.3.1). A similar situation 
in acoustics leads to the system (3.3.23). In both these examples f == O. Two 
examples where f =1= 0 are discussed in Section 4.3.4. 

In this section we derive the leading linear system that results from (4.3.1) when 
we perturb a known solution. Let 

v(O)(x, t) = (v~O)(x, t), viO)(x, t» (4.3.4) 

be a known solution of (4.3.1). If f == 0, an important special case has v(O) equal 
to a constant vector. A number of examples of this case were discussed in Chapter 
3. A more general case, where f is independent of t, has v(O) independent of talso, 
that is, a steady-state solution of the pair of ordinary differential equations that 
result from (4.3.1) if ßjßt = O. In the slightly more general case with fdepending 
on x - ct, c = constant, we look for a solution where v(O) is a function of x - ct. 
This is the nonlinear version of the "uniform wave" solution considered in Section 
3.8.1. In the most general case, v(O)(x, t) may represent some particular exact 
solution of (4.3.1) [see the example of Section 4.3.4i] that we wish to perturb in 
the following sense. 

Assume that we wantto solve an initial-value problem for (4.3.1) in -00 < x < 
00, 0 :::::: t where the given initial value v(x, 0) is elose to the one corresponding 
to the nominal solution (4.3.4). More precisely, ass urne that the initial value of v 



4.3. Hyperbolic Systems of Two First-Order Equations 279 

is given in the form 

v(x, 0; E) = h(x) + Eg(X) (4.3.5) 

for a specified bounded vector function g(x) = (gI, g2) and a small parameter E. 

In (4.3.5), h(x) == v(O)(x, 0), the special solution (4.3.4) evaluated at t = O. The 
perturbation idea is that the solution v(x, t; E) of the initial-value problem defined 
by (4.3.1) and (4.3.5) is close to the special solution v(O) (x, t), and we assume that 
it has the form 

v(x, t; E) = v(O)(x, t) + EU(X, t) + 0(E2). (4.3.6) 

In Chapter 8 we explore the conditions under which this "regular perturbation" 
idea is correct. 

Assuming that the expansion (4.3.6) is correct for sufficiently small E, we need 
to compute the expressions that result for A and C when (4.3.6) is substituted for 
v. In most physical applications A and C are analytic functions of VI and V2, and 
therefore they have the following expansions in a neighborhood of the nominal 
solution v(O)(x, t): 

Aij(v\, V2, X, t; E) = Aij(v~O) + EU\, viO) + EU2, X, t; E) + 0(E2) 

(0) (0) 0 = Aij(vI (x, t), V2 (x, t), x, t; ) 

+ E --UI + --U2 + -- + O(E ), ( aAij aAij aAij ) 2 

aVI aV2 aE 
fi(v\, V2, x, t; E) = fi(v~O) + EU\, viO) + EU2, x, t; E) + 0(E2) 

= fi(v~O)(x, t), viO) (x, t), x, t; 0) 

+ E - UI + - U2 + - + O(E ), ( afi afi afi ) 2 

aVI aV2 aE 

(4.3.7a) 

(4.3.7b) 

where we evaluate the arguments of the partial derivatives of Aij and fi for VI = 
v~O)(x, t), V2 = viO)(x, t), and E = O. In (4.3.7) we have generalized (4.3.3) to 
allow the Aij and fi to depend also on E. Thus, (4.3.4) is an exact solution of 
(4.3.1) for E = O. 

Substitutingthe expansions (4.3.6)-(4.3.7) into (4.3.1), ignoring terms of 0(E2), 
and taking into account that v(O) (x, t) is a solution of (4.3.1) results in the linear 
vector partial differential equation for u(x, t) 

Ur + ;\(O)ux + Bu = C(1), (4.3.8a) 

and initial condition 

u(x,O) = g(x). (4.3.8b) 

Here we have introduced the notation A (0) for the linear operator with components 
that are functions of x, t defined by the 0(1) term in (4.3.7a); that is, 

(0) _ (0) (0) • 
Aij (x, t) = Aij(vI (x, t), v2 (x, t), x, t, 0). (4.3.9a) 
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The eomponents of the operator B and veetor f( I) are also funetions of x, t defined 
by 

2 !I (0) 
8fi ,,8Ajf uVl 

Bij(x,t) == -- + ~ -- --, 
8vj i=1 8vj 8x 

(4.3.9a) 

l". 2 8 (0) 
1;(1) == 8Ji L 8Ajf vi 

""ik - i=1 ~ -ax- ' (4.3.9b) 

where again we have set VI = v~O)(x, t), V2 = viO)(x, t), and E 0 in the 
arguments of Ji and the partial derivatives of Au. In eomponent form, (4.3.8a) 
reads 

2 2 
8Ui ,,(0) 8u j " (I). - + ~ Aij (x, t) - + ~ Bij(x, t)Uj = 1; (x, t), I = 1,2. (4.3.10) 
8t j=1 8x j=1 

We note that if f == 0 and v(O) is a eonstant, then B == 0 and f(1) == O. In this 
ease A (0) is a eonstant operator only if the operator A in the quasilinear problem 
(4.3.1) does not depend on x and t. The linearized equations for shallow-water 
waves [see (3.2.30)] and the linearized equations for one-dimensional aeoustics 
[see (3.3.30)] are examples of this special ease. In both these examples f == 0 
and the nominal solution v(O) is a eonstant veetor. An example with f = 0 and 
v(O)(x, t) is diseussed in Seetion 4.3.4i. A seeond example with f =I- 0 and v(O) = 
eonstant appears in Seetion 4.3.4ii. 

The extension of the preeeding results to higher dimensions is straightforward; 
in effeet (4.3.10) generalizes to a system of N equations for the N eomponents Ui. 
This ease is diseussed for the quasilinear problem (4.3.1) in Seetion 7.2. 

The ease of more independent variables is also important. For example, in three­
dimensional aeousties, the system eorresponding to (4.3.10) that follows from 
(3.3.33a), (3.3.38), and (3.3.36) is 

Pt + divv = 0, Ur + gradp = 0, (4.3.11) 

where aeeording to (3.3.44) we have perturbed the velocity about u = 0 and the 
density about p = 1. Forthis special ease, U = grad if), and (4.3.11) reduees to the 
wave equation (3.3.49) with E = O. In general, such a reduetion is not possible, 
and we diseuss only the ease of two independent variables. 

4.3.2 Characteristics 
Here again we define a eharaeteristie eurve for (4.3.10) based on whether it is 
possible to extend given Cauehy data on a eurve C to a neighboring eurve (see 
Seetion 4.2.li). 

Let C be defined in the implicit form 

ljJ(x, t) = ~o = eonstant, (4.3.12) 
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and assume that UI and U2 are given on C. Now (ifJx, ifJr) are the components of a 
normal to C and (ifJr. -ifJx) are the components of a tangent. Therefore, knowing 
the Ui on C means that we also know the tangential derivative (ifJr(audax) -
ifJAaudat)) there. It then follows that we can express audat, say, in terms of 
audax on C in the form 

aUi aUi 
= -A - + known terms, 

at ax 
(4.3.13a) 

where we have assumed ifJx =1= 0 and have denoted 

A = _ ifJr. 
ifJx 

(4.3.13b) 

If we use (4.3.13) in (4.3.10), this reduces to the following pair of linear algebraic 
equations for aut!ax and aU2/aX on C: 

2 
'" (0) aUj . L....(Aij - 8ijA) - = known terms, 1 = 1,2, 
j=1 ax 

(4.3.14) 

where 8ij is the Kronecker delta (8ij = 1, i = j; 8ij = 0, i =1= j). The system 
(4.3.14) has a unique solution if the determinant of coefficients does not vanish. 
In this case, the given Cauchy data can be extended to a neighborhood of C. 

The vanishing of the determinant of coefficients in (4.3.14) corresponds exactly 
to the quadratic expression defining the eigenvalues of the {A~)} matrix. To see 
this, let w be a right eigenvector of A (0) belonging to the eigenvalue A; that is, 

A(O)w = AW, W =1= 0, (4.3.15a) 

or 

(A (0) - AI)W = 0, W =1= 0, (4.3.15b) 

where I is the identity matrix. Since (4.3.15b) holds for a nonzero vector w, the 
determinant of (A (0) - AI), which is just the determinant of coefficients in (4.3.14), 
must vanish. Setting det {A (0) - AI} = 0 gives the quadratic expression 

A2 _ (A(O) + A(O»)A + A(O) A(O) _ A(O) A(O) - 0 
11 22 11 22 12 21 - , (4.3.16a) 

which has the two solutions 

AI.2(X, t) = ~ {A\~) + Ai~ ± [(A\~) - Ai~)2 + 4A\~ Ai~)]1/2}, (4.3.16b) 

in which henceforth we shall use the plus sign for AI and the minus sign for A2. 
The eigenvalues Ai are real and distinct if 

(A\~) - Ai~)2 + 4A\~ A~~) > 0, (4.3.17) 

and we concentrate on this case, which corresponds exactly to the hyperbolic 
problem for the second-order equation (4.1.1). 

The characteristic curves ifJl (x, t) = ~ 1 = constant and ifJz (x, t) = ~2 = 
constant are defined by the solutions of dx/dt = AI (x, t) and dx/dt = A2(X, t), 
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respectively, and since Aland A2 are real and distinct, these two families of curves 
define a coordinate system in terms of the ~I, ~2 variables. Again, we note that 
Cauchy data along a characteristic curve do not define the solution uniquely near 
this curve and that for a given solution of (4.3.10), UI and U2 are not independent; 
they must satisfy (4.3.14) with the left-hand side equal to zero. 

The following definitions and results from linear algebra will be helpful in 
the next section as weIl as in Section 7.2, where we consider the corresponding 
quasilinear problem. 

Given an n-vector in the component form (u I, U2, ••• , un ) and an n x n matrix 
with elements Aij, we may regard the Ui and Aij as the components 0/ a vector 
u and a linear operator A associated respectively with some unspecified basis 
bl, ... , bn according to the definition 

n 

Abj = L Akjbk. for each j = 1, ... , n. 
k=1 

(4.3.18a) 

(4.3. 18b) 

If the eigenvalues of the {Aij} matrix are real and distinct, the associated 
eigenvectors are linearly independent. To prove this, assurne that the eigenvec­
tors WI, W2, ... ,wn associated with A" A2, ... , An, respectively, are linearly 
dependent. That is, there exist constants CI, C2, •.• , Cn not all equal to zero such 
that 

(4.3. 19a) 

This means that 

n n 

LCkAWk = LCkAkWk = 0, (4.3. 19b) 
k=1 k=1 

which contradicts (4.3.19a) for distinct Ak. 

4.3.3 Transformation to Characteristic Dependent and 
Independent Variables 

In this section we shall proceed from the component form (4.3.10) of the goveming 
equations and verify explicitly that a transformation to a basis of eigenvectors 
diagonalizes the matrix {A~)}. 

Recall [or observe directly from (4.3. 15a)] that any scalar times an eigenvector 
is still an eigenvector. Therefore, one can specify only the ratio of components of a 
two-dimensional eigenvector. Let Wil and Wi2 be the first and second components, 
respectively, of the eigenvector W i belonging to the eigenvalue Ai • Writing ( 4.3 .15b) 
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in component form shows that 

A(O) 

A (0) ~ A' ' i = 1, 2, 
II I 

(4.3.20a) 

and we choose 

Wj = (-A~~, A~~) - Ai), i = 1,2. (4.3.20b) 

Note that we may assume A~~ =f:. 0 because if Al~ = 0 in (4.3.10), we can 
interchange components so that Ai~) occurs in (4.3.20). If Ai~) = 0 also, we need 
not proceed further because (4.3.10) is already in characteristic form [see (4.3.25)]. 

(i) Characteristic dependent variables 

Since the Ai are distinct, the Wi are linearly independent and may be chosen as a 
new basis. Let the components of u with respect to the Wh W2 basis be (Ulo U2), 
Le., 

2 

U = LUkWk. 
k=1 

(4.3.21) 

Using (4.3.20), we obtain the following linear transformation linking the Uj to the 
Uj : 

2 

Ui = L WijUj, i = 1,2, 
j=1 

where the transformation matrix {Wij} is given by 

(4.3.22a) 

( 
_A(O) _A(O») 

{Wij} == A~~) ~\l A~~) ~\2 . (4.3.22b) 

To calculate the system of equations corresponding to (4.3.10) goveming the 
Uj, we first use (4.3.22a) to express the Uj in terms ofthe Uj in (4.3.10) to obtain 

~ ( aUk aWek ) ~~ ( aUk aWJ'k ) L Wek- + --Uk + LLAtj Wjk- + --Uk 
k=l at at j=l k=l ax ax 

(4.3.23) 

Now, we multiply (4.2.23) by Vii and sum over l, where {Vij} is the inverse matrix 
of {Wij}; that is, 

1 (A(O) - A 
{Vij} == (0) A II A (03 

A l2 (A2 - Ad [- II 

A(O) ) _1ro) . 
12 

(4.3.24) 

The final result takes the diagonal characteristic form 

aUj aUi 2 
- + Aj(X, t) - + L Cjk(X, t)Uk = Fj(x, t), i = 1,2. 
at ax k=1 

(4.3.25) 
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Here the Cjk are given by 

2 aWtk 2 2 aW"k 2 2 
Cjk == L Vit TI + L L VitAej T + L L VieBlj Wjko (4.3.26a) 

t=l l=l j=l X t=l j=l 

which can also be written in matrix form as the three matrix products 

{Cl = {V} { aa7 } + {V}{A} { aa~ } + {V}{B}{W}. (4.3.26b) 

The reader should also verify that the matrix product {V} {A} {W} is just the 
diagonal matrix {)Ioj 8ij }. The Ei are given by 

2 

Fj == L Vu F?). 
l=l 

The inverse relation to (4.3.22a) gives the Uj in terms of the Uj: 

2 

Uj = L Vijuj. 
j=l 

(ii) Characteristic independent variables 

(4.3.26c) 

(4.3.26d) 

The diagonal characteristic form for the differential operator in (4.3.25) becomes 
even more transparent once we change independent variables to ~l and ~2' Regard 
the Uj , Äj , Cjj , Fj in (4.3.25) as functions of ~lo ~2 without changing the notation, 
for the sake of simplicity. We compute 

aUI aUI atPl aUI at/J2 aUI 
-=--+--, 
at a~l at a~2 at ax 

Therefore, 

aUI + Äl aUI = (atPl + Ä1 atP1) aUI + (at/J2 + Äl at/J2) aUI 
at ax al ax a~l at ax a~2 

atP2 au\ 
= (Äl - Ä2) - -, (4.3.28a) 

ax a~2 

since Äj = -(alPdat)/(atPdax). Similarly, interchanging indices gives 

aU2 aU2 atPl aU2 
- +Ä2- = (Ä2 -Äd- -. (4.3.28b) 
at iJx ax a~l 

Thus, (4.3.25) simply reduces to adefinition of the directional derivative of U\ 
along the tPl = ~l = constant characteristics and of U2 along the t/J2 = ~2 = 
constant characteristics; that is, 

aUI 2 _ _ 

iJl:: + L Clk(~lo ~2)Uk = Fl (~lo ~2), 
"2 k=l 

(4.3.29a) 

(4.3.29b) 
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where 

CIk == 
Clk 

C2k == 
C2k 

(4.3.30a) 
()\ol - )'d(8c/J2I8x) , (A2 - AI)(8c/JI/8x) , 

FI == 
FI 

F2 
F2 

(4.3.30b) 
(AI - A2)(8cfJ2/8x) , -

(A2 - AI)(8c/Ji/8x) 

Eliminating VI in favor of U2 (or vice versa) in (4.3.29) gives the seeond-order 
equation (4.2.13), whieh ean be solved explicitly if the fundamental solution is 
known (as, for example, if the Cij are eonstants) (see Problem 4.3.4). the system 
(4.3.29) is essentially deeoupled if one of the off-diagonal elements of the C matrix 
is zero, say CI2 == O. In this ease, (4.3.29a) is an ordinary differential equaiton for 
UI as a function of ~2 along eaeh eharaeteristie ~I = eonstant. The solution has 
the form 

UI(~I, ~2) = RI(~~' ~2) [KI(~I) + j!;2 FI(~\' O')RI(~\' O')dO'J, (4.3.31) 

where K I is an arbitrary funetion and 

RI(~I, ~2) = exp [j/;2 Cl1(~\' O')dO'J . (4.3.32) 

Substituting (4.3.31) for UI into (4.3.29b) reduees this to the ordinary differential 
equation 

(4.3.33) 

where C\2 and P are known funetions of ~I and ~2' The solution for U2 is given 
in the form 

U2(g\, ~2) = R2(~~' ~2) [K2(~2) + j!;1 P(O', ~2)R2(O', ~2)dO' ] ' (4.3.34) 

where K2 is an arbitrary function and 

R2(~\' ~2) = exp [//;I C22 (O', ~2)dO' ] . (4.3.35) 

The funetions K I and K 2 will be known onee initial data (for example) are specified 
on a spaeelike are. Two examples are diseussed in Seetion 4.3.4. See also Problems 
4.3.1-4.3.3. 

In general, the system (4.3.29) eannot be solved analytieally, and we have to use 
a numerieal solution as discussed in Seetion 4.3.6. 

4.3.4 Examples from Shallow-Water Flow 
In Chapter 3 we studied several examples that lead to special eases of the linear 
pair of partial differential equations (4.3.10). In this seetion we diseuss two further 
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examples, the first to illustrate the effect of perturbation about a nontrivial exact 
solution, and the second to provide a physical model that gives rise to a nonzero f 
in (4.3.1). 

(i) Perturbation 0/ the dam-breaking probLem 

Consider the ftow that results when a "dam" at x = 0 is suddenly removed. We 
assume that upstream of the dam (x < 0) the water is nearly at rest (u ::::::: 0) 
and the surface height is nearly constant (h ~ 1). For simplicity we assume that 
there is no water downstream. The solution for the case where there is water at 
rest downstream of the dam is discussed in Section 7 A.3iii. We also assume that 
(3.2.12) correctly models the ftow. Thus, using the notation in Section 4.3.l, we 
wish to solve 

(4.3.36) 

where VI (x, 1) is the vertically averaged horizontal speed and V2 (x, t) is the height 
of the free surface. (In the notation of Chapter 3, VI = u and V2 = h.) 

Initial conditions corresponding to no water downstream of the dam and nearly 
quiescent ftow upstream are (see Figure 4.l0) 

(4.3.37) 

where H is the Heaviside function and gl(X), g2(X) are arbitrarily prescribed 
bounded functions. The boundary condition of no ftow at the dam boundary re­
quires that gl (0) = 0, and by an appropriate choice of the vertical scale, we 
can also set g2 (0) = 0 with no loss of generality. The small parameter E mea­
sures the departure of the initial conditions from the quiescent state v~O) = 0, 

(0) ( v2 = H -x). 

V2 (x, 0) 

Water Dam 

FIGURE 4.10. Initial state for the dam-breaking problem 
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In Section 7.4.2 we derive the following exact solution for the € = 0 problem 

vjO) (x, t) = I ~ (~ + 1). -t < x < 2t, (4.3.38a) 
0, x:::: -torx ~ 2t, 

viO) (x, t) = 1 ~ (2 - ~ y, -t < x < 2t, (4.3.38b) 
1, x :::: -t, 
0, x ~ 2t, 

which is easy to verify by direct substitution into (4.3.36). As shown in Figure 
4.11a, the initial discontinuity in the height develops into the moving parabolic 
profile given in (4.3.38b), which spreads to the right with speed 2 and to the left into 
the quiescent water with speed -1. On rays x/t = constant in the xt-plane, both 
the speed v~O) and height viO) remain constant. This is shown in Figure 4.11b. Since 
the solution differs from the initial state only in the domain -t < x < 2t, t > 0, 
we shall concentrate on the perturbation solution over this domain. Consider first 
the domain -t < x < 2t, t > O. 

Using the result (4.3.38) in (4.3.9), we obtain the following expressions for the 
matrix components of A (0) and B (f(1) = 0): 

(0) v ( 
(0) 

{Ai} (x, t)} = ~O) 
v2 

~O) ). (4.3.39) 
oVI 

OX 
Using the above values for the Ai} in (4.3.16b) gives the two characteristic speeds 
AI and A2 as 

(0) 1 (X ) v2 (x, t) = 3" t + 4 , 

(0) X 
v2 (x, t) = -. 

t 
Therefore, the eigenvectors (4.3.20b) are given by 

WI = (-1, - viO)(x, t)), W2 = (-1, JviO)(x, t)), 
and the transformation matrix {W} and its inverse {V} are given by 

-2k) 
I . 

2M 
( 

I 
-1 -1 -2 

{Will = (-JviO) r;f)' {Vi}} = - t 

(4.3.40a) 

(4.3.40b) 

(4.3.41) 

(4.3.42) 

We also compute the following matrix components for {C} using (4.3.26a): 

(4.3.43) 



288 4. Linear Second-Order Equations with Two Independent Variables 

x 
-2 -I 4 

I I (a) 
I I 

I I 
~ - ! 

I 
I - 2 

I 

j= -1 

I 

--------------------~~----------------------~x 
(b) 

FIGURE 4.11. Exact solution for E = 0 

Therefore, the diagonal characteristic form (4.3.25) is 

aUI + ~ (~ + 4) aUI = 0, 
at 3 t ax 

aU2 x aU2 1 1 - + - - + - UI + - U2 = 0, at t ax 3t t 
for the transformed variables 

(4.3.44a) 

(4.3.44b) 

1 1 1 
U I = - - UI - C(ö) U2, U2 = - - UI + C(ö) U2· (4.3.45) 

2 2...; viO) 2 2...; viO) 

Notice that (4.3.44a) for UI is decoupled from (4.3.44b) for U2' Thus, we can first 
solve for UI and then substitute the result in (4.3.44b) to obtain an inhomogeneous 
first-order equation for U2 that can also be solved. In Section 5.2.2 we will discuss 
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a general approach for solving such first-order equations. Here, we proceed using 
the characteristic independent variables ~I and ~2 instead of x and t. In preparation 
for this transformation, we first solve the characteristic differential equations 

dx = ~ (:: + 4), dx = x 
dt 3 t dt 

This gives the two families of characteristic curves 

cfJI (x, t) == -xt-1/3 + 2t2/3 = ~I = constant, 
x 

cfJ2 (x, t) == - = ~2 = constant. 
t 

(4.3.46) 

(4.3.47a) 

(4.3.47b) 

In Figure 4.12we show the two families of characteristics ~I = constant and 
~2 = constant. The domain of interest is the triangular region (2) bounded by 
~2 = -1 (that is, x = -t) and ~I = 0 (that is, x = 2t). In this domain only the 
curves ~ I = constant > 0 that lie to the right of the ray ~2 = -1 are of interest. We 
note that the ray x = 2t coincides with both characteristics ~2 = 2 and ~I = o. 
Thus, the coordinate transformation (4.3.47) breaks down along this ray. This does 
not pose any difficulties, as we shall see later on. 

The solution of the linearized problem in region (3), to the right of ~2 = 2, is 
the trivial solution UI (x, t) = U2(X,.t) = O. In region (1), to the left of the ray 
~2 = -1, we need to solve the system 

(4.3.48) 

subject to the initial conditions 

UI (x, 0) = 81 (x), U2(X,0) = 82(X). (4.3.49) 

This defines UI (x, t) and U2(X, t) in (1) (see Problem 4.3.3b), including the ray 
~2 = -1. Thus, we have a characteristic boundary-value problem to solve in (2), 
where we know the value of UI on the ray ~2 = -1 and U2 = 0 along the ray 
~I = o. . 

To derive the equations in terms ofthe ~I and ~2 variables, we solve (4.3.47) for 
x and t and use the result 

( ~I )3/2 = (_~I )3/2 
X=~2 2-~2 ,t 2-~2 ' (4.3.50) 

. in (4.3.29) to obtain 

aUI aU2 3 1 
a~2 = 0, ~I a~1 + 1. U2 + 1. U I = O. (4.3.51) 

This confirms our earlier observation that UI can be solved first in the form 

(4.3.52) 
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FIGURE 4.12. Characteristic curves 

The second equation (4.3.51) can now be solved in the form 

U2 = ~~3/2 [ Q(~2) - ~ 1~1 sl/2r(S)] ds. 

Here r and Q are arbitrary functions of their arguments that must be determined 
in terms of the boundary conditions on the bounding characteristics for region (2). 
The solution on region (1), when evaluated on ~2 = -1, defines f(~I)' It also 
follows that we must set Q (~2) == 0 because U2 must tend to zero as ~I -+ 0 
along any ray ~2 = constant with -1 :::: ~2 :::: 2. Thus, 

1 1~1 
_ 1/2 

U2(~d - - -:fji s r(s)ds. 
2~1 0 

(4.3.53) 

In effect, (4.3.53) is the solution of the ordinary differential equation in (4.3.51) 
for U2 along the rays ~2 = constant with the boundary condition U2(O) = O. In 
this regard, note that U2 (0) is weil behaved as long as f(O) is a finite constant; in 
fact, r(O) = 0 (see Problem 4.3.3c), which means that U2(O) = o. 

(ii) Shallow-water flow in an inclined channel with friction 

We consider the ftow of water down a channel having a rectangular cross section 
and inclined at a constant angle s to the horizontal, as shown in Figure 4.13. Let 
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G denote the domain bounded by the free surface, the bottom, and the two planes 
X = Xl and X = X 2 normal to the bottom. 

Mass conservation gives (see (3.2.4» 

.!!:..- {X2 PoBoH(X, T)dX = -PoBoH(X, T)U(X, T)I
X

=X2 
dT lx, 

X=X, 

(4.3.54) 

We are using dimensional T, X, Y, H, U variables, where T is the time, X is the 
distance measured along the bottom, and Y is the distance normal to it. Thus, H 
is the height of the free surface in the Y direction and U is the X -component of 
the flow velocity averaged over 0 S Y S H. The constant density of water is Po, 
and Bo is the constant breadth of the channel. 

To complete the problem formulation, we must relate U to H, and we use 
momentum conservation. As in Section 3.2, we assume hydrostatic balance in the 
vertical direction and ignore surface tension, but now we do account for viscous 
effects approximately through the introduction of a frictional force exerted on the 
fluid by the solid boundaries of the channel. 

FIGURE 4.13. Shallow-water ftow in an inclined channel 
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We identify the following contributions to the momentum balance for G in the 
direction parallel to the bottom: 

d l X2 - PoBoH(X, T)U(X, T)dX = 
dT XI 

{
rate of change 
ofmomentum 
ofG, 

-PoBoU2(X, T)H(X, T) = momentum IX =X2 { net inflow of 

X=XI into G, 

- ( PoBog(H - Y) cos sdY = the pressure 
H(X2,T) I ~::;:~~~ of 

10 force on G 
atX = X2, 

( PoBog(H - Y) cos sdY = the pressure 
H(XI,T) I ~:~~~:~~~ of 

10 force on G 
atX = XI> I streamwise 

l X2 B H(X T) sin sdX = compon~nt .of 
Po og, the gravltational 

XI 
force on G, I frictional force 

_ (X2 CPo[Bo + 2H(X, T)]U2(X, T)dX = acting on.G 
lXI due to solId 

boundaries. 

(4.3.55a) 

(4.3.55b) 

(4.3.55c) 

(4.3.55d) 

(4.3.55e) 

(4.3.55f) 

In (4.3.55f), Cis a dimensionless friction coefficient, which we assume to be a con­
stant independent of Reynolds number, and we have used the standard expression 
CPoAU2 for the frictional force over a surface ofwetted area A. For a rectangular 
channel, the wetted area of an element of length dX is dA = (Bo + 2H)dX. 

After integrating (4.3.55c) and (4.3.55d) and dividing by the factor PoBo, we 
obtain the following integral conservation law: 

d l X2 -d H(X, T)U(X, T)dX 
T XI 

= - {U2(X, T)H(X, T) + 
1 }X=X2 
"2 gH\X, T) cos s 

X=XI 

+ i~2 {gH(X, T) sins - C (1 + ~:) U\X, T)} dX. (4.3.56) 

A special solution of (4.3.54) and (4.3.56) corresponds to uniform flow (U == 
Uo = constant, H == Ho = constant) with the frictional and gravitational forces 
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in perfect balance; that is, 

gHo sin s = C(l + 2a)Ug, (4.3.57) 

where a is the dimensionless parameter a == Hol Bo. For a broad channel a « 1. 
Equation (4.3.57) defines a unique Uo for a given Ho, or the converse 

gHosins C(l +2a)iJ~ 
Ho = . 

C (l + 2a) , g sm s Uo = (4.3.58) 

We introduce the following dimensionless variables in terms of a length scale 
(Lo) and speed (Vo) that are to be specified 

X T H U 
x == Lo ' t == LoIVo' h == Ho' U == Vo (4.3.59) 

It is easy to see that the choice 

Ho 
Lo = --, Vo = (gHocOSS)I/2, 

tans 
simplifies the notation and leads to 

d j X
2 

dt h(x, t)dx = -{h(x, t)u(x, t)}~::'~~, 
XI 

(4.3.60) 

(4.3.61a) 

d j X2 { 1 }X=X2 d u(x, t)h(x, t)dx = - u2 (x, t)h(x, t) + - h2 (x, t) 
t XI 2 X=XI 

[
X2 { 1 + 2ah(x, t) } + XI h(x, t) - F2 u2(x, t) dx. (4.3.61b) 

Here F is the dimensionless speed (Froude number) defined by 

2 U~(l + 2a) F -
- gHo coss ' 

(4.3.62a) 

and (4.3.57) reduces to the condition 

F 2 = tans 
C' (4.3.62b) 

relating F, C, and s. 
For smooth solutions, (4.3.61a) and (4.3.61b) give the pair of divergence 

relations 

h t + (hu)x = 0, 

(uh)t + (U2h + ~h2)x = h-
1 + 2ah 2 

F2 U, 

and using (4.3.63a) to eliminate ht from (4.3.63b) gives 

1 + 2ah u2 
Ut + UU x + hx = 1 - ---;:--

F2 h 

(4.3.63a) 

(4.3.63b) 

(4.3.64) 
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If (J' is smalI, (4.3.64) reduces to 

U2 

U/ + UUx + hx = 1 - F2h' (4.3.65) 

and we shall use (4.3 .65) henceforth for simplicity. Note that if s is small, cos s ~ 1, 
and we may regard h as the height of the free surface in the vertical direction. 
Also, according to (4.3.60), Hol Lo = tan s « 1, and this is consistent with the 
assumption of shallow-water flow. 

In the notation of Section 4.3.1, we set h = VI> U = V2, and regard (4.3.63a) 
as the first component of (4.3.1) and (4.3.65) as the second. (Note that this is the 
reverse ofthe choice made in (4.3.36).) Thus, 

f= (0, 1-~). 
F2 V , 

(4.3.66) 

Consider now the initial conditions 

(4.3.67) 

where 0 < E « 1 and g, (x) and g2(X) are arbitrarily prescribed bounded func­
tions. Thus, the initial state deviates only slightly from the steady state V, = 1, 
V2 = F that corresponds to a perfect balance between the frictional and grav­
itational forces. Note that in the general case (4.3.1), such a constant steady 
solution is possible if f does not depend on x and t, and the two algebraic equa­
tions [,(VI> V2) = 0, h(v" V2) = 0 have areal physically realistic solution: 

(0) (0) 
VI = v, = constant, V2 = v2 = constant. 

We perturb the solution about the steady state as in (4.3.6), 

v(x, t; E) = 1 + EU, (x, t) + O(E2), V2(X, t; E) = F + EU2(X, t) + O(E2), 

(4.3.68) 
and calculate the following system corresponding to (4.3.8): 

(4.3.69a) 

(4.3.69b) 

Thus, 

(0) (F 1) ( 0 {Aij } = 1 F ,{Bij} = -1 0) f(l) = 0 2 , -. 
F 

(4.3.70) 

The eigenvalues of A (0) are A, = F + 1 and A2 = F - 1. Thus, the characteristic 
dependent variables. are 

~I = X - (F + 1)t, ~2 = x - (F - 1)t. (4.3.71) 
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It follows from (4.3.20) that w\ = (-1, -1), W2 = (-1, 1). Therefore, 

{Wij} = (=~ ~1), {\';j} = (=i -}), 
. 2 2 

(4.3.72) 

and the characteristic dependent variables are given by U\ = -(u\ + u2)/2 and 
U2 = (U2 - u\)/2. Using the above expressions for {Bij}, {Wij}, and {Vij} in 
(4.3.26a) gives 

( 
1 1 

{Cij} = F1 21 
-- +­F 2 

- ~ - ~) 
1 1 ' -+-
F 2 

and this defines the diagonal characteristic form (4.3.25), 

(4.3.73) 

au\ + (F + 1) au\ + (~ - ~) U\ - (~ + ~) U2 = 0, (4.3.74a) 
at ax F 2 F 2 

aU2 + (F _ 1) aU2 - (~ - ~) U\ + (~ + ~) U2 = 0, (4.3.74b) 
at ax F 2 F 2 

because F\ = F2 = 0. 
We note that the equations for U\ and U2 are essentially coupled for F =1= 2. 

However, because the Ai and Cij are constants, the solution of (4.3.74) can be 
calculated, as we know the fundamental solution of the associated second-order 
hyperbolic equation. (See Problem 4.3.4.) 

4.3.5 Connection with the Second-Order Equation 
Here we explore the relation between system (4.3.25) and the second-order equa­
tion (4.1.1) for the hyperbolic case. To reduce (4.3.25) to a second-order equation, 
let us eliminate one ofthe variables U\ or U2. We exclude the case Cij = 0, i =1= j, 
because we have seen that this corresponds to a decoupled pair of equations for U\ 
and U2• If C2\ =1= 0, say, we can solve (4.3.25) with i = 2 for U\ and substitute the 
result into the expressions for i = 1 to obtain the following second-order equation 
for U2: 

a2u 2 a2U2 a2U2 * aU2 * aU2 * * 
atZ + (A\ + A2) axat + A\A2 ax2 + d at + e ax + f U2 = g , 

(4.3.75a) 
where 

(4.3.75b) 

(4.3.75c) 
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(4.3.75d) 

(4.3.75e) 

In view of the definition (4.1.14) for the characteristic slopes, we can immedi­
ately identify (4.3.75) with (4.1.1) if we divide (4.1.1) by a, and replace x ~ t, 
Y ~ x,dja ~ d*,eja ~ e*,fla ~ f*,andgja ~ g*. Thus,given ahyper­
bolic system of two first-order equations, (4.3.75) defines a unique second-order 
hyperbolic equation for U2. A corresponding second-order hyperbolic equation 
for Ul can also be uniquely defined. If the Ai and Cij are constant, the bracketed 
expressions in (4.3.75b)-(4.3.75e) all vanish and d*, e*, f* are also constant; only 
g* is a function of x, t if the Fi depend on x, t. Since the fundamental solution is 
known for this case, we can calculate Ul and U2 explicitly for given Cauchy data. 
(See Problem 4.3.4.) 

The converse problem-that is, that of associating a pair of first-order equations 
with a given second-order hyperbolic equation-while possible, is not unique. To 
see this, it suffices to consider the constant-coefficient problem 

U/t - Ux-x + ku = p(x, t), (4.3.76) 

which we have shown to be equivalent to the most general hyperbolic equation 
with constant coefficients. For the purposes of this discussion, assume that k > ° 
and p is a given function of x, t. 

We ask whether we can find a linear transformation of the dependent variable 
u and its derivatives u" U x such that (4.3.76) is equivalent to (4.3.25). The most 
general linear transformation is 

Ui = aiU' + ßiUx + YiU, i = 1,2, (4.3.77) 

for as yet unspecified constants ai, ßi, Yi. Substituting (4.3.77) into (4.3.25) shows 
that the following pair of equations must be satisfied identically: 

aiU/t + (ßi + Aiai)ux, + Aißiuxx 

+ (Yi + t Cijaj ) Ur + (AiYi + t Cijßj) Ux 
j=l j=l 

+ (t CijYj) U = Fi , i = 1,2, (4.3.78) 
j=l 

where Al = 1 and A2 = -1. 
Suppose that we require (4.3.78) for i = 1 to vanish identically and to reduce 

to (4.3.76) ifi = 2. Itiseasily seenthatwe mustsetal = O,ßl = O,Yl = -C I2, 
C Il = 0, Fl = 0, a2 = 1, ß2 = 1, Y2 = 0, C2l = -kjCI2 , C22 = 0, F2 = 0, 
and C l 2 is arbitrary. One choice has C l 2 = -1, in which case the transformation 
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(4.3.77) becomes 

(4.3.79) 

and the system (4.3.25) appears in the fonn 

a~ aVI a~ a~ - + - - V2 = 0, - - - + kVI = p. 
at ax at ax 

(4.3.80) 

Other choices of C\2 lead to different fonns for (4.3.80). A second dass of trans­
fonnations results from requiring that both equations (4.3.78) reduce to (4.3.76). 
Again, the choice of constants is not unique; one selection that accomplishes this 
is 

O!I = 1, ßI = -1, YI = -v'k, CIl = 0, CI2 = v'k, F I = p, (4.3.81a) 

0!2 = 1, ß2 = 1, Y2 = v'k, C21 = -v'k, C22 = 0, F2 = p. (4.3.81b) 

The transfonnation (4.3.77) is now 

VI = Ur - U x - v'ku, V2 = Ur + U x + v'ku, 

and (4.3.25) has the following form: 

aVI aVI v'k 
Tl + ax + kV2 = p, 

(4.3.82) 

(4.3.83) 

Other choices of the constants are also possible, so there is no unique pair of 
first-order equations that we can associate with a given second-order hyperbolic 
equation. However, regardless of the particular choice of decomposition, the final 
solution for U is the same. (See Problem 4.3.5 and the example in Sec. 4.3.6iii.) 

4.3.6 Numerical Solutions; Propagation 0/ Discontinuities 
In this section we outline the numerical solution ofthe general system (4.3.29), 

aVI ~ - -
a~ + ~ Clk(~" ~2)Vk = FI (~" ~2), 

.,2 k=1 

(4.3.84a) 

(4.3.84b) 

(i) Cauchy problem 

Here we specify VI and V2 on a spacelike arc So in the ;1;2-plane, as sketched in 
Figure 4.14. 

Considerthe two adjacentpointsO! = (;}o) , ;iO) + ~;2), ß = (;}o) + ~;I, ;iO» 
on So, and the point Y = (;}O) + ~;I, ;iO) + ~;2) a small distance away. To 
compute VI at y, we use the known values of VI and V2 at ß in (4.3.84a) and 
obtain 

(4.3.85a) 
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FIGURE 4.14. Propagation of initial discontinuity in U\ and U2 

and U2(Y) follows from (4.3.84b): 

U2(Y) = U2(a) + L\~I [ - t C2k (a)Uk (a) + F2(a) ] . (4.3.85b) 

This construction is easy to implement and remains valid in the case where the 
initial data are discontinuous. In fact, we see that a finite discontinuity in the Cauchy 
data for U2 at some point propagates along the ~2 = constant characteristic passing 
through that point-that is, in the ~I direction from that point and vice versa. Such 
discontinuities arise naturally in many physical applications, and as in Section 
4.2.3, we can calculate explicitly how they propagate. For example, let the Cauchy 
data for UI and U2 have a finite discontinuity at the point ~I = ~I' ~2 = ~2 on So, 
as shown in Figure 4.14. Let us denote the jump in U I by J1- and the jump in U2 by 
K; that is, 

- ~ -- - -+ --
J1-(~ I' ~2) == UI (~I ' ~2) - UI (~I ,~2), K(~I, ~2) == U2(~]' ~2) - U2(~]' ~2)' 

(4.3.86) 
Now, if we evaluate (4.3.84a) on either side of the ~I = ~I characteristic and 

subtract the result, we have 

ßJ1- -
ß~2 + Cll J1- = 0, (4.3.87a) 

because U2 is continuous on the ~I = ~I characteristic. Similarly, the difference 
of (4.3.84b) on either side of the ~2 = ~ 2 characteristic gives 

(4.3.87b) 
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Therefore, /L and K propagate aeeording to 

/L(~I' g2) = /L(~l' ~2)exp {-1:2 Cll(~I' a)da} on gl = ~I' (4.3.88a) 

K(gJ. ~2) = K(~I' ~2) exp {- 1~1 C22(a, ~2)da} on g2 = ~2' (4.3.88b) 

For the special ease where the Ai and Cij are eonstants and FI 

equations( 4.3.88) reduee to 
= F2 = 0, 

/L(~I' g2) = /Lo exp(-Cll g2) on gl = ~l' 
K(gJ. ~2) = KOexp(-C22gl) on g2 = ~2' 

where /Lo and KO are the eonstants 

/Lo = /L(~l' ~2) exp(Cll~2)' KO = K(~I' ~2) exp(C22~1)' 

(4.3.89a) 

(4.3.89b) 

Sinee gl = x - Alt and g2 = X - A2t, we have g2 - gl = (AI - A2)t. Thus, 
along the eharaeteristie gl = ~I = eonstant, g2 = ~I + (AI - A2)t, and along the 
eharaeteristie g2 = ~2 = eonstant, gl = ~2 + (A2 - Al)t. Using these results and 
the definitions ofthe Cij given in (4.3.30) we ean write (4.3.89) in the form 

/L(~I' g2) = JL exp( -Cllt) on gl = ~l = eonstant, (4.3.90a) 

K(gl, ~2) = K exp( -C22t) on g2 = ~2 = eonstant, (4.3.90b) 

where JL and K are the eonstants 

_ (Cll~1 ) _ (C22~2 ) /L = /Lo exp - , K = KO exp - . 
AI - A2 A2 - A.I 

Thus, the eonditions 

Cu ~ 0, C22 ~ 0 

are neeessary for bounded solutions as t --+ 00. 

(4.3.90e) 

(ii) Solution in a domain bounded by a spaeelike are and timelike are 

Consider now the solution in the domain VI + V 4 ofFigure 4.15. This domain is 
bounded by the timelike are 70 and that portion of the spaeelike are So to the right 
of the origin. We need to specify both Ul and U2 on So, and the solution in V 4 

then follows aeeording to the eonstruetion diseussed in the previous subseetion. 
In partieular, UI and U2 ean be derived everywhere in V 4 induding the bounding 
eharaeteristie, whieh is the positive gl-axis. 

To see what sort of eondition is appropriate on 70, eonsider the three infinites­
imally dose points a = (Ögl, Ög2) on 70, ß = (ögo, 0) on the ~l-axis, and the 
origin 0 = (0,0). We know UI and U2 at ß. Therefore, (4.3.85a) gives Ul (a) in 
the finite differenee form 
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~-----*------------~~I 

FIGURE 4.15. Solution in VI + V 4 

We conclude that we cannot specify UI (a) arbitrarily, as this would be inconsistent 
with (4.3.91). In terms ofthe original variables UJ, U2 of (4.3.10), we note that we 
cannot prescribe VIIUI + VI2U2 arbitrarily (cf. (4.3.26d». The most general linear 
boundary condition at a has the form 

(4.3.92) 

where c and d are arbitrary finite constants. Thus, given UI(a) from (4.3.91) we 
compute U2(a) = d - CUI (a) from (4.3.92). Let us temporarily exclude the case 
c = 0 and allow c and d to be prescribed functions along 70. It is easily seen 
that a unique solution can be constructed in VI using the given Cauchy data in So 
and the boundary data (4.3.92). The solution at all interior points in VI is exactly 
analogous to that for the Cauchy problem. The calculation of UI and U2 on 70 is 
analogous to the case just discussed for the point a. 

Now, if c = 0, i.e., we prescribe U2 on 70, the solution procedure is unaffected 
as long as Uio' the limiting value of U2 as ~2 --+ 0+ along 70, is the same as U 20, the 
limiting value of U2 as ~I --+ 0+ for the Cauchy data.lf, however, Uio i- U 20, we 
cannot use the value of U2 at ß predicted by the solution in V 4 in (4.3.91). In fact, 
U2 will be discontinuous across the ~I-axis, and we need to compute U2(~J, 0+) 
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by solving the ordinary differential equation 

aU2 2 _ 

a~ + L C2k(~I, O)Uk = F2(~I, 0) 
.,1 k=1 

(4.3.93a) 

that results from (4.3.84b) subject to the initial condition U2(~h 0) = U;o. In 
particular, we now have 

U2(ß) = U;O+~~I[-C21(0, O)UI(O, 0)-C22(0, 0)U;0+F2(0, 0)]. (4.3.93b) 

Note, incidentally, that UI is continuous accross the ~I-axis, and UI (~I, 0) is given 
by the solution in V 4 • Once U2(~I, 0+) has been defined, the solution in VI will 
proceed as before. 

In the characteristic boundary-value problem, we wish to solve (4.3.84) in VI + 
V2, and we proceed as above for given boundary values of UI on the ~I-axis and 
for U2 on the ~2-axis. 

(iii) Discontinuities in the dependent variable itself for a second-order 
hyperbolic equation 

In Section 4.2.3 we discussed the propagation of discontinuities in the first deriva­
tives for a second-order hyperbolic equation. We deferred the discussion of how 
discontinuities in the dependent variable itself propagate to this section in order 
to study the problem in terms of a pair of first-order equations. As we have seen 
in Section 4.3.5, a given second-order hyperbolic equation has many possible de­
compositions into a pair of first-order equations. The question then arises whether 
solutions involving discontinuities are correctly described regardless ofthe choice 
of decomposition. We verify next that this is the case for a simple example. 

Consider the following initial-value problem on -00 < x < 00 for the wave 
equation 

Utt - Uxx = 0, (4.3.94a) 

{ 2 if lxi< 1, 
u(x, 0) = 0 if lxi> 1, = 2[H(x + 1) - H(x - I)], (4.3.94b) 

ut(x,O) = O. (4.3.94c) 

According to (3.4.18), the solution is given by 

u(x, t) = H(x+t+1)-H(x+t-1)+H(x-t+I)-H(x-t-I), (4.3.93) 

where H denotes the Heaviside function. 
Let us first solve this problem using the decomposition (4.3.79). The problem 

transforms to the system 

aUI aUI aU2 -+- =U2; -
at ax at 

aU2 = 0, 
ax 

(4.3.96a) 

UI (x, 0) = 0, U2(x,0) = uAx, 0) = 2[8(x + 1) - 8(x - 1)], (4.3.96b) 

where 8 denotes the Dirac delta function. 
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Now introduce the characteristic independent variables ~l = x - t and ~2 = 

X + t and denote Üj(~l, ~2) = Uj (51~~2, ~2;~1 ), i = 1,2. The system (4.3.96) 

transfonns to 

Ül (~h ~l) = 2[H(~1 + 1) - H(~l - 1)], 

Ü2(~2, ~2) = 2[!5(~2 + 1) - 8(~2 - 1)]. 

(4.3.97a) 

(4.3.97b) 

(4.3.97c) 

Solving the second equation in (4.3.97a) for Ü2 and imposing the initial condition 
gives 

Ü2(~h ~2) = 2[8(~2 + 1) - 8(~2 - 1)]. (4.3.98a) 

Using this expression in the right-hand side of the Ül equation and integrating 
gives 

where f is an arbitrary function. The initial condition (4.3.97b) detennines f, and 
wehave 

(4.3.98b) 

When this result is expressed in tenns of the u, x, t variables, we see that it is 
identical to (4.3.95). 

If we use the alternative decomposition (4.3.82) with k = 0 and introduce the 
characteristic independent variables, (4.3.94) becomes 

aÜ1 = 0 aÜ2 
a~2 'a~l = 0, (4.3.99a) 

Ül(~h ~l) = -uAx, 0) = -2[!5(~ + 1) - !5(~1 - 1)], (4.3.99b) 

Ü2(~2, ~2) = uAx, 0) = 2[8(~2 + 1) - 8(~2 - 1)]. (4.3.99c) 

Now the solution for Ül and Ü2 is just the initial value. Therefore, 

1 - -
Ur = 2" (U1 + U2) = -8(~1 + 1) + !5(~1 - 1) + 8(~2 + 1) - !5(~2 - 1), 

1 - -
Ux = 2" (-U1 + U2) = 8(~1 + 1) - 8(~1 - 1) + 8(~2 + 1) - 8(~2 - 1). 

These are preciselythe t andx derivatives ofthe expression for u given in (4.3.95). 
We have verified that for this simple example, a solution with initial discontinu­

ities is correctly described regardless ofthe decomposition into a pair offirst-order 
equations. 
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Problems 

4.3.1 Consider the linearized equations for shallow-water ftow with axial 
symmetry (see (3.9.73) and drop the subscripts) 

U 
h, + Ur + - = 0, U, + hr = o. 

r 
(4.3.100) 

Regard this system as a special case of (4.3.10) with x ~ r. Thus, 

(0 1) (0 l/r) u = (h, u), A = 1 0 ' B = 0 0 . (4.3.101) 

a. Use the transformation (4.3.22) to show that (4.3.25) becomes 

aUl aUl 1 aU2 aU2 1 
-+-+-(Ul-U2) = 0, - - -+-(Ul-U2) = 0, 
at ar 2r at ar 2r 

(4.3.101) 
where 

1 1 
Ul = - 2: (h + u), U2 = - 2: (h - u). (4.3.102) 

b. Introduce the characteristic independent variables ~ 1 = r - t and 
~2 = r + t to show that (4.3.29) is 

aUl 1 
a~2 + 2(~l + ~2) (Ul - U2) = 0, (4.3.103a) 

aU2 1 
a~l - 2(~l + ~2) (Ul - U2) = 0 (4.3.103b) 

in this case. This result is not helpful for computing the analytic solution 
we derived in Problem 3.9.6. However, it is a useful starting point for 
a numerical solution. 

c. Now consider the mathematical model (cf. (4.3.100» 

aUl aU2 aU2 aUl - + - +b(X)U2 = 0, - + - +b(X)Ul = 0, (4.3.104a) 
at ax at ax 

with initial conditions 

Ul (x, 0) = fex), U2(X,0) = g(x). (4.3.104b) 

Here b(x), fex), and g(x) are prescribed arbitrarily. Derive the equa­
tions corresponding to (4.3.103) for Ul and U2 in this case and solve 
these to obtain 

U l (x, t) = F(x - t) exp ( -1:, b(S)dS), (4.3.105a) 

U2(x, t) = G(x + t) exp (-1:, b(S)dS), (4.3.105b) 

where 
1 1 

F(x) = - 2: [f(x)+g(x)], G(x) = - 2: [f(x)-g(x»). (4.3.105c) 
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4.3.2 In Problem 3.2.1 we derived the shallow-water equations for flow over 
a variable bottom. Specializing these resuIts to the one-dimensional case 
and the problem of an isolated bump of unit length moving uniformly with 
dimensionless speed (Foude number) F = constant > 0 to the left, we 
have (see Figure 4.16a) 

y 

h/ + (uhh = 0, u/ + u U-x + (h + Ebx) = 0, 

where the bump height is Eb with 

b(X, t) == B(X + Ft) . 

(4.3 .106) 

(4.3.107) 

For an isolated bump, the function B vanishes when Ix + Fel > 4. 
a. Introduce the Galilean transformation (see Figure 4.16b) 

x = x + Fe, t = e, (4.3.108a) 

hex, t) = hex, t), u(X, t) = u(x, t) - F, (4.3.108b) 

to a coordinate system attached to and moving with the bump. Thus, 
b(x, t) = B(x). Show that (4.3.106) transforms to 

h/ + (uh)x = 0, u/ + uUx + (h + EB)x = O. (4.3.109) 

b. Consider the initial-value problem for (4.3.106), where the bump is at 
rest in quiescent water for t < 0 and is started impulsively at t = O. 

y 

7i(i, t) 
Y = fB(x + FI) _F h(x, t) 

-........,.--......::: 

(a) (b) 

FIGURE 4.16. Bump on bottom in fixed and moving coordinates 
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We thus have 

h(X,O) = 1 - Eb(x, 0), u(X, 0) = O. (4.3.110) 

The corresponding initial conditions for (4.3.109) are 

h(x,O) = 1 - EB(x), U(x, 0) = F. (4.3.111) 

Assume that h and u have the following expansions for small E 

h(x, t; E, F) = 1 + Eh] (x, t; F) + O(Ez), (4.3. 112a) 

u(x, t; E, F) = F + EU](X, t; F) + O(Ez), (4.3.112b) 

and show that h] and U] satisfy 

ah] ah] au] aU] au] ah] 
-+F-+-=O, -+F-+-=B'(x), 
at ax ax ax ax ax 

(4.3.113a) 
with the initial conditions 

h 1 (x, 0) = -B(x), u] (x, 0) = O. (4.3. 113b) 

c. Show that the diagonal characteristic form (4.3.25) for this example is 

au] au] 1, auz auz 1, 
Tt + (F + 1) ax = 1. B (x), Tt + (F - 1) ax = - 1. B (x), 

(4.3.114a) 
with initial conditions 

1 
U] (x, 0) = U2(X, 0) = 1. B(x). (4.3. 11 4b) 

d. Solve (4.3.114) then transform back to the hJ, Ul variables to obtain 
the solution in the form 

F F 
h1(x, t) =-2 - B(x) - B[x - (F + l)t] 

F - 1 2(F + 1) 

F 
- B[x - (F - l)t] 

2(F - 1) , 
(4.3.115a) 

F F 
u](x, t) = - -2 - B(x) - B[x - (F + l)t] 

F - 1 2(F + I) 
F + B[x - (F - l)t]. 

2(F - 1) 
(4.3. 115b) 

Notice that the solution is singular if F = 1. This singularity is similar 
to the one encountered for M = 1 in (4.2.70). A discussion of the 
correct expansion for F ~ 1 can be found in Seetion 6.2 of [26]. 

For F =1= 1, the solution for h 1 and Ul consists ofthree components: 
a stationary disturbance over the bump, plus a right-going wave given 
by the B[x - (F + l)t] term and a slower wave (that is left-going if 
F < 1) given by the B[x - (F - l)t] term. 
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4.3.3a Work out the details of the results in Section 4.3.4i up to the derivation of 
(4.3.46). 
b. Consider the initial-value problem for (4.3.36) where 

(4.3.117) 

in (4.3.37). Show that in region (1) ofFigure 4.12, UI and U2 are given 
by 

1 
UI(X, t) = 2: [sin(x - t) - sin(x + t)], (4.3.118a) 

U2(X, t) = ~ [sin(x - t) + sin(x + t)]. (4.3.118b) 

Thus, UI = U2 = - 4 sin 21 on the ray x = -t (~2 = -1). 
c. For the case (4.3.118), evaluate f(~I) and show that (4.3.53) gives 

U2 (0) = O. Investigate where discontinuities in U land U2 occur. 
4.3.4 Consider the system (4.3.25) with constant Aj and Cij and prescribed 

Fj(x, t). 
a. Change dependent variables from U j to Vj according to 

(4.3.119a) 

where 

A.( ) _ [ (C22 - CII)x + (Cl1 A2 - C22AI)t ] 
'I' x, t = exp , 

AI - A2 
(4.3.119b) 

to remove the diagonal terms in the {Cij } matrix and transform (4.3.25) 
to the system 

where 

1 
Gj(x, t) == -- Fj(x, t), i = 1,2. 

4J(x, t) 

Thus, given initial conditions 

Uj(x,O) = ut(x), i = 1,2, 

transform to 

1 * * . Vj(x,O) = --0- Uj (x) == V; (x), I = 1,2. 
4J(x, ) 

b. Now introduce the new independent variables 

x=x-

(4.3. 120a) 

(4.3.120b) 

(4.3. 120c) 

(4.3.121) 

(4.3.122) 

(4.3.123) 
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and denote 

- _ (_ AI + A2 _ 2 _) 
Vi (X, t) == \Ii x + t, t 

AI - A2 AI - A2 
(4.3.124) 

to derive the following wave equation for V I or V 2, 

2- -
o Vi oVi -
----=2 - -2 + cV i = Hi , i = 1,2, 
ot OX 

(4.3.125) 

where 

4Cl2C21 
(4.3. 126a) c --

- (Al - A2)2 ' 

2 [OGI OGI] 4CI2 G (4.3. 126b) H I = --- - 2 2, 
(AI - A2) 01 ox (Al - A2) 

2 [0~2 + O~2] _ 4C21 G (4.3.126c) H2 = 
(AI - A2) 2 1· ot ox (AI - A2) 

Show that the initial conditions that are implied by (4.3.122) are 

Vj(X, 0) =vt(X), i = 1,2, (4.3. 127a) 

oV I dVI* 2CI2 
-- (X,O) = - - (X) - V; (X) 

ot dx AI - A2 

2 * + GI (X, 0) == WI (X), 
AI - A2 

(4.3. 127b) 

OV2 dV; 2C21 
"-t (X,O) = dx (X) - vt(X) 
u AI - A2 

2 * + G2(X,0) == W2 (X). (4.3.127c) 
AI - A2 

The solution of (4.3.125) subject to the initial conditions (4.3.127) is 
given in (4.2.62) for the case c > O. For c < 0, the solution is formally 
the same, except that 10 is everywhere replaced by 10. Once the V(X, I) 
are defined, the solution for the Ui (x, t) follows from the transformation 
relations (4.3.123) and (4.3.119). 

4.3.5 Consider the wave equation (4.3.76) with k = 0 on -00 < x < 00 

subject to the initial conditions 

U(x,O) = f(x), ul(x,O) = h(x). (4.3.128) 

The D' Alembert solution was calculated in Chapter 3 in the form 

1 1 i X +' u(x, t) = - [f(x + t) + f(x - t)] + - h(s)ds 
2 2 x~ 

1 11 l x+(,-,) + -2 dr p(s, r)ds. 
o X-(I-,) 

(4.3.129) 
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a. Use the decomposition (4.3.79) with k = 0 to show that the initial­
value problem reduces to the following pair of equations for UI (~I, ~2), 
U2(~\. ~2), 

aUI _ ~U aU2 _ ~ (~2 - ~I ~2 + ~I) (4.3. 130a) 
a~2 - 2 2, a~1 - 2 P 2' 2 ' 

where ~I = t - X, ~2 = t + x, and that the conditions (4.3.128) imply 

UI(~\. -~d = f(-~I), U2(-b ~2) = h(~2) + f'(~2)' (4.3.130b) 

b. Solve (4.3.130) and show that your result agrees with (4.3.129). 
4.3.6 Consider the system (4.3.25) with constant Ai, Cij and Fi = O. 

a. Show that the Ui obey the second-order equation 

(~ + AI~) (~ + A2~) U· + (CII + C22)~ 
at ax at ax ' at 

+ (CIIA2 + C22AI) ~) Ui + (CII C22 - C12C2dUi = 0, i = 1,2. 
ax 

(4.3.131) 
Use the approach discussed in Section 4.2.4 to study the stability of 

(4.3.131). In particular, show that solutions are bounded as t ~ 00 for all 
disturbance wave numbers k if 

(4.3.132) 

Verify that for the linear system (4.3.74) that we derived for channel ftow 
these conditions hold if 0 ~ F ~ 2. 

4.3.7 Consider the linear system of n first-order equations defined in vector fonn 
by 

-au -au -
A - + B - + Cu = r, 

at ax 
(4.3.132) 

where u = (UI, ... , un ), r = (f1(X, t), hex, t), ... , fn(x, t)), and A, 
B, C are n x n matrices with components that are given functions of x, 
t. Show that the condition under which cfJ(x, t) = ~o = constant is a 
characteristic curve is that the detenninant of the matrix D == cfJx B + cfJt A 
vanishes. Equation (4.3.15b) is the special case ofthis forn = 2 and under 

--I 
the assumption that A exists. 

4.3.8 In Section 3.9.4i we derived an expression for the pressure perturbation 
due to a bursting balloon. In particular, we found the jump in pressure 
along the characteristic r - t = 1 to be 1/2r and the jump in pressure 
along the characteristic r - t = -1 to be -I /2r. These results are valid 
as long as r > 1. Reconsider this problem as the solution of 

a2cfJ 2 acfJ a2cfJ - + - - - - = 0, 0 ~ r, 0 ~ t, 
ar2 r ar at2 (4.3.133a) 



with initial condition 

Q>(r,O) = 0, 

Q>t (r, 0) = { ~ ~ , if r < 1, 
ifr > 1. 
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(4.3.133b) 

(4.3. 133c) 

Since we have invoked spherical symmetry and reduced the goveming 
equation to the one-dimensional form (4.3.133a) with r restricted to 0 ~ r, 
we must specify a boundary condition at the origin. Because of the absence 
of a source at the origin, we must have [see (3.9.68)] 

lim r 2Q>,(r, t) = 0, t:::: O. 
,--+0 

(4.3.134) 

In light of our discussion of Section 4.3.6, derive the expression for 
the propagation of the initial discontinuity at r = 1 along the outgoing 
characteristic r - t = 1 and compare your result with the value derived 
in Chapter 3. Next, consider the incoming characteristic r + t = 1, which 
reftects from the t -axis and becomes the outgoing characteristic r - t = 
-1. How does the initial discontinuity propagate inward and then reftect? 
Again, compare your result with the expression derived in Chapter 3. 



5 

The Scalar Quasilinear First-Order 
Equation 

The first four chapters have been almost exclusively concemed with linear partial 
differential equations. In this chapter we study the quasilinear partial differential 
equation of first order for the scalar dependent variable. Some aspects of systems 
of quasilinear equations are also discussed here and more fully in Chapter 7. The 
scalar nonlinear equation is covered in Chapter 6. 

5.1 Conservation Laws in Two Independent Variables 

5.1.1 Systems 0/ Conservation Laws 
In previous chapters we have derived a number of integral conservation laws gov­
eming physical systems. For example, heat conservation in a one-dimensional 
conductor obeys (1.1.6), mass and momentum conservation in shallow-water ftow 
obey (3.2.6) and (3.2.10), whereas in channel ftow, these equations generalize to 
(4.3.61), and so on. In the absence of dissipation, a general system of n integral 
conservation laws in one spatial dimension has the form 

d l x2 
d- \IIi(U(X, t), x, t)dx 

t XI 

= <l>i (U(XIo t), XI, t) - <l>i (U(X2, t), X2, t) 

l X2 + Ai(u(x, t), X, t)dx, i = 1, ... , n. 
XI 

(5.1.1) 

Here XI and X2 are arbitrary fixed values of X (XI < X2), the notation U indicates 
the n components UI (x, t), U2(X, t), ... , un(x, t), where the U; are the dependent 
variables, the \11; are the conserved quantities, the <1>; are the ftuxes, and the A; are the 
sourcedensities.Forexample,in(4.3.61)UI = h,U2 = U,\III = u Io \ll2 = UIU2, 

<1>1 = UIU2, ·<1>2 = UIU~ + uV2, AI = 0, A2 = UI - (1 + 2(Iul)u~/ F 2 • Note 
that in the general form (5.1.1), we have allowed the \IIi, <1>;, and A; also to depend 
on X and t. However, the system (5.1.1) does not include dissipative terms as in 
(3.3.5b) and (3.3.5c). 

J. Kevorkian, Partial Differential Equations
© Springer Science+Business Media New York 2000
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We have seen that ifu, ux , and ur are continuous, the system (5.1.1) implies the 
vector system in divergence form 

where P and q are the n-vectors with components 

Pj(x, t) == \{Ij(u(x, t), x, t), 

qj(x, t) == <l>j(u(x, t), x, t). 

(5.1.2) 

(5.1.3a) 

(5.1.3b) 

A solution of (5.1.1) where u, ux , and Ur are all continuous in some domain ofthe 
xt-plane will henceforth be referred to as astriet solution. 

When the partial derivatives Pr and qx are evaluated, (5.1.2) gives 

PUr + Qux = g, 

where P and Q are the Jacobian matrices 

a(\{II, ... , \{In) 
P== , 

a(UI, ... ,Un ) 

and the components of g are 

(5.1.4) 

(5.1.5) 

a\{lj a<l>j 
gj(U, x, t) == Aj(U(X, t), x, t) - - (u(x, t), x, t) - - (u(x, t), x, t). 

at ax 
(5.1.6) 

If p- I exists, (5.1.4) simplifies furtherto the system (cf. (4.3.1» 

Ur + Aux = r, (5.1.7) 

where A and r are 

A(u, x, t) = p-I Q, r(u, x, t) = p-Ig. (5.1.8) 

The component form of (5.1.7) is a system of n quasilinear first-order partial 
differential equations 

au. n au. 
-' + L Aij(u, x, t) _J = rj(u, x, t), i = 1, ... , n, 
at j=1 ax 

(5.1.9) 

which we shall study in Chapter 7. Again, retuming to the examp1e of (4.3.61) for 
channel ftow, (5.1.9) corresponds to the system (4.3.63a) and (4.3.65), where A 
and r are defined in (4.3.66). 

In general, an accurate description of a physical process requires the simu1ta­
neous application of all the component equations in (5.1.9). In some applications, 
an empirical formula may be used to express one of the dependent variables in 
terms of the others and thus reduce the order of (5.1.9). For the example of chan­
nel ftow, we can argue that for smaU disturbances the balance between frictional 
and gravitational forces is approximately maintained even though u and h are no 
longer constant. This gives the empirical relation u = Fh 1/2 obtained by setting 
the right-hand side of (4.3.65) equal to zero. When this empirical relation linking 



5.1. Conservation Laws in Two Independent Variables 313 

u to his used in (4.3.63a), we end up with the following scalar equation for h 

3F 1/2 
h t + Th hx = O. 

In effect, the assumption u = F h 1/2 means that the mass flux is no longer a 
function of u and h but is simply given by <I> = Fh3/ 2 • In the next subsection we 
study a scalar eonservation law with an empirieally defined flux. 

5.1.2 The Scalar Conservation Law; Traffic Flow 
Let us specialize (5.1.1) to the sealar ease (n = 1) and omit the subscript. Let 
'lI I = P, a density, and assume an empirieal relation for the flux that involves only 
p, x, and t: 

q(X, t) = <I>(p(x, t), x, t). 

The general sealar integral eonservation law is then 

d l x2 - p(x, t)dx =<I>(P(XI, t), XI, t) - <I>(P(X2, t), X2, t) 
dt Xl 

l X2 + A(p(X, t), X, t)dx. 
Xl 

For a given flux <I> we can define a "flow speed" v(x, t) by 

q 
v(x, t) = -. 

p 

A seeond quantity with units of speed is 

(5.1.10) 

(5.1.11) 

(5.1.12a) 

a<l> 
c(p, X, t) = ßp' (5.1.12b) 

and we shall see later on that c defines a local signal speed for the flow. 
The scalar divergence relation corresponding to (5.1.2) if p, Px, and Pt are 

eontinuous is 

(5.1.13a) 

and (5.1.9) becomes 

Pt + c(p, X, t)px = A(p, X, t) - <l>xCp, X, t). (5.1.13b) 

Note that even if the original eonservation law has no source term, A = 0, the 
x-dependenee in <I> introduces a right-hand side in (5.1.13b). 

As an illustration, eonsider traffte on a one-Iane road with no on and off ramps. 
Let X denote the dimensional value of the distance along the road, T denote the 
dimensional time, and p denote the traffk density-that is, the number of ears per 
unit distance of road. In this application, (5.1.1 0), 

q(X, T) = <I>(p(X, T), X, T), (5.1.14a) 
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is a reasonable choice for the ftux if the dependence of <P on P has the qualitative 
behavior shown in Figure 5.1. 

This graph depicts <P at a given point X on the road and at a given time T. It 
shows the obvious fact that if there are no cars (p = 0), then <P = O. Conversely, 
there is a maximum density Pmax of cars for which <P = 0 also, because the cars 
are stacked bumper to bumper and cannot move. At some intermediate density 
Po, the ftux has a maximum value <Pmax . The ftux also depends in general on X 
and T to reftect driving conditions at each location along the road and time of 
day. One could derive these empirical relationships by making a large number of 
observations covering all traffk conditions at different locations and times. 

One could improve the model in (5.1.14a) by allowing q to depend also on 
Px, to reftect the fact that drivers tend to slow down when moving into a region 
of increasing traffk density and vice versa. Thus, a plausible refinement would 
rephrase (5.1.14a) as 

q(X, T) = <P(p(X, T), X, T) - kpx(X, T), (5.1.14b) 

where k is a positive constant. The simplest expression (5.1.14b) that retains all 
the essential features has a quadratic dependence of <P on p-that is, 

q(X, T) = RP(Pmax - p) - kpx, 

with R, Pmax, and k constant. 
In this case (5.1.13a) gives 

PT + [RP(Pmax - p) - kpxlx = 0 

for a strict solution. 
Let us introduce the dimensionless variables 

Pmax/2 - P X 
, x=-

Pmax/2 Lo 

T 
u= t= 

Lo/RPmax ' 

L----__ ~ ______ ~_~~P 
Po Prnax 

FIGURE 5.1. Flux as a function oftraffic density 

(5.1.15) 

(5.1.16) 

(5.1.17) 
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where Lo is a eharaeteristic length scale associated with the initial condition for 
(5.1.16). We then obtain the divergence relation 

Ut + [~ (u 2 - 1) - EUx 1 = 0, (5.1.18a) 

or 

k 
Ut + uUx = EUxx , E == , 

RpmaxLo 
(5.1.18b) 

where E is a dimensionless parameterthat is the ratio of the diffusion length k / Rpmax 
to Lo. Equation (5.1.18b) is Burgers' equation, discussed in Chapter 1. Of course, 
in the present interpretation, solutions of (5.1.18) are valid only for 0 :::: P :::: Pmax, 

that is, for lul :::: 1. 
A number of other physical problems may be modeled by (5.1.11); the reader 

is referred to Chapter 3 of [42] for a detailed discussion and references to original 
sourees. 

5.2 Strict Solutions in Two Independent Variables 

In this seetion we first study the geometrie properties of strict solutions of the 
quasilinear first-order partial differential equation in two independent variables as 
a guide in deriving their analytie form. We then point out how the requirement that 
u, ux , and Ur be continuous may break down in physically realistic situations. This 
motivates the idea of a weaksolution discussed in Section 5.3. These weak solutions 
are based on the integral conservation law formulation and admit discontinuities. 

5.2.1 Geometrical Aspects 0/ Solutions 
The general quasilinear equation for U as a function of the two independent 
variables x, y is 

a(x, y, u)ux +" b(x, y, u)u y = c(x, y, u), (5.2.1) 

where a, b, and c are prescribed functions of x, y, u. We also assume that in some 
domain of interest, a, b, and c are continuous and have continuous first derivatives 
and that a and b do not vanish simultaneously in this domain along a given solution. 
The problem is quasilinear because a, b, and c depend on U but do not involve Ux 

or uY ' The faet that U is involved in these coefficients means that we must take into 
eonsideration the solution u(x, y) in any geometrie interpretation of (5.2.1). 

Therefore, let us examine (5.2.1) in the three-dimensional Cartesian spaee x, y, 
u. Let P = (xo, Yo, Uo) be a given point on a solution U = cp(x, y) of (5.2.1); we 
write this solution in the form 

1/!(x, y, u) == cp(x, y) - U = O. (5.2.2) 
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Anormal vector n to the solution surface 1/1 = 0 has components (ux , uy, -1). 
Neither the magnitude of this normal nor the fact that the normal points in the 
negative u direction is relevant; these are eonsequences of an arbitrary constant 
multiplier that does not alter (5.2.2). At the point P, the coefficients a, b, and c each 
equal a number, which we denote by ao == a(xo, Yo, uo), bo == b(xo, Yo, Uo), and 
Co == c(xo, Yo, Uo). We note that at P, (5.2.1) isjust a statementofthe vanishing of 
the dot product between the normal vector no == (ux (xo, Yo), uy(xo, Yo), -1) and 
the constant vector 0"0 == (ao, bo, co). Since (5.2.1) is a linear algebraic relation 
linking Ux and u y at P, it fo11ows that the normals to a11 the possible solution 
surfaces through P must lie in a plane perpendicular to 0"0. In other words, 0"0 

is a tangent vector to a11 the possible solution surfaces through P. One may also 
interpret 0"0 as the intersection of the one-parameter family of possible solution 
surfaces of (5.2.1) at P, as sketched in Figure 5.2a. Again, the magnitude and sense 
of 0"0 are irrelevant. 

The eurve generated in x, y, u space by following the loeal 0" direction from 
a given initial point is ca11ed a characteristic curve; its projection on the u = 0 
plane is ealled a characteristic ground curve. 

Let S be a reference surface on which the characteristic direction at every point 
is not tangent to S. Therefore, the characteristic curves that pass through S can be 
labeled using two parameters (corresponding, for example, to the two coordinates 
needed to specify each point on S). This two-parameter family of curves fi11s the 
x, y, u space, at least in some neighborhood of S. In order to isolate a specific 
solution surface 1/1 = 0 generated by a one-parameter subfamily of characteristic 
curves, let us pick some curve Co on S and eonsider only those characteristics 
that pass through Co. These characteristics generate a surface, on every point of 
which (5.2.1) is satisfied. This solution surface may be geometrically visualized 
by regarding it as an infinitely dense set of characteristic curves one layer thick. 

We see that in order to specify a solution surface, we must require that it contain 
a preseribed initial curve Co. The local construetion of the solution surface near 
Co may be visualized as folIows: We introduce the parameter T, which varies 
along Co, and the parameter s (this may be an arc length), which varies along each 
characteristic curve emerging from Co. By extending the characteristic curves a 
short distance !:!.s, we generate a thin strip !:!.S wide to one side of Co because 
none ofthe characteristic directions are tangent to Co (see Figure 5.2b). The new 
boundary of this strip is the cuve CI. 

We now repeat this proeess at CI and extend the solution over a new thin strip 
to C2 , and so on. This construction generates a solution surface as long as the 
successive curves CI, C2 , ••• do not become characteristic over a finite arc. 

5.2.2 Characteristic Curves; the Solution Surface 
We have seen that at each point P = (xo, Yo, uo), there is a unique characteristic 
vector 0"0 = (ao, bo, co) that is tangent to the characteristic curve passing through 
P. If s is a parameter that varies monotonically along a characteristic curve, the 
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FrGURE 5.2. a. Possib1e infinitesimal solution surface at P; b. Extending the solution from 
the curve Co 
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coordinates Q = (xo + ~x, Yo + ~y, Uo + ~u) of a point located at a small 
distance from P in the characteristic direction of increasing s are obtained by 
setting ~x = ao~s, ~y = bo~s, ~u = co~s. Thus, in the limit as ~s -+ 0, the 
characteristic curves that are so generated obey the system of differential equations 

dx dy du 
- = a(x, y, u), - = b(x, y, u), - = c(x, y, u). 
ds ds ds 

(5.2.3) 

Since the system (5.2.3) is autonomous, its solution can be expressed in terms 
of s - So, where So is a constant, and two other arbitrary constants Cl and C2. We 
may set So = ° with no loss of generality because s - So may be regarded as a 
new variable along each characteristic. Thus, the solution of (5.2.3) has the form 

x = X(s, Cl, C2), 

y = Y(s, CI. C2), 

u = U(S,Cl,C2). 

(5.2.4a) 

(5.2.4b) 

(5.2.4c) 

We can choose Cl and C2 such that (5.2.4) passes through a given point xo, Yo, uo. 

The form of (5.2.4) also confirms the claim made earlier that the characteristics 
are a two-parameter family of curves; each family member is identified by the two 
constants Cl, C2. 

We can isolate any desired one-parameter subfamily of (5.2.4) by regarding Cl 
and C2 as functions of a single parameter r. This gives 

x = X(s, Cl (r), C2('r» == X(s, r), 

y = fes, Cl (r), C2(r» == Y(s, r), 

u = U(s, Cl (r), C2(r» == U(s, r). 

(5.2.5a) 

(5.2.5b) 

(5.2.5c) 

The particular one-parameter subfamily that passes through the initial curve Co 
is obtained as folIows. We specify Co in the parametric form 

x = xo(r), y = yo(r), u = uo(r), (5.2.6) 

where xo, Yo, and Uo are continuously differentiable functions of r, and we assume 
that the ground curve xo( r), Yo( r) does not intersect with itself. Then we require the 
functions X(s, r), fes, r), and U(s, r) in (5.2.5) to satisfy the initial conditions 

X(O, r) = xo(r), Y(O, r) = yo(r), U(O, r) = uo(r). (5.2.7) 

Thus, we have set s = ° on the initial curve. In practice, we shall derive the 
solution of (5.2.3) direct1y in the form (5.2.5), then apply the initial conditions 
(5.2.7) to determine the unknown functions of r that arise. 

To exhibit the solution surface u = cjJ(x, y) that passes through Co, we solve 
(5.2.5a) and (5.2.5b) for s and r in terms of x and y. This is always possible as 
long as the Jacobian 

(5.2.8) 

does not vanish. We know that ifthe characteristics are nowhere tangent to Co, then 
the directions of increasing s and r along Co are not collinear. Therefore, at least 
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in some neighborhood of s = 0 we have !l =1= 0, and we express the solutions of 
(5.2.5a) and (5.2.5b) for sand r in the form 

s = S(x, y), r = T(x, y). (5.2.9) 

Substituting these into (5.2.5c) defines the solution surface in the form 

u = U(S(x, y), T(x, y» == t/J(x, y). (5.2.10) 

The result (5.2.10) is available whenever!l =1= 0, and we can prove the following 
theorem (for instance, see Chapter 11, Section 1.1, of [13]). Every integral surface is 
generated (in the sense just discussed) by a one-parameter family of characteristic 
curves. Conversely, every one-parameter family of characteristic curves generates 
an integral surface. 

If !l(0, T) = 0, we have two possibilities: Either the initial curve is a char­
acteristic curve, in which case an infinite number of solutions pass through Co, 
or Co is not characteristic, and it is not possible to calculate a continuously dif­
ferentiable solution. We now illustrate these features by studying different initial 
conditions for the inviscid Burgers ' equation (E = 0) with a constant source term 
[see (5.1.l8b) with t --+ y] 

uux + u y = 1. (5.2.11) 

This equation is also discussed in [13]. It is ideal for purposes of illustration, as 
one can readily construct explicit solutions that exhibit the various features of 
quasilinear equations. 

The characteristic differential equations for (5.2.11) are 

dx dy du - = u, - = 1, - = 1. (5.2.12) 
ds ds ds 

Solving these subject to an unspecified initial curve Co: XO(T), YO(T), uo(r), we 
obtain 

S2 
X = "2 + suo(r) + xo(r) == X(s, T), 

y = s + yo(r) == Y(s, r), 

U = s + uo(r) == U(s, r). 

(5.2.13a) 

(5.2.13b) 

(5.2.13e) 

Note that at s = 0 we have x = xo, y = Yo, and u = uo, as required by (5.2.7). 
The Jacobian ofthe transformation (5.2.13a)-(5.2.13b) is 

!l(s, r) == [s + uo(r)]y~(r) - [su~(r) + x~(r)], (5.2.14) 

and this may vanish at s = 0 or along some other curve, depending on the choice 
of initial data. 

(i) !l(0, r) =1= 0 

To illustrate a case where a unique strict solution exists near Co, let 

xo(r) = r, YO(T) = r, uo(r) = 2. (5.2.15a) 
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Another way of expressing the initial condition is to say that 

u(x, x) = 2. (5.2.I5b) 

We then calculate ~(s, r) = s + 1 from (5.2.14), and this does not vanish at 
s = O. We therefore expect a strict solution to exist for s > -1. The difficulty at 
s = -1 will become clear when we derive the details of the solution. 

The one-parameter family of characteristic curves (5.2.13) for this case is given 
by 

S2 

X = "2 + 2s + r, 

y = s + r, 

u = s + 2. 

(5.2.I6a) 

(5.2.I6b) 

(5.2.I6c) 

Consider first the characteristic ground curves defined by (5.2.16a)-(5.2.I6b). 
Eliminating s gives the one-parameter family of parabolas defined by 

1 
F(x, y, r) == x + 2 - r - - (y + 2 - r)2 = 0, 

2 
(5.2.17) 

which are sketched in Figure 5.3. To generate the family, we just translate the 
parabola x = y2/2 corresponding to r = 2 in the direction x - y = constant 
> o. It is easy to show that these parabolas have an envelope along the straight 
line y = x + 1, which, in fact, corresponds to ~(s, r) = 0, that is, s = -1. 

Recall that if a one-parameter family of curves defined in the implicit form 
F (x, y, r) = 0 has an envelope, then this envelope is defined by eliminating 
r from the two expressions F(x, y, r) = 0 and F,(x, y, r) = O. For (5.2.17) 
we compute F, = 1 + y - r, and setting this equal to zero gives r = 1 + y. 
When we use this expression for r in (5.2.17), we obtain x - y + 1 = 0, the 
envelope. We can also calculate this result by setting ~(s, r) = O. In our case, 
~(s, r) = s + 1. Thus, S = -1 is where the transformation (s, r) # (x, y) 
breaks down. Now setting s = -1 in (5.2.I6a)-(5.2.I6b) gives the parametric 
representation x = - ~ + r, y = -1 + r or x - y + 1 = 0 again. 

To see what happens at s = -1, we eliminate r from (5.2.I6a)-(5.2.I6b). This 
gives the quadratic expression S2 + 2s + 2(y - x) = 0 for s. The root that 
corresponds to y = x at s = 0 is s = -1 + JI + 2(x - y). Therefore, the 
solution is given by 

u = 1 + ,~h + 2(x - y). (5.2.18) 

Thus, u is a constant along the lines x - y = constant. The radical in (5.2.18) 
vanishes along the line y = x + 1, that is, s = -1, and the solution does not 
exist to the left of this line. Moreover, U x and u y become infinite along this line, 
which represents an edge of regression. In fact, we might be tempted to claim 
the existence of a second branch for u corresponding to the negative sign in front 
of the radical. This branch gives the mirror image of the surface u (x, y) relative 
to the plane u = 1. This claim is, however, entirely inconsistent; it would result 
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FIGURE 5.3. Characteristic ground curves and their envelope 

T = 3 

in a two-valued solution with the lower branch not satisfying the correct initial 
condition. 

Notice that the curve defined by 6(s, .) = 0, U = 1, that is, the straight line 
y = x + 4, u = 1, is not a characteristic curve; its projection on the u = 0 plane 
is the envelope of characteristic ground curves. 

(ii) ß(O,.) = 0, Co is not characteristic 

The difficulty encountered at s = -1 in the previous example occurs on the initial 
curve for the following choice of Co: 

(5.2.19) 

It is easily seen that ß(O, .) = 0. In order for the initial curve to be characteristic, 
it must satisfy dxo/d. = uo(.), dYo/d. = 1, and duo/d. = 1, which it does 
not. We consider the characteristic curves 

s2 2 
X = "2 +s. +. , (5.2.20a) 

/ 
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y = s + 2r, 

u = s + r, 

(5.2.20b) 

(5.2.20c) 

and eliminate s from (5.2.20a)-(5.2.20b) to obtain the one-parameter family of 
parabolas defined by 

r 2 1 
F(x, y, r) == x - - - - (y - r)2 = O. 

2 2 
(5.2.21) 

Again, each member of this family is obtained by translating the parabola x -
y2/2 = 0, asindicated in (5.2.21). The family (5.2.21) has theenvelope x - y2 /4 = 
o (obtained by eliminating r from (5.2.21) and from the expression for F~ = 0). 
Thus, the projection of the initial curve on the xy-plane is now the envelope of 
characteristic ground curves. 

If we calculate a fonnal expression for u(x, y) from (5.2.20), we obtain u = 
y/2±(x - y2 /4)1/2. Therefore, theinitialcurve is anedgeofregression from which 
the two branches of the radical define two surfaces over the domain x > y2 / 4. 
Again, this is not a solution in the strict sense, as U x and uy are infinite on the 
initial curve and u is two-valued for x > y2/4. Forthe linearequation (5.2.1) with 
coefficients a, b, c that do not depend on u, the case 11 = 0 on a noncharacteristic 
curve C means that the characteristic equations (5.2.3) define a vertical surface 
through C (see Problem 5.2.5). 

(iii) 11(0, r) = 0, Co is a characteristic 

Now we consider the initial curve 

Xo = r 2/2, Yo = r, Uo = r, 

and obtain 11(0, r) = O. We also verify that dxo/dr = r = uo, dYo/dr = 
1, and duo/dr = 1. Therefore, the initial curve is a characteristic. In fact, the 
one-parameter family (5.2.13) now has the degenerate form 

(s + r)2 
2 ,y = s + r, u = s + r, x= (5.2.22) 

in tenns of the single parameter a == s + r, which implies that no unique surface 
u(x, y) is possible. Forexample, any algebraic relation w(u - y) + u2/2 - x = 0 
that can be solved for u defines a solution surface u(x, y) implicitly. Here w is an 
arbitrary function of a single variable with w(O) = O. 

(iv) Steepening of a wave 

In Seetion 5.1.2 we showed that (5.1.18b) describes the evolution oftraffic density 
for an idealized model. Consider the limiting case E = 0 (drivers do not react to 
density gradients), for which we have 

u/ + uUx = 0, (5.2.23a) 
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and let the initial condition be 

u(x, 0) = { ~os 2nx ifOsxSI, 
ifx S Oorx ~ 1. 

(5.2.23b) 

Note that u(x, 0) and ux(x, 0) are both continuous on -00 < x < 00. According 
to (5.1.17), u = 1 corresponds to zero density, whereas u = -1 has density equal 
to the maximum value at which there is zero ftux. Therefore, the initial condition 
(5.2.23b) represents an isolated initial distribution of traffk over the unit interval 
with a peak density (u = -1) at x = 4 and no traffk initially outside this interval. 

We parameterize (5.2.23b) to read 

Xo = r, 
to = 0, 

{ cos 2nr 
Uo = 1 

and obtain the characteristic curves 

ifOsrsI, 
if-r S 0 on ~ 1, 

x = uo(r)s + r, t = s, u = uo(r). 

The solution for u can be expressed in implicit form as 

u = uo(x - ut), 

(5.2.24a) 

(5.2.24b) 

(5.2.24c) 

(5.2.25) 

(5.2.26) 

where Uo is the function defined by (5.2.24c). The characteristic ground curves are 
the one-parameter family of straight lines x = uoCr)t + r, on which u remains 
a constant equal to its initial value uo(r). The slope dx/dt of each characteristic 
ground curve equals uo, and this varies over the unit interval. The resulting pattern 
is shown in Figure 5.4, where an envelope is clearly defined for sufficiently large 
t. 

We can calculate the envelope of characteristic ground curves either by setting 
~(s, r) = 0 or by eliminating r between F(x, t, r) == uo(r)t· + r - x = 
o and F, = O. Let us take the second approach: Setting F, = 0 gives r = 
(1 /2n) sin -I (1 /2m). Therefore, the envelope first forms at t = 1 /2n. Setting 
r = (I/2n) sin- I (I/2nt) in F = 0 gives two branches defined for t ~ 1/2n. 
One branch has 

x = XR(t) == (t 2 _ J....-2 )1/2 + _1_ sin- I (_1_), ~ S x< 00, 
4n 2n 2m 4 

(5.2.27a) 
with 0 < sin -I (1 /2m) S n /2, and defines the envelope of the characteristic 
ground curves emerging from 0 S x S ~,t = o. The second branch is given by 

x = xdt) == - t2 - - + - sin~l - , -00 < x S -, ( 1) 1/2 1 ( 1 ) 1 
4n 2 2n 2nt 4 

(5.2.27b) 
with n /2 S sin -I (I/2m) < n, and this branch defines the envelope of the 
characteristic ground curves emerging from ~ S x s 4, t = o. The second 
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FIGURE 5.4. Characteristic ground curves for (5.2.23) 

branch is just the reftection of the first branch with respect to the line x = ~. We 
note that the two branches form a cusp at x = ~,t = I/1T; that is, (dXR/dt) = 
(dxddt) = 0 there. Tbe first branch approaches the characteristic ground curve 
r = 0, that is, x = t as t ~ 00, whereas the second branch approaches the 
characteristic ground curve T = 4, that is, x = 4 - t as t ~ 00. The expression 
for u(x, t) that results from (5.2.25) is single-valued in the domain ofthe xt-plane 
below the two envelope curves, whereas above these curves u is three-valued. 

The "solution" (5.2.26) for u as a function of x is sketched in Figure 5.5 for the 
times t = 0, 0.1, 1 /21T , and 0.4. The points A, B, C, D, and E on the initial profile 
locate the values of u at x = 0, ~, 4, ~,and 1. These same phases are located by 
primes for t = 0.1, double primes for t = 1 /21T, and tripIe primes for t = 0.4. 
Since the characteristic ground curves that originate over the interval 0 ::::: x ::::: 4 
converge, the initial profile ABC over this subinterval steepens, and at t = I/21T, 
U x has an infinite slope at B, that is, x = ~. For values of t > 1 /21T , the "solution" 
is triple-valued in the subinterval XL < X < XR spanned by the envelope and is 
therefore undefined. In the next section, we shall see that a weak solution, where 
a discontinuity in u is allowed, can be constructed for all t ::: 1 /21T. Such a 
solution will have a stationary discontinuity along x = !, t ::: 1/21T preventing 
the crossing of the characteristics originating from x > t with those originating 



Problems 325 
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c", c 

FIGURE 5.5. u as a function of X fOT various times 

from X < i. Thus, the weak solution will eonsist of the profile to the left of S_ 
(if u > 0) and to the right of S+ (if u < 0) in Figure 5.5. 

The steepening of the profile ABC and the ftattening of the profile CD E with 
time is physically eonsistent with the traffte behavior we have postulated. In par­
tieular, whenever the density is less than Pmax, there is a ftow of vehicles to the 
right. This eauses the ears behind the point of maximum initial density to tend to 
pile up, so the point at whieh p = Pmax moves to the left. Conversely, the ears 
initially loeated in the subinterval 4 ::: x ::: 1 gradually spread out over a larger 
and larger interval, so the initial profile ftattens out. We shall eomment further on 
the behavior of the solution for t > 1 j2rr after we have diseussed shoeks in the 
next seetion. 

The preeeding phenomena are not restricted to (5.1.23a) and earry over to the 
general quasilinear equation (5.1.13) resulting from the eonservation law (5.1.11). 
The signal speed c given by (5.2.12b) is the eharaeteristic speed at which the initial 
data are loeally propagated. Also, sinee for A = 0 dpjds = -<I>x along a given 
eharaeteristie, we see that the initial value of p remains eonstant if <I> x = 0; it 
inereases if <l>x < 0 and deereases if <l>x > O. Now, if ocjop > 0, eharaeteristies 
loeally tend to buneh up (henee waves steepen) if Px < 0; they spread out (and 
waves ftatten) if Px > O. The opposite behavior oeeurs if ocjop < O. 

Problems 

5.2.1 Consider the two-parameter family of ellipses 

1 2 2 4 (x - xo) + (y - Yo) = I, (5.2.28) 



326 5. The Scalar Quasilinear First-Order Equation 

which may be written in the form 

x = Xo + 2 cos r, y = Yo + sin r. (5.2.29) 

Show that in order for these ellipses to form an envelope on the unit circle 
x 2 + y2 = 1, we must have 

. 1 
Xo = ± - 2 cos r, 

.Jl + 4 tan2 r 
2 tan r 

Yo = ± - sin r. 
Jl + 4tan2 r 

Describe these one-parameter subfamilies geometrically. 
5.2.2 Calculate the solution of 

2 
U x + u y = U 

(5.2.30a) 

(5.2.30b) 

(5.2.31) 

passing through the curve u = x on y = -x and show that this solution 
becomes infinite along the hyperbola x2 - y2 = 4. What is the significance 
of this hyperbola? 

5.2.3 Show that for any given one-parameter family of smooth curves 

x = X(s, r), y = Y(s, r), U = U(s, r) (5.2.32) 

for which (5.2.8) does not vanish in some region, we may associate a linear 
first-order partial differential equation 

a(x, y)ux + b(x, y)u y = c(x, y), (5.2.33) 

such that the function u(x, y) obtained from (5.2.32) solves (5.2.33). Thus, 
given the solution u (x, y) of a quasilinear equation, we can always interpret 
this as the solution of another linear equation. 

Specialize your results to the example (5.2.18) and show that one can 
interpret this as the solution of 

(I + Jl + 2(x - y»u x + uy = 1. 

5.2.4 Solve (5.2.11) for the following initial conditions: 

u(x,O) = x, 

u(x,O) = x 2 • 

(5.2.34) 

(5.2.35) 

(5.2.36) 

In each case, discuss where the solution breaks down and the nature of the 
singularity there. 

5.2.5 Consider the special case of (5.2.1) 

ä(x, y)u x + b(x, y)u y = c(x, y, u), (5.2.37) 

with given continuously differentiable coefficients ä, b, c, where a and b 
do not depend on u. Assume also that ä and b do not vanish simultaneously 
in the domain of interest. 
a. Show that the characteristic ground curves are independent of the initial 

data and depend only on ä and b. Therefore, they define a one-parameter 
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family of nonintersecting curves with no singular points in the domain 
of interest. 

b. Specialize your results in part (a) to the case ä = -y, b = x, c = 
-u + 1, and assume that the projection ofthe initial curve on the xy­
plane is the positive x-axis. What is the largest domain in the xy-plane 
over which a solution of (5.2.37) can be found? Calculate this solution 
for the initial curve u(x, 0) = sin x for x > O. 

c. Now assume that the solution ofthe characteristic equations (5.2.3) for 
(5.2.37) have been found in the form (5.2.5) and that these functions 
satisfy (5.2.7) for a certain initial curve Co : xo('r), yo('r), uo(r) for 
which 6.(0, r) = O. Assume also that YsU, - UsY, # 0 on Co so that 
one can solve the system (5.2.5) for x as a function of y and u in the 
form 

x = f(y, u). (5.2.38) 

We wish to prove that f is actually independent of u-that is, that u 
is a vertical surface through Co in this case. Show first that 

a6.(s, r) _ -
--- = [ax(X, Y) + by(X, Y)]6.(s, r). 

as 

Therefore, 6.(s, r) == 0 if 6.(0, r) = O. Next, show that 

af 
6.(s, r) = (UsY, - YsU,) - (Y, U) au 

(5.2.39) 

(5.2.40) 

when (5.2.38) is used. Therefore, aflau = 0; that is, f depends only 
ony. 

d. Given a particular example of the situation described in part (c). 
5.2.6 Consider (5.2.23a) with the smooth initial condition 

u(x, 0) = { 1_1_ 
l+x 

ifx :::: 0, 

ifx ~ O. 
(5.2.41) 

a. Calculate the characteristic ground curves and show that these have the 
envelope 

1 
t = 4 (x + 1)2, 1:::: x < 00. (5.2.42) 

b. Show that a strict solution exists outside the wedge-shaped domain 
bounded by (5.2.42) and the line t = x, 1 :::: x < 00, and this solution 
is given by 

{

I if t ~ x,O :::: x :::: 1 , 
1 if t > ~ (x + 1)2, 1 :::: x < 00, 

u(x, t) = 2 
----:-~=====:== if t < x, 0 < x < 00. 
x + 1 + J (x + 1)2 - 4t -

(5.2.43) 
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5.2.7 Calculate the solution of 

tux + xUr = -u, (5.2.44a) 

u(O, t) = I, t > 0, 

for all t > 0 and 0 ~ x < t. 
5.2.8 Consider the linear advection equation 

1 
Ur + Ux = 0, 

l+Ecosx 
(5.2.45) 

where E is a constant 0 < E < 1. 
a. Solve the signaling problem 

U(X,O) = 0, u(O, t) = f(t), 0 < t < 00, (5.2.46) 

explicitly in 0 ~ x < 00, 0 ~ t < 00, in the form 

u(X, t) = f(t - x - E sinx). (5.2.47) 

b. Solve the initial-value problem 

u(x,O) = g(x), -00 < x < 00, (5.2.48) 

implicitly in -00 < x < 00, 0 ~ t < 00, in the form 

u = g(g), x - t + E sin x - g - E sin g = O. (5.2.49) 

C. Show that for 0 < E « I, the solution in part (b) has the expansion 

u(x, t) = g(x-t)+Eg'(x-t)[sinx-sin(x-t)]+O(E2 ). (5.2.50) 

5.3 Weak Solutions; Shocks, Fans, and Interfaces 

In many physical applieations, strict solutions, as postulated in the derivations in 
the previous sections, are not possible; discontinuities may arise either in the initial 
data or because the coefficients of the goveming equations are discontinuous as, for 
example, at the interface between two different media. We have also seen that for 
quasilinear problems, even if the differential equation and initial data are smooth, 
solutions may steepen and "break," and we should look for adescription involving 
discontinuities when this occurs. 

It is evident from the derivations of all the integral conservation laws we have 
studied so far in this book that these remain valid if the dependent variable or its 
partial derivatives with respect to x and t are discontinuous at some point in the 
intervalx\ ~ x ~ X2. Forexample, the scalarconservation law (5.1.11) still holds 
if p is discontinuous. In this section we shall study how such discontinuities prop­
agate in a solution framework that does not require u, ux , and Ur to be continuous 
everywhere. 
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5.3.1 Shock Speed for a System of Integral Conservation 
Laws 

Here and in the next three subsections we broaden our scope to the system 
of integral conservation laws (5.1.1) because the derivations are not altered 
significantly. 

d l x2 - "';(u(x, t), x, t)dx = <1>; (U(XI, t), XI. t) 
dt XI 

- <1>; (U(X2, t), X2, t) + l x2 
A;(u(x, t), x, t)dx, i = 1, ... , n. (5.3.la) 

XI 

Henceforth, we shall also omit stating in every case that i = 1, ... , n in our 
results. We assurne that the "';, <1>;, and A; are well-behaved functions of their 
arguments. For the time being, we regard these functions as continuous and as 
having continuous first partial derivatives with respect to the U;, x, t for all t ::::: 0 
and all X : XI ~ X ~ X2. This assumption will be relaxed when we consider the 
behavior of solutions at an interface. 

If the U; are smooth functions of X and t, that is, they are continuous and have 
continuous first partial derivatives with respect to X and t, then (5.3.1a) implies 
that they obey the system of divergence relations (5.1.2) 

Pt + 'Ix = .\. (5.3.lb) 

We have argued that the system of integral conservation laws (5.3.la) remains 
valid-that is, physically consistent-even if the U;, or au; lat, aUi lax have dis­
continuities. In fact, it is this system of integral conservation laws that gives the 
basic problem description; the divergence relations (5.3.lb) as well as the system 
of partial differential equations (5.1.9) that results from simplifying these diver­
gence relations are valid only for strict solutions. The implications of this point are 
considered in detail in Section 5.3.3. Here we wish to explore what restrictions, if 
any, are implied by (5.3.la) on possible discontinuities in the solution. 

To be more specific, assurne that acurve 1" defined by x = ~(t) in thext-plane, 
dividesthedomainofinterestD: XI ~ X ~ X2,O ~ t ~ Tintotwosubdomains, 
D I : XI ~ X < ~(t) and D2 : Ht) < x ~ X2, as shown in Figure 5.6. Also 
assurne that the u;, au;jax, and au;j8t are continuous in D I and D2. Thus, I s is 
a locus ofpossible discontinuities in the U;, au;j8x, or 8u;jat, and we shall also 
refer to I s as a shock for the case where the u; are discontinuous. The question is, 
what information conceming ~(t) can we draw from (5.3.1a)? 

To this end we approximate (5.3.1 a) in the limit as x land X2 are taken sufficiently 
elose to ~. We split the interval of integration for the term on the left-hand side of 
(5.3.1a) into the two subintervals (XI.~) and (~, X2). Ifwe then regard (XI -~) 

and (~ - XI) as being small, we obtain 

l X2 lW) l x2 
"';(u, x, t)dx = "'i(U, x, t)dx + "';(u, x, t)dx 

XI XI tU) 

= "'i-(~' t)(Ht) - xd + "'t(~, t)(X2 - Ht)) 
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Tr------ r----~~------7~~ 

L-______ ~~~L-____ ~ ____ ~ ________ x 
X2 

FIGURE 5.6. Domain D containing a shock r s 

where we have used the notation 

III;-(~, t) == 1II;(u(~-(t), t), ~-(t), t), 
IIIt(~, t) == 1II;(u(~+(t), t), ~+(t), t). 

Differentiating (5.3.2) with respect to t gives 

d [X2 
-d 1II;(u, x, t)dx = -~(t)[lII;] + O(~ - XI) + O(X2 - ~), 

t Xl 

and the [ ] notation means 

[111;] == IIIt(~, t) - III;-(~, t). 

(5.3.2) 

(5.3.3a) 

(5.3.3b) 

(5.3.4) 

(5.3.5) 

The right-hand side of (5.3.la) contributes only -[<1> j] if terms of order (~ - xd 
and (X2 - ~) are neglected. Therefore, in the limit as XI t ~ and X2 + ~, we have 

~(t)[lII;] = [<1>;]. (5.3.6) 

This condition defines the shock speed ~ in terms of the values of the solution on 
either side. Illustrative examples are discussed later. 

For the special case where the 111; and <1>; are linear in the Ui, we express these 
in the form 

n n 

lIIi = LAij(x, t)Uj, <1> i = LBij(x, t)Uj, (5.3.7) 
j=1 j=1 
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where the elements of the matriees {Aij} and {Rij} are eontinuous and have 
eontinuous partial derivatives with respeet to x and t. Equation (5.3.6) implies 
that 

n 

L{~(t)Aij(x, t) - Bij(x, t)}[Uj] = O. 
j=1 

(5.3.8) 

In order that (5.3.8) hold, either (1) solutions are eontinuous, that is, [u j] = 0 for 
each j = I, ... , n, or (2) if the vector with components [ud, [U2], ... , [un ] is 
nonzero, the eoefficient matrix in (5.3.8) has a zero determinant. This latter ease 
gives precisely the eondition that x = Ht) is a eharaeteristic eurve for the linear 
system 

~ {- au j - au j } ~ Aij - + Bij - + ... = 0, 
j=1 at ax 

(5.3.9) 

assoeiated with (5.3.lb) for this ease (see Problem 4.3.7). 
The preeeding diseussion eonfirms our observation, based on the numerieal 

solution of (5.3.9) by the method of eharaeteristics in Chapter 4, that diseontinuities 
propagate only along eharacteristics for the linear problem. Specializing further 
to the scalar linear equation 

a(x, t)U, + b(x, t)ux = c(x, t)u, (5.3.10) 

we see that for.[u] =1= 0, (5.3.8) simply defines the characteristic ground curves as 
loci of discontinuity in u. Moreover, in the linear ease, such discontinuities oceur 
only if the initial data are prescribed to be diseontinuous; smooth initial data eannot 
lead to discontinuous solutions as in the quasilinear problem. 

5.3.2 Formal Definition of a Weak Solution 
We now present a formal definition of a weak solution of the system of divergence 
relations (5.3.lb). 

To begin with, eonsider only a striet solution of (5.3.1b) in some domain D of 
the xt-plane with boundary r. Let ~(x, t) be any funetion of x and t that vanishes 
on r. Now, sinee (5.3.lb) holds everywhere in D, we have 

{{ (all1. a<l>· ) J J ~ ar' + axt - Ai dx dt = O. (5.3.lla) 

D 

We ean write (5.3.lla) as 

ff{(~lI1i)1 + (~<I>i)x}dx dt = ff(~III1; + ~x<l>; + sA;)dx dt, (5.3.llb) 

D D 

and since S, 111;, and <1>; are eontinuous and have continuous x and t derivatives, 
the left-hand side of (5.3.llb) can be expressed as a eontour integralover r, using 
the two-dimensional Gauss theorem (see (2.3.14». This eontour integral vanishes 
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identically because the integrand has ~ as a factor and ~ = 0 on r. Thus, we 
conclude that for a strict solution of (5.3.1 b), the following integral [the right-hand 
side of (5.3.11 b)] must vanish for all smooth functions ~ such that ~ = 0 on r: 

ff(~tllJi + ~xepi + ~Ai)dx dt = O. 

D 

(5.3.12) 

Notice that the integrand in (5.3.12) does not involve any derivatives of lIJi or 
epi; the only derivatives that occur are for ~. We take advantage of this feature 
to define a weak solution of (5.3.1b) as one that satisfies (5.3.12) in D for any 
smooth ~ that vanishes on r. This definition makes sense even ifthe Ui, aui/at, 
and aui/ax have finite discontinuities in D because the integral (5.3.12) remains 
well-defined. If the Ui, aui/at, and aui/ax are continuous in D, the statement 
that (5.3.12) holds immediately implies (5.3.1b). Therefore, we have produced a 
more general definition of a solution, which does not require the smoothness of 
the Ui. Let us now see whether this definition results in a shock speed formula that 
is consistent with (5.3.6). 

As in Section 5.3.1, we consider a domain D that is divided into two parts D 1 

and D2 by a shock curve r s : x = Ht). Assurne that in each ofthe domains D 1 

and D2 the solutions of (5.3.1b) are smooth, and denote the boundary of D 1 by 
r + r s and the boundary of D 2 by r 2 + r s , as indicated in Figure 5.6. 

Since the solution for the Ui is smooth in each subdomain D 1 and D2, we have 
[according to (5.3.11b) and the two-dimensional Gauss theorem] 

ff(~tllJi + ~xepi + ~Ai)dx dt = ff{(~lIJi)1 + (~epi)x}dx dt 

D, D, 

= r {~lIJidx - ~tfJidt}, Jr, (5.3.13a) 

ff(~llIJi + ~xepi + ~Ai)dx dt = ff{(~lIJi)1 + (~epi)x}dx dt 

D2 D2 

= - r {~lIJidx - ~epidt}, (5.3.13b) Jr, 
where now the integrals over r" on which ~ =F 0, remain. Note that in the right­
hand side of (5.3.13b) we have inserted a minus sign in front of the integralover 
r s • Therefore, the contour integral in (5.3.13b) (before it is multiplied by -1) 
is evaluated in the same direction along r s as the contour integral in (5.3.13a). 
Adding (5.3.13a) and (5.3.13b) and using the definition of a weak solution to set 
equal to zero the sum ofthe integrals over D 1 and D2 that results on the left-hand 
side, we obtain 

0= r ~{[lIJddx - [epddt} = 0, Jr, (5.3.14) 
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where [ ] again denotes the difference in values on either side of the shock curve. 
Since (5.3.14) is true for arbitrary ~, the integrand must vanish, and we obtain the 
shock relation (5.3.6) derived earlier. 

Up until now, we have assumed that the "'i, <l>i, and Ai are smooth functions 
of their arguments everywhere in D; discontinuities in these functions arose only 
because the Ui are discontinuous on the shock curve x = ~(t). This is not true if 
x = ~(t) is an interface separating the domains D1 and D2, where the "'h <l>i, 
and Ai may have a different functional dependence on the Ui, x, or t. However, 
our results remain valid as long as the "'i , <I> i , and Ai are smooth functions of their 
arguments in the individual domains D1 and D 2 • This allows us to use (5.3.6) when 
x = ~(t) is such an interface, as is illustrated in the next section. 

5.3.3 The Correct Shock and Interface Conditions 
We have seen in Sections 5.3.1 and 5.3.2 that the physically relevant integral con­
servation law (5.3.1 a) is the starting point for the definition of the shock condition 
(5.3.6). In this section we shall illustrate the fact that the system of partial dif­
ferential equations we obtain from (5.3.lb) for strict solutions may be associated 
with different divergence relations. Therefore, without knowledge of the under­
lying physical principles, if we were given only a system of partial differential 
equations goveming strict solutions, we would be unable to deduce from these the 
correct conservation laws or shock conditions. 

(i) A scalar problem 

Considerthe scalarproblem [see (5.1.18)] fortraffic flow with E = O. The integral 
conservation law is 

- u(x, t)dx = - {u2 (xJ. t) - U2 (X2' t)}, d l x2 1 
dt XI 2 

(5.3.l5a) 

and this implies the divergence relation 

(5.3.l5b) 

for strict solutions. This simplifies to 

Ur + UUx = O. (5.3.1Sc) 

Equations (S.3.lSa)-(S.3.15c) give three levels of description: The most gen­
eral, valid for discontinuous solutions, is (S.3.15a). Equation (5.3.15b) is a direct 
consequence of (S.3.15a) for strict solutions. Equation (5.3.1Sc) is, in this case, a 
trivial consequence of (S.3.lSc). The shock condition (5.3.6) for (S.3.l5a) is 

~(t)[u] = [ ~ ] ' 
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or 

Factoring the right-hand side and simplifying gives 

~ = ~ (u+ + u-). 
2 

(5.3.16) 

We shall illustrate in later sections how this result can be used to derive a weak 
solution. 

Now, suppose we don't have (5.3.15a) and start from (5.3.15c). The transfor­
mation of dependent variable 

u(x, t) = ev(x.t) (5.3.17) 

implies that if u is astriet solution oj(5.3.15c), then v(x, t) is astriet solution oj 

(5.3.18) 

for u and v related by (5.3.17). This is as far as we can go. If we were to claim that 
(5.3.18) is a consequence ofthe divergence relation 

vt + (eV)x = 0, 

we would obtain the shock condition 

or 

u+ - u-
~ = -:-----,----

log u+ - log u- ' 

which does not agree with (5.3.16). In fact, we could also set u 
Vt + v2vx = 0 or Vt + (v3/3)x = 0 and incorrectly claim 

. 1 [v3] 1 (u+)3/2 _ (u-)3/2 

~ = 3" [v] = 3" (U+)1/2 - (u-)1/2 ' 

(5.3.19) 

(5.3.20) 

v2 to obtain 

(5.3.21) 

and so on. We cannot teIl what is the correct shock condition ifthe only information 
available is (5.3 .15c). We need the basic integral conservation law (5.3 .15a) in order 
to select the correct shock condition. 

(ii) Shallow-water waves, the bore eonditions 

To illustrate ideas further, considerthe integral conservation laws for shaIlow-water 
ftow [see (3.2.6)] and (3.2.10)]. Mass conservation requires 

I
x=xl d X2 

dt L h(x, t)dx = u(x, t)h(x, t) X=X2 ' (5.3.22a) 
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and momentum conservation requires 

d ~ I 
- { u(x, t)h(x, t)dx = {u2 (x, t)h(x, t) + -h\x, t)} 
~ k 2 

The divergence relations associated with (5.3.22) are 

ht + (uh)x = 0, 

(uh)t + (U2h + ~ t = o. 

Therefore, the correct shock conditions are 

• • [ 2 h2
] ~[h] = [uh], ~[uh] = u h + 2 . 

In this context a shock is called abore. 

I
X=XI 

X=X2 

(5.3.22b) 

(5.3.23a) 

(5.3.23b) 

(5.3.24) 

Observe that for strict solutions, equations (5.3.22) are equivalent to (see 
(3.2.12» 

h r + uhx + hux = 0, 

Ur + uUx + hx = O. 

(5.3.25a) 

(5.3.25b) 

Now, if we were to interpret (5.3.25b) as being the result of the divergence relation 

Ur + (~ + h) x = 0, (5.3.26) 

we would obtain the physically inconsistent second shock condition 

~[u] = [~2 + h] 
instead of the one in (5.3.24). 

A second observation regarding (5.3.25) is in order. We pointed out earlier [see 
the remarks following (3.2.18)] that for strict solutions, the integral conservation 
law (5.3.22b) of momentum and the integral conservation law of energy, given by 
(3.2.17), both lead to (5.3 .25b). If we adopt conservation of momentum as the basic 
law goveming discontinuous solutions, then energy will not be conserved across a 
bore. In fact, we shall show in Section 5.3.4 that the shock relations (5.3.24) admit 
two types of discontinuities characterized by the relative water levels on either 
side of the discontinuity; these are bores that propagate into regions of either 
tower or higher water than found behind the bore. We shall show that in the former 
case-that is, if the water behind the bore is higher than the water in front-the 
total energy in some interval Xl :::: X :::: X2 containing the bore will decrease with 
time. This behavior is selected as being physically realistic because in a dissipative 
model, the turbulence generated in the bore would tend to decrease the energy. The 
case of a bore propagating into a region of higher water will be excluded because 
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it implies the physically unrealistic result that the energy increases in the interval 
XI ~ X ~ X2. 

(iii) Inviscid non-heat-conducting gas; the Rankine-Hugoniot conditions; 
the interface conditions 

A somewhat more involved problem occurs in gas dynamics, and we refer to 
the dimensional integral conservation laws of mass, momentum, and energy [see 
(3.3.5) with 11- = 0, A = 0]: 

I
X=XI d X2 -1 p(x, t)dx = p(x, t)u(x, t) , 

dt XI 
X=X2 

(5.3.27a) 

I
X=XI d X2 -1 p(x, t)u(x, t)dx = (p(x, t)u2 (x, t) + p(x, t)} , 

dt XI 
X=X2 

(5.3.27b) 

- - p(x, t)u2 (x, t) + -- dx d 1x2 { 1 p (x, t) } 
dt XI 2 Y - 1 

= u(x, t) - p(x, t)u2 (x, t) + ~ p(x, t) . { ( 1 )} Ix=xl 
2 y 1 X=X2 

(5.3.27c) 

In (5.3.27c) we have used the equation of state p = pRfJ (see (3.3.3)) to express 
the temperature in terms of the pressure p and density p. We have also used the 
definitions R == C p - Cu and y == Cp/Cu • 

Now, we have three integral conservation laws for the three dependent variables 
p, u, p. For strict solutions, equations (5.3.27) imply the divergence relations 

PI + (up)x = 0, 

(pu), + (pu 2 + p)x = 0, 

I P u
2 + -p } + lu (p u

2 + -y p)} = 0. 2 y-l 2 y-l 
I X 

The shock conditions implied by (5.3.27) are 

~[p] = [up], 

~[pu] = [pu 2 + p], 

~ [p u
2 + _P ] = [u (p u

2 + _y p)]. 2 y-l 2 y-l 

An alternative way of writing (5.3.29) is 

[pu] = 0, 

[pu 2 + p] = 0, 

[ 
U2 + _y !!..] = 0, 
2 y - 1 p 

(5.3.28a) 

(5.3.28b) 

(5.3.28c) 

(5.3.29a) 

(5.3.29b) 

(5.3.29c) 

(5.3.30a) 

(5.3.30b) 

(5.3.30c) 
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where v(t) is the flow speed relative to the shock; that is, 

v+(t) == u(g+(t), t) - ~(t), 

v-(t) == u(g-(t), t) - ~(t). 

Equations (5.3.30) are the Rankine-Hugoniot relations. 
For strict solutions, (5.3.28) simplify to yield 

P, + (pu)x = 0, 

Px 0 u, +uux + - = , 
p 

(5.3.31a) 

(5.3.31b) 

(5.3.32a) 

(5.3.32b) 

(5.3.32c) 

Equation (5.3.32c) states that (pi pY) remains constant along particle paths-that 
is, on curves dxldt = u. Now, since the entropy is a function of (pi pY), this 
implies that the entropy remains constant along particle paths, a result that is 
physically consistent only if the particle path does not cross a shock. 

We can establish how the entropy behaves across a shock from the vantage of the 
more accurate flow description provided by the conservation equations in which J.L 
and).. are retained [see (3.3.5)]. In this description, allfiowsfora gas having con­
stant ambient properties are smooth; an initial discontinuity immediately evolves 
into a thin region (shock layer) across which the flow changes rapidly. One can 
then show that the entropy must increase downstream of such a shock layer; for 
example, see Section 6.15 of [42]. We shall explore this question in more detail 
for Burgers' equation in Seetion 5.3.6. 

(iv) Interface between two different gases 

Suppose now that we consider two different gases on either side of a diaphragm 
that is suddenly removed. In order to exhibit a distinct interface g(t), we make an 
assumption that is physically somewhat unrealistic for gases; namely, that the two 
gases do not mix across the interface. What are the consequences of the conditions 
(5.3.29) in this context? 

Ifg is such an interface, thenu(g(t), t) mustbecontinuous forall t, and (5.3.29a) 
gives ~[p] = u(g, t)[p], that is, the intuitively obvious result that the interface 
moves with the speed ~ = u(g, t) of the gas on either side. Since u(g, t) is 
continuous and equals ~,(5.3.29b) reduces to [p] = 0; that is, the interface cannot 
sustain apressure difference. These results, when used in (5.3.29c), give an identity. 
In summary, for two inviscid non-heat-conducting gases at an interface, we must 
require the speed to be continuous and equal to the interface speed, and we must 
require the pressure to be continuous. The density (and hence the temperature ) and 
the gas constant y may be discontinuous. 

Consider now the more accurate description where the two gases on either 
side of the interface are regarded as viscous and heat-conducting. The integral 
conservation laws of mass, momentum, and energy are given by (3.3.5), and these 
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lead to the following interface conditions: 

~[p] = [pu], (5.3.33a) 

~[pU] = [Pu2 + P - ~ /LUx] , (5.3.33b) 

~ [p (u2
2 + CvO) ] = [pu (u2

2 + CvO) + pu - ~ /LUUx - AOx l 
(5.3.33c) 

The pressure p, temperature 0, and density p are related according to the equation 
of state (3.3.3). The constants /L, A, C p' and Cv are all, in general, different for the 
two gases. 

Again, we must have U continuous at ~, and (5.3.33a) gives the result 

(5.3.34a) 

that the interface moves with the speed of the gas on either side. When this result 
is used in (5.3.33b), we conclude that 

4 [p - '3/LUx] = 0, (5.3.34b) 

which gives a balance between the pressure and the viscous stress across the 
interface. Equations (5.3.34a) and (5.3.34b) simplify (5.3.33c) to the physically 
obvious result 

[AOX ] = O. (5.3.34c) 

That is, the heat flux is continuous at the interface. 
To calculate a ftow with an interface, we must solve the goveming equations 

on either side; these are (3.3.33), (3.3.6a), (3.3.7a), and (3.3.7b). This calculation 
provides a solution with certain unknown constants, which are determined when 
the interface conditions (5.3.34) are imposed. Problem (3.3.2) illustrates the ideas 
for a small disturbance theory for which I U I « 1; hence the interface is stationary 
in the first approximation. 

5.3.4 Constant-Speed Shocks; Nonuniqueness of Weak 
Solutions 

Solutions for which the dependent variables remain constant on either side of a 
shock are interesting and simple special cases that provide much insight into the 
behavior of more complicated situations. We see immediately from (5.3.6) that if 
the Ui on either side ofthe shock are constant and if the \IIi, <l>i do not depend on 
x or t, then the [\lid, [<I>d and hence ~ are also all constant. Such special solutions 
occur either if the initial data are appropriately chosen constants on either side of 
a point on the x-axis, or if they exhibit an appropriate symmetry. 
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(i) The scalar problem; shocks and fans 

Both shocks and fans occur for the scalar example (5.3.15), which we consider 
next. 

First, assurne that the initial condition is the piecewise constant function 

( 0) _ { U1 = constant 
U x, -

U2 = constant < u 1 

if x < xo, 
ifx > Xo. 

(5.3.35) 

Thus, the characteristics emerging from the x < Xo portion of the x -axis all have the 
same speed u \, which is greater than the speed U2 of the characteristics emerging 
from x > Xo. These two families of characteristics immediately intersect, and the 
solution is not defined in the triangular region Xo + U2t < x < Xo + U \ t, t > O. 
This is shown in Figure 5.7 a, where the arrows indicate the direction of increasing 
t. For x > Xo +. u \ t, we have u = U2 = constant, whereas for x < Xo + U2t, 
U = U \ = constant. 

It is clear that a shock must be introduced at the point x = xo, t = 0, and the 
initial speed ofthis shock follows immediately from the shock condition (5.3.16). 
We have ~(O+) = (u\ + u2)/2. But for this problem, the shock propagates into a 
region where the values of U on either side of the shock remain constant, and we 
conclude that~(t) = constant = (u\ + u2)/2; that is, ~(t) = Xo + (u\ + u2)t/2. 
Thus, the shock has a speed equal to the average of the speeds of the characteristics 
on either side, and the characteristics converge (as t increases) toward the shock. 
Once the shock is inserted, we exclude the characteristics with speed u \ to the 
right of the shock, and those with speed U2 to the left. In the limit of a weak 
discontinuity-that is, u\ ~ U2-we see that ~ -+ u, the characteristic speed. 

We also observe that for this initial-value problem, it is not possible to have more 
than one shock emerging from (xo, 0). For instance, let us assurne the situation 
depicted in Figure 5.7b, where the two shocks with constant speeds, ~\ = (u\ + 
uo)/2 and ~2 = (U2 + uo)/2, bound the triangular domain ~\ < X < bin which 
u = Uo = constant. In order to have ~2 > ~\, we must have U2 > U \, but this 
contradicts the original premise that U2 < U \ . It is easily seen that no choice of Uo 
leads to a consistent picture. So we conclude that the weak solution 

( ) { 
u\ = constant u x, t = 
U2 = constant < u\ 

is unique if U2 < u\. 

if x < Xo + (u\ + u2)t/2, 
if x > Xo + (u\ + u2)t/2, 

(5.3.36) 

Now suppose that we reverse the inequality relating u\ and U2 and consider the 
initial-value problem 

u(x,O) = { u\ = constant 
U2 = constant > u \ 

if x < xo, 
ifx > Xo. 

(5.3.37) 

The picture in the xt-plane is shown in Figure 5.8a, where no characteristics enter 
the triangular region 
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____ ~~ __ ~-L __ _L ____ ~ ____ ~ ____ L_ __________________ ~X 

Xo 

(a) 

U = UI 

----------__ -L ________ ______________________________ 

Xo 

(b) 

FIGURE 5.7. Pieeewise eonstant initial data for a shock 
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In this case, there are infinitely many possible weak solutions that satisfy the 
integral conservation law (5.3.15a) andjump condition (5.3.16). We can insert N 
shocks in T, where N = 1,2, ... , without violating (5.3.16). For example, with 
N = 1, we have the situation sketched in Figure 5.8b, where 

( ) { Ul = constant 
U x, t = 

U2 = constant > U I 
if x < Xo + (Ul + u2)t/2, 
if x > Xo + (Ul + u2)t/2. 

(5.3.38) 

This is formally identical to (5.3.26), except that now u2 > Ul. As a result, the 
characteristics diverge from the shock as t increases. In Figure 5.8c we show 
the case of N = 2. We have the two shocks with speeds ~l = (Ul + uo)/2 
and ~2 = (U2 + uo)/2 dictated by the arbitrary choice of Uo in the interval 
Ul < Uo < U2. The solution is 

if x < Xo + (Ul + uo)t/2, 

I
u I = constant 

u(x, t) = Uo = constant 
U2 = constant 

if Xo + (Ul + uo)t/2 < x < Xo + (U2 + uo)t/2, 
if x > Xo + (U2 + uo)t/2, 

(5.3.39) 
which is perfectly consistent with (5.3.16). We can continue this process for any 
N. 

We conclude that for this case the integral conservation law does not specify a 
unique weak solution; we must invoke some further information to decide what is 
an admissible weak solution. 

One point of view is to regard the initial condition (5.3.37) as the limiting case 
as ~ ~ 0 of the smooth initial condition 

lu' = constant 
u(x,O) = /(x) 

U2 = constant 

if x ~ Xo -~, 
if Xo - ~ ~ x ~ Xo + ~, 
if x 2: Xo +~, 

(5.3.40) 

for some monotone increasing function / (x) with / (xo -~) = u,,!, (xo -~) = 0, 
/(xo + ~) = U2, and !'(xo + ~) = O. The characteristics now fan smoothly out 
of the interval Xo - ~ ~ x ~ Xo + ~, as shown in Figure 5.9a. The solution is 
strict everywhere and has the parametric form 

x = 1: + /(1:)t, u = /(1:), (5.3.41) 

for Xo - ~ ~ 1: ~ Xo + ~. For x ~ Xo - ~ + u,t, the solution is u(x, t) = u" 
and for x 2: Xo + ~ + U2t, the solution is u(x, t) = U2. In the limit as ~ ~ 0, we 
obtain the centered/an shown in Figure 5.9b, where now u(x, t) = (x - xo)/t 
in T. Therefore, we have obtained a weak solution for the initial-value problem 
(5.3.37) in the form 

lu' = constant 
u(x, t) = (x - xo)/t 

U2 = constant 

if x ~ Xo + u, t, 
if Xo + u, t ~ x ~ Xo + U2t, 
ifx 2: Xo + U2t. 

(5.3.42) 

Note that u is continuous along the rays t > 0, x = Xo + u, t, and x = Xo + U2t, 
but Ux and Ut are not continuous on these rays. 
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Xo 

(al 

Xo 

(b) 

Xo 

(c) 

FIGURE 5.8. Piecewise constant initial data for a fan: nonuniqueness of weak solution 
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xo-Il xoxo+1l 

(a) 

Xo 

(b) 

FIGURE 5.9. Centered fan as the limit of smooth initial data 

The solution (5.3.42) may be regarded as the limiting case as N ~ 00 of the 
sequence of solutions (5.3.38)-(5.3.39) with N finite discontinuities. Thus, each 
member of the one-parameter family of rays emerging from Xo may be regarded 
as the locus of an infinitesimally weak discontinuity. 

Since (5.3. 15c) has straight characteristics on which u is constant, we conclude 
that a centered fan is appropriate at x = xo, t = 0 whenever we have discontinuous 
initial data such that u(xt, 0) > u(xo' 0); the initial data need not be piecewise 
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constant. It is interesting to note that a centered fan is also a similarity solution of 
(5.3.15c) in T with boundary conditions u = u, on x = Xo + u,t and u = U2 on 
x = Xo + U2t. 

An alternative view of the solution of (5.3.15c), subject to any initial condition, 
is to regard it as the limiting case as E --+ 0 of the corresponding initial-value 
problem for Burgers' equation (5.3.18b). This quasilinear second-order equation 
is parabolic and has smooth solutions for t > 0 even if the initial data are dis­
continuous. In Section 5.3.6 we shall study the exact solution for the two initial 
conditions (5.3.35) and (5.3.37) and show that as E --+ 0, these solutions indeed 
tend to the weak solutions (5.3.36) and (5.3.42), respectively, that we have derived. 

A concise condition, which excludes solutions such as (5.3.38) and (5.3.39), is 
to require 

(5.3.43) 

for admissible weak solutions. Equation (5.3.43) is referred to as an entropy condi­
tion because in the context of gas dynamics, the corresponding condition excludes 
discontinuities across which the entropy does not increase. One can prove (see 
[34]) that the condition (5.3.43) is sufficient to isolate a unique weak solution of 
(5.3.15) in all cases. For the more general scalar divergence relation 

Ur + {4>(u)}x = 0, 

the corresponding entropy condition is 

4>' (u+) s ~ s 4>' (u-). 

(5.3.44) 

(5.3.45) 

Finally, we note that shocks are not associated only with discontinuous initial 
data; the problem discussed in Section 5.2.2iv gives an example of smooth initial 
data for which the solution breaks down at some subsequent time. In this example, 
we derive a weak solution for t :::: 1/2n by inserting a stationary shock at x = 1, 
t :::: 1 /2n . Because of the symmetry of the initial data relative to the point x = t, 
the values of u on either side of the line x = i, t :::: 1/2n are equal in magnitude 
but differ in sign. Therefore, the shock condition (5.3.16) remains valid for all 
t :::: 1/2n for this stationary shock. The weak solution for t :::: 1/2n is the 
waveform to the left of S- and to the right of S+, with a stationary discontinuity 
at the point B, as shown in Figure 5.5. 

(ii) The uniformly propagating bore 

Because u = constant and h = constant solve the shallow-water equations 
(5.3.25), it is natural to ask whether there exist weak solutions of these equations 
that correspond to a bore propagating with uniform speed. This would require u 
and h to have different constant values ahead of and behind the bore. Using an ap­
propriate coordinate frame (Galilean transformation) and dimensionless variables, 
we can, with no loss of generality, regard the water ahead of the bore to be at rest 
and of unit depth, as shown in Figure 5.10. 

Such a bore is an idealization of the steady flow produced by an incoming high 
tide into an estuary. The coordinate system moves with the speed of the estuary 
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t u = u, = constant > 0 
h = h, = constant > I 

u 

x = x, 

U = U2 = 0 
h = h2 = I 

i(t> = U = constant > 0 

FIGURE 5.10. Constant-speed bore propagating into water at rest 

outflow. In the laboratory, we could generate this flow by impulsively setting a 
wavemaker into motion with constant speed U I relative to water at rest (see Figure 
3.7). In the first case, the height h l of the incoming tide is prescribed, whereas 
in the laboratory model, the speed U I corresponds to the wavemaker speed and is 
prescribed. 

Inserting the values u+ = 0, h+ = 1, U - = UI, and h- = h l into the bore 
conditions (5.3.24) and denoting the bore speed by U = constant gives 

ulh l ufh l + hU2 - 4 
U = -- , U = (5.3.46) 

h l - 1 ulh l 

Thus, we have two equations for the two unknowns (U, h I) if u I is specified or 
the unknowns (U, u I) if h I is specified. If the unknowns are U and h I , one obtains 
a cubic for h l after eliminating U from the two equations (5.3.46) (see Problem 
5.3.8). Here, we consider the case where (U, UI) are the unknowns, and we can 
solve (5.3.46) for these quantities as explicit functions of h I in the form 

(
h l + 1 )1/2 

UI = ±(h l - 1) ---V;;-' (5.3.47a) 

U = ±[h l (h I2+ 1)]1 /2 (5.3.47b) 

Given hJ, there are two possible bores that satisfy the shock relations (5.3.46) . 
The upper sign corresponds to bores propagating to the right, and the speed of the 
water behind these bores is positive or negative depending on the sign of h I - 1. 
The reverse is true for the lower sign. Of course, we must keep in mind that we 
are viewing the problem from a coordinate frame with respect to which the water 
ahead of the bore is at rest. 

To decide which of the two possible solutions in (5.3.47) is physically realistic, 
let us caIculate E(t) , the time rate of change of energy less the net influx of 
energy and work done in some fixed interval XI ~ X ~ X2 containing a uniformly 
propagating bore. If no energy is added or dissipated in this interval, E(t) = O. 
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Referring to the expression (3.2.17), we have 

(5.3.48a) 

Using (5.3.4) with ~ = U = constant, we obtain 

2E(t) = -U[u2h + h2] + [u 3h + 2uh 2], (5.3.48b) 

or 

(5.3 .48c) 

If we now insert the solution (5.3.47) for U 1 and U in (5.3.48c) and simplify the 
result, we find, after some algebra, that 

. (h l - 1)3 (h l + 1 ) 1/ 2 
2E =:r= --, 

2 2h l 
(5.3.49) 

where the upper and lower signs in (5.3.49) correspond to the upper and lower 
signs in (5.3.47), respectively. 

For a physically realistic bore that dissipates energy, we must have E < 0; 
therefore, we must pick the upper sign if h 1 > 1 and the lower sign if h 1 < 1. 
Figure 5.10 corresponds to the case h l > 1. For the second alternative, h l < 1, 
U I > 0, and U < O. It is easily seen that a Galilean transformation that results 
in u 1 = 0 and a reversing of the ftow direction merely reproduces Figure 5.10. 
Therefore, for ftows to the right into quiescent water, Figure 5.10 is the only 
physically realistic bore. It has h 1 > 1 and U > U I > O. In general, an admissible 
bore must propagate into water o/lower height. The mathematically allowable 
solution shown in Figure 5.11 for the choice h l > 1 and the lower signs in 
(5.3.47) results in a physically unrealistic ftow for which E > O. 

It is also useful to contrast the behavior of solutions resuIting from piecewise 
constant initial data for the scalar problem Ur + UUx = 0 and the present two­
component model. In the scalar case, any piecewise constant initial condition of 

___ u, = constant < 0 
h I == constant > 1 

i(1) = U = constanl < 0 

u == U2 == 0 
h = h2 = 1 

FIGURE 5.1 1. Physically ineonsistent bore 
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the fonn (5.3.35) results in a unifonnly propagating shock as long as UI > U2. In 
contrast, for the problem govemed by (5.3.25), the initial condition 

h(x, 0) = { I ~fx > xo" U(x, 0) = { 0 ~f x > XO, 
h l > I If x < XO, UI > 0 If x < xo, 

gives a unifonnly propagating shock only if UI and h l are related by (5.3.47a); 
for other choices of U 1 and h I, the solution will also involve a centered fan; this is 
discussed in Chapter 7. 

We also confinn that for weak bores, equations (5.3.47) reduce to the results 
ca1culated in Chapter 3 for the linearized theory. If the water level and speed 
behind the bore do not differ much from those of the quiescent state in front, we 
have hl = 1 + €h l and UI = €üJ, where € is a small parameter and ii l and ÜI are 
0(1) constants. Substituting this expression for h l into (5.3.47b) shows that the 
bore speed to 0(1) is just the unit characteristic speed. Equation (5.3.47a) gives 
ÜI = ±ii l • For the linear theory, both solutions are possible, and in fact these 
unifonn solutions were essentially ca1culated in Chapter 3 (see Figure 3.19). 

(iii) The uniformly propagating shock in gas dynamics 

Here, the system of conservation laws (5.3.27) govems the evolution of the three 
variables p, u, p, and we wish to study the problem of a shock propagating into 
a quiescent gas (density P2 == Po = constant, U2 = 0, P2 == Po = constant). It 
is convenient to adopt the dimensionless variables used in (3.3.9)-(3.3.10), where 
pressures are nonnalized using Po, densities using Po, and speeds using the am­
bient speed of sound ao == JYPol Po. We then nonnalize the time by To, some 
characteristic time, and normalize distances by aoTo. The dimensionless fonn of 
(5.3.28) is then 

Pt + (up);c = 0, (mass) (5.3.50a) 

(pu)t + (Pu 2 + ~);c = 0, (momentum) (5.3.50b) 

-+ + -+--( pu2 p) ( pu3 pu) 
2 y(y - 1) t 2 Y - 1 ;c = 0, (energy) (5.3.50c) 

where, for simplicity, we use the same notation as in (5.3.28) for the dimensionless 
variables. The extra factor l/Y multiplying the dimensionless p in (5.3.50b)­
(5.3.50c) is a direct result of our choice of ao rather than .J Pol Po for a velocity 
scale. 

Let us again focus our attention on the problem of a piston that is pushed 
impulsively with constant speed v into agas at rest. The picture is analogous to 
the one discussed in Problem 5.3.8 for a wavemaker being pushed into quiescent 
water, except that we now have three unknowns instead of two. These are the 
density and pressure behind the shock and the shock speed. Again, we assurne that 
the gas speed behind the shock equals the piston speed v and is known. Thus, we 
have P2 = 1, U2 = 0, P2 = 1, and UI = v = prescribed, and we wish to ca1culate 
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I ___ ..J Piston r 
---.., 

I l 
U = UI = V 

P = PI = constant > I 
P = PI = constant > I 

U = U2 = 0 
p = P2 = I 
P=P2=1 

~--------------------------------------~~x 

FIGURE 5.12. Piston pushed impulsively into gas at rest 

Pb Pb and the shock speed U (see Figure 5.12). The more general problem of a 
shock propagating into agas moving with constant speed U2 can be obtained by 
replacing Ul ~ UI - U2, U ~ U - U2 in our results. 

If we set p+ = 1, P- = Pb u+ = 0, U- = v = Ub p+ = 1, P- = Pb and 
~ = U in the shock conditions associated with (5.3.50), we obtain 

U (PI2UT + PI 
y(y - 1) 

U(PI - 1) = UIPIo 

2 1 
UPIUl = PIU I + - (PI - 1), 

Y 

PIU I + PIUI • 1) 3 

y(y - 1) = 2 y - 1 

We can solve (5.3.51a) for PI to obtain 

U 
PI = . 

U -UI 

Solving (5.3.51b) for PI and using (5.3.52a) gives 

PI=I+yuIU. 

(5.3.51a) 

(5.3.51b) 

(5.3.51c) 

(5.3.52a) 

(5.3.52b) 
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Finally, using (5.3.52a) and (5.3.52b) to eliminate PI and PI from (5.3.51c) gives 

U 2 - (y; 1) UUI - 1 = O. (5.3.52c) 

Since U I is known, we can solve this quadratic for U and obtain the two roots 

U(2) =: 

y ; 1 ud [ ( y ; 1 u,)' + 1 r ' 
Y;lu, - [(Y;lu,y +1]'" 

(5.3.53a) 

(5.3.53b) 

Each ofthese roots, when substituted into (5.3.52a) and (5.3.52b), gives a solution 
for PI and a solution for PI. Table 5.1 lists the intervals over which U, PI ,and PI 
range as U I varies over all possible values. 

It is easily seen that if we change the sign of U I in case 4, we simply recover 
case 1, and if we change the sign of UI in case 3, we recover case 2. Tberefore, 
cases 3 and 4 are equivalent to cases 2 and 1, respectively, for ftow to the left. Our 
task is now to decide which of cases 1 and 2 corresponds to a physically consistent 
shock. The answer hinges on how the entropy behaves across the shock in each 
case. 

We can show (see Problem 5.3.10) by direct computation that in case 1 the 
entropy behind the shock is higher than its upstream value. Tbe reverse is true for 
case 2, where the entropy decreases downstream of the shock. As it is physically 

TABLE 5.1. Range of Values for U, PI, and PI 

UI U 

0< UI < 00 1 < U(l) < 00 

2 0< UI < 00 -1 < U(2) < 0 

3 -00 < UI < 0 0< u(l) < 1 

4 -00 < UI < 0 -00 < U(2) < -1 

PI 

y + 1 
1< PI< 

Y - 1 

1 > PI > 0 

0< PI < 1 

y + 1 
> PI> 1 

y-l 

PI 

1 < PI < 00 

y-l 
1> PI> --­

Y + 1 

y - 1 
--- < PI< 1 

y+l 

00 > PI > 1 
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inconsistent to have the entropy decrease, we discard case 2. Thus, shocks behind 
which the density and pressure drop are ruled out. Actually, case 3 corresponds 
to an impulsive piston motion with constant speed U I < ° out 0/ agas at rest. 
We shall discuss the solution of this problem in Chapter 7 when we study simple 
waves. 

Therefore, for a shock propagating to the right into agas at rest, there is only 
one physically consistent solution given by case 1. The values of U, PI, and PI 
are given by 

u = y: 1 "1 + [ (y : 1 "1)' + r 
{las UI -+ 0, 

-+ (y + l)ud2 as UI -+ 00, 

PI = 
4+4uI [(y + I)UI/4)2 + If/2 + (y + I)ur 

4 + 2(y - I)ur 

{las UI -+ 0, 
-+ (y + I)/(y - I) as UI -+ 00, 

y(y + 1) 2 [( y + 1 )2 ] 1/2 
PI = 1 + 4 u l + 1'UI -4- UI + 1 

{ las UI -+ 0, 
-+ y(1' + l)ur/2 as UI -+ 00. 

(5.3.54a) 

(5.3.54b) 

(5.3.54c) 

These formulas generalize to the case of a shock propagating into agas that is 
moving with constant speed U2 by replacing UI everywhere with UI - U2 and 
replacing U with U - U2' It is interesting to note that for an infinitely strong 
shock, that is, U I -+ 00, the density ratio across the shock tends to a finite value, 
PI -+ (1' + 1)/(1' - I), whereas the pressure ratio tends to infinity: PI -+ 
[1'(1' + 1)/2]ur -+ 00 as UI -+ 00. 

The properties of weak shocks-that is, U I « I-are also interesting and will 
be important in later discussions. We expand each of (5.3.54) in powers of UI and 
retain terms up to O(uI) to find, after some algebra, that 

(5.3.55a) 

3 - l' 1'2 - 141' + 17 3 4 
P = 1 + UI + -4- ur + 32 u l + O(u l ), (5.3.55b) 

y(y + 1) 2 1'(y + 1)2 3 + O( 4) 
P = 1 + 1'UI + 4 u l + 32 u l u l . (5.3.55c) 

Note that U tends to the characteristic speed U -+ 1 as U I -+ ° and that P - 1 
and P - 1 are both of order U I. However, the change in entropy across a weak 
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shock is extremely smalI, of order u~ to be precise. To show this, we introduce the 
dimensionless entropy change s across the shock by (see Problem 5.3.10) 

SI - S2 PI 
S == = log y' (5.3.56) 

Cv PI 

and compute the following value for s using (5.3.55b)-(5.3.55c): 

y(y - 1) 3 4 
S = 12 u\ + O(u\). (5.3.57) 

For example, consider a moderate shock where u\ = 0.3. We obtain P - 1 = 
0.50235 and P - 1 = 0.33749, but s = 0.00275, a very small number indeed. 
This fact provides a significant simplification in the analysis of problems with 
weak shocks. In particular, in any perturbation problem where a weak shock prop­
agates into a domain of constant entropy, we can use the isentropic flow equations 
for computing the flow up to second order in the disturbances. This question is 
discussed in more detail in Chapter 7. 

Finally, let us reexamine the analogy between shallow-water flow and the flow 
of a compressible gas. As pointed out in Section 3.3.4, there is an exact analogy 
between smooth flows for these two problems if y = 2 and if we identify u 
in both cases and h (or ,Jh) with P (or a). This analogy does not carry over 
exactly to discontinuous solutions because of the fact that p / pY does not remain 
constant across a shock. To see this, compare (5.3.50a)-(5.3.50b), in which y = 2, 
p = h, with (5.3.23a)-(5.3.23b). These equations correspond if in addition, we 
set P = h2; that is, p = pY with y = 2. But although p / pY = 1 in front of the 
shock, we have just shown that this quantity increases across the shock. Therefore, 
the analogy between the two discontinuous flows is only qualitative. 

It is easy to exhibit the numerical extent of this discrepancy between the shock 
and bore speeds and the flow speeds behind these discontinuities for various values 

TABLE5.2. Values of u \ and U as a 
Function of h 

h\ u\ U 

0 1 

2 0.866 1.732 

3 1.633 2.449 

4 2.372 3.162 
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TABLE 5.3. Values of U and P as a 
Function of U 

UI U PI 

0 1 

0.866 1.842 1.887 

1.633 2.806 2.393 

2.372 3.820 2.639 

of P (or h). In Table 5.2 we give the values oful and U (behind the bore) predicted 
by (5.3.47) (with the upper signs) for four values of h I. 

We now use the values of UI obtained from Table 5.2 in (5.3.54a)-(5.3.54b) 
with y = 2 to compute U and PI. The results are shown in Table 5.3. 

The discrepancies between the bore and shock speeds on the one hand and h I 
and Pion the other increase as UI increases, as expected. In fact, PI ~ 3 while 
h l ~ 00 as UI ~ 00. Thus, even for moderate shocks, the hydraulic analogy 
gives only a qualitative description. Moreover, y = 7/5 for a diatomic gas such 
as air, and the requirement y = 2 introduces further discrepancies in this case. 

5.3.5 An Example of Shock Fitting for the Scalar Problem 
In all the examples discussed in Section 5.3.4, the dependent variables are constant 
on either side of the shock. This is why the shock moves with constant speed. In 
this section we give an example that illustrates the basic idea of how to fit a curved 
shock into the xt-plane in order to prevent characteristics having varying values 
of U from crossing. 

Consider the initial-value problem 

U(x, 0) = { ~1 + lxi 
if lxi> 1, 
if lxi< 1, 

(5.3.58) 

for the scalar problem (5.3.15). If we interpret U as the dimensionless trafik den­
sity defined in (5.1.17), (5.3.58) corresponds to a discrete, piecewise-linear initial 
density of cars over the interval -1 :::: x :::: 1 with a maximum (u = -1) at 
x = O. Outside this interval there are no cars (U = 1). 

We parameterize the initial curve (t = 0) to be 

xo("r) = 'l', (5.3.59a) 
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to('r) = 0, 

uo(r) = { ~1 + Irl 

Tbe characteristic equations 

dt dx - = 1, = u, 
ds ds 

if Irl > 1, 
if Irl < 1. 

du 
= 0, 

ds 
are now solved subject to (5.3.59), and we obtain 

x = uo(r)t + r, u = uo(r). 

(5.3.59b) 

(5.3.59c) 

(5.3.60) 

(5.3.61) 

Let us examine the patterns of characteristic ground curves and associated values 
of u that emerge from all portions of the x -axis according to (5.3.61). Starting with 
x < -1, we have 

u = 1 (5.3.62a) 

on the family of straight lines (see Figure 5.13). 

x = t + r, -00 < r < -1. (5.3.62b) 

The next segment of the x -axis has 

u = -(1 + r), (5.3.63a) 

FIGURE 5.13. Characteristic ground curves for (5.3.58) 
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x = -(1 + r)t + r, (S.3.63b) 

for -1 < r < 0; that is, 

x + 1 

t=!' u= (5.3.64) 

when we solve (S.3.63b) for r and use the result in (S.3.63a). 
Members of the family (S.3.62b) intersect with members of (S.3.63b) for t > 0 

starting at x = -1. Thus, in the domain covered by both families, the solution 
is ambiguous. We prevent the crossing of characteristics by inserting a shock that 
starts at the point A : t = 0, x = -1 (see Figure 5.14). 

The shock speed obeys (S.3.16) with u- = 1 and u+ = (x + 1)/(t - 1); that 
is, 

d~ 

dt 

Simplifying (S.3.6Sa), we obtain 

~ (1 + ~ + 1) . 
2 t - 1 

(S.3.6Sa) 

d~ 1 t - + ~ = - . (S.3.6Sb) 
dt 2(1 - t) 2(1 - t) 

This linear equation, subject to the initial condition ~ (0) -1, can be easily 
solved to give 

3 
~ = -2 + t +.Jl=t, 0 ~ t ~ 4' (S.3.66) 

As noted, the shock (5.3.66) is appropriate only as long as it continues to have 
u 1 = 1 to the left and U2 = (x + 1) / (t - 1) to the right. The solution for u ceases 
to be given by (S.3.64) at the point B, where the shock crosses the characteristic 
x = -t emerging from the origin. Setting ~ = -t in (S.3.66) gives t = %. 
Therefore, the shock (S.3.66) is valid up to the point B : x = - % ,1 = ~. This 
point occurs before the singular point x = -1,1 = 1 shown in Figure S.13, where 
all the lines (S.3.63b) meet, so that this singular behavior is not present in the weak 
solution, as seen in Figure S.14. 

To continue the shock beyond B, we must use the solution Uz associated with 
the characteristics that emerge from 0 < x < 1, t = O. This solution is given by 

for 0 < r < 1, or 

u = r - 1, x = Cl' - 1)1 + r, 

x-I 
u(x,t) = --. 

1 + t 
Therefore, the shock speed formula beyond B is 

d~ = ~ (1 + ~ - 1 ) . 
dt 2 1 + t 

(S.3.67) 

(5.3.68) 

(S.3.69) 
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u = I 

u=x+1 
I - I 

FIGURE 5.14. Weak solution for (5.3.58) 

This is again a linear equation, which we solve subject to the initial condition 
~(~) = - ~ and obtain 

3 
~ = 2 + t - )7(1 + t), 4:::; t ::; 6. (5.3.70) 

Equation (5.3.70) is valid as long as (5.3.68) is true-that is, up to the characteristic 
x = 1. The intersection of (5.3.70) with x = 1 occurs at C : x = 1, t = 6. 

The continuation of the solution past x = 1 requires that we insert a centered 
fanatx = I, t = 0, sinceu(I+, 0) > u(1-, 0) [see (5.3.37)]. This isthe solution 

x-I 
u(x, t) = --, 1 < x < 1 + t, t > O. t -- (5.3.71) 

Therefore, the third segment of the shock satisfies 

d~ 1 ( ~ -1) - = - 1 + -- ~(6) = 1. 
dt 2 t' 

(5.3.72) 
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This has the solution 

~ = 1 + t - -J6t, 6::: t < 00, (5.3.73) 

and it is easily seen that the curve defined by (5.3.73) remains to the left of the 
characteristic x = 1 + t. In fact, the distance between the shock and x = 1 + t 
is J6i. 

The three segments of the shock curve join smoothly (that is, have continuous 
slopes) at Band C, and the resulting curve divides the xt-plane into two regions: 
(1) D 1 : x < ~(t), where the solution is u = 1, and (2) D2 : x > Ht), where 
the solution is defined by (5.3.64), (5.3.68), (5.3.71) and u = 1 for x ::: 1 + t. 
The solution in D2 is smooth everywhere except along the three rays x = -t, 
x = 1, and x = 1 + t, where Ux and u, are discontinuous. This completes the 
weak solution ofthe initial-value problem (5.3.58). Additional examples are given 
in Problems 5.3.1-5.3.7. 

5.3.6 Exact Solution 0/ Burgers' Equation; Shock Layer, 
Corner Layer 

In Chapter 1 we showed that the initial-value problem for Burgers' equation 
(5.3.18b) could be solved exactly for initial data on -00 < x < 00. In this 
section we use these exact solutions for the two special initial-value problems 
(5.3.35) and (5.3.37) in order to study the limiting behavior as we let E -+ O. 

We consider the equation 

U, + uU:r = EUX"X", -00 < X < 00, (5.3.74) 

foru(X, t; E); with no loss of generality, we adopt the simpler initial condition 

u(X, 0; E) = { ~ 1 :~i:~: (5.3.75) 

instead of (5.3.35). It is easily seen that the transformation 

x - Xo - (u\ + u2)t/2 
X= 

2/(ul - U2) 

t 
t= 

4/(ul - U2)2 ' 

2u - (UI + U2) u= 

(5.3.76a) 

(5.3.76b) 

(5.3.76c) 

reduces (5.1.18b) to (5.3.74) (that is, it leaves Burgers' equation invariant) and 
takes the initial condition (5.3.55) to (5.3.75). Similarly, the transformation 

x - Xo - (UI + u2)t/2 x = (5.3.77a) 
2/(U2 - ud 
t 

t= ----_=_ 
4/(U2 - ud2 ' 

(5.3.77b) 
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(5.3.77e) 

also leaves Burgers ' equation invariant, and transforms the initial eondition (5.3.74) 
to 

-Iv 0) {-I if:X < 0, 
u,x, ; E = 1 'f- 0 + 1 x> . 

(5.3.78) 

Thus, we need study only the initial eonditions eorresponding to a stationary shoek 
and asymmetrie fan on -1 ~ :x ~ 1 for the redueed problem where E = O. 

(i) The shoek layer 

We start with (5.3.74) and (5.3.75) and omit the overbars for simplicity. As shown 
in Problem (1.7.1) (see (1.7.26», the solution is given explicitly in the form 

u(x, I; E) = 

e-X / f erfe (X - I ) _ erfe (_ x + I ) 
2Ft 2Ft (5.3.79) 

e-X / f erfc (X - t ) + erfe (_ x + I ) . 
2Ft 2Ft 

The limiting behavior of (5.3.79) as E ~ 0 depends on the values of x and 
I. In particular, we note that for I > 0, the arguments of the eomplementary 
error funetions are positive or negative depending on whether (x - I) and -(x + 
I) are positive or negative, respectively. Moreover, if (x - 1)/21 1/2 I- 0 and 
-(x + 1)/21 1/ 2 I- ° and if these expressions are held fixed as E ~ 0, the 
arguments of the error funetions tend to ±oo depending on the signs of (x - I) 
and -(x + I). Therefore, we shall need the asymptotie expansion for erfc(y) for 
real y as y ~ ±oo. Integration by parts of the defining integral for erfc(y) written 
in the form 

gives 

-l e -2 
erfe(y) = ~ [1 + O(y )], as y ~ 00. 

TC Y 
(5.3.80a) 

To calculate the behavior as y ~ -00, we write erfc(y) = 1 - erf(y) and use the 
fact that erf(y) is odd to find erfe(y) = 1 + erf( -y) = 2 - erfe( -y). Therefore, 

e-y2 

erfe(y) = 2 + ~ [l + O(y-2)], as y ~ -00. (5.3.80b) 
TC Y 

We subdivide the XI-plane into the three domains: 

(1) t > 0, x - I > 0, x + I > 0, 

(2) I > 0, x - I < 0, x + I > 0, 

(3) t > 0, x - t < 0, x + t < O. (5.3.81) 
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We use (5.3.80b) to evaluate the leading contribution ofthe two terms that make 
up (5.3.79) in (1), (2), and (3) as weIl as the boundaries between (1) and (2) and 
between (2) and (3). We then use these expressions to compute the leading term 
for U as E ~ O. The results are summarized in Table 5.4. 

The result, 
x 

U ~ - tanh -, (5.3.82) 
2E 

that we have in region (2) is signifieant only along the x = 0 axis, since in the 
limit E ~ 0 with x > 0 (5.3.82) gives U ~ -1, as in (1), and with x < 0, 
we have U ~ 1, as in (3). In fact, we see that the behavior of the hyperbolie 
tangent is relevant only in a thin layer 0/0 (E) around x = O. This statement can 
be formalized as folIows: We introduee a resealed variable x* = X/E and define 

We then obtain 

u*(x*, t; E) == U(EX*, t; E). 

. * x* 
hm U(EX , t; E) = - tanh -2 ' 
f_O 

(5.3.83) 

(5.3.84) 

if t > 0 and x* is fixed and not equal to zero. Equation (5.3.84) defines the 
shock structure for Burgers' equation and ean be derived independently of the 
exact solution by applying the limit proeess in (5.3.84) to the differential equation 

TABLE 5.4. Asymptotie Values of the Terms in (5.3.79) 

Region e-X/ f erfe ( x-t ) 
2Ft 

erfe (_ x+t ) 
2Ft 

U 

(1) 2(0)1/2 [(X+t)2 ] 
".1/2(x-t) exp - ~ 2 -1 

x = t > 0 exp (-;) 2 -1 

(2) 2exp (-;) 2 - tanh 1i 

x = -t < 0 2exp (;) 1 

(3) 2exp(-;) 2(ft)I/2 [(x+t)2 ] 
".1/2(x+t) exp - ~ 1 
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(5.3.74). This idea will be fully explored in Section 8.2 when we study matched 
asymptotic expansions. 

For the time being, we note that the exact solution does indeed tend to the 
weak solution (5.3.36) with a shoek obeying (5.3.16). We see that the term EUxx 
is important only to 0(1) in a thin layer of thickness O(E) centered at the shock 
location; this term serves to smooth out the discontinuity in the weak solution of 
the E = 0 problem. 

(ii) The centered fan; corner layer 

Aeeording to (1.7.28), the solution for the initial condition (5.3.78) is given by 

( x+t) (t-x) - erfe -- + e-x /€ erfe --
2./Ei 2JEt 

U(x, t; E) = 
( x+t) (t-X) . erfe -- + e-X / E erfe --

2./Ei 2./Ei 

(5.3.85) 

If we examine the leading eontribution as E ~ 0 for eaeh of the two terms oc­
eurring in (5.3.85) in the three regions listed in (5.3.81), we obtain the expressions 
in Table 5.5. 

We see that in the limit E ~ 0, the exaet solution indeed tends to the weak 
solution (5.3.42). As pointed out earlier, this weak solution has diseontinuous 
derivatives U x and U t along the rays x = ±t. For example, the weak solution for U 

as a funetion of x at a fixed time t = to > 0 is the pieeewise linear profile shown 
in Figure 5.15. 

It is interesting to show that in the neighborhood of the rays x = ±t, where the 
weak solution has a corner, the asymptotie behavior of the exact solution eonsists 
of a corner layer, which smooths out this corner. It suffiees to eonsider the corner at 

TABLE5.5. Asymptotic Values of the Terms in (5.3.85) 

Region erfe ( .:W. ) 2./€i 
e-X/ E erfe ( I-X ) 

2./€i U 

(1) 2(Et)1/2 [(X+t)2 ] 
rr 1/2(X+t) exp - ~ 2e-X/ E 

(2) 2(EI) 1/2 [(X+t)2 ] 2(Et)1/2 [(X+t)2 ] '"-rr I/2 (x+I) exp - ~ rr I/2 (x-I) exp - ~ I 

(3) 2 2(Et)1/2 ex [_ (X+I)2 ] 
rr I/2 (x-I) P "-'I 

-1 
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u(x, (0) 

~ ~-
// '<> I \. Corner layer 

..,. I 

--------------.-------~------~--------------~x 

I 

u = ~~er layer\ IA 

FIGURE 5.15. Corner layers that smooth out discontinuities in Ux and u, ofthe weak solution 

x = I, sinee the behavior at the other corner follows by symmetry. We note that the 
arguments ofthe errorfunctions in (5.3.85) involve (x - I)/E 1/2 and (x + I)/E 1/2. 

This suggests that near x = I, we must hold the variables Xc == (x - 1)/E1/ 2 and 
tE == 1 fixed as E --+ O. Thus, we have 

or 

( ) ( )
1/2 ( 2 ) X + t E tc Xc Xc 1 2 

erfe -- = - exp - - - - - -- [1 + O(E / )1, 
2Ft 7ftc E E 1/ 2 4tc 

(5.3.86a) 
when we use (5.3.80) and regard (tc!E)I/2 --+ 00 and (1 + xc!2t~/2) = 0(1). We 
also obtain 

-X/E (t - x) _ ( tc xc) ( xc) e erfc 2Ft - exp -; - E 1/2 erfe - 2tJ/2 . (5.3.86b) 

Therefore, the dominant behavior for u near this corner is given by 

U= 

_ (_E )1/2 exp (_ x;) + erfc ( _ _ Xc ) 

7ft 4t. 2t l / 2 c c c --------,-''---,-:-----,-'----.,-.:..... + O(E), 

( ~)1/2 exp (_ X; ) + erfe (_~) 
7ft 41 2t l / 2 c c c 

(5.3.87) 



Problems 361 

when we substitute (5.3.86) into (5.3.85) and cancel the common factor exp(tc!c: -
Xc /c: 1/2 ). Expanding (5.3.85) further for c: 1/2 small gives the corner layer 
approximation 

+ O(c:). (5.3.88) 

It is easily seen that as Xc ~ -00, the corner layer limit (5.3.88) gives u ~ x/t 
and that u ~ 1 as Xc ~ 00. Thus, (5.3.88) smoothly joins the two linear profiles 
within a layer of thickness 0 (c: 1/ 2) centered at X = t. This is the dotted curve in 
Figure 5.15. In Chapter 8 we shall see that (5.3.88) may also be regarded as the 
limiting solution ofBurgers' equation as c: ~ 0 with Uc = (u - 1)/c: 1/2 , Xc and 
tc fixed. 

In the preceding discussion we have confined our attention to piecewise con­
stant initial values. One can also show, with considerably more effort and the use 
of asymptotic expansions, that the exact solution of Burgers' equation for more 
general initial data does, in fact, tend to the admissible weak solution in the limit 
c: ~ o. 

Therefore, forthe initial-value problem on -00 < X < 00, use ofthe correct in­
tegral conservation law (5.3 .15a) combined with the appropriate entropy condition 
(5.3.43) provides a very useful approximation everywhere except in O(c:) layers 
centered at shocks and 0 (c: I 12) layers centered at the two boundary characteristics 
of centered fans. 

The solution of Burgers' equation with boundary conditions leads to O(c:) 
boundary layers and O(c: 1/2 ) transition layers in addition to the shock and corner 
layers that we found here. A detailed discussion of the various possible approxi­
mations is given in Section 3.1.3 of [26]. See also Section 8.2.5iii. In general, it 
is not possible to satisfy a prescribed boundary condition at X = 0, say, for the 
problem with c: = o. Some examples are illustrated in Problems 5.3.6--5.3.7. 

Problems 

5.3.1 Consider the initial-value problem 

u(x, 0) = { t(X) 

for (5.3. 15c). 

if X < 0, 
if X 2: 0 

(5.3.89) 

a. What conditions must be imposed on the function f (x) in order that the 
solution be strict in the half-plane -00 < x < 00, 0 ~ t < oo? 
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b. Now consider the inverse problem where f (x) is unknown. Instead, we 
are told that a shock, defined by the prescribed function 

x = Ht), 0::: t < 00, (5.3.90) 

separates the half-plane into two domains, in each of which the solution 
of (5.3.15a) is strict. The shock curve (5.3.90) satisfies (5.3.16) with 
HO) = O. Show that ~(t) cannot be prescribed arbitrarily. Derive the 
conditions that must be imposed on ~(t) in order to ensure that (5.3.90) 
is a consistent shock. 

c. For functions ~(t) satisfying the conditions you derived in part (b), 
calculate fex) in terms of ~(t). 

d. Show that the special case 

~(t) = (l + t)1/2 - I (5.3.91) 

is a consistent shock according to part (b) and leads to 

fex) = 1 + x (5.3.92) 

when you use your result in part (c). 
5.3.2 Calculate the weak solution of (5.3.l5a) for each of the following initial 

conditions: 

{ I if lxi> 1, 
u(x, 0) = 0 iflxl< 1. 

u(x, 0) = { ~ - x 
-1 - x 

U(x, 0) = { ~ 
-1 

if lxi> 1, 
ifO < x < I, 
if -1 < x < O. 

if x < -1, 
if-l<x<l, 
if 1 < x. 

{ I if lxi:::: 1, 
U(x, 0) = x 2 if Ix I ::: 1. 

5.3.3 Consider the integral conservation law 

(5.3.93) 

(5.3.94) 

(5.3.95) 

(5.3.96) 

d [X' I 1 -d (l + E COS x)u(x, t)dx + - U2(X2, t) - - U2(XI, t) = 0, 
t XI 2 2 

(5.3.97) 
where XI < X2 are two arbitrary fixed constants and E is a positive constant 
<1. 
a. What is the partial differential equation associated with (5.3.97) for strict 

solutions? 
b. What is the shock condition for (5.3.97)? 
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c. Calculate the weak solution corresponding to the initial condition 

( 0) = {-I if x < 0, 
ux, 1 ifO<x (5.3.98) 

for t > 0 and -00 < x < 00. Derive u explicitly everywhere and 
give a parameteric representation for the boundaries of the region in the 
xt-plane where u is not constant. 

d. What happens if we replace (5.3.98) by 

j-1 
u(x,O)= 1 

-1 

if x < 0, 
ifO<x<l, 
if 1 < x? 

(5.3.99) 

Derive but do not solve the differential equation for the variable shock. 
5.3.4 Consider the integral conservation law with a source tenn 

- u(x, t)dx+ - {U 2 (X2, t)-U2 (XI, t)} = A(x)dx, (5.3.100) d l x2 
1 l x2 

dt XI 2 XI 

where 

A(X) = 11 iflxl> t, 
a = constant if lxi< 2:' 

Calculate the weak solution for the initial-value problem 

u (x, 0) = C = constant (5.3.101) 

for all ranges of values of the constants a and C. In particular, show that 
the interface condition at x = ± 4 is that u is continuous there. Use this 
condition to connect solutions across the two interfaces, and fit shocks and 
fans where appropriate. 

5.3.5 Consider the integral conservation law 

d f X
2 x2 xf 2 - u(x, t)dx + ...2 U2 (X2, t) - -2 U (XI, t) = O. 

dt XI 2 

Show that for the initial-value problem 

u(x, 0) = { b/x 

the weak solution is given by 

if 1 S x S 2, 
if2 < x S 3, 

j1/X if el S x < 2el / 2 and 0 S t S 210g(3/2), 
u = I/x if el S x S 3 and 210g(3/2) < t S log 3, 

o if2el / 2 < x S 3 andO S t < 210g(3/2). 

5.3.6 Consider the initial-value/signaling problem 

u(x, 0) = A = constant, u(O, t) = B = constant 

(5.3.102) 

(5.3.103) 

(5.3.104) 

(5.3.105) 
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for (5.3. 15a) in the quarter-plane x :::: 0, t :::: O. Show that a weak solution 
that satisfies both conditions is possible only if 

0< lAI< B. (5.3.106) 

5.3.7 Calculate the weak solution of (5.3.15) for each of the following initial­
value/signaling problems: 

{ 
0 ifO < x ~ 1, 

u(x, 0) = x-I ifl ~ x ~ 2, ,u(O, t) = 2 ift > O. (5.3.107) 
1 if2 ~ x < 00, 

( 0) _ {-I if 0 < x < 1, (0) _ {2 if 0 < t < 1, u x, - ,u ,t -
1 if 1 < x < 00, 1 if 1 < t < 00. 

. (5.3.108) 
5.3.8 A wavemaker at the origin is impulsively pushed with constant speed v 

into quiescent water of unit height over 0 ~ x < 00. A bore with speed 
U = constant > 0 starts propagating to the right into the water at rest. 
The speed of the water behind the bore is U I, and the height is h I. Clearly, 
we must have U 1 = v in order to satisfy the boundary condition at the 
wavemaker. Therefore, u 1 is known and U and h 1 are unknown. 
a. Show that eliminating U from (5.3.46) gives the cubic equation 

(5.3.109) 

for h 1 • Show that for any given v > 0, this e~uation has one negative root 
(which we discard) and two positive roots h/) < 1 and h~2) > 1. Using 
the firstequation in (5.3.46), we see thatthe rooth~l) results in anegative 
bore speed. Therefore, the appropriate solution is h j2) . Specialize your 
results to the numerical example v = ../3/2 for which h~2) = 2 and 
U =../3. 

b. Now assurne that there is a vertical wall at some sufficiently large dis­
tance x = xo, so the incoming bore will reflect from this wall and 
propagate back to the left. Equivalently, we may regard the flow for 
o ~ x ~ Xo as resulting from the given wavemaker and an image 
wavemaker starting at t = 0 from x = 2xo and moving impulsively 
with speed -v. Show that the height h3 ofthe water behind the reflected 
bore is given by the larger of the two positive roots of the cubic 

that is, 

h l - 1 + J (h l - 1)2 + 4hi 
h3 = 

2 

and that this value of h3 is larger than h \. 

(5.3.11Oa) 

(5.3.11Ob) 
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5.3.9 Consider shallow-water flow over a bottom surface y = Eb(x), where 

b() { 0 if x < Xo, 
E X = C = constant if x > Xo. 

(5.3.111) 

Here Xo and c are both positive with 0 < c < I. At t = 0, a rightgoing 
uniformly propagating bore is located at x = O. The height of the water 
(measured from the bottom) behind this bore is h4 , a given constant greater 
than 1. The height of the water in front of the bore is ho = I if 0 < x < xo, 
and h l = I - Eb(x) if Xo < x. The water in front of the bore is at rest. 
See Figure 5.16a. Using (5.3.47) we have 

_ (h - I)J h4 + I V _ / h4(h4 + I) 
U4 - 4 2h4 ' I - V 2 . (5.3.112) 

a. Look for a solution with four constant-speed bores as sketched in 
Figure 5.16b. We have the incident bore V" the transmitted bore V2 , the 
reflected bore V3, and a stationary bore over the step. Use the divergence 
relations (see (3.2.51) and (3.2.54) with w = 0, ft = 0) to show that 
the following relations must hold across the stationary bore (V = 0) 

2 h~ 3 h~ 
U2h2 - u3h3 = 0, u2h2 + 2 - u3h3 - 2 + c = O. (5.3.113) 

b. Show that for the transmitted bore, we must have 

and for the reflected bore, we must have 

U~h3 + hV2 - U~h4 - h~/2 
U3h3 - U4h4 

(5.3.114) 

(5.3.115) 

Equations, (5.3.113)-(5.3.115) give six relations linking the six un­
knowns VI, V3, U2, h2, U3, and h3. 

For x i= xo, eliminate U2 from the two equations (5.3.113) to obtain 

(5.3.116a) 

Similarly, eliminate V2 from the two equations (5.3.114), and V3 from 
the two equation (5.3.115), and use U2h2 = U3h3 to obtain 

u~h~ = (h2 - I + c)[u~h~/ h2 + h~/2 - (I - c)2/2], (5.3.116b) 

(U3h3 - U4h4)2 = (h3 - h4)[u~h3 + h~/2 - h~/2]. (5.3.116c) 

c. Solve the system (5.3.116) numerically for the case c = 4, h4 = ~ 
(which according to (5.3.112) implies U4 = 0.4564 and VI = 1.3693) 
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FIGURE 5.16. Incoming bore over a bottom step 

to calculate 

U3 = 0.3974, h3 = 1.4878, h2 = 0.9877, 

V2 = 1.2122, V3 = -0.5043, U2 = 0.5986. 

11, =0 

(5.3.117) 

d. Now assume that h4 is only slightly higher than ho = 1, and set h4 = 
1 + Eh, where 0 < E « 1 and h is an 0(1) constant. show that the 
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linear theory predicts 

VI = V3 = 1, 

U4 = U3 = U2 = Eh, 
h4 = h3 = 1 + Eh, h2 = 1 + E(h - c), 

Uo = 0, ho = 1, UI = 0, h l = 1 - c. 

(5.3.118) 

Thus, there is no reflected or stationary discontinuity in the linear theory. 
Verify that your results in part (c) reduce to the above values for E smalI. 

5.3.10 Consider the uniformly propagating shocks corresponding to cases (1) and 
(2) in Table 5.1. The dimensionless change in the entropy S across a shock 
is given by (see Section 6.4 of [42]) 

SI - S2 PI 
== S = log)l' 

Cv PI 
(5.3.119) 

where the subscript 1 denotes vaIues behind the shock and 2 denotes vaIues 
ahead. Show that s is positive for case (1) and negative for case (2). 

5.3.11 At time t = 0 a bore traveling with speed VI > 0 is at x = 0, and a second 
bore traveling with speed V2 < 0 is at x = 1. The water in the interval 
o < x < 1 is at rest and has unit height. The water to the left of the bore 
VI has a constant height h I > 1 and constant speed U I > 0, whereas the 
water to the right of the bore V2 has constant height h2 > 1 and constant 
speed U2 < O. Let us specify these bores by fixing h I and h2 and let us 
assume that h l > h2• Thus, according to (5.3.47), we have 

_ (h l + 1 )1/2 _ [hI(h I + 1) JI/2 
UI - (h l - 1) -- ,VI - , (5.3.120) 

2h I 2 

and 

(
h2+1»)1/2 

U2 = -(h2 - 1) 2h2 ' V2 = _ [ h2(h~ + 1) r/2 

(5.3.121) 
We want to show that for t > 1/(VI - V2) == tc , when the two bores have 
interacted, the solution still consists of two bores having speeds V, > 0, 
V 2 < 0 bounding the interval V,tc + V 2(t - tc) < x < VI tc + V, (t - tc), 

in which the speed is a constant U3 and the height is a constant h3. The 
water to the right of the V I bore has U = U2, h = h2, whereas to the left 
ofthe V2 bore, U = u" h = h l • See Figure 5.17. 
a. Verify that the four bore conditions goveming U3, h3, V" V 2 in terms 

ofthe known quantities u" h I , U2, h2 are 

(5.3. 122a) 

(5.3.122b) 
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(5.3.123a) 

(5.3.123b) 

Equate the two expressions for V I and V 2 and show that U3 and h 3 are 
the solutions of the two equations 

( h3 + hz )1/2 
U3 = U2 + (h 3 - h2) 2h2h3 ' (5.3. 124a) 

( h3 +hl )1/2 
U3 = UI - (h 3 - h l ) 2h l h 3 

(5.3. 124b) 

Onee U3 and h 3 have been ealculated from (5.3.124), we obtain V I 
from either (5.3.122a) or (5.3.122b), and Vz from either (5.3. 123a) or 
(5.3. 123b). 

b. Considerthe special ease h l = 1.5, h2 = 1.25, forwhieh (5.3.120) and 
(5.3.121) give UI = 0.4564, VI = 1.3693, Uz = -0.2372, and V2 = 
-1.1859. Show that (5.3.124a)-(5.3.124b) give U3 = 0.2188, h 3 = 
1.8041, and (5.3.122)-(5.3.123) give VI = 1.2474, V2 = -0.9531. 
What numerieal scheme would you use in general to ealculate U3, h 3 

from (5.3. 124)? 

u = 0 
h = 1 

~------------------------~~------~X 
x = 1 

FIGURE 5.17. Intersecting constant-speed bores 
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c. Compare your results with those predicted for the linear theory. See 
(3.4.35)-(3.4.36) and Figure 3.19. 

5.3.12 Consider a uniform shock propagating to the right into a quiescent gas. 
Use the dimensionless variables in Section 5.3.4iii so that u = 0, p = 1, 
P = 1 ahead of the shock, and denote the pressure behind the shock by Pi. 
When this shock reflects from a wall, it moves to the left into agas with 
pressure Pi. Denote the pressure behind the reflected shock by Pr. 

Show that 

Pr - Pi 
Pi 

Pi - 1 
1 + (y - I)(Pi - l)j2y 

(5.3.125) 

5.4 The Scalar Quasilinear Equation in n Independent 
Variables 

The general quasilinear equation in n independent variables Xl, .•. , Xn has the 
form [see (5.2.1)] 

n au 
La/x, u) - = a(x, u), 
j=l aXj 

(5.4.1) 

where the ai and a are given functions of x = Xl, ••• , Xn and u. It is assumed that 
in some solution domain these functions are continuous and have continuous first 
partial derivatives and that the ai do not vanish simultaneously. 

5.4.1 The 1nitial-Value Problem 
The geometrical ideas developed in Section 5.2.1 generalize in a straightforward 
way to the present (n + 1)-dimensional problem. In particular, (5.4.1) implies that 
through each point (x, u) we have a characteristic curve defined by the solution of 
the system 

dXi 
= ai (x, u), i = 1, ... , n, 

ds 
du 

= a(x, u). 
ds 

(5.2.1a) 

(5.4.2b) 

Henceforth, we omit the explicit reminder that i = 1, ... , n. The characteristic 
curves can be expressed in the parametric form 

Xi = Xi(S - So, Cl, ••• , Cn ), 

U = U(S - So, CI. ... , Cn ), 

(5.4.3a) 

(5.4.3b) 

involving the n arbitrary constants Cl, ••• , Cn and the additive constant So. Thus, 
they define an n-parameter family of curves that fills some portion of the space of 
X,u. 
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The solution of an initial-value problem for (5.4.1) consists in finding the 
n-dimensional manifold U = rjJ(XI, ... , xn ) that satisfies (5.4.1) and passes 
through a given smooth (n - l)-dimensional manifold Co. We may prescribe Co 
in parametric form as folIows: 

Xi = xJO\rl' ... ' Tn-d, U = U(O)(TI, ... , Tn-I) (5.4.4) 

in terms of the (n - I) parameters Tl. ... , Tn-I. Here, the functions x;O), U(O) are 
continuous and have continuous first partial derivatives with respect to Tl. ... , 

Tn_l· 

As in the case n = 2, we may set So == ° with no loss of generality. Then 
regarding the Ci as functions of TI, ... , Tn-I, we can generate an (n - l)-parameter 
subfamily of (5.4.3) in the form 

Xi = Xi(s, CI, (TI, ... , Tn-I), ... , Cn(TI, ... , Tn-l» 

== Xi(s, Tl. •.. , Tn-l), 

U = U(s, CI(TI, ... , Tn-d, ... , Cn(TI, .•• , Tn-d) 

== U(s, TI, ... , Tn-d. 

(5.4.5a) 

(5.4.5b) 

For fixed Tl. .•. , Tn-I, the functions Xi and U of s also define a characteristic 
curve in the (n + I)-dimensional space ofx, u. 

We now specify the family (5.4.5) by requiring it to pass through the initial 
manifold Co; that is, we set 

(0) 
Xi (0, TI, ... , Tn-I) = Xi (TI, ..• , Tn-I), 

U(O, TI, ... , Tn-I) = U(O) (TI , ..• , Tn-I). 

(5.4.6a) 

(5.4.6b) 

For a given manifold Co, the conditions (5.4.6) fix the n function Ci of TI, ... , Tn-I 

and define an (n - 1)-parameter family of characteristic curves that pass through 
Co in the form 

Xi = Xi(S, TI, ..• , Tn-I), 

U = U(S, TI, ... , Tn-d. 

In practice, we shall solve the system (5.4.2) directly in the form (5.4.7). 

(5.4.7a) 

(5.4.7b) 

The solution manifold U = l/J (x I, ... , xn ) is obtained by first solving the system 
(5.4.7a) for S and TI, •.• , Tn-I as functions of the Xi and then substituting these 
expressions into (5.4.7b). We can invert (5.4.7a) as long as the Jacobian 

does not vanish. 

5.4.2 The Characteristic Manifold; Existence and 
Uniqueness 0/ Solutions 

(5.4.8) 

In preparation for dealing with the case t. = 0, we introduce the idea of a 
characteristic manifold. 
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Cis a characteristic (n - 1)-dimensonal manifold in the (n + 1)-dimensional 
space of x, u if at every point (x, u) on C, the characteristic vector 

(5.4.9) 

is tangent to C. In order to obtain an analytic description of a characteristic manifold 
based on this geometrie statement, we define the manifoldC by the (n + 1) functions 

Xi = Xi(rt. ... , rn-t), 

u = Ü(rt. ... , rn-t). 

Now, the (n - 1) vectors 

( aXt aXn aü) 
Tm = arm' ... , arm 'arm ' m = 1, ... , n - 1, 

(5.4.10a) 

(5.4. lOb) 

(5.4.11) 

are linearly independent tangent vectors to C (see (2.3.48)). The characteristic 
vector (T is tangent to C at some point if (T can be expressed as a linear combination 
of the Tm at that point-that is, if there exist n - 1 eonstants AI. ... , An-t such 
that 

n-t 
(T = LAmTm. (5.4.12) 

m=t 

The characteristic vector (T is everywhere tangent to C if we can find n - 1 functions 
At. ... ,An-t ofrt. ... , rn-t suchthat(5.4.12) holdseverywhereonC. Incomponent 
form, (5.4.12) implies that the n + 1 eonditions 

n-t ax; 
ai = LAm-, 

m=t arm 
(5.4.13a) 

n-t aü 
a= LAm -

m=t arm 
(5.4.13b) 

must hold everywhere on C for n - 1 functions At. ... , An-t in order that C be a 
characteristie manifold. 

It is easy to prove that if ß = 0, the n conditions (5.4.13a) are automatically 
satisfied. To see this, note that ß is the determinant of the n x n matrix 

aXt aXn 

as as 
aXt aXn aXt aXn 

ß = det art art = det 
art art 

aXt aXn aXt aXn 
arn_1 arn-, arn-t arn-t 

Therefore, ß = 0 implies that the first row vector (at. ... , an) is linearly depen­
dent on the n - 1 row vectors (axt/ar" ... , axn/ard, ... , (ax,/arn_t. ... , 
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axn /a1:n-I); thatis, there exist n - 1 functions A\o ••. , An-I of 1:1, .•• , 1:n-1 such 
that 

(a\o ... , an) = AI (aXI , ••• , axn ) + ... + An-I ( aXI , ••• , aXn ). 
a1:1 a1:1 a1:n-1 a1:n _1 

(5.4.14) 
Identifying components on each side of (5.4.14) gives (5.4.l3a). Tbe converse is 
also true; that is, ifthere exist n - 1 functions A\o ••• , An-I of 1:1, •.• , 1:n-1 such 
that (5.4.13a) holds everywhere on some manifold C, then II = 0 on C. 

Thus, a necessary condition for C to be a characteristic manifold is II = O. But 
this is not sufficient; one must also be able to show that (5.4.13b) holds for the 
functions AI, ••• , An-I used to satisfy (5.4.13a). Some examples will be worked 
out later on to illustrate these ideas. 

One can also prove the following theorem relating a characteristic manifold to 
a family of characteristic curves (see Section 2, Chapter 2 of [13]). Every char­
acteristic manifold is generated by an (n - 2)-parameter family of characteristic 
curves. Conversely, every (n - 2)-parameter family of characteristic curves gen­
erates a characteristic manifold. We shall also illustrate this result for a specific 
example later on. Note, incidentaIly, that for n = 2, a characteristic manifold is 
just a characteristic curve; it is only for n ~ 3 that the characteristic manifold has 
a dimension higher than one and differs from a characteristic curve. 

The theorem that concems the existence and uniqueness of the solution of a 
given initial-value problem is now stated without proof (see [13]): Tbe solution 
of (5.4.1), subject to the initial condition (5.4.4), exists and is unique in some 
neighborhood of Co if Il(O, 1:1, ••• , 1:n-l) t= O. In the event II = 0 everywhere 
on Co, nonunique solutions exist only if Co is a characteristic manifold; if II = 0 
but Co is not a characteristic manifold, one cannot derive a solution of (5.4.1) 
passing through Co. 

5.4.3 A Linear Example 
We study the linear problem 

au au au 
x2-- xI-+-=I, 

aXI aX2 aX3 
(5.4.15) 

and consider first the initial-value problem u = 0 on the conical surface X3 = 
xr + xi· A parametric form for Co is 

The characteristic equations (5.4.2) specialize to 

dXI dX2 dX3 
- =X2, - =-XI, - =1, 
ds ds ds 

du 
- = 1. 
ds 

(5.4.16) 

(5.4.17) 

The general solution of this system is easy to compute because the first two equa­
tions do not involve X3 and u, and the last two are trivially solved. We obtain [see 
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(5.4.7)] the following two-parameter family of characteristic curves: 

Xl =XiO)(il,i2)sins+x~0)(il,i2)COSS == XI(S,iJ,i2), 

X2 = -X~O)(il' i2)sins +XiO)(il' i2)COSS == X 2(S, iJ, i2), 

X3 = S + X~O)(il' i2) == X3(S, il, i2), 

U = S + U(O)(i" i2) == U(s, i" i2). 

(5.4. 18a) 

(5.4. 18b) 

(5.4. 18c) 

(5.4. 18d) 

The particular two-parameter family that passes through the initial manifold 
(5.4.16) is 

Xl = i2 sins + i, COSS, 

X2 = i2 COS S - i, sin s, 
2 2 X3 = S + i, + i 2 , 

U = S. 

Using (5.4.18) in the definition of l:!. gives 

(0) (ax~O) ax~O) 
l:!.(s, il, i2) =x, -- --

ai2 ail 

( 
a (0) a (0) a (0) a (0») (0) x 3 x 2 x 3 x 2 +x ---------

2 a~ a~ a~ a~ 

+ _' ___ 2 ___ 1 ___ 2_ , ( 
ax(O) ax(O) ax(O) ax(o») 

ail ai2 ai2 ai, 

and for the special case (5.4.16), we have 

l:!.(s, iJ, i2) = l:!.(0, i" i2) = 1. 

(5.4. 19a) 

(5.4. 19b) 

(5.4. 19c) 

(5.4. 19d) 

(5.4.20) 

(5.4.21) 

Therefore, we expect a unique solution manifold to result from (5.4.19).1t is easily 
verified that this manifold is 

U = X3 - (x~ + x~). (5.4.22) 

Let us now demonstrate that the two-dimensional manifold generated by an 
arbitrary one-parameter family of characteristic curves is a characteristic manifold. 
One way to define a general one-parameter family of characteristic curves is to set 
i2 = r(id (for an arbitrary function r) in (5.4.18). To generate a two-dimensional 
manifold from the resulting one-parameter family of curves, we replace S -+ i2 
and i, -+ i, and regard the new il, i2 as the two variables on the manifold. Then 
xiO) , x~O), x~O), and u(O) may be regarded as arbitrary functions J, g, h, and k of i" 
respectively, and we obtain a two-dimensional manifold in the form 

XI = J(i,) sin i2 + g(il) COS i2 == X I(il,i2), 

X2 = -g(i,) sin i2 + J(i,) COsr2 == X2(il, i2), 

X3 = i2 + h(il) == X 3(i" i2), 

U = i2 + k(i,) == U(iJ, i2). 

(5.4.23a) 

(5.4.23b) 

(5.4.23c) 

(5.4.23d) 
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In order to prove that the manifold (5.4.23) is characteristic, we must find AI and 
A2 such that the four equations (5.4.13) are satisfied. For our case, these are 

-g(l"I) sin l"2 + f(l"I) COS l"2 =AI[f'(l"I) sin l"2 + g'(l"I) COS l"2] 

+ A2[f(l"I) COS l"2 - g(l"I) sin l"2], (5.4.24a) 

- f(l"d sin l"2 - g(l"I) COS'l"2 =AI [-g'(l"d sin l"2 + f'(l"I) COS'l"2] 

+ A2[- f(l"d sin l"2 - g(l"d sin l"2], (5.4.24b) 

1 = Alh'(l"I) + A2, 

1 = Alk'(l"d + A2. 

(5.4.24c) 

(5.4.24d) 

Solving (5.4.24a)-(5.4.24b) for AI and A2 gives AI = 0 and A2 = 1, and these 
values indeed also satisfy (5.4.24c)-(5.4.24d). Therefore, the two-dimensional 
manifold (5.4.23) is a characteristic manifold. The converse is also true-any char­
acteristic manifold can be generated by a one-parameter family of characteristic 
curves. 

For the particular initial-value problem (5.4.16), we see that we may interpret 
the solution (5.4.22) to be generated either by the two-parameter family of charac­
teristic curves (5.4.19) or the following one-parameter (~) family of characteristic 
manifolds: 

XI = ~ sin l"2 + l"1 COS l"2 == XI (l"1o l"2; ~), 

X2 = ~ COS l"2 - l"1 sin l"2 == X2(l"1o l"2; n, 
X3 = l"2 + l"? + ~2 == X3 (l"1o l"2; ~), 
U = l"2 == Ü(7:10 7:2; ~). 

(5.4.25a) 

(5.4.25b) 

(5.4.25c) 

(5.4.25d) 

We see that for any fixed ~, (5.4.25) defines a characteristic manifold, and we have 
already derived the solution (5.4.22) fromjust such a set of equations (albeit before 
we had labeled ~ ~ l"2, l"1 ~ l"1, 7:2 ~ s). 

Consider now the initial manifold Co with 

(0) (0). (0) 2 (0) (5 4 26) XI = 7:1 COS 7:2, X2 = -l"I sm 7:2, X 3 = l"2 + 7:1, U = l"2. . . 

It is easily seen that (5.4.20) gives .6(0, t"1, t"2) = 0 in this case. The family of 
characteristic curves (5.4.18) that resuIts for this choice is the degenerate one, 

XI = l"1 cos(s + l"2), X2 = -7:1 sin(s + l"2), 

X3 = (s + l"2) + 7:?, U = (s + l"2), (5.4.27) 

in which sand t"2 occur only in the combination (s + 7(2). This implies that (5.4.27) 
actually defines just the characteristic manifold Co (instead of a one-parameter fam­
ily of characteristic manifolds or a two-parameter family of characteristic curves). 
To verify this statement, note that (5.4.13) gives the four conditions 

-7:1 sin(s + 7(2) = AI cos(s + l"2) - A27:1 sin(s + 7(2), 

7:1 cos(s + 7(2) = -AI sin(s + 7(2) - A27:1 cos(s + l"2), 

1 = 2AI l"1 + A2, 1 = A2, 
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which are satisfied with A.I = 0, A.2 = 1. In this case, the solution manifold is not 
unique. We can exhibit this nonuniqueness by noting that the implicit formula 

u = X3 - (xf + xi) + F (u + tan- I :~ ) (5.4.28) 

defines a solution u for any function F as long as F(O) = 0 and (5.4.28) can be 
solved for u. 

Finally, ifwe definex~O) ,xiO), xjO) as in (5.4.26) butchoose u(O) =1= T2, we cannot 
solve the equations that correspond to (5.4.27). In this case, 11 = 0, but Co is not 
a characteristic manifold. 

5.4.4 A Quasilinear Example 
Consider the generalizaton of (5.3.15c) to three independent variables-that is, 

au ( au au) 0 
aXI + u aX2 + aX3 = . 

The characteristics satisfy the equations 

dXI dX2 dX3 - = 1, - = u, - = u, 
ds ds ds 

which can be solved in the form 

du 
= 0, 

ds 

(5.4.29) 

(5.4.30) 

(5.4.31a) 

(5.4.31b) 

(5.4.31c) 

(5.4.31d) 

Let us restrict attention to solutions that pass through the initial manifold, 

x~O) = 0; xiO) = !I; xjO) = T2; u(O) = sin !I sin T2, 

for which we compute 

and 

XI = s, 

X2 = s sin TI sin !2 + !I, 
X3 = s sin !I sin !2 + !2, 

U = sin !I sin !2, 

(5.4.32) 

(5.4.33a) 

(5.4.33b) 

(5.4.33c) 

(5.4.33d) 

(5.4.34) 

Thus, 11 (0, !I, !2) = 1, and a unique solution exists near the initial manifold. 
Since we cannot solve for TI and !2 in terms of XI, X2, and X3 in closed form, we 
write the solution in the implicit form 

(5.4.35) 
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This solution first breaks down when XI = 1, and it cannot be extended to XI > 1 
for values of XI, X2, X3 that lie on the surface 

(5.4.36) 

where t"1 (XI, X2, X3) and t"2(XI, X2, X3) are the solutions of (5.4.33b) and (5.4.33c) 
in whichs = XI. 

Although some aspects of the theory of weak solutions, as discussed in Sec­
tion 5.3, can be extended to higher dimensions, we shall not present these results 
here. Certainly, the geometry of shock manifolds for dimensions greater than 1 
becomes more complicated. But the difficulties are not confined just to questions 
of geometry. For example, it is no Ion ger possible to ·derive an exact solution of 
the two-dimensional Burgers' equation 

-+u -+- -E -+-iJu ( iJu iJu ) ( iJ2u iJ2u ) 
iJXI iJX2 iJX3 - iJx~ iJxi· 

(5.4.37) 

Therefore, it is more difficult to establish what is an admissible weak solution of 
the integral conservation law that led to (5.4.29). 

Problem 

5.4.1 Consider the equation 

uUx + uy + YU z = 1. (5.4.38) 

a. Ca1culate the two-parameter family of characteristic curves. 
b. Solve (5.4.38) for the initial-value problem u = 0 on y = x 2 + Z2. 

c. Give an example of a noncharacteristic initial manifold on which 
Ö(O, t"1, t"2), as defined by (5.4.8), vanishes. 
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Nonlinear First-Order Equations 

Nonlinear first-order partial differential equations arise in geometrie al opties, in 
the deseription of dynamical systems by Hamilton-Jaeobi theory, and in other 
applieations. In this chapterwe begin with a discussion of the underlying phys­
ical principles and then study the mathematical theory that provides a unifying 
description of a number of different problems. 

6.1 Geometrical Optics: A Nonlinear Equation 

In this seetion we shall derive a nonlinear equation that is the basic mathemati­
cal model in geometrical optics, dynamies, and variational calculus. These links 
are established in later sections; here our discussion is based on the problem in 
optics. The results that we shall derive are also valid in acoustics or any process 
involving the propagation of a disturbanee in an isotropie medium with a given 
space-dependent signal speed. Here, discussion proceeds from physical principles, 
and the results are shown in Section 6.3 to be consequences of the general theory 
for the nonlinear first-order equations. 

6.1.1 Huygens' Construction; the Eikonal Equation 
In geometrical optics, we study the propagation boundary of an optical disturbance 
(wave front) without regard to such factors as the intensity, frequency, or phase 
of the light wave. In fact, we only distinguish between domains through which 
a disturbance has passed and undisturbed ones, and keep track of the boundary 
separating these two domains at any given time t. Moreover, we assume that a 
disturbance at some time t = to at the point Po = (xo, Yo, zo) propagates locally 
in an isotropie manner with speed Co == c(xo, Yo, zo); that is, at time to + ßt, the 
disturbance that originated at to and Po has spread along a spherical surface of 
radius coß.t and center at Po. Every point on the disturbance surfaee or wave front 
is also regarded as a continuous emitter of disturbanees, consequently advancing 
the wave front into the medium. 

J. Kevorkian, Partial Differential Equations
© Springer Science+Business Media New York 2000
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y 

u(x, y, z) = 10 + 111 

u(x, y, z) = 10 

L-------------------------------------------____ ~x 

FIGURE 6.1. Disturbance emitted from two consecutive wave fronts 

Suppose that we have a medium with a given signal speed c(x, y, z) at every 
point and assume that at time 1 = 10, the wave front is defined by the surface 

u(x, y, z) = 10 = constant, (6.1.1) 

as shown in cross section in Figure 6.1. To fix ideas,Iet the region toward increasing 
y be the undisturbed zone at time t = to. 

Now, each point on the surface defined by (6.1.1) emits a disturbance with a 
propagation speed c, which depends on Ioeation. In Figure 6.1, we illustrate the 
situation where c increases with x. Consider a sequence ofpoints PI. P2, P3, ... 
lying on the surface (6.1.1). At time 1 = to + t::..t, the disturbances emitted from 
PI, P2, P3 will be located along the spheres centered at PI, P2, P3 and having radii 
equal to CI t::..I, C2 t::..I, C3 t::..I, .... Therefore, the wave front at time t = to + t::..t 
will be the envelope to all these spheres. This geometrical construction, which is 
attributed to C. Huygens, can be translated into an analytical description of the 
surface u onee we recognize that lighl rays are orthogonal to wavefronts. In fact, 
the light rays emanating from a point P are a one-parameter family of radial vectors 
centered at P, and the particular rays that connect PI to P;, P2 to P~, ... are each 
orthogonal to the new front P;, P~, P;, ... at time 1 = 10 + M. Let us denote 
the infinitesimal displacement vector along a light ray by du. In Cartesian form, 
du == dxi + dyj + dzk, where i,j, k are unit vectors in the x, y, and z directions, 
respectively. It then follows from the definition of the gradient of a scalar function 
(see (2.3.57)) that 

I gradul . Idul = dl, (6.1.2) 
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because du is parallel to grad u. But along a light ray we have 

Idul 
dt = --. 

C 

Therefore, eliminating dt from (6.1.2) and (6.1.3) gives 

1 
I graduI 2 = 

c2 ' 

or 

(6.1.3) 

(6.1.4a) 

(6.1.4b) 

in terms ofthe Cartesian coordinates x, y, z. Equation (6.1.4) is called the eikonal 
equation. It has a number of other interpretations besides the one just discussed. 
For example, see (6.2.59), (6.2.60), (6.2.72), and (6.2.118). In Problem 4.2.3 we 
showed that (6.1.4b) govems characteristic manifolds ofthe wave equation. Thus, 
Huygens' construction reconfirms our original interpretation of characteristics as 
wave fronts along which discontinuities propagate. 

Consider the special case of (6.1.4b) where c = Co = constant and ajaz == 0, 
that is, disturbances do not vary in the z -direction, and introduce a point disturbance 
initially, say at t = 0, x = y = O. Actually, this corresponds to a line of 
disturbances along the z-axis. Since Co is constant, this point disturbance in the 
xy-plane must propagate along the front x 2 + y2 = CÖt2, which is a circle of 
radius cot centered at the origin. In xyu-space, this front is the surface of the right 
circular cone 

(6.1.5) 

which is easily seen to be a solution of (6.1.4b) for this special case. We shall 
rederive this result in Section 6.3.4i from the general theory (see also Section 
6.3.4iii and Problems 6.3.1-6.3.2 for examples with variable cl. 

6.1.2 The Equation for Light Rays 
To simplify the derivation, we consider the two-dimensional case and denote U x = 
p and u y = q. We shall show that along a light ray, the following system of 
first-order equations is satisfied: 

dx 
(6.1.6a) - = cp, 

du 
dy 

(6.1.6b) 
du 

= cq, 

du 1 
(6.1.6c) = 

du c 
dp Cx 

(6.1.6d) = - c2 ' du 
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dq cy 
- =-~, 
da c2 

(6.1.6e) 

where da == (dx2 + dy2)1/2 is the infinitesimal arc length along a light ray. 
Toprove (6.1.6a)-(6.1.6b), note that the vectorwithcomponents (dx /da, dy /da) 

is a unit tangent along a light ray. The unit normal to a wave front, defined by the 
surface u(x, y) = constant, is by definition the vector with components (cp, cq). 
Therefore, (6.1.6a)-( 6.1.6b) just states the already observed fact that light rays are 
normal to wave fronts. Equation (6.1.6c) is simply arestatement of (6.1.3), and 
we show next that (6.1.6d}-(6.1.6e) define the curvature oflight rays. 

To simplify this derivation further, let the wave front at t = 0 be tangent to the 
x-axis at some point A = (xo, 0), as shown in Figure 6.2. 

The sketch shows that c(A) == c(xo, 0) is smaller than c(B) == c(xo + !lx, 0) 
because after a time !lu, the light ray AC emerging from A has traveled a shorter 
distance than the ray B D. 

The vectors AB, AC, and BO have the following components: 

Aß = (!lx,O), AC = (0, c(A)!lu), 

BO = (0, c(B)!lu) = (0, c(A)!lu + cAA)!lx!lu + O(!lx2!lu». 

Therefore, the infinitesimal tuming angle da of the wave front is 

. IBO-ACI 
da == hm = cAA)du. 

t.x~o IAßI 
In general, for an arbitrary initial wave front orientation, we would have 

da 
du = gradc· T, 

where T is the unit tangent to the wave front-that is, 

T == (cq, -cp), 

y 

An(C) 
D 

n(A) 

A B 
~------~~----~~--------~--------~X 

Xo T(A) Xo + Ax 

FIGURE 6.2. Curvature of a light ray 

(6.1.7) 

(6.1.8a) 
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since the unit normal is 

n = (cp, cq). (6.1.8b) 

Also, we note from Figure 6.2 that n(C) = -(sin ßa)T(A) + (cos ßa)n(A) = 
-ßaT(A) + n(A) + O(ßa2). Thererfore, ßn(C) = n(C) - n(A) = 
-ßaT(A) + O(ßa2), and in the limit ßa ~ 0, the infinitesimal change dn 
in the unit normal is given by 

dn = -daT, 

or 

dn da 
=--T. 

da da 

Now 

1 
- gradc· T = qcx - pCy, 

da du da c 

da da du 

where we have used (6.1.6c) for du/da. 
Therefore, the first component of (6.1.9) is 

d 
- (cp) = -cq(qcx - pCy), 
da 

and the second component is 

d 
- (cq) = cp(qcx - pCy). 
da 

We develop the left-hand side of (6. 1.1 Oa) to obtain 

(6.1.9) 

(6.1.10a) 

(6.1.10b) 

dp (dX dY) 2 
C da + p Cx da + cy da = -ccxq + ccypq. (6.1.11) 

Using (6.1.6a)-(6.1.6b) for (dx/da) and (dy/da) in the preceding, canceling 
ccypq from both sides of(6.1.11), and then dividing by c gives (6.1.6d). Similarly, 
(6.1.6e) follows from (6.1.10b). In Section 6.3.2 we shall show that the system 
(6.1.6) defines certain characteristic strips associated with the eikonal equation 
p2 + q2 = l/c2. 

In the three-dimensional problem, with x = x), y = X2, Z = X3, (aU/aXi) = 
Pi, we have the system of seven first-order equations 

dXi 
i = 1,2,3, (6.1.12a) 

da 
= CPi, 

du 1 
(6.1.12b) 

da c 
dpi 1 ac 

= --- , i = 1,2,3. (6.1.12c) 
da c2 aXj 

An alternative description of the light rays in the two-dimensional problem is to 
eliminate u (which merely specifies the time along a ray) and a (which specifies 
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the length of a ray) and to derive the equation goveming the ray trajectories in the 
xy-plane. Let us express y as a function of x along a ray and let I == d/dx. We 
can combine (6. 1.6a)-(6. 1.6b) to write yl2 = q2/p 2, or 

,2 1 - C2 p2 
Y = 2 2 ' (6.1.13) cp 

when we use the eikonal equation p2 + q2 = l/c2. Solving (6.1.13) for p2 gives 

2 1 p = (6.1.14) 
c2(1 + yl2) 

Dividing (6.1.6d) by (6.1.6a) gives p' = -cx /c3 p, from which it follows that 

(6.1.15) 

We now differentiate (6.1.14) with respect tox and use (6.1.15) for (p2)' to obtain 
(after some algebra) 

(6.1.16) 

This second-order quasilinear equation defines a ray trajectory in a given 
medium with specified c(x, y) once we prescribe y(xo) and y'(XO). In particu­
lar, note that if c = constant, (6.1.16) reduces to y" = 0, or y(x) is a straight line, 
as expected. 

A more fundamental interpretation of (6.1.16) is that if a light ray passes through 
two fixed points (xo, Yo) and (XI, YI), the path that it takes (as defined by a solution 
of (6.1.16), subject to the two boundary conditions y(xo) = Yo, y(x\) = YI), is a 
path of minimum time. This is Fermat' s principle, discussed in the next section. 

6.2 Applications Leading to the Hamilton-Jacobi 
Equation 

In Section 6.1 we studied the basic problem for geometrical optics by looking for 
surfaces of t = constant along which dis turban ces propagate, to derive the eikonal 
equation. The orthogonal trajectories to these surfaces define the light rays. In this 
section we will show that these light rays may be regarded as certain paths of 
minimum elapsed time between two fixed points. 

This multiplicity of interpretations can be found in a number of applications 
govemed by the Hamilton-Jacobi equation. This equation is a general version of 
the eikonal equation, and in this section we study how it arises in the calculus of 
variations, geometry, and dynamics. 

6.2.1 The Variation 0/ a Functional 
Let the n continuously differentiable functions q\ (s), q2(S), ... , qn(s) be the com­
ponents of a vector q (s). We shall borrow the terminology used in dynamics (which, 
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as we shall show later one, provides one interpretation of our resuIts) and refer to 
the ql, . .. , q" as coordinates. In this case S wiIl be the time, but forthe present pur­
poses S is an unspecified independent variable. Let L, the Lagrangian, be a given 
function of the 2n + 1 variables s, ql, ... , qn, 171, ... , qn, where a dot denotes 
a derivative with respect to s. We shall use the abbreviated notation L(s, qi, qi), 
where the subscript i indicates that all n components of a vector quantity may 
occur. We say that a motion is given if the qi are prescribed functions of s. Thus, 
along a given motion, L is a scalar function of s. 

Consider now the following functional: 

j SF 

J == L(s, qi, qi)ds. 
SI 

(6.2.1) 

For a given motion, and if the integral exists over the interval s I ~ S ~ S F, J is 
a number. This number depends on the functional form of L, the given motion, and 
the values of SI and SF. Suppose that we now vary the motion and the endpoints 
slightly and evaluate J; that is, we compute 

where 

1* == jS; L(s, qt, qt)ds, 
s; 

s; == SI + OSI, s; == SF + OSF, 

qj(s) == qj(s) + oqj(s), qj(s) == qj(s) + oqj(s), j = 1, ... , n. 

q~j ~<C--I~j-Qj 
x; 1;x,i'---.......----~ ~: T --Q; 

~ ~-~-~ ~ I 
I I j I I 
I I I I 
1 1 I I 

1 1 1 I 

I 1 I 1 
I I 1 
los/ I I OSF I 
~ I -I 
I I I I 

(6.2.2) 

(6.2.3) 

L-____ ________________________ ____ _L ____ 

sj.-

FIGURE 6.3. A given motion qj and its variation qj 
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Henceforth, for simplicitly, we shall omit pointing out that j = 1, ... , n. The 
l5-notation is somewhat awkward and is adopted only for the sake of tradition; 
it indicates that the quantity in question is a small perturbation of the associated 
variable. Note carefully that I5q j (s) does not indicate that q j (s) is multiplied by 15. 
Rather, 8qj(s) is a completely independent function of S that merely introduces a 
small perturbation to qj(s). Also, 8Q/s) == (djds)[l5qj(s)]. We shall refer to dqj 
as the variation of qj; a typical curve for qj(s) and qj(s) is sketched in Figure 6.3. 

As seen in this figure, we have used the notation 

(6.2.4) 

to indicate values of qj and qj at the initial and final points.1t then follows that 

Kj = Kj + I5Kj = qj(s/ + I5s[) = qj(s/ + I5s/) + dqj(S/ + I5s/). (6.2.5) 

Strictly speaking, qj is not defined outside the interval S/ ~ S ~ SF, and qj(s/ + 
dS/) may be ambiguous if dS/ < O. However, regardless of the sign of I5s/, we 
extend the definition of qj by linear extrapolation and set 

qj(S/ + I5s/) = qj(s/) + Qj(s/)l5s/ = Kj + i/j(s/)l5s/. (6.2.6a) 

We also have 

(6.2.6b) 

and we have neglected quadratic terms in small quantities in (6.2.6). If we use 
(6.2.6) in the right-hand side of (6.2.5) and equate perturbation quantities, we 
obtain 

The notation 

then leads to the formula 

dKj = I5qj (s/) + IcjdS/, 

and the corresponding expression 

for the endpoint. 

(6.2.7) 

(6.2.8a) 

(6.2.8b) 

We are now ready to compute 151 == J* - 1. First, we split the interval of 
integration for J* in (6.2.2) and write this as 
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Ifwe ignore quadratic terms in perturbation quantities, the three integrals in (6.2.9) 
can be approximated as folIows: 

Therefore, 

Let us define 

aL 
(6.2.11) == Pj. aqj 

and refer to the P j as the momenta, using the terminology of dynamies. 
Along a given motion, the P j are known functions of s, and we denote the 

endpoint values of the P j by 

Pj(S[) == r/Jj, Pj(SF) == Pj . 

Now, if we integrate the second term in the integrand in (6.2.10) by parts and 
collect the coefficients of 8s1 and 8sF, we find on using (6.2.8) that 

81 = [L(SF. Qi. Q;) - t pjQj] 8sF - [L(SJ, Ki. !Ci) - t r/Jj!Cj] 8s1 
,=1 ,=1 

+ L(Pj8Qj - r/Jj8Kj) + L -. - - -'. 8qjds. (6.2.12) n ISF n {aL d [aL]} 
j=1 SI j=1 aq, ds aq, 

This defines the variation of the functional 1 in (6.2.1) for arbitrary variations of 
the endpoints, the values of the qi at the endpoints, and the values of the functions 
qi(S) in the interval SI ::: S ::: SF. 

6.2.2 A Variational Principle; the Euler-Lagrange 
Equations; Examples 

Suppose that we require 

8J = 0 (6.2.13a) 
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subject to 

[)Kj = [)Qj = 0 (6.2.13b) 

and 

(6.2.13c) 

This means that we allow the [)qj to be arbitrary (smali) functions of s in the fixed 
interval s I ~ S ~ S F with fixed values of the qj at the endpoints, and we look for 
that set of qj for which the variation of J is zero. It follows from (6.2.12) that we 
must have 

L - - - -. [)qjds = O. l SF n [aL d (aL)] 
5/ j=1 aqj ds aqj 

This integral will vanish for arbitrary [)qj only if the coefficient of each [)qj in the 
integrand vanishes-that is, 

(6.2.14) 

This system of n second-order equations, attributed to Euler and Lagrange, gives 
a necessary condition for the solution of the variational problem (6.2.13). 

We see from (6.2.14) that whenever a particular q j is absent from the Lagrangian, 
the associated momentum is a constant along the motion. In dynamics, L == T -
V, where T is the kinetic energy and V is the potential energy; the variational 
principle (6.2.13) is calledHamilton's principle, and (6.2.14) are calledLagrange's 
equations goveming the evolution of the coordinates q j • For example, see Chapater 
2 of [20]. 

(i) Fermat' s principle 

Consider two fixed points P = (xo, Yo) and Q = (XI, Yl) in a two-dimensional 
optical medium with speed oflight c(x, y). The time elapsed, u, for light to travel 
from P to Q along a given ray y(x) is given by the line integral 

lQ du 
u = -- , (6.2.15) 

p c(x, y) 

where du is the infinitesimal arc length along this ray. Thus, du = J 1 + y'2(x )dx, 
and (6.2.15) becomes 

l XI -/1 + y'2 
u = dx. 

Xo c(x, y) 
(6.2.16) 

This is a special case of (6.2.1) with n = 1, J = u, s = X, q = y, and 
L(x, y, y') = -/1 + yJ2jc(x, y). Fermat's principle isjust the variational princi­
pIe (6.2.13), and states that the path y(x) that a light ray follows between any two 
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fixed points along the ray is one that minimizes the elapsed time. To write down 
the Euler-Lagrange equation, we compute 

d (aL) d ( y' ) 
dx ay' = dx c(x, y)J1+Y'2 

aL 
ay 

= 

-cxy' - cyy'2 + y" 

c2Jl + y'Z cJ1+Y'2 
cyJ1+Y'2 

c2 

2 
y' y" 

--"---'---:--:-"'3~/2' (6.2.17) c(l + y,,,,) 

(6.2.18) 

Substituting (6.2.17)-(6.2.18) into (6.2.14) and simplifying gives the equation 
for light rays (6.1.16) that we derived earlier using Huygens' construction. This 
formula becomes awkward if rays have a vertical tangent. A general result valid 
for arbitrary ray paths and in three dimensions can be derived for a medium with 
speed of light C(XI, X2, X3) using Fermat's principle or the system (6.1.12). The 
time elapsed for light to travel along a ray, defined parametrically in the form XI (s), 
xz(s), X3(S), is given by 

I SF (L~=I iJY/
2 

J = ds, 
s/ C(XI, X2, X3) 

(6.2.19) 

where s is any parameter that varies monotonically along the ray, such as the 
arc length or the time. Fermat's principle leads to the system (6.2.14) with 
L = (L~=I iJ)1/2/C • As expected, the Euler-Lagrange equations associated with 
(6.2.19) correspond to the equations for light rays that we obtain from (6.1.12) 
(see Problem 6.2.1). 

(ii) Geodesics 

A related more general problem that arises in geometry has 

L ~ [t. t. g J' (qd. l.' r (6.2.20) 

Here L ds is the infinitesimal displacement in the n-dimensional space spanned 
by the curvilinear coordinates qi, and the gjk = gkj define the fundamental metric 
tensor (see (2.3.49)). To fix ideas, let ql, q2 denote the spherical polar coordinates 
on S, the unit sphere centered at origin. We express the Cartesian x , y, z coordinates 
in terms of ql, qz by 

x = sinq{ COSq2, y = sinq{ sinq2, z = cosq{. (6.2.21) 

Thus, ql is the colatitude and qz is the longitude on S measured from the x-axis. 
Now, the infinitesimal displacement between two neighboring points on S is 

(6.2.22) 
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Therefore, for this example n = 2, g\\ = 1, g\2 = g2\ = 0, and g22 = sin2 q\. 
If we regard s as an arbitrary parameter along a curve on S, then J is the distance 
between SI and s F. The solution of (6.2.14) for a given Lagrangian (6.2.20) is called 
a geodesie on the corresponding surface, and we refer to J as the geodetic distance. 
Thus, for the special case (6.2.22), the geodesics are great circles. In general, the 
solution of (6.2.14) associated with the functional (6.2.1) is called an extremal, and 
we next derive an alternative representation of the equations governing extremals. 

6.2.3 Hamiltonian Form 0/ the Variational Problem 

(i) Hamilton's differential equations /rom the Euler-Lagrange equations; 
Legendre Transformation 

We seek an alternative representation of the equations (6.2.14) as a system of 2n 
first-order equations. We accomplish this by eliminating the qi in favor of a new 
set of n variables. One choice is to introduce a Legendre transformation defined 
by the Hamiltonian 

n 

H = LPAi - L, 
j=\ 

where the Pj are the momenta defined in (6.2.11), 

aL 
Pj == - .. 

aqj 

(6.2.23a) 

(6.2.23b) 

The transformation (6.2.23) is implemented as folIows. We first solve the n 
equations (6.2.23b) for the qi in terms of the qi and Pi in the form 

(6.2.24) 

and then use this result in (6.2.23a) to express the Hamiltonian as a function of 
S, qi, Pi. Note that a necessary and sufficient condition for the solvability of the 
system (6.2.23b) in the form (6.2.24) is that the Jacobian for the system (6.2.23b) 
be nonzero; that is, 

det I ~2L. I i= o. 
aqjaqk 

(6.2.25) 

Note, in particular, that if any one of the qj is absent from L, then aLegendre 
transformation does not exist. See also the discussion following (6.2.33) for another 
example where this determinant vanishes. 

If (6.2.25) is satisfied, aLegendre transformation exists, and we can express 
the Hamiltonian in the form H(s, qi, Pi). Now, ifwe calculate the differential of 
H, wehave 

(6.2.26a) 
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But according to (6.2.23a), we must also have 

dH = t (Pjdqj + qjdpj - :qL. dqj - :q~ dqj ) - ~~ ds, 
j=\ j I 

or 

aL n (aL .) dH = --ds + '"' --dq· +q·dp· , as ~ aq· j j j 
j=\ j 

(6.2.26b) 

when we use (6.2.23b). Therefore, equating the coefficients of ds, dqj' and dpj 
in the two expressions for d H gives 

aH aL 
(6.2.27a) 

as 
=--, 

as 
aH aL 

(6.2.27b) = -- , 
aqj aqj 

aH 
= qj. (6.2.27c) 

apj 

The formulas (6.2.23) and (6.2.27) define aLegendre transformation from 
L(s, qi, q;) and the (qi, qi) variables to H(s, qi, Pi) and the (qi, Pi) variables. 
Repeating the Legendre transformation-that is, eliminating the Pi in favor of 
new variables, say Ui-we arrive back at the L, qi, qi set. Therefore, aLegendre 
transformation is its own inverse. 

Now, if the qi satisfy the Euler-Lagrange equations (6.2.14), then (6.2.23b) and 
(6.2.27b) lead to the system of n equations 

. aH 
p'--­

j - aqj· 

Equations (6.2.27c) give n equations for the q;, 
. aH 
qj= -, 

apj 

(6.2.28a) 

(6.2.28b) 

and (6.2.27a) relates (aHjas) to (aLjas). Equations (6.2.28) are Hamilton's 
differential equations associated with the HamiItonian H(s, qi, Pi). 

Again, we note that if a particular coordinate is absent from H, the correspond­
ing momentum is a constant according to (6.2.28a). This is consistent with the 
observation made earlier based on the Euler-Lagrange equations: If qi is absent 
from L, then it is also absent from H according to (6.2.23a). Similarly, if a partic­
ular Pk is absent from H, (6.2.28b) implies that qk is constant. Another important 
property of the Hamiltonian function is that along a solution of (6.2.28), 

(6.2.29) 
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To show this result, we compute the general expression for the derivative with 
respect to s of H(s, qi(S), PieS)): 

. aH n (aH aH) H = - + L -iJj + -Pj . 
as j=1 aqj apj 

(6.2.30) 

Along a solution of (6.2.28), the terms under the summation sign in (6.2.30) cancel 
identically, and we obtain (6.2.29). An important special case has L, and hence 
H, independentof s; that is, aHlas = 0 [see (6.2.27a)]. In this case H(qi, Pi) = 
constant is an integral of the system (6.2.28). 

(ii) Hamilton' s differential equation from a variational principle 

We shall now show that the Hamiltonian system of differential equations (6.2.28) 
also results directly from a variational principle. We introduce the functional 

/ = l
sF jt p/Jj - H(s, qi, Pi)} ds, 

5/ J=1 
(6.2.31) 

which equals J if the Legendre transformation (6.2.23) exists. Consider the 
variational principle 

8/ = 0, (6.2.32a) 

subject to 

8Kj = 8Qj = 0 (6.2.32b) 

and 

8s1 = 8sF = O. (6.2.32c) 

In view of (6.2.32b) and (6.2.32c), 8/ is simply 

8/ = l
sF jt PjiJj - H(s, q;*, Pt>} ds_l

sF jt pAj - H(s, qi, P;)} ds, 
~ j=1 ~ j=1 

(6.2.33) 
where the qj, iJj are defined in (6.2.3) and pj == Pj + 8pj. Ifwe ignore quadratic 
terms in perturbation quantities, (6.2.33) reduces to 

Integrating the first term by parts and then using (6.2.32b) gives 

(6.2.34) 
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Therefore, the variational principle (6.2.32) gives the Hamiltonian system (6.2.28). 
In dynamics (6.2.32) is called Hamilton's extended principle. 

ALegendre transformation need not exist. For example, consider the case 
where the Lagrangian is a homogeneous function of degree one in the q;; that 
is, L has the property L(s, q;, cx.q;) = cx.L(s, q;, q;) for any cx. > O. The La­
grangians in (6.2.19)-(6.2.20) have this property. According to Euler's theorem 
for homogeneous functions, we have the identity 

n aL L ~ qj = L. (6.2.35) 
j=1 qJ 

It then follows from the definition (6.2.23) for H that H == 0, so a Legendre 
transformation is not possible. 

(iii) A problem in dynamics 

Consider a dynamical system having two degrees of freedom characterized by the 
coordinates q I , q2, which evolve as functions of the time t. For the time being, we 
describe this system somewhat generally by assuming that its Lagrangian has the 
form 

L = T - V, 

where T is the kinetic energy, with the form 

T == ~ [tPI (ql) + tP2(q2)][qt + qi1, 

and V is the potential energy, with the form 

V( ) = _ VI (ql) + V2(q2) 
ql, q2 - tPj (qj) + tP2 (q2) 

(6.2.36a) 

(6.2.36b) 

(6.2.36c) 

for prescribed functions tPI (qj), tP2(q2), VI (ql), and V2(q2). A Lagrangianin the 
form (6.2.36) is said to be of Liouville type. Since L does not depend on t explicitly, 
H is constant along a solution, so it is useful to calculate H first. We have 

Pj == :~ = (tPj + tP2)qj. (6.2.37) 
uqj 

Therefore, in this case 

2 

H == L pAj - L = T + V = E = total energy = constant. (6.2.38) 
j=j 

To derive the Lagrange equations, we compute 

aL 1 dtPj.2.2 1 dVj 
- = - - (ql + q2) + - -
aqj 2 dqj tPI + tP2 dqj 

VI + V2 dtPj 

(tPj + tP2)2 dqj , 

and in view of (6.2.38), this is just 

aL E dtP· dV· = _J+ _J 

aqj tPj + tP2 dqj tPI + tP2 dqj 
(6.2.39) 
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Using (6.2.37) and (6.2.39) in Lagrange's equations (6.2.14) gives 

d . E difJj 1 dVj 
- HifJI + ifJz)qj] - - - - = 0, j = 1,2. (6.2.40) 
dt ifJI + ifJz dqj ifJI + ifJz dqj 

These equations admit a second integral, as can be seen by multiplying (6.2.40) 
by 2(ifJI + ifJ2)qj, to obtain 

d 2.2 
dt [(ifJI + ifJz) qj - 2EifJj - 2Vj ] = 0, j = 1,2, (6.2.4Ia) 

or 

(6.2.4lb) 

The two integrals in (6.2.4Ib) are not independent, as can be seen by adding the 
two expressions for j = 1,2 to obtain Öl + Ö2 = 0 when the energy integral 
(6.2.38) is used. The significance of the integrals (6.2.41 b) will become dear later 
on, when we discuss the complete integral in Section 6.4.3. 

The Hamiltonian form of the evolution equations are derived from the expression 
for H in (6.2.38) written as a function of the qi, Pi; that is, 

1 pr + p~ VI + V2 
H(qi, Pi) = 2 ifJI + ifJz ifJI + ifJz (6.2.42) 

We obtain 

qj = Pj/(ifJI + ifJz), (6.2.43a) 

P· J. = H(qi, Pi) difJj + ___ dVj . 1 2 
-, J= " 

ifJI + ifJ2 dqj ifJI + ifJz dqj 
(6.2.43b) 

which are equivalent to (6.2.40). 
A specific example of a Lagrangian of the form (6.2.36) occurs in the Euler 

problem when appropriate ql, q2 variables are chosen. Euler's problem consists 
of the motion of a partide of mass m in the field of two fixed Newtonian centers 
of gravitation having masses MI and M2 and located at X = ±D, Y = 0, 
Z = O. It is dear from symmetry that the partide will remain in the Z = 0 
plane if Z and dZ/dT both vanish simultaneously, and we shall consider only 
this planar case. We normalize the X - and Y -coordinates using D, and the time T 
using [D3/y(MI + M 2)]I/Z, where y is the universal gravitational constant (see 
(2.4.1)). The equations of motion (mass x acceleration = force) then take the 
dimensionless form 

x = -J.L (x - 1) _ (l _ J.L) (x + 1) , 
r Z r 3 

I 2 

(6.2.44a) 

.. Y (1 ) Y Y=-J.L-- -J.L-, 
r3 r3 

I z 
(6.2.44b) 

where 

(6.2.44c) 
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y 

q2 = ! 
2 

q2 = 1 

~=~ ~=O 
----_+--~~--+_--~--+---~--_+--------~x 

FIGURE 6.4. Elliptic-hyperbolic coordinates 

and IL == Mt/(MI + M2) (see Figure 6.4). 
We must note at the outset that having the two gravitational centers MI and M2 

fixed in an inertial frame is dynamically inconsistent, so Euler's problem does not 
model an actual gravitational three-body problem. A more appropriate model that 
does correspond to a limiting case of the gravitational three-body problem is the 
so-called restricted three-body problem. Here, MI and M2 move in circular orbits 
under their mutual gravitation, unaffected by m, which is assumed to be very small. 
Thus, m moves in the gravitational field that results from the motion of MI and 
M2 (see Problem 6.2.3). 

A limiting case of (6.2.44), which does have some physical significance, corre­
sponds to letting IL ~ 0 withx, y, i fixed, where x == (x - 1)/ IL I/ 2, y == Y/ IL 1/2, 

i == t/IL I / 4• In this limit, (6.2.44) tends to 

d2x x 
(6.2.45a) 

di2 
= - 1'"3 4' 

d2y Y (6.2.45b) 
di2 = - -3' r 

where 1'"2 == x2 + y2. In this limit, the particle of mass m moves in the field 
of a Newtonian gravitational center at the origin plus a uniform horizontal field 
represented by the term - ~ in (6.2.45a). Such a uniform field would result, for 
example, if we were to account for the light pressure due to the sun on a near-earth 
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satellite. A second interpretation of (6.2.45) is the motion of an electron under the 
added effect of a uniform extemal electrostatic field. 

In writing (6.2.44), we appealed to Newton's second law of motion. An equiva­
lent starting point would be to construct the Lagrangian for Hamilton 's principle. 
Equations (6.2.44) would then correspond to Lagrange's equations (6.2.14). The 
advantage of having the Lagrangian in some given coordinate system, such as the 
Cartesian xy-system, is that we can then transform the equations of motion to any 
other coordinate system by first transforming the Lagrangian and then evaluating 
(6.2.14) for the new coordinates. We illustrate this feature next. 

The kinetic energy T and potential energy V of the partic1e in terms of the 
dimensionless (x, y) variables are 

(6.2.46) 

Therefore, the Lagrangian is L == T - V, and it is easily seen that Lagrange 's 
equations with the (x, y, x, y) variables are just (6.2.44). It is also c1ear that V, 
as given in (6.2.46), is not in the form (6.2.36c), so the integrals (6.2.41b) are not 
immediately available; the only obvious integral is the Hamiltonian. 

Suppose that instead of (x, y), we introduce the curvilinearcoordinates (q\, q2) 
defined by (see Figure 6.4) 

x = cosh q\ cos q2, Y = sinh q\ sin q2. (6.2.47) 

Since it follows from (6.2.47) that 

x2 y2 x2 y2 
---;2;-- + . 2 = 1, -- 2 = 1, (6.2.48) 
cosh q\ smh q\ cos2 q2 sin q2 

we see that curves of q\ = constant are confocal elIipses in the xy-plane with 
foci at x = ± 1, y = 0, semimajor axes cosh q\, and semiminor axes sinh q\. 
Similarly, curves of q2 = constant are confocal hyperbolas orthogonal to the 
family of elIipses. 

Ifwe now compute (x, y) and use these expressions, together with (6.2.47), in 
(6.2.46), we obtain 

T( ..) 1 (h2 2)(.2.2) (6249) qt. q2, qt. q2 = 2" cos q\ - cos q2 q\ + q2 ' .. a 

V( ) cosh ql + (2J.L - 1) cos q2 
ql, q2 = - 2 • 

cosh ql - cos2 q2 
(6.2. 49b) 

Therefore, the Lagrangian in terms of the (qj, ilj) variables of (6.2.47) is in the 
form (6.2.36) with,pl = cosh2 q\, f/Jz = - cos2 ql, V\ = cosh ql, and V2 = 
(2J.L - 1) cos q2. 

The HamiItonian (6.2.42) is given by 

1 [pr +2 p~ ] H(qt. q2, Pt. P2) = h2 2 "-'-----'--=- - cosh q\ - (2J.L - 1) cos q2 
cos ql - cos q2 

= E = constant, (6.2.50) 
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where (p\, P2) are related to (q\, q2, q\, q2) according to 

aL aT 
= (cosh2 q\ - cos2 q2)q\, (6.2.51a) p\ ;: 

aq\ aq\ 

aL aT 
= (cosh2 q\ - cos2 q2)q2. (6.2.51b) P2 ;: = 

aq2 aq2 

The integrals (6.2.41b) have the form 

(cosh2 q\ - cos2 q2)2q~ - 2E cosh2 q\ - 2 cosh ql = 81 = constant, 

(cosh2 q\ - cos2 q2)2qi + 2E cos2 q\ - 2(2JL - 1) cos q2 = 82 = constant, 

which can also be written in the form 

p~ - 2E cosh2 q\ - 2 cosh ql = 8\ = constant, 

p~ + 2E cos2 q\ - 2(2JL - 1) cos q2 = 82 = constant. 

(6.2.52a) 

(6.2.52b) 

In Section 6.2.6 we shall give an alternative derivation of these integrals and 
show that they allow us to reduce to quadrature the solution for the coordinates as 
functions of time and four constants of integration. 

6.2.4 Field 0/ Extremals /rom a Point 
In a sense all our developments so far in this section have been preliminaries in 
preparation for deriving a partial differential equation that governs certain families 
of extremals. 

(i) The Hamilton-Jacobi Equation 

Let S = SI, qi = Ki define a fixed point in the (n + 1)-dimensonal space of 
(s, qi); thatis, wespecifythe (n + 1) constants (s/, KJ, ••. , K n ). Foreachchoiceof 
endpoint (SF, QJ, ••• , Qn), if a solution ofthe two-point boundary-value problem 
for (6.2.14) exists, we obtain an extremal. Along such an extremal, J, as defined 
by the integral (6.2.1), can be expressed as a function of the endpoint; that is, 
J = J(SF, Qi). 

To see this, note that the extremals emerging from the point (s /, Ki) are an n­
parameter family of functions qi = /; (s, Ci) involving n constants of integration 
Ch ••• , Cn; the other n constants of integration have been determined by the re­
quirement /;(s/o Ci) = /Ci. Thus, along any one such extremal, the Lagrangian is 
L(s, qi, qi) = L(s, fies, Ci), (a/;/as)(s, Ci» ;: C(S, Ci), a function of sand n 
constants. Therefore, upon evaluating the integral in (6.2.1) along an extremal, we 
compute J as a function of sand n constants. But since the Ci are independent, we 
Can invert the expression qi = fies, Ci) to compute Ci = gi(S, qi). When these 
expressions are substituted into the result for J, one obtains J as a function of s 
and the qi. The details for a particular example are worked out later on. 

Now consider all possible values of (s F, Qi); that is, construct the field 0/ ex­
tremals through the fixed point (s[, Qi). Clear1y, J is a scalar function of the 



396 6. Nonlinear First-Order Equations 

(n + 1) variables (s, qi), and according to (6.2.12), we have 

U(s, qi) = [L(S' qi, qi) - t pjqj] ~s + t Pj~qj· 
j=l j=l 

(6.2.53a) 

The terms in (6.2.12) multiplied by ~SI and ~Ki vanish because the point (SI, Ki) is 
fixed. The integral in (6.2.12) also vanishes because we consider only the extremals 
emerging from (SI, Ki). 

If aLegendre transformation exists for the given Lagrangian, we use (6.2.23a) 
to write (6.2.53a) in the form 

This implies 

n 

U(s, qi) = -H(s, q;, Pi)~S + L Pj~qj· 
j=l 

8J 8J 
a; = -H(s, qi, Pi), oqj = Pj' 

(6.2.53b) 

(6.2.54) 

Combining the two equations (6.2.54) gives the Hamilton-Jacobi equation 

aJ ( OJ) a; + H S, qi, Oqi = 0 (6.2.55) 

for J (s, qi)' This is a nonlinear first-order equation for the scalar J over the field 
of extremals. It is a fundamental equation in a number of applications, and we 
shall study its significance later on when we derive solutions. 

(ii) The general eikonal equation for a homogeneous Lagrangian of degree 
one 

Now, suppose that aLegendre transformation does not exist-say, for example, 
L is a homogeneous function of degree one in the qi, as in (6.2.20). In this case, 
equations (6.2.23) hold with H == 0, and the Pi have the form 

Pj == o~ = t gjlqe . 
8qj l=l L 

(6.2.56a) 

Also, if we divide (6.2.23a) (with H = 0) by L, we have 

n • 

1 = L Pkqk. 
k=l L 

(6.2.56b) 

Let the matrix {bjd be the inverse of the {gjd matrix. Multiplying (6.2.56a) by 
bkj and summing over j gives (for each k = 1, ... , n) 

(6.2.57) 
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Multiplying this by Pb summing over k, and using (6.2.56b) gives 
n n 

L L bkj P j Pk = 1. 
j=1 k=1 

Finally, using the second equation in (6.2.54) for the Pi gives 

n n aJ aJ LLbkj - - = 1. 
j=l k=1 aqj aqk 

(6.2.58) 

(6.2.59) 

This is a generalized eikonal equation (see (6.1.4b». For the case of light rays, 
J is the time and L is specified by (6.2.19). Therefore, comparing (6.2.19) and 
(6.2.20) we have {gjk} = 8j k/c2, so {bjk} = c28jb where 8jk is the Kronecker 
delta. Equation (6.2.59) now reduces to 

(6.2.60) 

which is just (6.1.4b). 

(iii) The analogy between dynamics and geometrical optics 

There is a mathematical analogy between the family of trajectories emerging from 
a fixed point in certain dynamical systems and the family of light rays emerging 
from a fixed point in a medium with a given speed of light c. 

For simplicity, let us restrict attention to the two-dimensional problem and con­
sider a particle moving in the xlxz-plane under the influence of a conservative 
force field; that is, in appropriate dimensionless variables the equations of motion 
are 

.. av.. av 
XI = - -, X2 = - -, 

aXI aX2 
(6.2.61) 

for a given potential energy V(XI. X2). It then follows that the Lagrangian L == 
T - V has the form 

L(xI. X2, XI, X2) = ~ (x? + xi) - V (Xl. X2), (6.2.62) 

and the Hamiltonian is 

The Hamilton-Jacobi equation associated with motion originating from some 
fixed point t(O), x~O), xiO) is 

as 1 (aS)2 1 (aS)2 - + - - + - - + V(xJ, X2) = 0, 
at 2 aXl 2 aX2 

(6.2.64) 

where [see (6.2.55)] we are using S(t, XI, X2) instead of J to indicate the integral 
of the Lagrangian from the fixed point to a variable point (t, XI, X2) along solutions 
of (6.2.61). 



398 6. Nonlinear First-Order Equations 

Now, if we define 

(6.2.65) 

and consider only the family of solutions with the same energy E, it is easily seen 
that W obeys the two-dimensional eikonal equation [see (6.1.4b) with a/az = 0] 

(6.2.66) 

Thus, we identify W # U and c-2 # 2[E - V(XI, X2)], and we note that 
the equations for the light rays (6.1.6) are then identical to Hamilton's equations 
corresponding to (6.2.61), that is, 

dXj 
dt = Pj, j = 1,2, (6.2.67a) 

dpj av = - -, j = 1,2, (6.2.67b) 
dt aXj 

if we identify da in (6.1.6) with dt /c. This apparent discrepancy in units is due 
to the fact that u has units of time, whereas W has units of action. One can avoid 
this discrepancy by either considering the eikonal equation in geometrical optics 
for the variable U = UCo, where Co is some constant reference value of the speed 
of light, or by using the variable W / E (which has units of time) in (6.2.66). 

A simple example that illustrates the preceding is motion starting from the origin 
under the inftuence of uniform gravity. We have XI = 0, X2 = -1. Therefore, 
XI = ut and X2 = vt - t 2/2, where U and v are the arbitrary constant initial values 
of XI and X2 at t = O. The Lagrangian is L(XI, X2, XI, X2) = (xr + xi)/2 - X2. 
Therefore, along any motion emerging from the origin, we can express L as a 
function of the time and the two constants u, v in the form 

L = u2 + ~ - t)2 _ (vt _ ~) 

= (6.2.68) 

Integrating this expression with respect to time over the interval (0, t) gives 

S = t - vt2 + -. ( 
u2 + v2 ) t 3 

2 3 
(6.2.69) 

Now, to express S as a function of the endpoint (t, x, y), we use u = XI/t, 
v = xzlt - t/2 to eliminate u and v, and we obtain 

2 2 3 
XI x2 X2t t 

S(t,XI,X2) = 2t + 2t - T - 24 (6.2.70) 

The Hamilton-Jacobi equation is 

as 1 ( as )2 1 (aS)2 - + - - + - - + X2 = 0, 
at 2 aXI 2 aX2 

(6.2.71) 
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and it is easily seen that (6.2.70) satisfies (6.2.71). Also, using (6.2.65), we obtain 
the following eikonal equation for W: 

(aW)2 (aW)2 - + - = 2(E - X2). 
aXI aX2 

(6.2.72) 

In classical dynamies, the wave fronts W = constant are somewhat artifi­
cial mathematically defined surfaces with no particular physical significance. For 
further details, the reader is referred to [20]. 

6.2.5 Extremals from a Manifold; Transversality 
Wecangeneralizetheideaofafieldofextremalsfromafixedpoints = Sj,qi = Ki 

to consider extremals originating from the n-dimensional manifold defined by the 
relation 

(6.2.73) 

in the (n + 1)-dimensional space of sand qi. We also assume that r is a contin­
uously differentiable function of its arguments, so the manifold is smooth. Thus, 
for example, if n = 1, (6.2.73) defines a smooth curve of possible initial points 
in sq-space. If n = 2, (6.2.72) defines a smooth surface in the three-dimensional 
space of s, qJ, q2, and in general, (6.2.73) defines an n-dimensional manifold in 
the (n + 1)-dimensional space of s, qi . 

. Let B denote the endpoint SF, Qi, and consider an extremal for the functional 
(6.2.1) subject to B being fixed and the initial point A being allowed to lie anywhere 
on r = o. Thus, we want 8J = 0 with 8sF = 8Qi = O. It then follows from 
(6.2.12) that we must satisfy (6.2.14). In addition, we must have 

n 

H(sj, Ki, <l>i)8s j - L cPj 8Kj = 0, (6.2.74a) 
j=1 

where we have assumed that the Legendre transformation (6.2.23) exists and have 
used the definition (6.2.23a) for H evaluated on r = O. But the variations 8s/ 

and 8Ki are not independent; they must be consistent with the requirement that the 
initial point s /, Ki lie on r = O. Therefore, we must have 

ar n ar 
8r = 0 = - 8sj + L - 8Kj. (6.2.74b) 

as/ j=1 aKj 

Since H =1= 0, we can solve for 8s j from (6.2.74a) and substitute this into (6.2.7 4b). 
The resulting linear homogeneous expression for the 8Ki is satisfied for arbitrary 
variations 8Kj, j = 1, ... , n, if 

H(s/, Ki, CPi) 

CPj 
= (6.2.75) 

Equation (6.2.75), called the transversality condition, fixes the values of the CPi (or, 
equivalently, the Ki) for any point on the manifold r = O. An extremal emerging 
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from r = 0 that satisfies (6.2.75) is said to be transverse to this manifold. If 
aLegendre transformation does not exist, we can still use the two requirements 
(6.2.74) to derive the transversality conditions. 

To illustrate these ideas, consider the Lagrangian (6.2.20) for the case n = 2. 
Let the function r(q\, q2) = 0, independent of s, be given. Thus, r = 0 defines 
the same curve ein the q\q2-plane for all s. We wish to calculate the necessary 
conditions goveming the geodetic distance from the fixed point B = (q}O) , qiO)) 
to the curve C. The geodesics from B must satisfy the Euler-Lagrange equations, 
and these follow immediately once we have calculated the expressions 

aL _1_ [agil ·2 + 2 ag12 ·2 + ag22 .2J (6.2.76a) 
aq\ 2L a q\ a q2 a q2 ' q\ q\ q\ 

aL 1 [agil. 2 + 2 ag12 . . + ag22 ·2 J (6.2.76b) 
aq2 2L -a- q\ -a- q\q2 -a- q2 ' q2 q2 q2 

aL 1 [. . ] (6.2.76c) 
a'h 

L gllq\ + g12q2 , 

aL 1 
(6.2.76d) 

aq2 
L [g\2q\ + g22ch]· 

As shown earlier, H = 0 in this case, and a Legendre transformation does not 
exist. However, (6.2.74a) with H = 0 and (6.2.74b) with (arjas/) = 0 must 
still hold on C, and combining these two expressions, we obtain the transversality 
condition 

g12q\ + g22q2 ar j aK2 
(6.2.77) 

For the special case of Cartesian coordinates q\ = Xlo q2 = X2, gll = g22 = 1, 
g\2 = 0, (6.2.77) reduces to 

dx\ arjaK\ 
dX2 arjaK2 ' 

that is, the geometrically obvious statement that geodesics are normal to C. For 
the case of spherical polar coordinates q\, q2 on the surface of the unit sphere 
[see (6.2.22)], the geodesics are the one-parameter family of great circles passing 
through B. The transversality condition isolates the great circles that intersect a 
given curve C at right angles (see Problem 6.2.4). 

It is clear from the preceding simple examples that the transversality condition 
introduces a loeal requirement for an allowable extremal emerging from r = 0; 
there may be a number of points on r = 0 for which the transversality condition 
is satisfied. In fact, for the case of the unit sphere, we may regard the fixed point 
B as the north pole, q\ = 0, with no loss of generality, and we see that any simple 
closed curve C on the sphere will contain at least two points (defining the closest 
and farthest points from B) where the transversality condition is satisfied. In the 
degenerate case, where C is the equator, this condition is satisfied at every point 
onC. 
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Consider now how we might go about calculating an extremal from the manifold 
r = 0 to a fixed point B. One approach consists of "forward-shooting" in the 
following sense. At s = s/ we guess the n initial values Ki and use (6.2.75) to 
compute the q,i (or the Ki)' Using these values of Ki, q,i (or Qi) at s/, we integrate 
Hamilton 's equations (6.2.28) (or the Euler-Lagrange equations (6.2.14» forward 
in s up to s = S F and check whether our solution satisfies the n end conditions 
qi (SF) = Qi. If not, we revise our initial guess and repeat this process until the 
end conditions are satisfied (if possible). An alternative approach is to guess the n 
unknown end values Pi (or Qi) at Band integrate backward in s to s = SI, where 
we check whether the n transversality conditions are satisfied. 

Of course, in a particular problem, one or the other approach may be preferable 
depending on the structure of the solution. At any rate, a solution need not exist 
nor be unique. More details would require digressing into an area that is beyond 
the scope of this text. Here our main goal is the derivation of the partial differential 
equation associated with the field of extremals emerging from the manifold r = O. 

We proceed as in the last section except that now the initial point, instead of 
being fixed, is allowed to range over the manifold r = O. For every such point, we 
construct an extremal that is transverse to r = O. The set of all transverse extremals 
emerging from r = 0 defines a field (over which J is a scalar function of sand the 
qi, with J = 0 on r = 0) as long as the extremals do not lie entirely on r = O. We 
exclude this possiblity and argue, as in the previous section, that J (s, qi) obeys 
the Hamilton-Jacobi equation (6.2.55) if the Legendre transformation (6.2.23) 
exists. We shall discuss the situation where the extremals lie entirely on r = 0 
(characteristic initial manifold) and the case where the extremals are all tangent to 
r = 0 without lying entirely on it (caustic manifold) when we study the solution 
details of (6.2.55) in Section 6.3.3. 

6.2.6 Canonical Transformations 
Consider the Hamiltonian system of 2n first-order equations (6.2.28) associated 
with a given H(s, qi, Pi). We have shown that equations (6.2.23) define the 
extremals associated with the variational principle (6.2.32). 

A canonical transformation is a special transformation of the 2n variables 
{qi, pd to a new set {qj, Pi} such that the Hamiltonian form of the governing 
equations is preserved. More precisely, let 

qj = Fj(s, qi, Pi), 

Pj = Gj(S,qi, Pi) 

(6.2.78a) 

(6.2.78b) 

represent a general transformation of the 2n variables {q i, Pi}. Note that we do not 
transform s itself, but instead we allow the relations linking the two sets of coordi­
nates and momenta, {qi, Pi} and {qi' Pi}, to depend on s. The only restriction on 
the functions Fi and Gi for a general transformation is that the associated J acobian 
be nonvanishing for all s in the interval of interest. For such a transformation, the 
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equations goveming the qi' Pi have the form 

a Fj ~ ( a Fj . a Fj . ) 
-a + L.... -a qk + -a Pk , 

S k=l qk Pk 
(6.2.79a) 

aGj ~ (aG j . aGj . ) 
-a- + L.... -a- qk + -a- Pk , 

S k=l qk Pk 

...:.. 
(6.2.79b) 

and if the {qi, pd satisfy (6.2.28), then the {qi' pd satisfy 

.!. aF· t (aF. aH aF· aH) 
qj = a/ + k=l aq: apk - ap: aqk ' 

(6.2.80a) 

aG· t (aG. aH aG· aH) 
Pj = as' + k=l aq: apk - ap: aqk .. 

(6.2.80b) 

The right-hand sides of (6.2.80) are known functions of the S, qi, Pi for a given H 
and a given transformation (6.2.78). Therefore, inverting (6.2.78) and substituting 
the result into (6.2.80) gives 2n first-order equations of the form 

(6.2.81) 

for functions Ai and ~i, whieh can be calculated in principle. 
The transformation (6.2.78) is said to be canonical ifthere exists a new Hamil­

tonian H(s, qi' Pi)' depending on sand the new coordinates qi and momenta Pi' 
such that (6.2.81) is in Hamiltonian form, that is, 

aH aH 
A·-- ~.---

J - apj , J - aqj· (6.2.82) 

In general, the transformation (6.2.78) is not canonieal. To illustrate ideas, consider 
the Hamiltonian form of the equations describing simple harmonie oscillations. 
We have H(q, p) = ~ (p2 + q2) and q = p, p = -q, that is, ij + q = O. 
Now suppose we introduce the transformation q = q3, P = p, which assigns a 
unique (tj, p) to very (q, p) and vice versa according to q = ql/3, P = p. The 
transformmed differential equations are ca1culated as folIows: 

q = 3q2q = 3q2 P = 3q2/3p , 

P = p = -q = _ql/3. 

(6.2.83a) 

(6.2.83b) 

Now, in order for this system to be Hamiltonian, we must be able to find a 
function H(tj, p) such that aH/ap = 3q2/3p and aH/aq = ql/3. A necessary 
condition for the existence of such a function is the consistency condition 

a a 
aq (3q2/3p) = ap (ql/3), (6.2.84) 

which is dearly violated. Admittedly, this is a somewhat contrived example, pro­
posed only to show that a transformation of dependent variables need not be 
canonieal. Actually, a large dass of transformations for the example in question are 
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indeed canonical. In particular, the reader can verify that the linear transformation 
q = Allq + A12P, P = A2!q + A22P is canonical for any nonsingular constant 
matrix {Aij}. 

(i) Generating function 

The laborious calculations that we have outlined to check whether or not a given 
transformation is canonical are inefficient and unnecessary, and we next discuss 
an approach based on the coordinate-invariance of the variational principle that 
govems the system (6.2.28) .. 

The variational principle (6.2.32) is independent of the variables that we choose 
to represent a given Hamiltonian system. Let {s, qi, Pi} and {s, qi' Pi} be two such 
sets of variables. Then we must have 

81
SF {t pi/j - H(s, qi, Pi)l ds = 0, 

s/ j=! 
(6.2.85a) 

subject to 8"i = 8 Qi = 0 and 8s [ = 8s F = O. Similarly, we must also have 

(6.2.85b) 

subject to 8Ki = 8qi = 0 and 8s[ = 8sF = O. Since (6.2.85b) is true for 
any canonical transformation, we conclude by subtracting it from (6.2.85a) that 
the difference in integrands can at most be the total derivative of an arbitrary 
function of the two sets of coordinates, momenta, and s. In this case, the integral 
of the difference will depend only on the endpoints, and since these are fixed, the 
variation in question will vanish. In summary, if the two sets of coordinates and 
momenta are related by a canonical transformation, we must have 

n n 

L pAj - H(s, qi, Pi) - LPjqj + H(s, qi' Pi) = t, (6.2.86) 
j=! j=! 

where K, called the generating function, is an arbitrary function of the two sets of 
coodinates, momenta, and s. But since a canonical transformation must also satisfy 
the 2n conditions (6.2.78), K can depend only on sand 2n of the 4n variables. In 
order that K define a transformation, it must involve n of the old variables and n of 
the new ones, which means it must have one of the following four possible forms: 

K!(s, qi, q;), K2(s, qi, Pi)' K3 (s, qi' Pi), or K4 (s, Pi, Pi)· 

We now show how an arbitrary function K! (s, qi, q;) generates a canonical 
transformation. The total derivative of K! is given by 

(6.2.87a) 
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and when we use this for the right-hand side of (6.2.86), multiply the result by ds, 
and co])ect terms, we obtain 

~ ( iJK1 ) ~ (_ iJK1 ) _ (- iJK1) L- Pj- -. dqj-L- Pj+ ----=-::- dqj+ H-H- - ds=O. 
j=l iJq} j=l iJq} iJs 

(6.2.87b) 
Since the qio qi and s are (2n + 1) independent quantities that can be varied 
arbitrarily, we conclude that we must have 

(6.2.88a) 

(6.2.88b) 

(6.2.88c) 

Equations (6.2.88) define a canonical transformation implicitly. To obtain the 
explicitform (6.2.78), we solve the n equations (6.2.88a) forthe qi as functions of 
S, qi, Pi; this gives (6.2.87a). We then use the resultjust computed in the right-hand 
sides ofthe n equations (6.2.88b) to obtain (6.2.78b). Finally, the new Hamiltonian 
His obtained from (6.2.88c), in which Hand iJK1/iJs are expressed as functions 
of the new coordinates, new momenta, and s. 

To derive the transformation formulas for the case K 2 (s, qi, Pi), we appeal to our 
knowledge ofLegendre transformations. Notice that in going from K 1 to K 2 , we 
are replacing the qi variables in favor of the Pi. Moreover, the relationship defining 
the Pi is just (6.2.88b). Thus, aside from the minus sign in this equation, we are 
dealing with precisely the same kind of transformation as we used in (6.2.23). In 
particular, we define K2 by [see (6.2.23a)] 

n 

K 2(s, qi, Pi) = LPjqj + K1(s, qi, qi)· 
j=l 

(6.2.89) 

Now, if we let K in (6.2.86) be the expression given by (6.2.89) for K 1, we obtain 

n n. _ d[ n] 
L pj1/j-H(s, qi, Pi)- LPjqj+H(s, qi' Pi) = d K2(S, qi, Pi) - LPjqj . 
j=l j=l S j=l 

(6.2.90a) 
Upon evaluating the right-hand side and collecting terms, we obtain 

t (Pj - iJK~) dqj + t (qj - iJ~2) Qpj + (H - H - iJK2 ) ds = o. 
j=l iJq} j=l iJ P j iJs 

(6.2.90b) 
Therefore, the implicit definition ofthe canonical transformation for a given K2 is 

iJK2 
p'-­} - iJqj (6.2.91a) 
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(6.2.91b) 

(6.2.91c) 

In this case, we calculate the explicit form (6.2. 78b) by solving the system (6.2.91 a) 
for the Pi as functions of the qi, Pi, and s; then we use this result in (6.2.91b) to 
obtain (6.2.78b). 

Similar results can be derived for the generating functions K3 and K4, but we 
do not list these. The interested reader can find these formulas in [20]. 

(ii) Hamilton-Jacobi equation 

Let us concentrate on the canonical transformation defined by (6.2.91). We have ar­
gued that these equations define, in principle, an explicit canonical transformation 
of the form (6.2.78). Its inverse would be in the form 

(6.2.92) 

Faced with the task of solving the Hamiltonian system of 2n equations (6.2.28) 
we might ask whether it is possible to transform this system canonically to a simpler 
form that can be solved more readily. The simplest new Hamiltonian is H == 0, in 
which case the qi and Pi are 2n constants. More importantly, the solution of the 
original system (6.2.28) is just (6.2.92), which gives the qi and Pi as functions of 
sand 2n constants of integration! 

In essence then, we can solve (6.2.28) ifwe can find the canonical transformation 
that renders H == O. But this transformation must obey (6.2.91), which gives 

( CJK2 ) CJ K2 
0= H S,qi, CJqi + Ts' (6.2.93) 

the Hamilton-Jacobi equation for K 2• In Section 6.4 we demonstrate in detail 
how we can solve the system (6.2.28) if a complete integral, which is a solution 
K2(S, qj, Cli) of (6.2.93) involving n independent constants ClI. ... , Cln , is found. 

AnimportantspecialcasehasCJH/CJs = O,sothatH(qi, Pi) = Cll =constant. 
Suppose that we now seek a canonical transformation generated by a function of 
the type K2, that is, one that depends on the qi and Pi' so that His independent of 
the qi . In this case, the Pi = constant = Yi. If we denote the generating function for 
such a canonical transformation by W(qi, Pi), we see from (6.2.91a) and (6.2.91c) 
that W obeys 

(6.2.94) 

the time-independent Hamilton-Jacobi equation. 
A complete integral of(6.2.94) is a solution W(qi, Cli) involving Cll and (n - 1) 

additional independent constants Cl2, ••• , Cln • Again, we shall show that having 
such a solution is equivalent to being able to solve the system (6.2.28) associated 
with H. 
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At this point, we note that if H is independent of s, then the substitution K2 == 
-ais + W reduces (6.2.93) to (6.2.94). We now illustrate ideas with two examples. 

(iii) The linear oscillator 

Consider the linear oscillator with variable frequency wes): 

q + w2(s)q = O. (6.2.95) 

This equation also follows from Hamilton's differential equations for 

p2 + W2(s)q2 
H(s, q, p) == 2 (6.2.96) 

Weobtain 

. aH . aH 2( ) 
q = - = p, p = - - = -w s q, 

ap aq 
(6.2.97) 

and eliminating p gives (6.2.95). Note that H is not constaitt if w depends on s. In 
fact, 

. aH . 2 
H=-=wwq, 

as 
(6.2.98) 

and once q (s) is calculated, this defines H (s) by quadrature along a solution. 
Let us now study the properties of the canonical transformation generated by 

the function 

_ wes) 2 -
KI(s, q) == -2- q cotq. (6.2.99) 

Equations (6.2.88a) and (6.2.88b) give the following two relations linking qand 
p toqand p: 

aKI _ 
p == - = wqcotq, 

aq 

_ aKI wq2 
p == - aq = 2 csc2 q. 

(6.2.100a) 

(6.2.1oob) 

If we want to express q and p as functions of q and p, we first solve (6.2.1ooa) 
for q to obtain (6.2.78a) for this case: 

- t-I p q =co -
wq 

We then use this in (6.2.100b) to derive (6.2.78b): 

p2 + w2q2 
p= 

2w 
The inverse transfonnation (6.2.92) is given by 

( 2p )1/2 
q = -;; sin q, p = (2wp) 1/2 cos q. 

(6.2.101a) 

(6.2.1OIb) 

(6.2.102) 
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The new Hamiltonian is 

2 (2W P cos2 q) + ~2 (2: sin2 q) + 

( )- w(s)P. 2-
= w s p + -- sm q. 

2w(s) 

Therefore, Hamilton 's differential equations for the new variables are 

~ w(s) . _ 
q = w(s) + -- sm2q, 

2w(s) 
-'- w(s)p _ 
p = --- cos2q. 

w(s) 

(6.2.103) 

(6.2.104a) 

(6.2.104b) 

We note that for w = constant, q = wt + qo. Thus, q is the phase, and qo = 
constant is the pahse shift. Also, p = constant = E / w, where E is the constant 
energy. There is no particular advantage associated with the p, q variables if w 
depends on s, except if w is smalI. In this case, one may construct a perturbation 
solution having the form 

q = qo + 1s w(a)da + ... , 

p = Po + .... 

(6.2.105a) 

(6.2.105b) 

In fact, a Hamiltonian is said to be in standard form if it is independent of the qi 
to 0(1) and is a 2rr-periodic function ofthe qi to higher order. For a large class of 
problems, one can transform the Hamiltonian to such a standard form as a starting 
point for a perturbation solution (see Chapter 5 of [26] for more details). 

In the preceding discussion, the function K 1 in (6.2.99) was just "pulIed out of 
the hat." Any function K 1 having continuous first partial derivates with respect to 
its arguments generates a canonical transformation. Suppose that instead of K I, we 
were given the explicit transformation (6.2.101) or (6.2.104). How would we test 
whether such a transformation is canonical without having to find the associated 
generating function or having to transform the system (6.2.97) to (6.2.104) and 
show that this latter is derivable from a Hamiltonian? Again, we can appeal to the 
invariance of the expression p dq - H ds. We have 

p dq - H ds = (2wp) 1/2 cos q ....!!.. cos q dq + 1/2 sin q dp [( 
2-)1/2 1 

w (2wp) 

- (2]))1 smq -- - -(2wp)cos2 qds - - - sm2 qds / 2 • dW] 1 w2 2p . 
2w3/ 2 2 2 w 

= 2p cos2 q dq + sin q cos q dq - P sin q cos q ~ ds - wp ds. (6.2.106) 
w 
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Anticipating that the right-hand side must be in the form p dq - H ds + dK, 
we use trigonometrie identities to write 2p eos2 q dq = P dq + P eos 2q dq, and 
sin q eos q = 1 sin 2q. Therefore, 

pdq-H ds = Pdq -( wp + 2~ pSin2q) ds+(peos2q dq + ~ sin2q dP). 
(6.2.107) 

We identify the seeond tenn on the right-hand side with H and note that the third 
tenn in parentheses is indeed the differential d[<P/2) sin 2q]. This demonstrates 
that (6.2.101)-(6.2.104) is a eanonieal transfonnation without exhibiting K, or 
ealculating the differential equations satisfied by the q, p variables. 

Now suppose that we want to find the eanonical transfonnation that results in 
H = 0 for new variables q, p. The Hamilton-Jaeobi equation (6.2.93) for this 
ease is 

( )
2 1 iJK2 1 2 2 iJK2 - - + - w (s)q + - = o. 

2 iJq 2 iJs 
(6.2.108) 

Consider the case w = constant, where setting K2 == -as + W(q, a), with a = 
eonstant, gives 

~ (iJW)2 + w2 q2 = a. (6.2.109) 
2 iJq 2 

We can integrate this equation and obtain 

W = fq (2a_w2~2)1/2d~ = ~ [sin- I --.!!!!L. + --.!!!!L. (1 _ w::.2 ) 1/2] , 
w (2a) 1/2 (2a) 1/2 LU 

(6.2.110) 
which gives Was a funetion of q and a, where a is the energy. In order to define 
the generating function K2, we must decide what the constant pis. This eonstant 
ean be any funetion of a that we wish to preseribe. One obvious choice is to let 
p = a, the energy, in whieh case 

K2(S, q, p) = -ps + W(q, p), (6.2.111) 

where 

P . -I wq wq w2q2 
[ () 

1/2] 
W(q, p) =; sm (2p)I/2 + (2p)1/2 1 - 2p . (6.2.112) 

The eanonical transformation generated by K2 obeys [see (6.2.91)] 

iJK2 aw 
p = - = - = (2p - W 2q 2)1/2, (6.2.113a) 

iJq iJq 

-q - iJK2 = -s + iJW = -s + 2. sin- I wq (62 113b) 
- ßp ßp W (2p)1/2'· . 

- ßK2 
H = 0 = H + a; = H - p. (6.2. 113c) 
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The explicit form of this transformation is obtained by solving (6.2.113a)­
(6.2.113b) forq and p. We obtain 

(2Ji)\/2 . 
q = -- sm wes + 'ij), P = (2Ji)\/2 cos wes + 'ij). 

w 
(6.2.114) 

Since H = 0, it follows that p = constant = energy, and q = constant = phase 
shift. Thus, the transformation (6.2.114) is in fact the solution of (6.2.97) with w = 
constant. 

A second choice is to set p = ajw, and it is easily seen that now 

K2(s, q, p) == -wps + W(q, Ji), (6.2.115) 

where 

W(q, Ji) = P [sin-\ (2; Y/2 q + (; Y/2 (1 - ;q2Y/2) (6.2.116) 

and that W in (6.2.116) generates the same canonical transformation as K\ in 
(6.2.99). 

Although we have evaluated the integral defining W in (6.2.112) and (6.2.116) 
explicitly, this calculation is not needed to define the canonical transformation; we 
need only to evaluate the integral resulting for aw jap. 

The variables q, p defined by (6.2.101) are normalized angle and action vari­
ables, which are important for the asymptotic solution of (6.2.104) for the case 
where ci> is small. In fact, it is in this context and in other perturbation problems 
(rather than the solution of linear constant-coefficient equations) that canonical 
transformations playa crucial role (see Chapter 5 of [26]). 

If ci> is not small, the solution of the Hamilton-Jacobi equation (6.2.108) is no 
easier and certainly much less direct than the solution of (6.2.95). We pointed out 
earlier that there exists a connection between the solvability of a given Hamilto­
nian system of differential equations (6.2.28) on the one hand and the solvability 
(through the availability of a complete integral) ofthe associated Hamilton-Jacobi 
equation (6.2.93) on the other hand. The simple example of the linear oscillator 
gives a hint of this connection. Euler's problem discussed next provides a less 
trivial illustration. The detailed discussion of this question will be given in Section 
6.4. 

(iv) Euler's problem 

In Section 6.2.3iii we showed by direct ca1culation that Euler's problem has two in­
dependent integrals (see (6.2.52». It is interesting to see how this property emerges 
from the solvability ofthe Hamilton-Jacobi equation in the curvilinear coordinates 
(6.2.47). 

We identify the energy E in (6.2.50) with a\ and write the Hamiltonian in the 
form 

cosh q\ + (2f.L - 1) cos q2 

cosh2 q\ - cos2 q2 



410 6. Nonlinear First-Order Equations 

= 01.1 = constant. (6.2.117) 

Therefore, after multiplying by 2(cosh2 ql - cos2 q2), the time-independent 
Hamilton-Jacobi equation (6.2.94) for W is 

( OW)2 (oW)2 - + - -2[cosh ql +(2JL-l) cos q2J-201.1 (cosh2 ql -cos2 q2) = O. 
oql oq2 

(6.2.118) 
We have already observed that use of the elliptic-hyperbolic coordinates leads 

in a rather straightforward way to two independent integrals for the solution. This 
resuIt is also a consequence of the remarkable simplification of the structure of the 
solution of (6.2.118) for W in terms of the qlo q2 variables. In panicular, we see 
that assuming a solution for W in the separatedJorm 

(6.2.119) 

is consistent with (6.2.118) because upon substitution of (6.2.119) into (6.2.118) 
and rearrangement of terms, we obtain 

( )
2 oWI 2 

-- - 2 cosh ql - 201.1 cosh ql 
oql 

( OWz)Z 2 = - - + 2(2JL - 1) cos qz - 201.1 cos qz. (6.2.120) 
oq2 

The right-hand side of (6.2.120) depends only on the variable qz, whereas the left­
hand side depends only on ql. Therefore, each side is equal to a constant, say 01.2. 

We can then calculate W I and Wz by quadrature in the form assumed in (6.2.119). 
At this point, we may express each of the OI.j as any desired function of the new 
momenta Pj' which are also constants, since the new Hamiltonian is independent 
oftheqi·AsimplechoicehasOI.I = PI andOl.z = pz,andweobtainthegenerating 
function in the separated form 

(6.2.121a) 

where 

(6.2.121b) 

The canonical transformation generated by W satisfies [see (6.2.91)] 

OW oWI = = <Pz + 2coshql + 2PI cosh2 ql)I/2, 
oql 

(6.2. 122a) 

oWz 
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jq2 COS2 TI 
- dTl 

[-P2 + 2(21L - 1) cos TI - 2PI cos2 TI]l/2 ' 
(6.2. 122c) 

aw 1 jqt dl; 

ap2 = 2 <P2 + 2 cosh I; + 2PI cosh2 1;) 1/2 

1 jq2 dTl 
- 2 [-P2 + 2(21L - 1) cos TI - 2PI cos2 TI]l/2· (6.2.122d) 

The new Hamiltonian equals the old one, since W does not involve s explicitly, 
and we have 

H =al =PI. 

Therefore, Hamilton's equations associated with (6.2.123) are 

aH . 
-=- = I, (12 = 
apl 

. aH 
PI = --=- = 0, 

aql 

These have the solutions 

- -=<0) -(0) - -(0) 
ql = S + ql ,ql = constant, q2 = q2 = constant, 

PI = constant, P2 = constant, 

. I· th & b· -(0) -(0) - -mvo vmg e JOur ar Itrary constants q I ,q2 ,PI' P2. 

(6.2.123) 

(6.2.124a) 

(6.2. 124b) 

(6.2. 125a) 

(6.2.125b) 

Now we show that the solution in terms ofthe original ql, q2, PI, P2 variables can 
be calculated in principle. First note that squaring (6.2.122a)-(6.2.122b), adding, 
and solving for P 1 gives (6.2.117)-that is, the energy is conserved. Squaring these 
two equations and subtracting the result gives 

- 1 22 - 2 2 
P2 = 2 (PI - P2) - cosh ql + (21L - 1) COS q2 - PI (cosh ql + cos q2), 

(6.2.126) 
and we identify the constant P2 with (8 1 - 82)/2 of (6.2.52). Thus, the two inde­
pendent integrals we derived in Section 6.2.3 arise almost automatically according 
to this formulation. 

To define the explicit canonical transformation for ql, q2, PI, and P2 as functions 
of ql' q2' PI' and P2' we proceed as folIows. First we evaluate the integrals in 
(6.2.122c)-(6.2.122d), which can be expressed in terms of elliptic functions, to 
give ql and q2 in the form 

ql = '1/11 (qJ, q2, PI' (2), 

q2 = '1/12(qJ, q2, PI' P2)· 

Solving these for ql and q2 gives the explicit form (see (6.2.92» 

ql = F I(7jI, q2' PI' P2)' 

q2 = F2(7jI' q2' PI' P2)· 

(6.2.127a) 

(6.2. 127b) 

(6.2. 128a) 

(6.2. 128b) 
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Although this is a straightforward calculation in principle, the details are rather 
messy and are omitted. 

The expressions for p, and P2 now follow in the form 

p, = [P2 + 2cosh F,W" q2, PI' P2) + 2p, cosh2 F,W" Q2, PI' P2)] '/2 

== G, W" 712, p" (2), (6.2. 129a) 

P2 = [-P2 + 2(2JL - 1) cos F2W" Q2' PI' P2) - 2p, cos2 F2W" Q2' PI' P2)] '/2 

== G2W" Q2, p" P2), (6.2. 129b) 

when we use (6.2.128) in (6.2.122a)-(6.2.122b). 
Equations (6.2.128) and (6.2.129) define the explicit canonical transformation 

generated by (6.2.121). The solution for the qi and Pi as functions of s and four 
integration constants now follows immediately when we substitute (6.2.125) into 
(6.2.128) and (6.2.129). 

Problems 

6.2.1 Consider light rays in two dimensions, with the speed oflight c(x, y) given. 
a. Show that the Euler-Lagrange equations (6.2.14) associated with the 

Lagrangian 

L(x, y, x, y) = ';x2 + y2/C(X, y) (6.2.130) 

reduce to 

cy2i - c.i"yy = _y2(X2 + y2)cx + xjl(x2 + y2)Cy , (6.2. 131a) 

-c.i"Yi - cx2y = xy(x2 + y2)cx - x2(x2 + y2)cy , (6.2. 131b) 

and that these two equations are not independent in the sense that we 
cannot solve for i and y as functions of x, y, x, and y. This is to be 
expected, since we must have dx2 + d y2 == du2 along a light ray, 
where a is the arc length, and this implies that x and y are related by 
x2 + y2 = &2, where . == d/ds. 

b. Let s = a, and show that (6.2.131) reduces to 

c- + Cx 1 - - - c - - = 0,(6.2.132a) d 2x [ ( dx )2] dx dy 
da2 da y da da 

d 2y [ ( dy )2] dx dy c-2 + cy 1 - - - Cx - -d = 0, (6.2. 132b) 
da da da u 

and that these also follow from (6.1.6) when P and q are eliminated. 
c. Now let s = t, the time, and show that (6.2.131) reduces to 

c- + c - 2 - c - 2c - - = 0 (6.2.133a) d2x [ 2 (dX )2] dx dy 
dt2 dt x y dt dt ' 
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C d2y + [C2 _ 2 (dY )2] c _ 2c dx dy = 0, (6.2. 133b) 
dt2 dt Y x dt dt 

which also follows form (6.1.6) when p and q are eliminated and u = t 
is chosen as the independent variable. 

d. Finally, let s = x, and write dyjdx == y' = yji. Therefore, y" = 
y!i2 - yxji3• Show that (6.2.13la) reduces to (6.1.16) and, using 
corresponding expressions with x and y interchanged in (6.2.13Ia), 
gives a formula of the form (6.1.16) with x and y interchanged. 

6.2.2 In a two-dimensional isotropic medium, the light rays emanating from some 
initial wave front are given by the one-parameter family 

y - kex = 0, (6.2.134) 

where k is an arbitrary constant. Show that this information specifies the 
speed of light c (x, y) in the form 

g(y2 + 2x) 
c(x, y) = (I + y2)1/2 ' (6.2.135) 

where g is an arbitrary function of its argument. Derive this result in two 
ways: 
a. Use the eikonal equation 

(6.2.136) 

and the fact that light rays are the orthogonal trajectories of the u = 
constant curves. In this case, verify that (6.2.134) is a solution of the 
differential equation (6.1.16) for the light rays with c given by (6.2.135). 

b. Regard (6.1.16) as a quasilinear first-order partial differential equation 
for c(x, y) and solve it for an unknown initial curve. 

c. What additional information is needed in order to specify g? 
6.2.3 The circular restricted three-body problem is a dynamically consistent 

generalization of Euler's problem, where a point of mass JL and a point 
of mass (1 - JL) describe circular orbits about their common mass center. 
In the resulting gravitational field, we introduce a partic1e that does not 
disturb the motion of the two circling masses (the primaries); this partic1e 
merely moves under the inftuence of the Newtonian gravitational forces 
exerted by the primaries. 

If we choose dimensionless variables such that lengths are normalized 
by the constant distance between the primaries, and the time is normalized 
by the reciprocal angular velocity of the circular motion, we obtain the 
following equations for the special case where the partic1e moves in the 
plane of the circular motion: 

(6.2. 137a) 
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(6.2. 137b) 

Here, X, Y are Cartesian coordinates in the inertial frame with origin at 
the center of mass of the primaries (see Figure 6.5). Hence, we have 

where 

~I == -J-Lcost, Til == -J-Lsint, 

~2 == (1 - J-L) cos t, Ti2 == (1 - J-L) sin t. 

(6.2. 139a) 

(6.2. 139b) 

a. Show that equations (6.2.137) follow from the time-dependent La­
grangian 

- __ ..:... 1,.:..2..:..2 (1 - J-L) J-L 
L(t,x,y,x'Y)=-2 tx +y)+ +=-. 

rl r2 

b. Introduce the coordinate system x, y defined by 

x == x cos t - Y sin t, Y == x sin t + y cos t, 

y 
Particle 

I Mass" 

I 
I 
I 
I 
I 
I 

---r--~~~~----~------------~--~x 
t 

----- 'I. 
Mass (1 - ,,) 

FIGURE 6.5. Inertial and rotating frarnes 

(6.2.140) 

(6.2.141) 
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in which the two primaries lie at x = 1 - JL, Y = 0, and x = - JL, 
Y = 0; then show that the Lagrangian that results is time-independent: 

L ( .. ) 1 (' 2 . 2) 1 (2 2) (' . ) (1 - JL) JL x, y, x, y = -2 x +y + -2 x +y + xy-yx + + -, 
rl r2 

(6.2.142) 
where 

rt == (x + JL)2 + l, ri == (x - 1 + JL)2 + l. (6.2.143) 

Derive (6.2.142) directly in the rotating x, y frame by introducing 
appropriate centrifugal and Coriolis forces. 

c. Show that the Hamiltonian corresponding to (6.2.142) is 

1 2 2 (1 - JL) JL 
H(qi, Pi) = -2 (Pt + P2)+ Ptq2 - P2qt - - -, (6.2.144) 

rl r2 

where 

PI = X - y, P2 = Y + x, 
ql = x, q2 = y. 

(6.2. 145a) 

(6.2. 145b) 

Since (6.2.144) is time-independent, it is a constant of the motion 
called the Jacobi integral. Verify that the Hamilton-Jacobi equation 
associated with (6.2.144) for W cannot be solved by separation of 
variables. 

6.2.4 The Lagrangian for geodesics on the unit sphere is [see (6.2.22)] 

(6.2.146) 

a. Derive the Euler-Lagrange equations and show that the equation for q2 
integrates to 

(6.2.147) 

where A is an arbitrary constant. 
b. Show that the Euler-Lagrange equation for ql is identically satisfied 

by (6.2.147). Therefore, this equation suffices to define the geodesics. 
Guided by the special cases A = 0 and A = 1, interpret A geometrically 
in the three-dimensional space containing the unit sphere. In particular, 
show that A == cos i, where i is the inclination angle between the polar 
axis and the normal to the local geodesic plane. This plane is defined by 
r, the unit displacement vector from the origin to the geodesic, and r, the 
vector tangent to the geodesic. Thus, since i = constant, the geodesic is 
given by the intersection with the unit sphere of aplane inclined at the 
angle i to the equatorial plane. 

c. Let r(ql, q2) = 0 be a given curve on the surface of the unit sphere. 
Show that the transversality condition on r = 0 reduces to 

(6.2.148) 
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Show that (6.2.148) merely states that a transversal geodesic must be 
normal to r = o. 

6.3 The Nonlinear Equation 

The essential difference between the quasilinear and nonlinear problems is that in 
the first instance the partial differential equation specifies a unique characteristic 
direction at each point, whereas for the nonlinear case, we have a "cone" of possible 
characteristic directions. This feature necessitates that we keep track of certain 
characteristic strips (which are characteristic curves embedded in an infinitesimal 
surface strip) in order to construct a solution. We begin our discussion with the 
case of two independent variables for which the geometry is easily visualized in 
the three-dimensional space of x, y, u. 

6.3.1 The Geometry 0/ Solutions 
We consider the general nonlinear equation 

F(x, y, u, p, q) = 0 (6.3.1) 

for the independent variables x and y and the dependent variable u, and we let 
p == Ux and q == uY ' It will beuseful to refer to the special case of the eikonal 
equation for which F does not depend on u and has the form [see (6.1.4b)] 

1 
F == p2 + q2 - = O. (6.3.2) 

c2(x, y) 

As in Section 5.2.1, let us examine the geometrical constraints imposed by 
(6.3.1) on possible solution surfaces through a given point P = (xo, Yo, uo). A 
normal vector n to a possible solution surface at Pagain has components n = 
(p, q, -1), but now the relation between p and q that is dictated by (6.3.1) is 
nonlinear. In particular, the family of possible normals will, in general, not lie in a 
plane; instead, this family generates a curved surface centered at P. This surface 
is actually a right circular cone for the eikonal equation [because the equation 
linking p and q defines a circle ofradius Ijc(xo, Yo)], but in general the relation 
F (xo, Yo, uo, p, q) = 0 describes a more complicated surface. The tangent vectors 
to a possible solution surface through P, each of which is perpendicular to the cone 
ofnormals, will therefore also lie on a curved surface, called the Monge cone (see 
Figure 6.6). 

Again, the Monge cone is only an inverted right circular cone with apex at P for 
the case (6.3.2). In general, it is a more complicated local surface dictated by the 
dependence of Fon p and q. Notice that for the quasilinear problem, the Monge 
cone degenerates to a single characteristic ray. To see how we can isolate a solution 
surface in this space "filled" with Monge cones, let us assume, as we did in Section 
5.2.1, that we want to consider only those solutions that pass through a given curve 
Co. We see immediately that even for the simple case of (6.3.2) depicted in Figure 
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u 

~_~K---"""" __ 6'0 

.. y 

FIGURE 6.6. Monge cones for points on Co and CI 

6.6, specifying the curve Co does not isolate a unique solution surface near Co. 
In fact, for this case, there are two possible infinitesimal tangent surfaces Sit and 
So' each of which contains Co and is tangent to all the Monge cones on Co. The 
reason we have two surfaces is that (6.3.2) is quadratic in p and q; in the general 
case (6.3.1), we may have more possible infinitesimal strips through Co. 

Based on the preceding observation, we conclude that in addition to specifying 
Co we must also specify a strip condition that isolates the particular strip we wish to 
follow. The analytical details that establish this strip condition are given in Section 
6.3.3. 

Next, we proceed a distance ßs along the generators of each of the Monge cones 
that are embedded in the strip we have chosen, say So' as indicated in Figure 6.6. 
This takes us to the new curve CI, where we repeat our construction of the Monge 
cones. But now there is no longer any ambiguity as to which strip we must choose; 
only one strip joins smoothly with So. In our case this is the strip S;, because if 
we were to choose the new strip Sit (which is omitted from Figure 6.6 for clarity), 
the rays would have a finite discontinuity in the first derivative along CI (the apex 
angle of each ofthe Monge cones on Cl is finite for a nonlinear equation), and this 
is inconsistent with a smooth solution surface. 

6.3.2 Focal Strips and Characteristic Strips 
According to our geometrical description, a solution surface u is everywhere tan­
gent to a Monge co ne along one of its generators. This particular generator, together 
with the associated infinitesimal tangent plane, forms a strip that is used to construct 
the solution surface. 
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We shall define the generator of a Monge cone as the intersection of two planes 
tangent to the cone in the limit as the lines of tangency approach one another. 

In Figure 6.7 we show a portion of the Monge cone with apex at the point 
P (xo, Yo, uo). We identify the one-parameter family of generators by the parameter 
A and consider two planes A and B tangent to the Monge cone; the plane A is 
tangent along the generator A, and the plane B is tangent along the neighboring 
generator A + ß.A. 

The points x, y, u lying on A satisfy 

u - Uo = (x - XO)p(A) + (y - YO)q(A), (6.3.3a) 

where P and q are values consistent with (6.3.1) at P. Similarly, points lying on 
B satisfy 

U - Uo =(x - XO)p(A + ß.A) + (y - YO)q(A + ß.A) 

=(x - XO)p(A) + (y - YO)q(A) 

+ {(x - XO)p'(A) + (y - YO)q'(A)}ß.A + O«ß.A)2). (6.3.3b) 

Therefore, points x, y, u that lie on the intersection PQ (see Figure 6.7) satisfy 
both equations. Subtracting these and taking the limit ß.A ~ 0 gives the condition 

(x - xo) p' (A) + (y - yo)q' (A) = 0, (6.3.4) 

which must hold on the generator of a Monge cone. We must also satisfy (6.3.1) 
on the generator; that is, 

F(xo, yo, Uo, p(A), q(A)) = 0, (6.3.5a) 

FIGURE 6.7. Planes tangent to generators of a Monge cone 



6.3. TheNonlinearEquation 419 

from which it follows by differentiation with respect to ). that 

Fpp'().) + Fqq'().) = O. (6.3.5b) 

Let s be a parameter that varies along a generator. We see that for x, y, u elose 
to P, (6.3.4) and (6.3.5b) give 

dx 
= Fp , 

ds 

dy 
- =Fq , 
ds 

(6.3.6a) 

(6.3.6b) 

when we let x - Xo = dx, y - Yo = dy and identify the coefficients of p' and q' 
in these two equations. Along a fixed generator, we must also satisfy the limiting 
form (6.3.3a), that is, 

du dx dy 
ds = P ds + q ds ' 

which, in view of (6.3.6a)-(6.3.6b), gives 

du 
ds = pFp + qFq. (6.3.6c) 

The condition (6.3.6c) is called a strip condition because [see (6.3.3)] it assigns 
an infinitesimal plane to the curve x(s), y(s), u(s). 

A curve x(s), y(s), u(s), thatfor some given p(s), q(s) satisfies the three equa­
tions (6.3.6) is called afocal curve. We see that for the quasilinear problem, the 
system (6.3.6) corresponds to the characteristic system (5.2.3), and this system 
defines a unique curve passing through a given point P. In contrast, for the non­
linear problem, the four equations (6.3.6), (6.3.1) do not define x(s), y(s), u(s), 
p(s), and q(s) uniquely; we need one more condition to ensure that thefocal strip 
defined by this system is tangent to a solution surface. 

To illustrate this point, consider the counterexample that results if we choose 
an arbitrary surface u = q,(x, y) that is not a consistent solution of (6.3.1). Ifwe 
ignore the requirement p = q,x, q = q,y, we can satisfy (6.3.1), (6.3.6) as follows. 
Equation (6.3.1) gives one algebraic relation linking p, q, x, and y in the form 

F(x, y, q,(x, y), p, q) = O. (6.3.7) 

Equation (6.3.6c) gives 

du 
ds = pFp(x, y, q,(x, y), p, q) + qFq(x, y, q,(x, y), p, q). (6.3.8) 

But since u = q,(x, y), we also have dujds = q,Adxjds) + q,y(dyjds), and 
using (6.3.6a)-(6.3.6b) gives 

du 
ds = q,x(x, y)Fp(x, y, q,(x, y), p, q) + q,(x, y)Fq(x, y, q,(x, y), p, q). 

(6.3.9) 
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Subtracting (6.3.9) from (6.3.8) gives a second algebraic equation linking p, q: 

[p-tPAx, y)]Fp(x, y, tP(x, y), p, q)+[q-tPy(x, y)]Fq(x, y, tP(x, y), p, q) = o. 
(6.3.10) 

Solving (6.3.7) and (6.3.10) gives p(x, y), q(x, y); using these in (6.3.6a)­
(6.3.6b) leads to x(s), y(s). The strip x(s), y(s), u(s), p(s), q(s) that resuIts is 
not necessarily tangentto the surface u = tP(x, y). In summary, each ofthe many 
possible solutions of (6.3.1), (6.3.6) defines a focal strip that is not necessarily 
tangent to a solution surface. Our next task is to isolate from the preceding family 
of focal strips the one strip along which p = tPxo q = tPy for a solution surface 
u = tP(x, y). 

On a given solution surface u = tP(x, y), (6.3.1) must be satisfied identically; 
that is, 

F(x, y, tP(x, y), tPx(x, y), tPy(x, y» == o. (6.3.l1a) 

Moreover, the partial derivatives of this expression with respect to x and y must 
also vanish; that is, denoting tPx = p, tPy = q, we must have 

Fx + Fup + FpPx + Fqqx = 0, 

Fy + Fuq + Fppy + Fqqy = O. 

(6.3.l1b) 

(6.3.l1c) 

The solution surface u = tP(x, y) must contain the focal curves; hence Fp = 
dx/ds, Fq = dy/ds. In addition, we must have Py = qx for consistency. 
Therefore, (6.3.l1b) mayaiso be written in the form 

dx dy 
Fx + Fup + Px ds + Py ds = 0, 

or 

(6.3.12a) 

Similarly, (6.3.l1c) gives 

dq 
ds = -(Fy + q Fu ). (6.3.12b) 

The crux of the derivation of (6.3.12) is the fact that we have identified p and q 
with tPx and tPy on a given solution surface u = tP(x, y). 

The system (6.3.6) and (6.3.12) of five equations for the five variables x, y, u, 
p, q defines a four-parameter family of strips; one of the five integration constants 
is So, which appears only in the additive form (s - so) in the solution because this 
system is autonomous, and we may set So = 0 with no loss of generality. 

We show next that (6.3.1) is an integral of the system (6.3.6), (6.3.12), that is, 
that F (x, y, u, p, q) is a constant along any solution of this system. To prove this, 
we differentiate the expression for F with respect to sand obtain 

dF dx dy du dp dq 
ds = Fx ds + Fy ds + Fu ds + Fp ds + Fq ds . 
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Along a solution of (6.3.6), (6.3.12), this vanishes identically because upon 
substituting the expression for (dx j ds) ... (dq j ds) we obtain 

dF 
ds = FxFp + FyFq + Fu(pFp +qFq) - Fp(Fx + pFu) - Fq(Fy +qFu) = O. 

Therefore, F = constant, and when we require this constant to be zero [in order 
to confonn with (6.3.1)], we reduce the solutions of (6.3.6), (6.3.12) to a three­
parameter family. We shall refer to a solution of (6.3.6), (6.3.12) along which F = 
o as a characteristic strip. In the next section we show how an integral surface that 
passes through a prescribed initial strip can be isolated from the three-parameter 
family of characteristic strips associated with (6.3.1). 

In Section 6.1.2 we used physical arguments to derive the system (6.1.6) for the 
light rays associated with the two-dimensional eikonal equation 

(6.3.13) 

Using our general theory for (6.3.13), we compute the following special case of 
(6.3.6), (6.3.12) with Fu = 0: 

dx 
ds = Fp = 2p, (6.3.14a) 

dy 
ds = Fq = 2q, (6.3.14b) 

du 2 
= pFp +qFq = 2p2 +2q2 = , 

ds c2 (x, y) 
(6.3.14c) 

dp 2cx 
= -Fx = --, 

ds c3 
(6.3.14d) 

dq 2cy = -Fy = --. 
ds c3 

(6.3.14e) 

Ifwe identify (2jc)ds with da, the infinitesimal distance along a light ray, we see 
that (6.3.14) is identical with (6.1.6). In particular, we note that the light rays are 
mathematically the projections of the characteristic curves on the xy-plane. 

In view of the mathematical analogy between (6.3.13) and (6.2.66), we also 
conclude that (6.3.14a)-(6.3. 14b) correspond to Hamilton'sequations (6.2.67a) for 
the coordinates, and (6.3.14d)-(6.3.14e) correspond to (6.2.67b) for the momenta. 
The role of the Hamilton-Jacobi equation in dynamics is explored in more detail 
in Seetion 6.4.3. 

6.3.3 The Initial-Value Problem 
We are given a noncharacteristic initial strip So defined parametrically in the fonn 

x = xo(,r), y = yo(,r), u = uo(r), p = po(r), q = qo(r), (6.3.15) 

for functions xo, Yo, uo, Po, qo that are continuous and have a continuous first 
derivative. 
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The five functions in (6.3.15) are not entirely arbitrary. To begin with, we must 
again exclude the situation where the ground curve xo('r), yo(r) has intersections. 
More importantly, we must require the strip (6.3.15) to be (1) self-consistent, that 
is, to satisfy the strip condition 

duo dxo dyo 
dr = po(r) ---;t; + qo(r) ---;t;' (6.3.16a) 

and (2) to be consistent with (6.3.1), that is, 

F(xo(r), yo(r), UO(T), po(r), qo(r» = O. (6.3.16b) 

Equations (6.3.15)-(6.3.16) impose three independent conditions to be satisfied 
by the three-parameter family of characteristic strips obtained by solving (6.3.6), 
(6.3.12) subject to F = O. We shall demonstrate next that these three conditions 
specify a unique solution surface as long as a certain Jacobian does not vanish. 

We interpret the construction of the solution surface U in the sense depicted in 
Figure 6.8, of smoothly joining all the characteristic strips Ci that emerge from the 
initial strip So. Thus, for any fixed value Tj ofthe parameter along So, we generate 
a characteristic strip Cj , which for s = 0 coincides with So at rj. The converse 
of this construction, which will be useful in later discussion, is that whenever two 
integral surfaces join smoothly, this juncture occurs along a characteristic strip. 

To implement the construction of a solution surface that passes through So, we 
need to express the solution of (6.3.6), (6.3.12) in the form of a one-parameter 
family of characteristic strips. Let the general solution of (6.3.6), (6.3.12), subject 
to (6.3.1), be given in the form (note we have set So = 0) 

(6.3.17a) 

~---~y 

x 

FIGURE 6.8. Solution passing through an initial strip 
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y = Y(s, Cl, C2, C3), 

u = U(S,ChC2,C3), 

p = P(s, Ch C2, C3), 

q = Q(S,Cl,C2,C3), 

(6.3.17b) 

(6.3. 17c) 

(6.3.17d) 

(6.3.17e) 

involving the three arbitrary constants Cl, C2, C3. A general one-parameter subfam­
ily of (6.3.17) is obtained by regarding Ch C2, and C3 as arbitrary functions of the 
parameter 1'; that is, 

x = X(s, 1') == X(s, Cl (1')C2(1'), C3(1'», 

y = Y(s, 1') == Y(s, Cl(1'), C2(1'), C3(1'», 

u = U(s, 1') == U(s, Cl(1'), C2(1'), C3(1'», 

p = P(s, 1') == P(s, Cl (1'), C2(1'), C3(1'», 

q = Q(s, 1') == Q(s, Cl (1'), C2(1'), C3(1'». 

(6.3.18a) 

(6.3.18b) 

(6.3.18c) 

(6.3.18d) 

(6.3.18e) 

The dependence of the functions X, Y, U, P, Q on l' is specified by requiring the 
one-parameter family (6.3.18) to contain the initial strip (6.3.15); that is, 

X(O, 1') = xO(1'), Y(O, 1') = YO(1'), U(O, 1') = uO(1'), 

P(O, 1') = pO(1'), Q(O, 1') = qo(1'). 

Again, in practice, we calculate the solution directly in the form (6.3.18). 
If the Jacobian 

ß(S, 1') == XsY~ - YsX~ (6.3.19) 

does not vanish, we can invert (6.3. 18a)-(6.3.18b) to express sand l' as functions 
of x, y. Using this result in (6.3.18c)-(6.3.18e) gives u(x, y), p(x, y), q(x, y). 
It is easy to prove that this result satisfies (6.3.1) with p = Ux and q = u y (for 
example, see Section 3.2 of [13]). 

If ß(O, 1') == ° and So is a characteristic strip, the solution of (6.3.1) is 
nonunique, as iri the quasilinear problem. In the exceptional case, where ß (0, 1') = ° but So is not a characteristic strip, So must be a focal strip because ß(O, 1') = ° 
implies that (6.3.6a)-(6.3.6b) are satisfied on So, and the strip condition (6.3.6c) 
is always required on So [see (6.3.16a)]. Thus, in this case we are unable to satisfy 
(6.3.12) on So, and the projections ofthe characteristic curves must therefore have 
an envelope (a caustic) along the projection ofthe initial curve on the xy-plane. In 
the context of geometrical optics, afocal curve is indeed a curve along which light 
rays have an envelope (the degenerate case corresponds to a focal point), and this 
is the origin of the terminology used in describing the curves obeying the general 
system (6.3.6). 

The extension of the above results to n independent variables is straight-forward, 
and we list the results with no further discussion. The partial differential equation 
in n variables has the form 

(6.3.20) 
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where Xi indicates Xio ... , Xn and Pj == au/aXj. The characteristic strips are 
govemed by the system of (2n + 1) equations 

dXj 
ds 

aF 

du n aF 
ds = LPj~, 

j=1 PJ 

dpj =_(aF +p.aF). 
ds aXj J au 

6.3.4 Example Problems for the Eikonal Equation 

(6.3.2Ia) 

(6.3.21b) 

(6.3.21c) 

The simplest initial-value problem for the eikonal equation consists of a point 
disturbance initially. The resulting wave front is called an integral conoid, and we 
calculate this solution next for the case n = 2 and c = Co = constant. 

(i) Integral conoid 

The initial strip degenerates in the case of the integral conoid to just the Monge 
cone, which we take at X = Y = u = 0. Thus, Xo = 0, Yo = 0, Uo = 0. We see 
that the strip condition (6.3. 16a) is then identically satisfied, so the only restriction 
on po(-r) and qo("r) is (6.3.16b); that is, p~(-r) + qJ(T) = l/c~ = constant. The 
characteristic strips obey 

dx dy du 2 2 2 dp dq 
- = 2p, - = 2q, - = 2(p + q ) = 2' - = 0, - = o. 
ds ds ds Co ds ds 

(6.3.22) 
Therefote, p = poeT); q = qo(r); x = 2po("r)s; y = 2qO(T)S; U = 2s/c~. 
Squaring the expressions for x and y and adding gives x2 + y2 = 4S2(p~ + qJ) = 
4s2/c~. Therefore, u = Jx2 + y2/CO' as is obvious from Huygens' construction 
[see (6.1.5)]. 

(ii) Moving disturbance 

Suppose we have a point disturbance that moves with constant speed v along 
a straight line in the xy-plane. With no loss of generality, we may assume the 
motion to occur along the x-axis and to pass through the origin when u = O. The 
initial values for Xo, Yo, and Uo are then Xo = T, Yo = 0, Uo = T/V because 
dxo/duo = (dxo/dT)/(duo/dT) = v and dYo/duo = O. 

The strip condition (6.3.16a) requires that I/v = poeT), whereas (6.3.16b) re­
quires p~ (T) + q~( T) = 1 / c~. This latter condition is expressed more conveniently 
if we denote Po == (cos () / Co and qo == (sin () / Co in terms of a new parameter (), 
in which case the strip condition defines the parameter () as () == cos-I (co/v). This 
has two real values in (0, 21r) as long as v > Co. Let us restriet our attention to the 
value where 0 :5 cos-I(co/v) :5 1r/2. The requirement v > Co is geometrically 
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obvious because the wave fronts have no envelope for finite x, y if v < co. The 
requirement v > Co violates physical law for light, so in this particular example 
we may wish to regard the physical problem as one in acoustics, where v > Co 
corresponds to a supersonic disturbance speed. 

The solution of (6.3.22) now takes the form 

(v2 - c6)1/2 2s 
P= q= x= + r, 

v cov v 

2(v2 - c6)1/2S 2s r 
y= , u= 

c 2 + cov 0 v 

and we see that 

does not vanish as long as v > Co. 
The solution for u (x, y) is the plane 

1 
u = - [x + (M2 _ 1)1/2y ), (6.3.23a) 

V 

where M == v/co is the Mach number. The other choice of e results in a negative 
qo,and 

u= (6.3.23b) 

(iii) Variable c 

As a final illustration, consider the case where c = Ix I and let the initial front be the 
straight line y = ax, where a = constant > O. The two unit normals to the front 
are "I == (a/.Jf+a2, -1/~) and"2 == (-a/.JT+ll2, 1/~).1f 
we choose Dt. our initial strip will be defined parametrically in the form 

Xo = r, Yo = ar, Uo = 0, 
a 1 

Po = Irl(1 + a2)1/2' qo = - Irl(1 + a2)1/2 . 

The forms for Po and qo ensure that the strip condition associated with "I and 
the eikonal equation are initially satisfied. Let us temporarily consider only the 
characteristics with r > 0 and omit the absolute value signs. 

The characteristic strips obey 

dx dy du 
ds = 2p, ds = 2q, ds 

2 dp 

ds 

2 dq 
= o. 

ds 
(6.3.24) 

Solving for q gives q = qo = -l/r(l + a 2)1/2. Therefore, we obtain p directly 
from the eikonal equation, 

p = ± [~ _ 1 J1/ 2 _ ± [r 2 (1 + a2) - X2]1/2 

x 2 r 2 (1 + a 2) - xr(1 + a 2)1/2 ' 
(6.3.25) 
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or less directly by integrating the equation dp / dx = -1/ px3, which results from 
dividing dp/ds by dx/ds. Initially, we must use the plus sign in (6.3.25) in front 
of the radical in conformity with our choice of initial strip, where p is positive. The 
sign for p along a given ray r = constant changes whenever x = ±r(l + a2)1/2. 

We now express dx/ds in the form 

dx [r\l + a2) _ x2] 1/2 
- =±2 , 
ds H(l + a2)1/2 

and integrate this subject to x = r at s = 0 to obtain 

1 
s = =f - {r[r2(l + a2) - X 2]1/2 =f ra}(l + a2)1/2. 

2 

The solution for y is just 

2s 
y = 2qos + a'l" = - r(1 + a2)1/2 + ar, 

or 

(6.3.26) 

(6.3.27) 

It follows from (6.3.26) and (6.3 .27) that the upper and lower signs in the preceding 
equations correspond to y > 0 and y < 0, respectively. If we now eliminate s 
from (6.3.26) and (6.3.27), we find that the projections ofthe characteristics on the 
xy-plane are the one-parameter family of concentric circles centered at the origin 
with radius r(l + a2)1/2; that is, 

'l" = [x2 + ~2 ] 1/2 for r > O. 
l+a 

The remaining equation for u may be expressed in the form 

du du/ds r(l + a2)1/2 
- = -- = ± --::---~--::--:-c::-
dx dx/ds x[r2(l + a2) - x2]l/2 

Integrating (6.3.29) subject to u = 0, x = rand using (6.3.28) gives 

(6.3.28) 

(6.3.29) 

u(x, y) = =f log[.j1 + (y/x)2 ± y/lxl] + log[~ + a] sgnx. (6.3.30) 

The solution becomes infinite as x ~ 0, and this is expected because the 
disturbance speed c ~ O. Therefore, it takes an infinite time for the initial front to 
approach the y-axis from either side. We note the similarity behavior u = constant 
on rays (y / x) = constant, and it is easily verified that in this case the eikonal 
equation can be solved directly using similarity arguments (see Problem 6.3.3). 

Problems 

6.3.1 In (6.2.72), fix the constant E, so you restrict attention to planar motions 
of a given energy under the influence of gravity. 
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a. Find the integral conoid centered at the origin in parametric form, and 
indicate how we could, in principle, calculate W(x, y). 

b. Let x and y be small and show that the approximate expression for the 
conoid is 

r(2E - y/2) 
W(x,y) ~ ~ , 

v2E 
(6.3.31) 

where r2 = x2 + y2. Sketch curves of W = constant in the xy-plane 
and argue that the conoid is not a cone. 

c. Give an optical as weIl as a dynamical interpretation for your results. In 
particular, identify the trajectories emerging from the origin in terms of 
the solutions of the characteristic equations. 

6.3.2 The eikonal equation in cylindrical polar coordinates (r, () is 

( au)2 1 (au)2 
ar + r 2 a() = c2(r, () . 

(6.3.32) 

a. Without taking advantage of cylindrical symmetry, show that the integral 
conoid from the origin for the case where c = (1 + r 2)1/2 is 

(6.3.33) 

b. Rederive (6.3.33) by noting that if c depends only on r, then u does not 
depend on () for the integral conoid. Therefore, (6.3.32) reduces to 

du 
- = -, (6.3.34) 
dr c(r) 

and integrating this for c = (1 + r 2)1/2 gives (6.3.33). 
6.3.3 Solve the problem discussed in Section 6.3.4iii using similarity. 
6.3.4 The three-dimensional eikonal equation for a medium with constant signal 

speed (normalized to equal unity) is 

(6.3.35) 

a. Solve the initial-value problem u = k = constant on the plane ax + 
ßy + yz = 0, where a, ß, and y are arbitrary constants. 

b. Construct the integral conoid by a process of envelope formation using 
your solution in part (a). What is the projection of the integral conoid 
on the manifold u = constant? 

6.4 The Complete Integral; Solutions by Envelope 
Formation 

In this section we shall study an alternative approach that bypasses the necessity 
of integrating the system (6.3.6), (6.3.12) wherever a complete integral of (6.3.1) 
is available. 
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A complete integral of (6.3.1) is simply a solution involving two arbitrary 
constants a, b: 

u = ifJ(x, y, a, b). (6.4.1) 

We ensure that these constants are independent [that is, do not occur in a particular 
combination f(a, b) in (6.4.1)] by requiring the determinant 

(6.4.2) 

to be nonzero. 
In the special case where F is independent of u (for example, the eikonal equation 

or the Hamilton-Jacobi equation), one of the constants in the complete integral is 
additive, and (6.4.1) has the form 

u = ifJ(x, y, a) + b. (6.4.3) 

This follows immediately from the fact that if u = ifJ(x, y, a) solves (6.3.1) for 
arbitrary a, then u = ifJ(x, y, a) + b is also a solution for arbitrary b if u does not 
occurin F. 

6.4.1 Envelope Surfaces Associated with the Complete 
Integral 

Suppose we are given a complete integral of (6.3.1) in the form (6.4.1). We 
shall show now that we can construct another solution by a process of envelope 
formation. 

Let us specify an arbitrary relation 

b = w(a), 

linking b to a, so that (6.4.1) now reads 

u = ifJ(x, y, a, w(a». 

(6.4.4) 

(6.4.5a) 

If this one-parameter family of surfaces has an envelope, we must be able to solve 

ifJa(x, y, a, w(a» + ifJb(X, y, a, w(a»w'(a) = 0 

for a(x, y). Substituting this expression in (6.4.5a) gives 

u = 'II(x, y) == ifJ(x, y, a(x, y), w(a(x, y))), 

(6.4.5b) 

(6.4.6) 

which is a surface involving the arbitrary function w. We now show that u = 
'II(x, y), as given by (6.4.6), also solves (6.3.1). We compute 

'IIx = ifJx + (ifJa + ifJbw'(a»ax, 

'IIy = ifJy + (ifJa + ifJbw'(a»ay. 

(6.4.7a) 

(6.4.7b) 

But a(x, y) was determined from the requirement (6.4.5b). Therefore, the coeffi­
cients ofax and a y vanish identically in (6.4.7), and we have 'IIx = ifJx, 'IIy = ifJy. 
We know that F(x, y, ifJ, ifJx, ifJy) = 0, since ifJ is a complete integral. We also 



6.4. The Complete Integral; Solutions by Envelope Formation 429 

know that qJ = \11 and have shown that qJx = \I1x, qJy = \I1y. Therefore, \I1(x, y), 
as defined by (6.4.6), solves (6.3.1). 

The singular integral of (6.3.1) is the envelope of the two-parameter family of 
solutions resulting from varying a and b independently in the complete integral; 
that is, we eliminate a and b from the three expressions 

u = qJ(x, y, a, b), qJa(x, y, a, b) = 0, qJb(X, y, a, b) = O. (6.4.8) 

If a singular integral exists, we can also derive it directly from (6.3.1) by 
eliminating p and q from the three relations 

F(x, y, u, p, q) = 0, Fp(x, y, u, p, q) = 0, Fq(x, y, u, p, q) = o. (6.4.9) 

To show that (6.4.8) and (6.4.9) define the same function, note that the function 
of x, y, a, b defined by substituting the complete integral into (6.3.1) vanishes 
identically, that is, 

F(x, y, qJ, qJx, qJy) == O. (6.4.10) 

In particular, the total derivatives d F / da and d F / db of (6.4.10) also vanish, where 

dF 
= FuqJa + FpqJxa + FqqJya = 0, (6.4.11a) 

da 
dF 
db = FuqJb + FpqJxb + FqqJYb = O. (6.4.11b) 

On the singular integral, qJa = 0 and qJb = 0; the homogeneous system that results 
from (6.4.11) can hold with D t= 0 only if Fp = Fq = o. Thus, we have shown 
that the two conditions (6.4.8), (6.4.9) are equivalent. 

For purposes of illustration, consider the paraboloid of revolution defined by 

u = 1 - (x - a)2_ (y - b)2 == qJ(x, y, a, b), (6.4.12) 

where a and b are arbitrary constants. The surface u = qJ (x, y, a, b) is generated 
by rotating the parabola u = 1 - x 2 around the vertical axis x = a, y = bin 
xyu-space. Working backward, we compute qJx = -2(x - a), qJy = -2(y - b), 
from which it is easily seen that (6.4.12) is a complete integral of the nonlinear 
equation 

1 2 2 F == 1 - u - - (p + q ) = O. 
4 

(6.4.13) 

It is geometrically obvious that the singular integral of (6.4.13) is the horizontal 
plane u = 1, and this result follows immediately either from the conditions (6.4.8) 
applied to (6.4.12) or the conditions (6.4.9) applied to (6.4.13). 

We can also construct the envelope of the one-parameter family of surfaces 

u = 1 - (x - a)2 - [y - w(a)f, (6.4.14) 

which corresponds to requiring the axis of the paraboloid to lie on the curve 
y = w(x). This envelope is defined by (6.4.14) and 

2(x - a) + 2[y - w(a)]w'(a) = O. (6.4.15) 
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For example, if w is the straight line y = ax, a = constant, (6.4.15) gives 
(x - a) + (y - aa)a = 0, or a(x, y) = (x + ay)/(l + ( 2), for which (6.4.14) 
defines the surface 

u = 1 _ [x _ x + ay ]2 _ [y _ a(x + ay) ]2 
I + a 2 I + a 2 

(y - ax)2 
= 1 - (6.4.16) 

1 + a 2 

We verify that this surface is a solution of (6.4.13), since (6.4.16) implies that 
1 - u = (y - axf /(1 + ( 2) and p = 2a(y - ax)/(1 + ( 2), q = -2(y -
ax)/(1 + ( 2). Therefore, 1 - u = (p2 + q2)/4. 

6.4.2 Relationship Between Characteristic Strips and the 
Complete Integral 

In the previous section, we demonstrated that the complete integral can be used to 
generate certain solutions by envelope formation. Actually, the complete integral 
is more far-reaching; it can be used to generate the three-parameter family of 
characteristic strips that gives the general solution of the system (6.3.6), (6.3.12) 
discussed in Section 6.3.2. 

As a first step in demonstrating this property, we recall that if two solution 
surfaces join smoothly along a curve, this curve, along with the attached strip, is 
characteristic. Next, suppose that we generate a solution surface from the envelope 
of the family of complete integrals 

u = l/J(x, y, a, Wl (a» 

for a given Wl (a). A second solution surface can be generated from the family 

u = cfJ(x, y, a, w2(a». 

If for some a = ao we have Wl (ao) = W2(ao) and w~ (ao) = w~(ao), then the 
two envelope surfaces join smoothly along the intersection strip associated with 
the three constants ao, bo == w(ao), Co == w'(ao). Since w and w' can be chosen 
arbitrarily, ao, bo, Co are arbitrary, and we conclude that the strip that smoothly 
joins any two envelope surfaces of a complete integral is a characteristic strip. 

We now prove this result formally for the equation 

F(x, y, u, p, q) = 0, 

for which we assume to have found the complete integral 

u = l/J(x, y, a, b). 

(6.4.17) 

(6.4.18) 

Let us define a three-parameter family of strips, x(a; a, b, c), y(a; a, b, c), 
u(a; a, b, c), p(a; a, b, c), and q(a; a, b, c), using (6.4.18) and the following 
five conditions: 

l/Ja(x, y, a, b) = aa, a = constant, (6.4. 19a) 
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tPb(X, y, a, b) = ßu, ß = constant, 

p = tPAx, y, a, b), 

q = tPy(x, y, a, b), 

(6.4. 19b) 

(6.4. 19c) 

(6.4. 19d) 
I a 

0= au + ßw u or ß = -W' == -co (6.4. 1ge) 

To see that (6.4.19) indeed defines a three-parameter family of strips in paramet­
ric form [(a, b, c) are constants that identify each member of the family and u 
varies along each strip], note that we can solve (6.4.19a)-(6.4.19b) for x and y, 
since (6.4.2) does not vanish. Moreover, using (6.4.1ge) we can express this re­
sult in the form x(u; a, b, c), y(u; a, b, c). Substituting these expressions for x 
and y into (6.4.17) gives u(u; a, b, c), and (6.4. 19c)-(6.4. 19d) give p(u; a, b, c), 
q(u; a, b, c). 

Having shown that (6.4.19) does indeed define a three-parameter family of 
strips, our next task is to show that these strips are characteristic. We differentiate 
(6.4.19a)-(6.4.19b) with respect to u to obtain 

dx dy 
tPax du + tPay du = a, (6.4.20a) 

dx dy 
tPbx du + tPby du = ß· (6.4.20b) 

Next, we note that (6.4.18) satisfies (6.4.17) identically for any a and b; therefore, 

dF 
= FutPa + FptPxa + FqtPya = 0, (6.4.21a) 

da 
dF 
db = FutPb + FptPxb + FqtPyb = o. (6.4.2Ib) 

Solving (6.4.20) for (dx/du) and (dy/du) gives 

dx 1 
du D (atPby - ßtPay), (6.4.22a) 

dy 1 
du = D (ßtPax - atPbx), (6.4.22b) 

where D is the determinant (6.4.2). Similarly, solving (6.4.21) for Fp and Fq gives 

Fu dx 
Fp = - D (tPatPyb - tPbtPya) = -Fuu du' (6.4.23a) 

~ dy 
Fq = - - (tP - btPxa - tPatPxb) = -Fuu -, (6.4.23b) 

D du 
when (6.4.19a)-(6.4.19b) and (6.4.22) are used. 

So far, we have shown that the three-parameter family of strips defined by 
(6.4.19) satisfies 

dx 1 
---F du - uFu p' (6.4.24a) 

dy ___ I_F. 
du - uFu q' (6.4.24b) 
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which, after the change ofvariable 0' -+ s defined by (dsldO') = -1/0' Fu , give 
(6.3.6a), (6.3.6b). The proofthat the remaining three equations, (6.3.6c), (6.3.12a), 
and (6.3.l2b), are also satisfied paralleIs the steps used in Section 6.3.2 and is not 
repeated. 

We concIude this section by demonstrating that each member of the three­
parameter family of characteristic strips associated with the example problem 
(6.4.13) is simply the branch strip that smoothly joins any two envelope surfaces 
of (6.4.14). The characteristic strips of (6.4.13) satisfy the system 

dx P dy q du 1 2 2 
ds = - 2"' ds = - 2"' ds = - 2" (p + q ) = 2(u - 1), 

dp dq 
ds = p, ds = q. 

We can solve these equations in the form 

x = ~o (l - eS) + xo, 

qo 
y = "2 (l - eS) + Yo, 

u = 1 + (uo - l)e2s , 

p = poes, 

q = qoeS, 

where xo, Yo, uo, Po, qo must satisfy 

':'0 = Poxo + qoyo, 

1 2 2 
1 - Uo - 4: (Po + qo) = o. 

(6.4.25a) 

(6.4.25b) 

(6.4.25c) 

(6.4.25d) 

(6.4.25e) 

(6.4.26a) 

(6.4.26b) 

If we let Po/2 + Xo = a and qo/2 + Yo = b, then (6.4.25a)-(6.4.25b) give 
(x - a)2 + (y - bf = (e2s 14)(p5 + qJ). Using (6.4.26b) to eliminate Po, qo 
from the right-hand side of the last equation gives 

(x - a)2 + (y - b)2 = e2s (l - Uo), 

and using (6.4.25c), we obtain the complete integral 

(x - a)2 + (y - b)2 = 1 - u. 

Now, (6.4.25a)-(6.4.25b) also imply that we must have 

y - b qo 
-- = - = constant. 
x - a Po 

(6.4.27) 

(6.4.28) 

This defines a vertical plane in xyu-space; it intersects the u = 0 plane along the 
straight line with slope (dy I dx) = qol Po defined by (6.4.28). Thus, the character­
istic strip is the infinitesimal surface tangent to (6.4.27) along the curve where the 
vertical plane passing through (6.4.28) and the surface defined by (6.4.27) intersect 
(see Figure 6.9, which shows the U ~ 0 half-space). 
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u 

x 

Characteristic strip 

FIGURE 6.9. Characteristic strip 

We have argued earlier that by displacing the complete integral an infinitesimal 
amount in some arbitrary direction associated with the tangent w' (a) to a curve 
w(a), we generate a characteristic strip. It then follows that the line with slope 
w'(a) passing through x = ao, y = bo = w(ao) in the xy-plane must be normal 
to the vertical plane (6.4.28). We now demonstrate this for our example, where 

w'(a) = db = ~ = qo/2 + Yo . 
da ä Po/2 + Xo 

(6.4.29) 

But subtracting the derivative of (6.4.26b) with respect to r from (6.4.26a) gives 

O ( . Po ) ( . qo ) = Po Xo + 2 + qo Yo + 2" . 

Therefore, we find that 

w'(a) = _ Po , 
qo 

(6.4.30) 
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which is the negative of the reciprocal of the slope of the straight line defined by 
(6.4.28). This proves that the vertical plane tangent to the curve that generates the 
envelope is indeed normal to the plane in which the characteristic curve lies (see 
Figure 6.9). 

6.4.3 The Complete Integral 01 the Hamilton-Jacobi 
Equation 

In Section 6.2.4 we showed that the Hamilton-Iacobi equation [see (6.2.55) with 
s = t] 

aJ + H (t, qj, a J ) = 0 
at aqj 

(6.4.31) 

for the scalar J (t, qil govems the field of extremals from a fixed point t = t[, 

qj = Kj for the variational principle (6.2.13). We also showed [see (6.2.93) with 
J = K 2 ands = t] that(6.4.31)defines the generatingfunction, K z, ofacanonical 
transformation to a new Hamiltonian, which vanishes identically. As a result, the 
new set of coordinates and momenta are constants, and the transformation relations 
(6.2.92) define the solution of Hamilton 's differential equations (6.2.28). 

Let us now study the partial differential equation (6.4.31) written in the form 
(6.3.20). We use the notation 

u == J, 

Xj == qj, j = I, ... , n, 

aJ 
Pj == -, j = 1, ... , n, 

aqj 

Xn+1 == t, 
aJ 

Pn+l == at' 

(6.4. 32a) 

(6.4. 32b) 

(6.4. 32c) 

(6.4. 32d) 

(6.4.32e) 

and observe that the definition (6.4.32c) for the Pj is notationally consistent with 
the second equation in (6.2.54) or (6.2.91a), and that regarding t = Xn+1 implies 
that (6.4.32e) is the extension of (6.4.32c) to j = n + 1. In effect, we have the 
(n + 1)-dimensional equation 

F(x\, ... , Xn+I, PI, ••. , Pn+l) == Pn+1 + H(XI, ••. , Xn+l, PI, ..• , Pn) = 0, 

which does not involve u explicitly. 
According to (6.3.21), the characteristics of (6.4.33) obey 

dXj 

ds 
aH 

= -, j = 1, ... ,n, 
apj 

dXn+1 = I, 
ds 

(6.4.33) 

(6.4.34a) 

(6.4.34b) 
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du n aH 
ds = LPj~ + Pn+], (6.4.34c) 

j=l Pl 

dpj aH 
j = 1, ... , n, (6.4.34d) --

ds aXj 
, 

dpn+l aH 
(6.4.34e) ---

ds aXn+l 

Thus, (6.4.34a) and (6.4.34d) give Hamilton's differential equations (6.2.28), in 
which we use (6.4.34b) to set Xn+l = s. This system of 2n equations does not 
involve u or Pn+l. Once thexj and Pj have been computed, (6.4.34e) gives Pn+l by 
quadrature. In fact, (6.4.34e) is just (6.2.29). We can then compute u by quadrature 
from (6.4.34c). 

We see that the basic system of 2n equations (6.4.34a) and (6.4.34d) defining 
a given dynamical system recurs as the essential part of the characteristic system 
for (6.4.33). It would therefore appear to be of no particular advantage to recast 
a given Hamiltonian system of 2n ordinary differential equations in terms of the 
associated Hamilton-Jacobi partial differential equation. Tbis is generally true if a 
complete integral of the Hamilton-Jacobi equation is not available. However, if a 
complete integral of (6.4.33) can be derived directly-that is, without relying on a 
solution of (6.4.34)-we expect [based on the examples that we studied in Sections 
6.2.6ii and 6.4.2] to be able to bypass having to salve (6.4.34a) and (6.4.34d). Tbe 
proof of this statement is discussed next. 

In direct analogy with the two-dimensional case (6.4.2), since u does not occur 
explicitly in (6.4.33), a complete integral is the (n + l)-dimensional manifold 

(6.4.35) 

which satisfies (6.4.33) identically. Here, al, ... , an are n independent constants­
that is, 

I a2ifJ } det -- #0 
aXjaak 

(6.4.36) 

-and an+ 1 is an arbitrary additive constant. We shall now prove that given a 
complete integral, the solution of Hamilton's equations (6.4.34a) and (6.4.34d) 
are defined implicitly by the 2n algebraic relations 

aifJ 
= b j = constant, 

aaj 

aifJ 
aXj = Pj· 

(6.4.37a) 

(6.4.37b) 

A solution of the system (6.4.34a) and (6.4.34d) consists of 2n functions Xi, Pi 
of s and 2n arbitrary constants. Let us first show that (6.4.37) defines such a set 
of functions and then show that the result satisfies (6.4.34a) and (6.4.34d). The 
system (6.4.37a) can be solved for the Xi because (6.4.36) holds. This results in 
n functions Xi of s and the 2n constants ai, bi . Substituting this result into the 
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left-hand side of (6.4.37b) directly gives a set of n functions Pi of sand the ai, bi . 
Here we use (6.4.34b) to identify Xn+l = s. 

To prove that the 2n functions qi, Pi of s defined by (6.4.37) satisfy (6.4.34a) 
and (6.4.34d), we begin by taking the total derivative of (6.4.37a) with respect to 
s: 

Now, since (6.4.35) is a solution of (6.4.33), we have the identity 

of/J + H (s, Xi, Of/J) = o. 
os OXi 

Therefore, the partial derivative of this with respect to a j gives 

Subtracting (6.4.40) from (6.4.38) gives the identity 

t~(dXk_OH)_O 
k=l OajOXk ds 0Pk - , 

(6.4.38) 

(6.4.39) 

(6.4.40) 

(6.4.41) 

which is a homogeneous system of n algebraic equations for the Zi == (dXi jds -
oHjopi). Since the determinant (6.4.36) of coefficients does not vanish, we 
conclude that each of the Zi must vanish, and this gives (6.4.34a). 

To prove that (6.4.34d) holds, we take the total derivative of (6.4.37b) with 
respect to s: 

dpj = o2rp + t ~ dXk. 
ds OXjOS k=l OXjOXk ds 

(6.4.42) 

Next, we take the partial derivative of (6.4.39) with respect to Xj: 

(6.4.43) 

Subtracting (6.4.43) from (6.4.42) and noting (6.4.41) gives (6.4.34d). 
This completes the proof that knowing the complete integral leads (after some 

algebra) to the general solution ofthe Hamiltonian system of equations (6.4.34a) 
and (6.4.34d). This result means that the search for a canonical transformation 
generated by K 2 to a new Hamiltonian that vanishes identically (see (6.2.93» is 
exactly equivalent to finding the complete integral for the Hamiltonian in a given 
set of variables. 

It is instructive, although somewhat repetitive, to rederive the solution of Euler's 
problem [see (6.2.117) and the discussion in Section 6.2.6ii] from the point of view 
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of calculating the complete integral for the Hamilton-Jacobi equation 

au 1 - + 2 [p~ + P~ - 2 cosh X\ - 2(2f,L - 1) cos X2] = o. 
aX3 2(cosh X\ - cos2 X2) 

(6.4.44) 
We assume that the complete integral of (6.4.44), 

(6.4.45) 

has the separated form 

tP = tP.1 (xt. at. a2) + tP2(X2, at. a2) + tP3(X3, at. a2)· (6.4.46) 

Substituting (6.4.46) into (6.4.44) gives [see the calculations that lead to 
(6.2.121)] 

tP3 = -a\X3, 

and this defines the complete integral. 
Equation (6.4.37a) for j = 1 and j = 2 gives 

atP fXI cosh2 g = - X3 + d~ 
aal (a2 + 2 cosh g + 2a\ cosh2 ~)\/2 

(6.4.47a) 

(6.4.47b) 

(6.4.47c) 

f X2 COS2 T] 
- 2 dT] = bio (6.4.48a) 

[-a2 + 2(2f,L - 1) cos T] - 2a\ cos2 T]]l/ 

1 fXI d~ 

= 2' (a2 + 2 cosh g + 2a\ cosh2 g) 1/2 

_ -21 fX
2 dT] ------------:-2---,-\/=2 = b2, (6.4.48b) 

[-a2 + 2(2f,L - 1) cos T] - 2a\ cos T]] 

and (6.4.37b) gives 

atP = (a2 + 2coshxI + 2al cosh2 XI)I/2 = PI, 
aXI 

atP 

aX2 
= [-a2 + 2(2f,L -1)cosx2 - 2al cos2 X2]1/2 = P2. 

(6.4.49a) 

(6.4.49b) 

Comparing (6.4.48)-(6.4.49) with (6.2.122)-(6.2.125), we see that we have 
derived identical results when we identify PI ~ PI, P2 ~ P2, XI ~ ql, 

- - b -(0) d b .",.{O) Tb th X2 ~ q2,X3 ~ s,al ~ p\,a2 ~ P2' \ ~ ql ,an 2 ~ q2. us, e 
calculation of the solution via canonical transformation to a zero Hamiltonian is 
exacdy equivalent to the calculation using (6.4.37) for the complete integral. 

We have seen that solvability ofthe Hamilton-Jacobi equation is intimately con­
nected with the integrability ofthe Hamiltonian system (6.4.34a) and (6.4.34d) of 
2n differential equations. We have used the idea of separation of variables to solve 
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the Hamilton-Jacobi equation directly in the form of a complete integral. Whether 
a given Hamiltonian is separable or not [in the sense discussed in Section 6.2.6 and 
above] is easy to establish by trial substitution. As we have observed, separability is 
a property of the particular choice of variables. Therefore, the question of whether 
or not we can compute the complete integral directly also depends on this choice 
of variables. The answer to the more fundamental question of whether for a given 
Hamiltonian there exists a set of variables in terms of which the Hamilton-Jacobi 
equation becomes separable (hence solvable) is not known in general. 

Problems 

6.4.1 Given a two-parameter family of surfaces 

u = 4>(x, y, a, b), (6.4.50) 

show that there exists a unique partial differential equation of the first order 
for which (6.4.50) is a complete integral. Derive this partial differential 
equation. Specialize your results to the case 

u = abxy + ax2 • (6.4.51) 

6.4.2 Consider the equation 

u2(1 + p2 _ q2) - 1 = O. (6.4.52) 

a. Calculate the complete integral and describe it geometrically. Calculate 
the singular integral. 

b. Construct a solution involving an arbitrary function by envelope 
formation from the complete integral. 

c. Calculate the characteristic strips of (6.4.52), and discuss how they are 
formed from the complete integral. 

6.4.3 Clairaut's equation is defined as 

F(x, y, u, p, q) == xp + yq + f(p, q) - u = 0, (6.4.53) 

for a given function f. 
a. Use separation of variables to show that the two-parameter family of 

planes 

u = ax + by + f(a, b) (6.4.54) 

is a complete integral of (6.4.53). 
b. For the case f(a, b) == -! (a 2 + b2), calculate the singular integral of 

(6.4.53) and interpret this result geometrically. 
c. Calculate the characteristic strips of (6.4.53) and discuss how they are 

formed from the complete integral. 
6.4.4 For a given function H (x, y, p), we want to study the nonlinear equation 

F == H(x, y, p) + q = 0, (6.4.55) 
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where p = ux , q = uY• 

a. Show that the equations for the characteristic strips for (6.4.55) can be 
separated into two equations involving x and p as dependent variables 
and y as independent variable. 

b. Let 

U = <p(x, y, a) + b 

be a complete integral of (6.4.55). 
Consider now the two equations 

<Pa = a = constant, 

<Px = p. 

(6.4.56) 

(6.4.57a) 

(6.4.57b) 

Assume that x = X (y, a, a) is the solution of (6.4.57a) for x and also 
assume that ifthe preceding X(y, a, a) is substituted into (6.4.57b) for 
x, this equation takes the form p = p (y, a, a). Prove that the two 
functions X(y, a, a) and P(y, a, a) so calculated define the general 
solution of the two ordinary differential equations you derived in part 
(a). 

c. In this part, interpret y as the time, and consider the nonlinear oscillator 
defined by 

d2x 
dy2 + f'(X) = 0, 

with p = x'. The energy equation for (6.4.58) is 

p2 
H = 2 + f(x) = constant. 

(6.4.58) 

(6.4.59) 

What are the two differential equations for x and p corresponding to 
those in part (a)? Use (6.4.59) for H in (6.4.55) and derive an expression 
for the complete integral for this case. Show by explicit calculation that 
use ofthe compiete integral, as indicated in part (b), leads to a solution 
of either (6.4.58) or, equivalently, of the two differential equations for 
x and p. 
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Quasilinear Hyperbolic Systems 

Much of Chapter 4 concemed the linear hyperbolic equation of second order with 
two independent variables, or the system of two first-order equations with two 
independent variables. Typically, such linear equations govem the perturbation 
due to a known solution of a quasilinear problem. In Chapter 5, we discussed 
some aspects of weak solutions for quasilinear equations associated with systems 
of integral conservation laws. In particular, we derived the shock conditions and 
used these results to study simple solutions consisting of uniformly propagating 
shocks. 

In this chapter we consider more general initial- and boundary-value problems 
for quasilinear hyperbolic equations, and we again restrict the discussion to the 
case of two independent variables. Our approach here paralleis that used in Chapter 
4 in many respects. The fundamental difference is that for the quasilinear problem, 
the characteristics depend on the solution and are therefore defined only locally 
by the goveming equations. The same geometrical concepts remain valid locally 
as long as the characteristics are well-defined; the essential added complication 
is that the calculations for the characteristic curves are coupled with those for 
the dependent variables. As in the scalar quasilinear problem, characteristics of a 
given family may cross, in which event we look for a weak solution containing 
discontinuities. 

7.1 The Quasilinear Second-Order Hyperbolic Equation 

The general quasilinear second-order equation in two independent variables has 
the form (cf. (4.1.1» 

auxx + 2buxy + CU yy + d = 0, (7.1.1) 

where a, b, C, and d are now functions of x, y, u, ux , and u y, and we shall consider 
only the hyperbolic problem, where ß == b2 - ac > 0 in some solution domain. 
Note that since ß now also depends on u, u x, and u y, the type of a given equation 
is generally not defined by the functional form of the coefficients a, b, c, and d as 
in the linear case; one must also account for the solution in evaluating ß. Thus, 

J. Kevorkian, Partial Differential Equations
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!1 may weIl be positive in some domain for certain Cauchy data and negative for 
other choices. 

The geometerical interpretation of the characteristic curves is locally identical to 
the situation for the linear problem. More precisely, we again define a characteristic 
curve x(s), y(s) as one for which knowledge of U, Ux. and u y does not define the 
seeond derivative leading out of the curve (see Section 4.2.li). 

7.1.1 Transformation to Characteristic Independent 
Variables 

Let C be a smooth noninterseeting eurve defined in the xy-plane in parametrie form 
by x = X(s), y = Y(s). Denote U x == p, uy == q and assume that u = U(s), 
p = pes), and q = Q(s) are also specified on C in a eonsistent manner-that is, 
that we require 

U(s) = P(s)X(s) + Q(s)Y(s). (7.1.2) 

We wish to use the preeeding Cauchy data together with (7.1.1) to calculate all 
three seeond derivatives U xx , u xy , and U yy on C. In addition to (7.1.1), we have at 
our disposal the two equations that result from differentiating p = u x (x, y) and 
q = uy(x, y) with respect to s on C. Thus, we must have 

A(s)uxx + 2B(s)uxy + C(s)uyy = -D(s), 

X(s)uxx + Y(s)UXy = Pes), 

X(s)UXY + Y(s)U yy = Q(s), 

(7.1.3a) 

(7.1.3b) 

(7.1.3c) 

where we use capital letters to denote the coefficients ealculated along C. For 
instance, A(s) == a(X(s), Y(s), U(s), pes), Q(s», and so on. 

lf for a given C and given Cauehy data U, P, and Q, the determinant of eo­
efficients in (7.1.3) does not vanish, we can calculate u xx , u xy , and U yy on C. A 
eharacteristic eurve is defined to be a curve along whieh Cauchy data do not de­
termine these three unknowns. This oeeurs only if the determinant of coefficients 
in (7.1.3) vanishes, that is, 

A 2B C 
X Y 0 = Ay2 - 2BXY + CX2 = o. 
o X Y 

(7.1.4) 

Let us divide (7.1.4) by X2 and denote Y IX = dYldx = y'. We see that the 
characteristic slope y' obeys [see (4.1.l3b)] 

AyF - 2By' + C = 0, (7.1.4) 

whieh has real solutions if B2 - AC > O. In this case, we denote the two 
charaeteristic slopes by Ä + and Ä - , where 

B +../B2 - AC 
Ä+ = 

A 
(7.1.6a) 
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_ B - JB2 - AC 
A = . 

A 
(7.1.6b) 

An alternative way of expressing this result is to denote by ; the parameter s 
that varies along the characteristic curve with slope Ä - , and let Tf be the parameter 
that varies along the characteristic curve with slope Ä +. We may then regard x 
and y as functions of; and Tf. Using the notation x = x(~, Tf), y = Y(;, Tf) as 
before, we have the following pair of partial differential equations governing the 
characteristic curves: 

Y~(;, Tf) - Ä -(~, Tf)X~ = 0, 

Y~(;, Tf) - A +(~, Tf)X~ = o. 
(7.1.7a) 

(7.1.7b) 

Henceforth, for brevity, we shall also refer to the curves on which Tf = constant 
as the Ä - characteristics, and the curves on which; = constant as the Ä + charac­
teristics. At this stage Ä + and Ä - are unknown because they involve u, p, and q in 
addition to x and y. Thus, (7.1.7) defines the characteristic curves only locally in 
a small neighborhood of a point where u, p, and q are given. 

N ow let us reexamine the system (7.1.3) along a particular characteristic strip­
that is, an infinitesimal solution surface attached to a characteristic curve. If a 
solution u (x, y) that contains this characteristic strip exists, the three algebraic 
relations that result from solving (7.1.3) for u xx , u xy , and U yy must be compatible. 
Each of these relations is in the form of a numerator determinant divided by 
the same denominator determinant (7.1.4). In particular, since the denominator 
determinant vanishes along a characteristic curve, each of the three numerator 
determinants associated with the solutions for uxx , uxy , and U yy must also vanish 
in order for a solution to exist. For example, in the solution for uxy from (7.1.3), 
we have the numerator determinant 

A 
N= X 

o 
which must vanish. This gives 

-D C 
PO, 
Q r 

APr + DXr + CXP = o. 
Dividing (7.1.8b) by Ar gives 

. C X. D. 
p + A r Q + A X = 0, 

(7.1.8a) 

(7.1.8b) 

(7.1.8c) 

which must hold along either the Tf = constant characteristic or the; = constant 
characteristic. Along the Tf = constant characteristic, we let s = ;, hence d / ds -+ 
a/a~, and (7.1.8c) gives 

C D 
p" + - Q. + - X. = O. , AÄ-' A'. 

(7.1.8d) 
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Now, according to (7.1.6b), 

C CA C[B + (B2 - AC)1/2] 
~----~--~~~ = --~--~~~~-AA - A[B - (B2 - AC)1/2] B2 - (B2 - AC) 

B + (B2 - AC)1/2 
= ------------- = A +. 

A 
Therefore, (7.1.8d) mayaIso be written as 

+ D 
P~ + A Q~ + A X~ = O. 

Similarly, along the ~ = constant characteristic, we have 

D 
Pij + A-Qij + A Xij = O. 

(7.1.9a) 

(7.1.9b) 

We can also verify that setting the numerator determinant for either Uxx or Uyy 

equal to zero gives the result (7.1.9), as expected. 
To complete the system of charcteristic equations, we need to use the consistency 

condition (7.1.2) written either in terms of ~ , 

u~ = PX~ + QY~, (7.1.l0a) 

or 71, 

(7. 1.1 Ob) 

In summary, we have derived the system of six partial differential equations (7.1.7), 
(7.1.9), and (7.1.10) for the five variables X, Y, U, P, and Q. It is easily seen 
that this system is not overdetermined and that in fact, any five of these equations 
imply the sixth. For example, let us show that (7.1.1 Ob) is a consequence of (7.1.7), 
(7.1.9), and (7.1.10a). We denote 

(7.1.11a) 

and wish to prove that F(~, 71) == 0 if (7.1.7), (7.1.9), and (7.1.10a) hold. We 
calculate 

F~ = U~ij - P~Xij - PX~ij - Q~Yij - QY~ij. 

Taking the partial derivative of (7.1.10a) with respect to 71 gives 

o = U~ij - PijX~ - P X~ij - QijY~ - QY~ij' 

and when this expression is subtracted from (7.1.11b), we obtain 

F~ = P~X~ - P~X~ + QIlY~ - Q~YIl. 

(7.1.lIb) 

(7.1.1lc) 

(7.1.12) 

Now we use (7.1.7) to express Y~ and Yll in terms of X~ and Xij in (7.1.12) to get 

F~ = PIlX~ - P~Xij + QijA-X~ - Q~A+Xij. (7.1.13) 

Using (7.1.9a) and (7.1.9b) to eliminate A+Q~ and A-Qij' we obtain F~ = O. 
Therefore, F = f(TJ), a constant along each characteristic curve 71 = constant. 
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But since F vanishes on some noncharacteristic initial curve, we conclude that 
f == 0; hence, F(~, 11) == 0, which is just (7.1.10b). 

For the special case where the coefficients of (7.1.1) do not depend on u, (7.1.7) 
and (7.1.9) decouple from (7.1.10), and we can solve these first for X, Y, P and 
Q. Either (7.1.10a) or (7.1.10b) then gives u by quadrature. 

7.1.2 The Cauchy Problem; the Numerical Method 01 
Characteristics 

Let Co be a noncharacteristic initial curve on which u, p, and q are specified 
consistently with (7.1.2). We discretize this curve be selecting along it a spacing 
of points that is appropriate to the rate of change of the given data (see Figure 
7.1a). 

Let us use the same subscript notation as in Section 4.2.2 and indicate different 
values of ~ and 11 by the first and second subscripts, respectively. With no loss of 
generality, we may choose the point ~ = 0 and 11 = 0 to lie on Co. Points on Co 
will then be denoted as folIows: 

which assumes that the directions of increasing ~ and 11 on Co are both above it, as 
indicated in Figure 7.1 a. 

Consider now two adjacent points (m - 1, n) and (m, n - 1) at which the values 
of x, y, u, p, andq are known. Assuming that)..~ n-I > )..;;;_1 n' the point (m, n) is 
located by the intersection of the 11 = constant ch'aracteristic c~rve from (m - 1, n) 
with the ~ = constant characteristic from (m, n - 1), as shown Figure 7.1a. 

Therefore, the x- and y-coordinates of the point (m, n) are approximately 
defined by the following forward difference formulas associated with (7.1.7): 

Y m•n - Y m- I•n - )..;;;_I.n(Xm,n - Xm-I,n) = 0, 

Ym,n - Ym,n-I - )..~,n-I (Xm ,1l - Xm,n-I) = 0, 

(7. l.l 4a) 

(7.1.14b) 

Since )..;;;_1 n and)"~ n-I are known (they depend on the known values of x, y, u, , , 

p, and q at (m - 1, n) and (m, n - 1), respectively), we can solve the two linear 
equations (7.1.14) for Xm,n and Ym,n to obtain 

(7.1.15a) 

(7,1.l5b) 
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(m, n) 
y c1-~ },+ 

(m _ I, n) '1 

(m, n - I) 

6'0 

(i + I, -; -
L---------______________ ~~----~x 

(a) 

(b) 

FIGURE 7.1. Network of characteristics 

ThisresultbreaksdownifA!,n_1 ~ A;;;_I,n,butthiscanoccuronlyifB2 -AC = 0 
at some point between (m, n - 1) and (m - 1, n), a situation that we have ruled 
out for a solution that remains hyperbolic in some domain. 

The finite difference form of (7.1.9) is 

Pm,n - Pm-I,n + A!_I,n(Qm,n - Qm-I,n) 

= -Dm-l,n(Xm,n - X m-I.n), 

Pm,n - Pm,n-l + A;;;,n_I(Qm,n - Qm.n-l) 

= -Dm,n-I(Xm,n - Xm,n-l), 

(7.1.16a) 

(7.1.16b) 
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where D = Dj A and the right-hand sides of(7.1.16) are known. These two linear 
equations for Pm.n and Qm.n can also be solved, and we obtain 

P, 1 (ß J..+ J..-) m,n = J.. + _ J.. - m,n m-I,n - Olm,n m,n-I ' 
m-I,n m,n-I 

(7.1.17a) 

1 
Qm,n = J.. + _ J.. (Olm,n - ßm.n), 

m-I.n m,n-I 
(7.1.17b) 

where -
= P, J..+ Q _ Dm-l.n 

Olm,n - m-I,n + m-I,n m-I,n J.. + _ J..-
m,n-I m-I,n 

[ Ym-I,n 

- Ym,n-I + J..!,n_1 (Xm,n-I - Xm-I,n) ]. (7.1.18a) 

ß = p, + r Q _ Dm,n-I 
m,n - m,n-I m,n-I m.n-I J.. + _ J..-

m,n-I m-I,I! 
[ Ym-I,n 

- Ym,n-I + J..;;;_I,n(Xm,n-1 - Xm-I,n) ] • (7.1.18b) 

Equations (7.1.17) and (7.1.18) define P and Q at (m, n) in terms of known 
quantities at (m - 1, n) and (m, n - 1). Again, we rule out J..!_I,n = J..;;;,n_1 and 
J..! n-I = J..;;;_I n for hyperbolic problems. 

1'0 complete 'the solution at (m, n), we need u there, and this can be calculated 
from either (7.1.10a), 

U~n = Um-I,n + Pm-l.n(Xm,n - Xm-I,n) + Qm-I,n(Ym,n - Ym-l. n ), (7.1.19a) 

or (7. 1.1 Ob), 

U~~~ = Um,n-I + Pm,n-I(Xm,n - Xm,n-I) + Qm,n-I(Ym,n - Ym,n-I). (7.1.19b) 

All the terms on the right-hand sides of (7.1.19) have been calculated at this stage. 
As in (4.2.28), we may use the weighted average of the two expressions in (7.1.19) 
to define Um,n. 

This procedure defines~, y, u, p, and q uniquely as long as characteristics of 
the same family from adjacent gridpoints do not intersect. For example, consider 
the situation depicted in Figure 7.1b, where the values ofx, y, u, p, andq are given 
(from previous calculations) at the three adjacent points (1), (2), and (3). We have 
the J.. - characteristics from (1) and (2) intersecting at the same point, (4), as the J.. + 
characteristic from (3). The values of p, q (and u) at (4) are ambiguous because 
they depend on whether we use the pair of points (1), (3) or (2), (3) to compute 
them. 

A similar situation was encountered in Chapter 5, where one-parameter families 
of characteristic curves had interseetions beyond a certain envelope curve. We 
then approached the problem from the vantage of weak solutions and prevented 
the crossing of characteristics by inserting appropriate shocks. We shall postpone 
discussion of weak solutions until we have considered a hyperbolic system of two 
first-order equations in the next seetion. 
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Problems 

7.1.1 Consider steady two-dimensional compressible f10w over a body. The di­
mensionless equations for the velocity potential 1/)* and density p* are given 
by (3.3.51) and (3.3.52) with a/at* == O. Dropping the asterisks, we have 

1 11M2 
_ (1/)2 + 1/)2) + -- py-I = -- + -, (7.1.20a) 
2 x y y-l y-l 2 

p(l/)xx + I/)yy) + Pxl/)x + Pyl/)y = O. (7.1.20b) 

a. Introduce the dimensionless speed of sound a = p(y-I)/2 (cf. (3.3.22» 
to show that equations (7.1.20) transform to 

(a2 - I/);)I/)xx - 21/)xl/)yl/)xy + (a2 - I/);)I/)yy = 0, (7.1.21a) 

where 

(7.1.21b) 

b. Show that (7.1.21 a) is hyperbolic for supersonic fiow, that is, 

1/); + 1/); > a2, (7.1.22) 

and that the characteristics according to (7.1.6) are given by 

A ± = 1 [_'" A.. ± a(",2 + ",2 _ a2) 1/2] (7 1 23) a2 _ 1/); 'l'x'l'y 'l'x 'l'y . . . 

7.1.2 Consider the following signaling problem for the quasilinear wave equation 
on 0 S x < 00, 0 S Y < 00, 

Uxx - a2 (u, UX , uy)uyy = 0, 

u(x,O) = j(x), uy(x, O) = g(x), 

U(O, y) = h(y), 

where a, j, g, and h are prescribed and j(O) = h(O). 

(7.1.24a) 

(7.1.24b) 

(7.1.24c) 

Generalize the discussion in Section 7.1.2 to include the boundary 
condition (7.1.24c) assuming that A + > 0 and A- < O. 

7.2 Systems of n First-Order Equations 

The discussion in this section paralleis that in Section 4.3. As in the case of the 
quasilinear second-order equation, the essential difference from the corresponding 
linear problem is that characteristic slopes depend on the solution, and therefore 
the geometry of characteristics can be derived only locally. 

The physical problem is modeled by a system of n first-order equations of the 
form 

aUj ~ aUk . - + ~Ajk- = jj, } = 1, ... ,n, 
at k=1 ax 

(7.2.1) 
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for the n dependent variables Ul(X, t), U2(X, t), ... , un(x, t). The matrix com­
ponents A jk and the components fj depend on x, t as weIl as UJ, U2, •.• , 

Uno 

As pointed out in Seetion 4.3.2, we may regard (7.2.1) as the component form 
(with respect to some unspecified constant basis bio b2, ... , bn) of the vector 
equation 

Ur + Aux = f. (7.2.2a) 

Thus (cf. (4.3.l8a» 

n n 

U = L ukbt. f = L /kbt. (7.2.2b) 
k=1 k=1 

and the components of the linear operator A with respect to the {bi} basis are 
defined in the usual way (cf. (4.3.18b», 

n 

Abj = L Akjbk. (7.2.2c) 
k=1 

The fact that the basis {bi} does not depend on x, t is reflected by the statements 

(7.2.2d) 

that follow from (7 .2.2b) with the derivatives of the bk all equal to zero. 

7.2.1 Characteristic Curves and the Normal Form 
We define a characteristic curve C, as in Section 4.3.2, by the property that along 
C Cauchy data together with (7.2.1) do not define the outward derivative of each 
of the Ui. The calculation of the characteristic condition for C is identical to that 
for the linear problem, since the A ij are known along C once the Ui are specified 
there. Therefore, the characteristic speeds at a given point x, t where the Ui are 
known are defined by the n roots of the following nth-degree polynomial in A: 

det{Aij - 8ijA} = 0, (7.2.3) 

where 8ij is the Kronecker delta. 
Equation (7.2.3) also defines the eigenvalues of the {Aij} matrix. A system 

(7.2.1) is called hyperbolic for a given solution in some domain of the xt -plane 
if the eigenvalues of {Aij} are real and distinct in that domain. As for the single 
second-order equation (7.1.1), hyperbolicity depends on the actual solution being 
considered because the Aij also involve the Ui(X, t). Henceforth, we shall restict 
attention to hyperbolic systems. 
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Let f. 1, f.2 , ••• , f.n be the left eigenvectors of the {Aij} matrix, and denote the 
corresponding eigenvalues by AI, A2, ... , An. Thus, ifthe f.i have components 

n 

f.i = L lijbj, (7.2.4) 
j=1 

the definition of a left eigenvector gives 

(7.2.5a) 

or 

lil (All - Ai) + li2A21 + ... + linAnl = 0, 

lil A I2 + li2(A22 - Ai) + ... + linAn2 = 0, 

lilAln + li2A2n + ... + lin(Ann - Ai) = 0, i = 1, ... ,n. (7.2.5b) 

Let us express (7.2.1) in matrix form and multiply this expression from the left by 
the row vector (lil, li2, ... , lin). After using (7.2.5a) to simplify the second term 
on the right-hand side, we obtain the following normal form: 

t lik (OUk + Ai OUk) = t likfk. i = 1, ... , n. 
k=1 ot OX k=1 

(7.2.6) 

Notice that the directional derivative 

(7.2.7) 

along the ith characteristic is the only one that occurs in the ith equation. 
If n = 2, we can simplify (7.2.7) further by introducing characteristic coordi­

nates, and this is discussed in Section 7.3. If n > 2, we have more characteristic 
curves passing through a given point than we have coordinates (x, t), so we cannot 
use the characteristic curves as a coordinate system. We can, however, exploit the 
fact that the ith equation involves only the derivative along the ith characteristic 
curve in the following way: For each i we select the pair of coordinate families con­
sisting of the family fjJi (x, t) = ~i = constant and the family t = (1i = constant. 
Here, the curves fjJi (x, t) = ~i = constant make up the family of characteristic 
curves having slope (dx/dt) = Ai, that is, 

dx ofjJ;jot - = Ai = ---, (7.2.8) 
dt ofjJ;jax 

and the lines t = (1i = constant are not tangent to any of the characteristic curves 
as long as Ai is finite. 
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If we now regard all the Uk in the ith equation as functions of the two charac­
teristic variables gi and O'i, we can write (7.2.6) in the following form, which is 
convenient for solution using forward differences along characteristic directions: 

(7.2.9) 

The notation (OUk/OO'i) in (7.2.9) is somewhat misleading. We reiterate that it 
means (ouk/at) in the ith equation holding gi fixed. Of course, instead of t we 
could have chosen O'i to be any parameter that increases monotonically along a 
characteristic. The choice O'i = t gives the simplest form for (7.2.9). 

For the quasilinear problem with n > 2, this is as far as we can simplify the 
system (7.2.1); an illustrative example is discussed in Section 7.2.2. In Section 
7.3.1 we show that if n = 2, we can use the gi as coordinates instead of x, t, and 
we can then simplify oUf results further. 

It is also interesting to consider the special case where (7.2.1) is semilinear 
(that is, the Aij do not depend on the Ui, but the J; may depend on the Ui in an 
arbitrary way). We introduce the following linear transformation from the original 
components UJ, U2, ... , Un to new components UJ, U2, ... , Un according to 

n 

Ui = L likUk. i = 1, ... , n, 
k=1 

with {lij} -I == {/Lij}. The inverse transformation is 

Wecompute 

n 

Ui = L /LikUk. i = 1, ... , n. 
k=1 

aUi _ ~ (0 OUk alik ) - - L ~ik- + -Uk , 
ot k=1 at at 

aUi ~ ( OUk alik ) - = L lik- + -Uk . 
OX k=1 OX OX 

(7.2.10a) 

(7.2. lOb) 

(7.2.11a) 

(7.2.11b) 

Therefore, after we multiply (7.2.11b) by Ai, add this result to (7.2.11a), then use 
(7.2.6), we find 

U sing (7 .2. lOb ) to express the Uk in terms of the Uk gives the diagonal characteristic 
form 

ou. au. n 
~ +A;~ + LC;kUk = F;, i = 1, ... ,n, 
ut uX k=1 

(7.2. 12a) 
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where 
n n 

Cik = - I)ailim)JLmt. Fi = L likfk. (7.2.12b) 
m=1 k=1 

It is easy to verify that (4.3.25) is a special ease of (7.2.12) for n = 2 and the Fi 

independent of the the Ui • See Problem 7.2.2. 
Note that if the Aij depend on the Ui, then so do the lij. Therefore, the right­

hand sides in (7.2.11) will involve additional terms like (alidaud . (aUk/at) and 
(eJiik/aud . (aUk/aX), and this precludes the diagonal form (7.2.12). 

We now illustrate the ealculations 1eading to (7.2.6) and (7.2.12) for two exam­
pies with n = 3. See also Problem 7.2.1, where shallow-water ftow in a two-Iayer 
model leads to a hyperbolie system with n = 4. 

7.2.2 Unsteady ~onisentropic Flow 
In Chapter 5 we derived the three equations goveming unsteady eompressible ftow 
where the entropy is different along eaeh particle path (see (5.3.32». In order to 
illustrate the role of the /j in (7.2.1), let us assume a distribution of mass and 
energy sourees whose strength depends on x, t, and the loeal ftow speed. Then the 
dimensional equations for mass, momentum, and energy eonservation beeome 

Pt + (pu)x = Q(x, t, u), 

1 
Ut + UUx + - Px = 0, 

P 

(p/pY)t + u(p/pY)x = E(x, t, u). 

(7.2. 13a) 

(7.2.13b) 

(7.2. 13c) 

We will introduee the entropy s instead of the density p as adependent variable. 
The relation between s, p, and p is 

s == log (; ) (7.2.14) 

(see (5.3.119». Equation (7.2.13e) beeomes 

St + USx = e-" E(x, t, u) == h(x, t, u, s). (7.2.15) 

The definition of the entropy in (7.2.14) implies that the density p and the speed 
of sound c (see (3.3.11» are the following funetions of p and s: 

p(p, s) = (pe-s)I!y, (7.2.16a) 

c(p, s) = Jyp(Y-I)!YeS / Y . (7.2. 16b) 

The ftow is defined in terms of the three variables u, p, and s, and we need to 
transform (7.2.13a). Equation (7.2.14) implies that pY = pe-s• Therefore, 

e-s 1 1 
Pt = -y-I (Pt - PSt) = 2" (Pt - PSt), Px = 2" (Px - pSx). 

yp - c c 
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Using these expressions in (7.2.13a) gives 

1 
"2 (Pt - pSt + upx + upsx) + pUx = Q, 
c 

and using (7.2.15), this simplifies to 

Pt + upx + ypux = c2 Q + ph == q(x, t, u, p, s). (7.2.17) 

The system of equations corresponding to (7.2.1) is given by (7 .2.13b), (7.2.17), 
and (7.2.15) forthe dependent variables u, p, and s, respectively. In particular, we 
have 

u = ubl + pb2 + Sb3, (7.2. 18a) 

( 
U p-I 0) 

Aij = YP u 0 , 
o 0 u 

(7.2.18b) 

r = qb2 + hb3. (7.2.18c) 

The eigenvalues of the {Aij} matrix are defined by the vanishing of the 
determinant (7.2.3), which reduces to 

(u - Ai - (u - A)c2 = O. 

That is, 

AI = U + C, 1..2 = U - C, 1..3 = U, (7.2.19) 

which are real and distinct. 
The component form (7 .2.5b) for the left eigenvectors gives the following system 

of homogeneous linear algebraic equations goveming the {lij} for each i: 

(u - Ai )lil + Y pli2 = 0, 
1 
- lil + (u - Ai )li2 = 0, 
P 

(u - Ai )ln = O. 

(7.2.20a) 

(7.2.20b) 

(7.2.20c) 

For i = 1, either (7.2.20a) or (7 .2.20b) gives (l I 11 l d = cp, whereas (7 .2.20c) 
gives 113 = 0, because u - AI = -c ::j:. O. We choose 

.e l = cpbl + b2. (7.2.21a) 

Similarly, we obtain (l211122) = -cp for i = 2, and 131 = 132 = 0, 133 = 
arbitrary for i = 3. We then choose 

.e2 = -cpbl + b2, (7.2.21b) 

.e3 = b3. (7.2.21c) 

Thus, 

(7.2.22) 
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Note again that we cannot specify all three components of the eigenvectors; we 
only have two independent conditions linking these three quantities. 

Using (7.2.22) in (7.2.6) gives the three equations 

cp(Ut + (u + c)ux) + (Pt + (u + c)Px) = q, 

cp(Ut + (u - c)ux) - (Pt + (u - c)Px) = -q, 

St + USx = h. 

This system ean also be written in the form (7.2.9), 

au ap 
cp-+-=q, 

aal aal 

au ap 
cp- - - =-q, 

aa2 aa2 

as 
= h. 

(7.2.23a) 

(7.2.23b) 

(7.2.23c) 

(7.2.24a) 

(7.2.24b) 

(7.2.24c) 

Equations (7.2.24) are a convenient starting point for a numerical solution using 
forward differencing along characteristies. Consider two adjacent points (1) and 
(2) in the xt-plane, as sketehed in Figure 7.2, and assume that u, p, and s are 
known there. For instance, (1) and (2) may be two adjacent points on an initial 
spacelike arc or two ad jacent points in the caleulation of the previous step. Assume 
also that 0 < U < C at (1) and (2), so that the charaeteristie directions that emerge 
have A2 < 0,0 < A3 < AI. We wish to calculate the values of u, p, and s at (3), 
which is located by the intersection of the AI characteristie from (I) and the A2 
eharacteristic from (2). 

First we loeate (3) using the forward differenee approximation of (7.2.8) with 
j = 1 andj = 2: 

X(3) _ x(I) = A~I) (t(3) - t(1») , 

x(3) - x(2) = Ai2) (t(3) _ t(2») , 

(7.2.25a) 

(7.2.25b) 

where we are using superseripts to indicate the values at a given point. The un­
knowns are x(3) and t(3), as all the other terms are evaluated at (1) or (2), where u, 

p, and s, as weIl as x and t, are specified. Solving this linear system gives 

1 [A~I)(x(2) _ Ai2)t(2» _ Ai2)(x(1) _ AlI)t(I)] , 
A(1) _ A(2) 

I 2 

t(3) = 1 [x(2) _ Ai2)t(2) _ x(1) + All)t(l)] . 
A(1) - A (2) 

2 

(7.2.26a) 

(7.2.26b) 

Next, we eonsider the following differenee form of (7.2.24a) and (7.2.24b) to 
eompute u and p at (3): 

p(I)C(I)(U(3) - u(l) + p(3) _ p(1) = q(1)(t(3) - t(I), (7.2.27a) 

p(2)c(2)(U(3) _ u(2» + p(3) + p(2) = _q(2)(t(3) _ t(2», (7.2.27b) 
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~------------------------------------.x 

FIGURE 7.2. Charaeteristies emerging from the spacelike are (1)-(4)-(2) 

where t(3) is given in (7.2.26b). Solving the system (7.2.27) for u and p gives 

1 
u(3) = [p(l)u(l)c(l) + p(l) + p(2)u(2)C(2) _ p(2) 

p(l)c(l) + p(2)c(Z) 

+ q(I)(t(3) _ t(l) - q(2)(t(3) - t(Z»], (7.2.28a) 

p(3) = ---:-::-:---:-:-:--1_-=---:-::-:- {p(l)c(l)[_p(2)u(2)c(Z) + pIZ) + q(2)(t(3) _ t(Z»] 
p(l)c(l) + p(Z)C(2) 

+ p(2)C(2)[p(l)C(l)u(l) + p(l) + q(I)(t(3) - t(I»]} • (7.2.27b) 

To complete the solution at (3), we need to calculate s there. Since s is propagated 
along the A3 characteristic, we need to define starting values at an appropriate 
intermediate point (4) on the straight line joining the points (1) and (2). One 
possible approach is to use linear interpolation to determine (4) and the values of 
u,p, and s there, based on data at (1) and (2). 

The straight-line approximation for the A3 characteristic joining (4) to (3) follows 
from (7.2.8), 

(7.2.29a) 

but now A~4), X (4) , and t(4) are not known directIy. We use linear interpolation 
between (1) and (2) to write 

A (Z) _ A (I) 
3 3 (7.2.29b) 

(1IZ 
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where (1ij denotes 

t(4) _ t(l) 

X(4) - x(l) 

t(2) - t(l) 

x(2) - x(l) , 
(7.2.29c) 

(7.2.29d) 

Equations (7.2.29a)-(7.2.29c) define x(4), 1(4), and A~4) in principle, but an ex­
plicit solution is not practical. An efficient iterative approach is to guess a value 
of A~4) (for example, the average of the values A~I) and A~2» and to use this initial 
guess in the two linear equations (7.2.29a) and (7.2.29c) for X(4) and t(4). Solving 
these gives 

(X(2) - X(l»(A3(4)/(3)X(3» + A 3(4)(x(l)t(2) - x(2)/(l» 
X(4) = 

A~4)(t(2) - t(l) + x(l) - X(2) 

x(l)t(2) - x(2)t(l) + (t(2) - t(l»(A3(4)t(3) - x(3» 
t(4) = ___ --:~--------'--"-----_ 

A~4) (t(2) - 1(1» + x(l) - x(2) 

(7.2.30a) 

(7.2.30b) 

Next, we use these values of X (4) and t(4) to compute (114 from (7.2.29d). We then 
use the expression 

(7.2.31) 

obtained from (7.2.29b), to calculate an improved value for A~4), and so on. Once 
the values of X (4) ,/(4), and A~4) have converged, the final calculation for s(3) follows 
from the difference form of (7.2.24c): 

s(3) = s(4) + h(4) (t(3) - 1(4», (7.2.32a) 

where s(4) is obtained by linear interpolation between the points (1) and (2): 

s<4) = s(l) + (114 (s(2) _ s(l). 

(112 
(7.2.32b) 

This procedure defines u, p, and s at (3) uniquely as long as characteristics of 
the same family emerging from points adjacent to (1) or (2) do not intersect on or 
inside the the triangle (1)-(2)-(3). 

7.2.3 A Semilinear Example 
The model system 

8uI 8uI 2 8u2 
- +x- +x - = fl(X, t, ulo U2, U3), (7.2.33a) 
81 8x 8x 

8U2 28uI 8U2 - + (1 + I) - + x - = !z(x, t, ulo U2, U3), (7.2.33b) 
81 8x 8x 

8U3 8U3 at + x ~ = !3(x, t, Ulo U2, U3) (7.2.33c) 
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is similar in structure to the one just discussed, except that the Ui do not occur in 
the {Aij} matrix but only in the right-hand sides. The matrix {Aij} is 

{A"l ~ ( (1 ~ 1)' ~ n. 
and its eigenvalues are 

AI = x(2 + t), A2 = -xt, A3 = x. 

The equations corresponding to (7 .2.5b) are now 

(x - A;)lil + (l + t)21i2 = 0, 

x21il + (x - Aj)lj2 = 0, 

(x - Aj)lj3 = 0, i = 1,2, 3, 

and we choose the eigenvectors Lj having the components 

(7.2.34) 

(7.2.35) 

(7.2.36a) 

(7.2.36b) 

(7.2.36c) 

1 1 1 1 
Lj = 2x bl + 2(1 + t) b2, L2 = 2x bl - 2(1 + t) b2, L3 = b3, (7.2.37) 

consistent with (7.2.36). Therefore, the {lij} matrix is given by 

( 

1 1 

2x 2(1 + t) 
{lij} = ~ 1 

2x 2(t + 1) 
o 0 

It follows from the expression for {lij} that 

{ alij } = (: - 2(11 ~ 1)' 

at 2(1 + t)2 
o 0 

and the system (7.2.12) becomes 

0) . {alij } = (- 2~2 
o ax --

2x2 
o 0 

(7.2.38) 

aVI x 2 t aVI t2 + 3t + 3 t2 + 3t + 1 _ F 
at + ( + ) ax + 2(1 + t) VI + 2(1 + t) V2 - I, (7.2.39a) 

aV2 aV2 (t2 + t + 1) (t 2 + t - 1) V 
Tt - xt ax - 2(1 + t) VI - 2(1 + t) 2 = F2, (7.2.39b) 

aV3 + x aV3 = F3. 
at ax 

(7.2.39c) 

The right-hand sides in (7.2.39) are given by 

1 1 1 1 
FI = 2x fl + 2(1 + t) 12, F2 = 2x fl - 2(1 + t) h. F3 = 13, (7.2.40) 
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y 

Free surface 

P '" PI 
__ "1 

Interface 

Bottom : y '" Eb(X, t) 

--------------~~~~------------------------~X 

FIGURE 7.3. Two-Iayer shallow-water ftow 

and the arguments of the f; in (7.2.40) are as folIows: 

f; = f;(x, t, XVI + XV2, (l + t)V1 - (l + t)V2, V3) · (7.2.41) 

Problems 

7.2.1 Consider shallow-water flow over a variable bottom for two layers of fluid 
with constant densities PI and P2 for the stable case where the Iighter fluid 
is on top (PI < P2). See Figure 7.3. 

We denote the vertically averaged horizontal speed in each layer by 
Ui(X, t) and the height of the layer by hi(x, t). Using appropriate dimen­
sionless variables, show that the laws of mass and momentum conservation 
in each layer reduce to the following system of four equations: 

ah l a - + - (ulh l ) = 0, (7 .2.42a) 
dt dX 

OUI OUI oh l ah2 ob +UI-+-+-=-E-, (7.2.42b) 
at dX ox dX OX 

oh2 d - + - (U2h2) = 0, (7.2.42c) 
dt ax 

OU2 OU2 ah l ob - + U2 - + (I - ß) - = -E - , (7.2.42d) 
at ax ax ox 

where ß == (P2 - PI)/ P2 > 0, and Eb(x, t) is the height of the bottom 
measured from some reference level. 

Derive the quartic that determines the eigenvalues of the {Aij} matrix 
for this example. Assuming h I > 0, h2 > 0, show that the Ai are real 
and distincL Without solving for the Ai explicitly, transform (7.2.42) to the 
normal form (7.2.9). 
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7.2.2 Study the transformation of the system (7.2.33) from the point of view of 
Section 4.3.3i. 
a. Show that the right eigenvectors ofthe {Aij} matrix defined by AWj = 

Aiwj, and having components Wj = Li=1 Wkjbk. satisfy 

(x - Aj)Wli + X2W2i = 0, (7.2.43a) 

(1 + t)2Wli + (x - Aj)W2i = 0, (7.2.43b) 

(7.2.43c) 

b. Verify that {Wijl} = Cl!{lij}, where Cl! is an arbitrary constant. In 
particular, show that for the choice 

(
XX 0) 

{Wij} = 1 + t -(1 + t) 0 
o 0 1 

(7.2.44) 

consistent with (7.2.43), {Wijl} = {lij} as given in (7.2.38). 
c. Verify that using (7.2.44) in (4.3.26b) and (4.3.26c) gives the same 

expressions for the Cij and Fj that were derived in (7.2.39). 
d. For a general semilinear hyperbolic problem, show that the transforma­

tion (4.3 .21) using right eigenvectors is equivalent to the transformation 
(7.2.10) using left eigenvectors. 

7.3 Systems of Two First-Order Hyperbolic Equations 

If (7.2.1) is hyperbolic and n = 2, there are two distinct families of characteristic 
curves for a given solution. These two families of curves may be regarded as 
a curvilinear coordinate system in terms of which the normal form (7.2.9) will 
simplify further. 

7.3.1 Characteristic Independent Variables 
The eigenvalues of the 2 x 2 matrix {Aij} are (see (4.3.16b» 

1 2 1/2 AI = 2 {All + A22 + [(A ll - A22 ) + 4AI2A2d }, 

1 2 1/2 A2 = 2 {All + A22 - [(A 11 - A22) + 4A I2A2d }. 

These eigenvalues are real and distinct if 

(All - A22)2 + 4AI2A21 > O. 

Along the characteristic with (dxJdt) = AI. we have 

q,(x, t) = g = constant, AI = _ q,r . 
q,x 

(7.3.Ia) 

(7.3.Ib) 

(7.3.2) 

(7.3.3a) 
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Similarly, along the characteristic with (dx/dt) = A2, we have 

1/Ir 
1/I(x,1) = 11 = constant, A2 = - -. 

1/Ix 
(7.3.3b) 

Now, the Ai are given functions of x, t, Ul, and U2, so the curves defined in (7.3.3) 
depend on the solution and not just on x and t. 

Let us regard Uio U2, x, and t as functions of ~ and 11 for a given solution. We 
shall use the notation 

Ul = U(~, 11), U2 = V(~, 11), x = X(~, 11), t = T(~, 11). (7.3.4) 

It follows from (7.3.3) that the characteristic curves satisfy the pair of partial 
differential equations (see (7.1.7» 

X1/ = Al (X, T, U, V)T1/' 

X~ = A2(X, T, U, V)T~. 

(7.3.5a) 

(7.3.5b) 

To solve these, we need to derive the equations that follow from (7.2.6) for the 
evolution of U and V along the characteristic curves. We compute 

8Ul 8U2 
- = U~lPr + U1/1/I/o - = V~lPr + V1/1/Ir, 
8t 8t 

8Ul 8U2 
= U~lPx + U1/1/Ix, - = V~lPx + V1/1/Ix. 

8x 8x 

Thus, 

8Ul 8Ul 
Tt + Al a;- = UdlPr + AIlPx) + U1/(1/Ir + AI1/I~), 

= (AI - A2)1/IxU1/ 

because lPr + AIlPx = 0 and 1/Ir = -A21/1x. Similarly, 

8Ul 8Ul Tt + A2 a;- = (A2 - ÄI)U~lPx, 

8U2 8U2 Tt + AI a;- = (AI - A2)VT/1/Ix, 

8U2 8U2 
Tt + A2 ax = (A2 - AI)V~lPx. 

Substituting (7.3.6) into (7.2.9) gives the system 

iU!1 + i12h 
illUT/ + i 12V1/ = , 

(AI - A2)1/Ix 

i21!1 + i22h 
i21U~ + i22 V~ = 

(A2 - AI)lPx 

(7.3.6a) 

(7.3.6b) 

(7.3.6c) 

(7.3.6d) 

(7.3.7a) 

(7.3.7b) 

We will now show that the right-hand sides of (7.3.7) simplify further. Since 
x = X(~, 11), t = T(~, 11), we have 

( dX)=(X~ Xp) (d~). 
dt T~ T1/ d11 

(7.3.8a) 
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We also have ~ = l/>(x, t), TI = 1/I(x, t). Therefore, 

( d~) = (l/>x l/>t) ( dx ) . 
dTl 1/Ix 1/Ir dt 

(7.3.8b) 

Substituting (7 .3.8b) for the eolumn veetor on the right-hand side of (7 .3.8a) shows 
that 

( X~ X~) (l/>x l/>r) _ (1 0) 
T~ T~ 1/Ix 1/Ir - 0 1 . 

(7.3.9) 

Thus, the two Jaeobian matriees appearing in (7.3.8a) and (7 .3.8b) are eaeh other's 
inverse. If we left multiply (7.3.9) by the inverse of the first Jaeobian matrix and 
use the familiar formula for this inverse we obtain 

(!: ~) = J ( !T~ 
where we have used the notation 

-X~) 
X~ , 

J == l/>x1/lr -1/Ixl/>r, J = X~T~ - T~X~ 

(7.3.10) 

for the Jaeobians, and have reeognized that J = 1/]. Identifying eomponents in 
(7.3.10) gives 

l/>x = JT~, l/>r = -JX~, 1/Ix = -JT~, 1/Ir = JX~. (7.3.11) 

Now eonsider the faetor 1/(Al - A2)1/Ix in (7.3.7a). Using the resultfor 1/Ix given 
in (7.3.11), we obtain 

1 1 J ------------ = --------
(Al - A2)( -J)T~ (A2 - AdT~ 

We use (7.3.5) to express X~ and X~ in terms of T~ and T~ to obtain 

1 A2T~ T~ - T~Al T~ -------- = = T~. 
(Al - A2)1/Ix (A2 - Al)T~ 

Similarly, we obtain 

and (7.3.7) simplifies to 

III U~ + ll2 V~ = (lI dl + l12h)T~, 
l21U~ +l22V~ = (l2dl +l22h)T~. 

(7.3.12a) 

(7.3.12b) 

The system offour equations (7.3.5) and (7.3.12) (together with the subsidiary 
equations (7.3.1) that define the Aj, and (7.2.5b) that define the lij) govems the 
solution for X, T, U, and V. A numerieal solution using forward differenees along 
the loeal eharacteristie direetions ean be easily implemented for given Cauehy 
data-that is, with U and V specified along a noneharaeteristic spaeelike are. The 
proeedure is analogous to that diseussed in Seetion 7.1.2. See Problem 7.3.1. 
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7.3.2 The Hodograph Transformation 
A hodograph transfonnation is one that reverses the role of dependent and indepen­
dent variables. Let us apply this transfonnation fonnally to (7.2.1) for the special 
case where n = 2, the AU do not depend on x, t, and the J; = O. To simplify the 
notation we write this special case of (7.2.1) as 

Ur + a(u, v)ux + b(u, v)vx = 0, 

Vr + c(u, v)ux + d(u, v)vx = O. 

(7.3.13a) 

(7.3. 13b) 

Thus, we want to regard x and t as functions of u and v. For the time being, let us 
assume that this is possible and proceed with the fonnal transfonnation; later on, 
we shall examine the conditions under which this procedure is feasible. Let x and 
t be functions of u and v defined by 

- -x = X(u, v), t = T(u, v). (7.3.14) 

The inverse transfonnation has u(x, t) and v(x, t). _ 
Appl.Ying the results derived in (7.3.11) to this case (I/J ~ u, 1/1 ~ v, X ~ X, 

T ~ T) gives 
,...., ,..., ,...., ,..., 

Ux = ITv, Ur = -lXv, Vx = -ITu , Vr = IXu , (7.3.15) 

where 

(7.3.16) 

When we use (7.3.15) in (7.3.13) and cancel out I, we obtain the following linear 
system in the hodograph plane: 

- - --Xv + a(u, v)Tv - b(u, v)Tu = 0, - - -Xu + c(u, v)Tv - d(u, v)Tu = O. 

(7.3. 17a) 

(7.3. 17b) 

Note that if /1 and fz are not absent from (7.3.13), then I does not cancel out of 
(7.3 .17), and the transfonned system remains quasilinear. This is also the outcome 
if the A ij depend on x and t. 

The linear system (7.3.17) has the same type (hyperbolic, elliptic, orparabolic) 
as (7.3.13). To show this we write (7.3.17) in matrix fonn as 

(7.3.18) 

Then assuming b '" 0, we multiply this equation by the inverse of the first matrix 
to obtain 

(7.3.19) 

The type ofthe system in (7.3.19) depends on the sign of (d - a)2 jb2 + 4cjb, 
which is the same as the sign of (d - a)2 + 4cb, which characterizes the type of 
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the system (7.2.13). If b == 0, butei:- 0, we multiply (7.3.18) by the inverse ofthe 
second matrix to arrive at the same conclusion. If b == e == 0, both (7.3.13) and 
(7.3.17) are in diagonal form and hyperbolic. Thus, a hodograph transformation is 
possible as long as J i:- 0, regardless of the type of the system (7.3.13). 

We show next that if (7.3.13) is hyperbolic, its characteristics map onto char­
acteristics of the hodograph system (7.3.19). To prove this result, recall first that 
the two families of characteristic curves for (7.3.13) have (dx/dt) = AI and 
(dx/dt) = A2, where AI and A2 are the two roots of 

(a - A){d - A) - be = 0, (7.3.20) 

that is, 

(7.3.21) 

where 

ß == (d - a)2 + 4be. (7.3.22) 

The two families of characteristic curves associated with (7.3.19) have 
(du/du) = /-Llo and (du/du) = /-L2 in the hodograph plane, where /-LI and /-L2 
are the two roots of 

that is, 

(~ - /-L) ( - ~ - /-L) - _be_~--:2_a_d = 0, 

d-a+,J/i 
/-LI = 2b 

, /-L2 = 
d-a-,J/i 

2b 

(7.3.23) 

(7.3.24) 

Let C be a charcteristic curve with (dx/dt) = A in the physical plane, and let C* 
be its image in the hodograph plane. Along C*, we have the slope 

du 
du uxdx + urdt - UxA + Ur ' 

and using (7.3.13), this becomes 

dv 

du 

It follows from (7.3.20) that 

-eux + (A - d)vx 

(A - a)ux - bvx 

be 
(A - a) = A _ d' 

Substituting this into (7.3.25) and simplifying gives 

du d - A 
= 

du b 

(7.3.25) 

(7.3.26) 
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In particular, according to (7.3.21) and (7.3.24), the right-hand side of (7.3.26) for 
A = AI and A = A2 becomes 

d-a-,Ji. 
2b 

d-a+,Ji. 
2b 

=/-LI· 

Therefore, we have shown thatthe characteristics of (7.3.13) with slope (dx / dt) = 
AI map to characteristics of (7.3.19) with slope (dv/du) = /-L2' Similarly, the A2 
characteristics in the physical plane map to the /-LI characteristics in the hodograph 
plane. This result has a very important implication that is explored in the next 
section. 

The requirement that J of= ° exc1udes use of a hodograph transformation in 
regions where either u or v is constant, or when u can be expressed in terms of v. 
This latter special case corresponds to a simple wave solution of (7.3.13) and is 
discussed in Section 7.3.4. However, as we shall see, one can solve (7.3.13) exactly 
in such regions. A more serious drawback of a solution in the hodograph plane 
is that, as boundaries are unknown in general, it is difficult to satisfy boundary 
conditions given in terms of u and v. Also, the interpretation of discontinuities in 
u and v becomes troublesome. 

Steady two-dimensional transonie flow 

This is an example where the hodograph transformation is quite useful, and the 
reader is referred to Sections 3.5-3.8 of [10] for a detailed discussion of various 
problems. Here, we demonstrate only how the Tricomi equation (see (4.1.24)) 
arises in the hodograph plane for this problem. 

As shown in [10], the goveming equations for steady two-dimensional transonic 
ftow with small disturbances are (see (3.5.1) of [10]) 

uy - vx = 0, irrotational ftow, 

vy - uUx = 0, mass conservation, 

(7.3.27a) 

(7.3.27b) 

where u and v are rescaled dimensionless velocity components, and x, y are 
Cartesian coordinates. This system can also be expressed as a quasilinear second­
order equation for the velocity potential. 

Comparing (7.3.13) with (7.3.27), we identify x -+ x, t :7 y, u -+ U, v:7 v, 
a -+ 0, b -+ -1, c -+ -u, and d -+ 0. We also denote T in (7.3.17) by Y and 
obtain the following pair of equations in the hodograph plane: 

-xv + Yu = 0, Xu - uYv = 0. (7.3.28) 

Eliminating X from this pair results in the Tricomi equation for Y: 
uYvv - Yuu = 0. 

We alsoverifyfrom (7.3.21) and(7.3.24) thatAl = u l/2 = /-L2 andA2 = _u 1/ 2 = 
/-LI· 
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7.3.3 The Riemann Invariants 
In this section we study the implications of the property that if (7.3.13) is hy­
perbolic, then its characteristics map onto the characteristics of (7.3.17). Let us 
introduce the following notation for the characteristic curves in the hodograph 
plane: 

th . dv 
S(u, v) = s = constant on e characteristlcs - = J-tJ, (7.3.29a) 

du 

th . dv 
R(u, v) = r = constant on e characteristtcs - = J-t2. (7.3.29b) 

du 

Recall that in the physical plane we have 

( I: h·· dx cP x, t) = ., = constant on the c aractenstlcs - = At. (7.3.30a) 
dt 

,1,( ) th h .. dx , (7 3 30b) Y' x, t = 11 = constant on e c aractenstlcs - = 11.2. •• 
dt 

Let us express the system (7.3.13) in terms of the characteristic independent 
variables (cf. (7.3.7» 

A(U, V)Uq + B(U, V)Vq = 0, 

C(U, V)U~ + D(U, V)V~ = 0, 

(7.3.31a) 

(7.3.31b) 

where we have set i u = A(U, V), i12 = B(U, V), i 21 = C(U, V), and i22 = 
D(U, V). 

We have shown that the curves cp (x, t) = constant map onto the curves 
R(u, v) = constant, and that the curves 1/f(x, t) = constant map onto the curves 
S(u, v) = constant. Thus, for any solution of (7.3.13), if we evaluate the func­
tion R(u, v) along a characteristic cp(x, t) = ~ = constant, we will find that this 
function remains constant. Similarly, S(u, v) will remain constant along a charac­
teristic 1/f(x, t) = 11 = constant. This means that the system (7.3.31) must reduce 
to 

that is, 

aR(U, V) 
= 0, 

al1 

aS(U, V) 
=0, 

a~ 

R(U, V) = r = constant on ~ = constant, 

S(U, V) = s = constant on 11 = constant. 

(i) Derivation 0/ the Riemann invariants 

(7.3.32a) 

(7.3.32b) 

(7.3.33a) 

(7.3.33b) 

The functions R(u, v) and S(u, v) are called the Riemann invariants of the sys­
tem (7.3.13) and are most directly derived by solving the two first-order ordinary 
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differential equations 

du du 
du = /LI, du = /L2, (7.3.34) 

respectively. A second, less direct, approach, which provides insight into their role 
as integrals of the system (7.3.31), is discussed neXt. 

The idea is to identify (7.3.31a) with (7.3.32a), and (7.3.31b) with (7.3.32b) for 
appropriate functions R and S. We have 

aR 
- = RuU~ + RvV'1' 
C}1J 

and if We identify (aR/o1J) = 0 in the preceding expression with (7.3.31a), we 
conclude that We must Set 

Ru = G(U, V)A(U, V), Rv = G(U, V)B(U, V), (7.3.35) 

for some function G(U, V) analogous to an integrating factor. To specify G, We 
require the two equations in (7.3.35) to be consistent-that is, (Ru)y = (Rv)u­
which gives the following quasilinear first-order equation for G: 

BGu - AGv = G(Av - Bu)· (7.3.36) 

Any nontrivial solution of this equation will define G(U, V), which can then be 
used in (7.3.35) to obtain R by quadrature. It is easily Seen that being able to 
solve (7.3.36) is exact1y equivalent to being able to calculate the solution of the 
corresponding equation in (7.3.34). 

Similarly, in order that (7.3.31b) reduce to (7.3.32b), we must have 

Su = K(U, V)C(U, V), Sv = K(U, V)D(U, V), (7.3.37) 

which implies that K must satisfy 

DKu - CKv = K(Cv - Du). (7.3.38) 

It is important to note that Riemann invariants need not exist if n > 2. To 
illustrate this point let n = 3 and consider (7.2.6) with fl = h = h = 0, 
where the i U do not depend on x and t. If We attempt to identify this equation for a 
given i with the directional derivative a; ofa function R;(UI, U2, U3), weobtain the 
following three conditions analogous to (7.3.35) involving the integrating factor 
G; (uJ, U2, U3): 

aR; 
-a = G;in , 

UI 

Consistency of these conditions introduces the three requirements 

a a 0 0 
- (G·i· l ) = - (G·i·2) - (G·i·3) = -a (G;ii2), 
aU2 I I OUI I I , C} U2 I I U3 
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This implies that each G j must satisfy three independent first-order equations 
analogous to (7.3.36), and this is not possible in general. 

The availability ofthe Riemann invariants (7.3.33) simplifies the solution ofthe 
system (7.3.5), (7.3.31) considerably; we shall explore this further in Seetion 7.3.4. 
Here, we note that we no longer need to consider (7.3.31); these two equations are 
already integrated in the form (7.3.33), and the solution is actually govemed by 
the four relations 

x" - A +(U, V)T" = 0 on ~ = constant, 

R(U, V) = constant on ~ = constant, 

X~ - A -(U, V)T~ = 0 on 71 = constant, 

S(U, V) = constant on 71 = constant, 

where we have set Al = A+ and A2 = A-. 

(ii) Riemann invariants as independent variables 

Now, suppose that we use 

r = R(U, V), s = S(U, V), 

(7.3.39a) 

(7.3.39b) 

(7.3.39c) 

(7.3.39d) 

(7.3.40) 

as independent variables instead of ~ and 71. This is a generalized hodograph 
transformation in the sense that the independent variables are certain functions of 
u and v. The preceding is possible as long as neither R nor S is identically constant 
in a given solution domain (see the discussion of simple waves in Section 7.3.4). 
Let us denote 

X(~, 71) == X(r, s), T(~, 71) == T(r, s), 

and we compute 

X" = XrR" + XsS" = XsS", T" = TrR" + TsS" = TsS", 

because R" = O. Similarly, we have 

X~ = XrR~, T~ = TrR~. 

(7.3.41) 

Therefore, (7.3.39a) and (7.3.39c) reduce 10 the following pair of linear 
equations, which are simpler than (7.3.17): 

- -+ -
Xs - A (r, s)Ts = 0, 

Xr - I- (r, s)Tr = O. 

(7.3.42a) 

(7.3.42b) 

Here we have solved (7.3.41) for U and V in terms of rand s in the form 

U = U(r, s), V = V(r, s), 

and have substituted these expressions into the definitions (7.3.1) for Al (U, V) 
and A2(U, V), where we have denoted 

-=-+ - - -- --
A (r, s) == Al (U(r, s), V(r, s», A (r, s) = A2(U(r, s), V(r, s». (7.3.43) 
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We can combine the two equations in (7.3.42) into a single linear second-order 
equation for T by differentiating (7.3.42a) with respect to r and (7.3.42b) with 
respect to s, and subtracting the result to obtain 

Trs + 1 + (i.;Tr - I~Ts) = O. (7.3.44) 
A - A 

(iii) An example, transonie fIow 

To illustrate these ideas, let us consider the transonic ftow equations (7.3.27) for 
the hyperbolic case (u > 0) and where we identify y with t. The {Aij} matrix 
elements are All = 0, A I2 = -I, A21 = -u, and A22 = 0, and we compute 
AI = u l / 2, A2 = _u l / 2 from (7.3.1). Therefore, the system (7.2.5) becomes 

and we choose 

{lij} = (~:~~ ~1). 
The homogeneous system (7.3.31) for this example then takes the form 

U I / 2Ulj - Vlj = 0, U I / 2UI; + VI; = 0, 

and (7.3.36) becomes 

1/2 1 -Gu - U Gv = - - G. 
2U 

(7.3.45) 

(7.3.46) 

(7.3.47) 

(7.3.48) 

The solution of (7.3.48) may be written in the form (chosen for convenience) 

G(U, V) = 2u l/ 2 r'( ~ U 3/ 2 - V), 
3 

(7.3.49) 

where r' is the derivative of an arbitrary function. Using (7.3.49) in (7.3.35) gives 

Ru = u l / 2r'( ~ U 3/ 2 - V), Rv = -r'( ~ U 3/ 2 - V), (7.3.50) 

which implies that R = r. Similarly, we find that S is an arbitrary function 
of ( ~ U 3/ 2 + V). Thus, as expected, each Riemann invariant is constant along 
the corresponding characteristic of the hodograph equations. For simplicity let us 
choose r(z) = z and write (7.3.40) as 

r = ~ U 3/ 2 - V S = ~ U3/ 2 + V 3 ' 3 . (7.3.51) 

We also obtain (7.3.51) more directly by integrating the two characteristic 
equations 

dv = /L2 = U I/ 2 , 
du 

in the hodograph plane. 

dv = /LI = -u 1/2 
du 

(7.3.52) 
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To use the Riemann invariants as independent variables, we invert (7.3.51) 

U = (3S +4 3r )2/3, V = S - r 2 (7.3.53) 

and substitute this result into (7.3.42), 

_ (3S + 3r )1/3_ 
X s - 4 Ys = 0, (7.3.54a) 

_ ( 3s + 3r ) 1/3 _ 
Xr + 4 Yr = O. (7.3.54b) 

We can also derive this result by transforming the hodograph equations (7.3.28) 
to the diagonal characteristic form (4.3.25). Thus, we introduce r = (2/3)u 3/ 2 - v 
and S = (2L3)u 3/ 2 + ~as indeeendent vari~bles instead of u and v in (7.3.28). If 
we denote X(u, v) == X(r, s), Y(u, v) == Y(r, s), we compute 

- - - - 1/2 - 1/2 X u = Xrru + Xssu = Xru + Xsu , 

Xv = Xrrv + Xssv = -Xr + X s, 
- - - - 1/2 - 1/2 Yu = Yrru + Yssu = Yru + Ysu , 

Y v = frrv + fssv = -fr + f s. 
Substituting (7.3.55b) and (7.3.55c) into (7.3.28a) gives 

Xr - Xs + u l / 2f r + U I / 2f s = o. 

(7.3.55a) 

(7.3.55b) 

(7.3.55e) 

(7.3.55d) 

(7.3.56a) 

Substituting (7.3.55a) and (7.3.55d) into (7.3.28b) and dividing by u l / 2 gives 

Xr + X s + u l / 2f r - u l / 2f s = O. (7.3.56b) 

If we now subtract (7.3.56a) from (7.3 .56b) and note the definition for u in (7.3 .53), 
weobtain (7.3.54a). Similarly, ifwe add (7.3.56a) to (7.3.56b), weobtain (7.3.54b). 

This demonstrates that the use of the Riemann invariants as independent vari­
ables is equivalent to use of characteristic coordinates in the hodograph plane. The 
second-order equation (7.3.44) for fis 

- 1 - -
Yrs + 6(r +s) (Yr + Ys) = 0, (7.3.57) 

and this is just the canonical form ofthe Tricomi equation (see (4.1.27». 

7.3.4 Applications of the Riemann Invariants 
In most applications, it is preferable to work with the physical variables u, v, x, 
and t as functions of ~ and TI; the goveming equations are (7.3.39). We now discuss 
some specfic consequences of the existence of the Riemann invariants. 

(i) Cauehy problem on a spaeelike are 

Consider the solution of the Cauchy problem on the spacelike arc Co, where U 
and V are prescribed, as shown in Figure 7.4. If we use the subscript notation of 
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Section 7.1.2, we prescribe Co in the discrete fonn 

x = X(~i, 71-i) = Xi.-i , t = T(~i, 71-i) = 1';.-i, -N:::: i :::: M. 

The values of U and V are also prescribed on Co: Ui.-i = U(~i, 71-i), Vi.-i -
V(~i, 71-i), which means that we know the values of 

Ri.-i = R(Ui.-i, V;.-;), Si.-i = S(Ui.-i , V;.-;) for - N :::: i :::: M. 

The constancy of the Riemann invariants implies that for any (m, n) such that 
-N:::: m:::: Mand-M:::: n:::: N,wehave 

Rm.n = Rm.-m, Sm.n = S-n.n. (7.3.58) 

Thus, Rm.n and Sm.n are known at all the gridpoints in the zone of influence of 
the initial arc. This means that solving the two algebraic equations (7.3.39b) and 
(7.3.39d) gives U and V at each gridpoint in V. 

(M, -M) 
(m, -m) 

(I, -1) 
(0, 0) 

(-1, 1) 
(-2, 2) 

}.. -: ." = constanl 

FIGURE 7.4. Cauchy problem 

}.. +: E = constanl 

(-N, N) 
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It remains to establish the location of the various gridpoints in the xt-plane, 
and this is easily accomplished using the forward difference form of (7.3.39a) and 
(7.3.39c). If we know X, T, V, and V at the two adjacent gridpoints (m - 1, n) and 
(m, n - 1), then we also know A - and A + there. Solving the two linear algebraic 
equations that result from the forward difference form of (7.3.39a) and (7.3.39c) 
then gives (see (7.1.15) with X ~ T, and Y ~ X) 

1 + 
Tm,n = + (Xm-I,n - Xm,n-I + Am,n-I Tm,n-I 

Am,n-I - Am_l,n 

- A;;;_I,nTm-l,n), (7.3.59a) 

Xm,n = + [A~,n_IXm-l,n - A;;;_I,nXm,n-1 
Am,n-I - Am_l,n 

+ A~,n_IA;;;_l,n(Tm,n-1 - Tm-I. n)]. (7.3.59b) 

(ii) Boundary eondition on a timelike are 

Consider now the situation illustrated in Figure 7.5, where we prescribe a relation­
ship between V and V on the timelike are 70, whieh is the left boundary of our 
domain V. Such an arc is characterized by the property that the characteristics on 
it with slope A - all point to the left as t increases. We must keep in mind that sinee 
A - depends in general on both V and V, we cannot establish whether a given arc in 
the xt-plane is timelike until we know both U and V along it. Since our boundary 
eondition gives only one relation between V and V, we need to actually solve the 
problem in order to ascertain whether it is weil posed. Therefore, the validity of 
the remainder of our arguments is contingent on meeting this criterion on A - all 
along 70 for the solution that we calcu1ate. 

The Cauehy data are now given as the set of discrete values Xo,o = 0, To,o = 0, 
VO,o, VO,o; X-I,h T_l,l, V-I,h V_l,l; ... ; X-M,N, T-M,M, V-M,M, V-M,M. In 
addition, the boundary data on 70 consist of the following set of discrete values 
Xo,o = O,To,o = O,ao,oVo,o+ßo,oVo,o = YO,O;XI,l,TI,l,al,IVI,1 +ßI,lVI,l = 
Yl,l; ... ; XM,M, TM,M, aM,MVM,M + ßM,MVM,M = YM,M, for given constants 
Xm,m, Tm,m, am,m, ßm,m, and Ym,m. We have assumed a linear relation between V 
and V along 70 for simplicity; we could equally easily handle a nonlinear boundary 
condition ofthe form G(V, V, T) = constant for a given function Gon 70. 

The solution procedure for all gridpoints not adjaeent to 70 is as in the Cauchy 
problem, and we need to discuss only how to specify both V and V on 70 as weil 
as on the adjacent gridpoints (0, 1), (1, 2), ... , (M - 1, M). 

So far in this chapter, we have restricted attention to smooth solutions. In the 
present context, the solution in the neighborhood of the origin is smooth if the 
Cachy data at the origin are consistent with the boundary data in the limit as a point 
approaches the origin along Ta. More precisely, we assume that using the values 
Vo,o and Vo,o specified at the origin on Co to compute (ao,oVo,o + ßo,o Vo,o) gives 
the preseribed value Yo,o. We shall illustrate the case where a shoek is introdueed 
at the origin later on for specific examples. 
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./ 

./ 

(0, M) 

~ = 0 

~----~----~-----+--~~/-------------~X 

6'0 

FIGURE 7.5. Boundary eondition on a timelike are 

It is easy to see that the solution proeedure for U and V at the (m, m + 1) 
gridpoint is no different than the procedure we outlined in discussing the Cauehy 
problem. In fact, since we know U and V at (0, 0) and (-1, 1), we can eompute U 
and V at (0,1) using the Riemann invariants RO. 1 = Ro.o and SO. 1 = S_I,I' Thus, 
we need to discuss only how to compute U and V at each of the (m, m) gridpoints 
on 70, assuming that we know their values at the (m - 1, m) points. 

We have the Riemann invariant Sm.m = S-m,m, which gives one relation 
linking Um,m to Vm,m. The second relation is provided by the boundary con­
dition am.mUm,m + ßm.m Vm,m = Ym,m' If the boundary data are weIl posed, 
these two conditions will be independent and will define Um,m and Vm,m' Be-
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fore proceeding to larger values of t, one must check that A;;;,m is indeed less 
than (Xm+1,m+! - X m,m)/(Tm+1,m+l - Tm,m) to verifiy that Ta is timelike beyond 
(m, m). 

(iii) Simple waves 

Consider the special case of Figure 7.5, where U and V are constant on Co. This 
is illustrated in Figure 7.6. 

In the domain V o above Co and to the right of the A + characteristic emerging from 
the origin the solution is constant, because the values ofthe two Riemann invariants 
remain unchanged throughout this region. Furthermore, since this implies that A + 
and A - are both constant, the ~ and Tl characteristics are straight lines in V o. 

FIGURE 7.6. Simple wave generated by constant Cauehy data on a spaeelike are 
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Let us assurne that 10 is a timelike arc-that is, that all the 1] = constant char­
acteristics emerging from 10 lie to its left, as indicated in Figure 7.6. Thus, the 
domain VI is entirely covered by the 1] =constant characteristics that emerge 
from Co. Therefore, the relation S(U, V) = constant holds throughout VI, and we 
can, in principle, solve for V as a function on U in VI, for example, V = F (U). 
Moreover, all the ~ = constant characteristics that emerge from 10 into VI are 
straight lines. To see this, note that (7.3.39b) gives R(U, F(U» = constanton ~ = 
constant; that is, U does not vary on any given ~ = constant characteristic. This, in 
turn, implies that A +(U, F(U» = constant on agiven ~ = constant characteristic; 
that is, the ~ = constant characteristics are straight lines, as claimed. The solution 
is defined by the given boundary values for U that propagate unchanged along 
the ~ = constant characteristics and the values V = F(U), which also propagate 
unchanged along each ~ = constant ray. The solution in VI is called a simple wave 

In effect, we can use the expression v = J(u) that results from the constancy 
of S(u, v) throughout VI to eliminate v in favor of u from the governing system 
to obtain the single first-order equation for u 

Ur + [a(u, J(u» + heu, J(u»J'(u)]u x = o. (7.3.60) 

Note, incidentally, that we cannot use the Riemann invariants as independent vari­
ables in a simple wave region (as either R or S is constant throughout) or in a 
region of constant u and v (where both R and S are constants). 

A simple wave solution fails to exist whenever the Ä - that we calculate on 10 
imply that the 1] = constant characteristics emerge to the right of 10 for increasing 
t. We have also tacitly assumed that the values of A + decrease as ~ increases, that 
is, the ~ = constant characteristics "fan out." Both of these features depend on the 
boundary values prescribed on 10 for U. In the first instance, if the 1] = constant 
characteristics emerge to the right of 10, then this arc is spacelike, and we need to 
specify a second condition there. In the second instance, if the Ä + characteristics 
converge and intersect in VI, a solution with continuous values of U and V is not 
possible, and we need to introduce a shock. . 

A limiting case for which a shock is needed has the boundary value of U pre­
scribed to be a constant UI on 10, in addition to having U = Uo = constant =f:. UI , 
V = Vo = constant on Co. If we assume that the solution is continuous across the 
Ä + characteristics emerging from the origin, we would conclude that the Riemann 
invariant S holds in Vo and VI. This means that in VI, V is given by V = F (U) 
obtained by solving the expression S(U, V) = constant = So(Uo, Vo) for V in 
terms of U. In particular, since U = UI in VI, we must set VI = F(UI)' We then 
compute the slopes Ä +(Uo, Vo) and Ä +(U), F(UI» for the ~ = constant char­
acteristics emerging from Co and 10, respectively. These characteristics intersect 
if 

(7.3.61) 

and we need to introduce a shock starting at x = t = O. In general, we must 
introduce a shock whenever characteristics of the same family cross. Special cases 



Problem 475 

FIGURE 7.7. Centered simple wave 

were discussed in Chapter 5 (see Figures 5.10 and 5.12) and will be reconsidered 
in the next seetion. 

The reverse situation has 

(7.3.62) 

with U = Uo = eonstant t= U\, V = Vo = eonstant on Co. This results in 
the eentered simple wave that eorresponds to the following limiting ease of the 
smooth problem in Figure 7.6. Assume that U is preseribed as a monotone funetion 
of the are length a over an E interval above the origin on 70, with U(O) = Uo, 
U(E) = UJ,andU = U\ fora:::: E.IfwesolvethisproblemandthenletE ~ 0, 
we obtain the eentered simple wave shown in Figure 7.7. 
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Problem 

7.3.1 In this problem we wish to derive the forward difference solution along 
the local characteristic directions for the system (7.3.5), (7.3.12) of four 
first-order equations. To reserve subscripts for locating gridpoints, let us 
write (7.3.5) and (7.3.12) in the following form: 

X~ = A +(X, T, U, V)T~, (7.3.63a) 

X~ = A -(X, T, U, V)T~, (7.3.63b) 

AU~ + BV~ = ET~, 
CU~ + DV~ = FT~, 

(7.3.63c) 

(7.3.63d) 

where A + refers to Al as given in (7.3.5a), and A - refers to A2 as given 
in (7.3.5b). We have also set lil = A, i l2 = B, l21 = C, l22 = D, 
lil!l + ll2h = E, and l2dl + l22h = F. All eight coefficients A-, 
A + , A, B, C, D, E, and F are known functions of X, T, U, and V. 
a. Consider the initial-value problem where Cauchy data are prescribed 

on the x -axis and use the subscript notation of Section 7.1.2 to locate 
gridpoints. Thus, the Xi,-i, Ui,-i, Vi,-i are all given, and the T;,-i are 
all equal to zero. Assume also that A~_i < 0 and At-i > 0 for all 
the given values of these four quantities at the two preceding gridpoints 
(m - 1, n) and (m, n - 1). 

b. Now assume that U is specified along the t -axis in addition to the Cauchy 
data along the x-axis. Develop the characteristic solutions for x > 0, 
t > 0 and indicate under what conditions you can ca1culate this solution. 

7.4 Shallow-Water Waves 

In this section we illustrate the results derived in Section 7.3 for the one­
dimensional flow of shallow water on a flat bottom. The integral laws of mass 
and momentum conservation in dimensionless form are (see (3.2.6) and (3.2.10» 

~ l x2 hex, t)dx + {u(x, t)h(x, t)}I
X

=X2 = 0, (7.4.la) 
dt x, 

X=XI 

d l x2 u(x, t)h(x, t)dx + {u2(x, t)h(x, t) + ~h2(X, t)}I X
=X2 = 0, (7.4.1b) 

dt x, 2 
X=XI 

where Xl and x2 are two arbtirary fixed points with Xl < X2. 
The bore conditions associated with (7.4.1) are (see (5.3.24» 

1 
V[h] = [uh], V[uh] = [u 2h + 2 h2], (7.4.2) 

where [ ] denotes the jump in a quantity across a bore that propagates with speed 
(dx/dt) = V (see (5.3.3) and (5.3.5». 
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For strict solutions (7.4.1) imply (see (5.3.25) in reverse order) 

Ur + uUx + hx = 0, ht + hux + uhx = O. (7.4.3) 

Therefore, for this example the vector u and the matrix {Aij} in (7.2.2) are 

u = (u, h), {Aij} = (~ ~). (7.4.4) 

7.4.1 Characteristic Coordinates; Riemann Invariants 
The eigenvalues of {Aij} are defined by the vanishing of the determinant 

det{Aij - 8ijA} == (u - A)2 - h = 0, (7.4.5) 

which gives 

(7.4.6) 

The following {lij} is consistent with (7.2.5) for the given values of the {Aij} and 
Ai 

( -1 _....L) 
{lij} = f'. 

-1 ../h 
(7.4.7) 

Therefore, the system (7.3.5) and (7.3.31) takes the form 

Xry - (U + H 1/2)Try = 0, X~ - (U - HI/2)T~ = 0, 

1 1 
-Ury - HI/2 Hry = 0, -U~ + HI/2 T~ = 0, 

where we are denoting x = X(~, 'f/), t = T(~, 'f/), u = U(~, 'f/), and h 
H(~, 'f/). 

The hodograph form (7.3.17) of the system (7.4.3) is 

(7.4.8) 

We have argued that the Riemann invariants can be interpreted as the character­
isticsof(7.4.8)-thatis,thecurveswithslope(dhjdu) = J-LI and(dhjdu) = J-L2. 
Using (7.3.24), we obtain J-LI = v'h and J-L2 = -v'h. Therefore, integrating gives 

R(u, h) = u + 2.Jh, S(u, h) = u - 2.Jh. (7.4.9) 

This result also follows from the solutions of (7.3.36) and (7.3.38) for G and K, 
respectively. In particular, (7.3.36) reduces to 

1 
- HI/2 Gu + G H + O. 

The solution ofthis has G equal to an arbitrary function of (U + 2H I/2), and for 
convenience, we choose 

G(U, H) = -2r'(U + 2H I/2), 
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which when used in (7.3.35) gives R = U + 2H I / 2 • A similar calculation gives 
the expression for S in (7.4.9). 

7.4.2 Simple Waves 
In this section we study two examples where the solution is made up of simple 
wave regions bounded by constant states, so that we can calculate an exact solution 
explicitly. 

(i) The dam-breaking problem 

The exact solution of this problem was used in Chapter 4 to study linear small­
disturbance equations (see (4.3.38) and Figure 4.10). 

The initial coditions are 

{ I if x < 0, 
u(x, 0) = 0; h(x, 0) = 0 if x > o. (7.4.10) 

For the time being, let us consider only the characteristics that emerge from x < o. 
These characteristics have constant speeds)... + = ../ii = 1 and)'" - = -../ii = -1 
in the domain '00 to the left of t = -x, where the solution is the uniform state 
u = 0, h = 1 (see Figure 7.8). The Riemann invariant on the)... + characteristic is 

R = u + 2,.fii = u(x, 0) + 2Jh(x, 0) = 2. (7.4.11) 

Thus, the relation (7.4.11) links u and h in the domain VI to the right of t = -x 
that is covered by the )... + characteristics emerging from x < 0, t = O. We do not 
yet know the extent of this domain. 

At this point, we anticipate the occurrence of a centered simple wave at the 
origin. This simple wave is defined by the )... - characteristics emerging from the 
origin and forming the family of rays 

~ = u - ,.fii. 
t 

(7.4.12) 

The solution of the two algebraic relations (7.4.11) and (7.4.12) for u and h gives 
the result (see (4.3.38» 

u = ~ (~ + 1), h = ~ (2 - ~ y (7.4.13) 

Using these values of u and hin the expressions (dx/dt) = u + ../ii and inte­
grating gives the curved)'" + characteristics shown in Figure 7.8 (see also (4.3.47a) 
and Figure 4.12). The solution (7.4.13) remains valid as long as h ~ 0, and we 
see that h ~ 0 as (x/t) ~ 2. Therefore, VI consists of the triangular domain 
-1 ::: x / t ::: 2. Since u = h = 0 in V 2 and u = 2, h = 0 on x = 2t, we see 
that R, S, and u are discontinuous on x = 2t, but h remains continuous. 

The fact that h must vanish at the right boundary of VI is also confirmed by 
the bore conditions (7.4.2). Let us assurne that the right boundary of VI is a bore 
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A- A- t A- A+ A- A+ A-

U = 1(7 + I) A+ 

h = H2 -1Y A-
A+ 

u = 0 q}2 
h = 0 

--~~~~--~--~~~------------------------~~x 

FIGURE 7.8. Characteristics for the dam-breaking problem 

traveling with the constant speed V and let U2 = h2 = 0 to its right, whereas 
U j > 0, h j > 0 to its left. The bore conditions then give 

2 1 2 
Vh j = ujhj, Vujh j = ujh j + "2hl' (7.4.14) 

and these imply h j = O. 
Once we note that h remains continuous, it is also possible to derive the solution 

(7.4.13) by using (7.4.11) to eliminate U from either of the goveming equations 
(7.4.3) to obtain 

hj + (2 - 3,Jh)hx = o. (7.4.15) 

This equation is to be solved subject to the initial condition in (7.4.10) for h. The 
transformation v = 2 - 3,Jh reduces the problem to 

VI + VVx = 0, 

( 0) = {-I ifx < 0, 
V x, 2·f 0 1 X > , 

(7.4. 16a) 

(7.4. 16b) 

and we recognize this as (5.3.15c) for the special case of the initial condition 
(5.3.37) with Xo = 0, U j -1, U2 = 2. The solution in (5.3.42) for this case 
reduces to 

{
-I 

v(x, t) = ~/t 
if x ::: -t, 
if -t :5 x :5 2t, 
if 2t :5 x, 

(7.4. 17a) 
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or 

1 11 if x ~ -t, 
h(x,t) = 9(V _2)2 = ~(2- ;)2 if-t ~ x ~ 2t, 

o if2t~x. 

(7.4. 17b) 

We use (7 .4.17b) in the Riemann invariant (7.4.11), which is valid in V o and 
VI, to obtain u there in the form 

{o ifx~t, 
u(x, t) = % (; + 1) if -t ~ x < 2t. (7.4.18) 

For x > 2t, we have u = O. 

(ii) Retracting piston 

Consider the flow generated in a semi-infinite body of water at rest when a wave­
maker (piston) begins to move to the left (away from the fluid) according to 
x p = -Eg(t) < 0, g(O) = 0 (see Figure 3.7). In order to ensure that the flow 
be free of bores (see the discussion following (7.3.60)), we require -Eg to be a 
monotone nonincreasing function of t for t > o. 

Thus, we wish to solve (7.4.3) subject to the initial conditions 

u(x,O) = 0, h(x,O) = I (7.4.19) 

and the boundary condition 

u( -Eg(t), t) = -Eg(t) if t > O. (7.4.20) 

Here E is the dimensionless ratio of the speeds characterizing the wavemaker and 
the flow (see (3.2.20) with v = E). We do not assume that Eis small in the analysis 
ofthis seetion. The geometry is sketched in Figure 7.9a. 

In the domain V o to the right of the A + characteristic x = t, the solution is the 
constant state u = 0, h = 1. Therefore, the Riemann invariant 

s = u - 2,Jh = -2 

holds in the domain covered by the A - characteristics 

dx = u -,Jh 
dt 

that emerge from t = 0, x > O. 

(7.4.21) 

(7.4.22) 

The A + characteristics that originate from the piston curve x p = -Eg(t) have 
slope 

and this equals 

dx 
= u +,Jh' dt 

dx 1 I . 
-d = u + - (u + 2) = - (2 - 3Eg), 

t 2 2 

(7.4.23a) 

(7.4.23b) 
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(a) 

t 
u = i(7 - 1) 

h = 1(2x" + 4t)2 
4 3t 

--------------------------~~-------L----------~x 

(b) 

FIGURE 7.9. Characteristics for retracting piston 

when we use (7.4.21) to express h in terms of u and impose the boundary condition 
(7.4.20). If €g(O+) = 0, that is, the piston starts out with zero speed, then the 
A + characteristic emerging from x = -€g(O+), t = 0+ coincides with the A + 
characteristic emerging from x = 0+, t = O. However, if g(O+) > 0, we must 
insert a centered simple wave in the triangular domain [(2 - 3€g(0+»j2]t < 
x :::: t bounded by these two characteristics (see (7.4.27». 
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The solution for u in VI follows from the fact that R = u + 2Jh is a constant 
on each A + characteristic in VI. Since (7.4.21) holds throughout VI, we have 
Jh = (u + 2)/2 there. Therefore, the statement R = constant means that u + 
(u + 2) = 2u + 2 = constant; that is, u is a constant equal to its boundary value 
on each A + characteristic (7.4.23b). This result may be expressed more precisely 
in the parametric form 

u = -Eg(r) (7.4.24a) 

on 

1 
x = 2 (2 - 3Eg(r))(t - r) - Eg(r). (7.4. 24b) 

For given ger), we can solve (7.4.24b) for ras a function of x and t. Substituting 
this into (7.4.24a) gives u as function of x and t (see Problem 7.4.1). Once u is 
known, we compute h from (7.4.21): 

1 1 
h = "4 (u + 2)2 = "4 [2 - Eg(r)]2 (7.4.24c) 

on the rays defined by (7.4.24b). 
The preceding assumes that Eg(O+) = 0 and that the piston trajectory is a 

timelike arc. This is the requirement that A - be less than (dxp/dt) on x = x p, 
that is, 

1 1 1 . . 
u - ../ii = u - - (u + 2) = - u - 1 = - - Eg - 1 < -Eg. 

222 
(7.4.25) 

This inequality is satisfied as long as E g < 2, but if the piston is pulled away 
with a speed that exceeds 2, the A - characteristics will propagate to the right and 
render x = -Eg(t) a spacelike arc. Note also from (7.4.24a) and (7.4.24c) that as 
E g -+ 2, h -+ 0 and u -+ -2, so that in this limit, we have the mirror image of 
the dam-breaking problem. Thus, if the piston is pulled with a speed faster than 
the critical speed 2, the flow is the same as if the piston were suddenly removed at 
t = o. 

The result (7.4.24a)-(7.4.24b) also follows from the single equation for u that 
results when (7.4.21) is used to eliminate h from either of the equations in (7.4.3) 
to obtain 

1 
Ur + 2 (3u + 2)ux = o. (7.4.26) 

This is to be solved subject to the boundary condition (7.4.20), which we write in 
parametric form as 

t = r, x = -Eg(r), u = -Eg(r). 

The characteristic equations for (7.4.26) are (see (5.2.3)) 

dt dx 1 du 
- = 1, - = - (3u + 2), - = 0, 
ds ds 2 ds 

which can be immediately solved to give (7.4.24a)-(7.4.24b). 
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If g(O+) > 0, we insert the centered simple wave solution obtained from x / t = 
(3u + 2)/2; that is, 

U=~(~-I), 

h=~(~+2Y 
for [(2 - 3€ g (0+» /2]t ::: x ::: t. 

(7.4.27a) 

(7.4.27b) 

For the special case where the piston moves with constant speed v, the solution 
(7.4.27) terminates at the ray x = (I - 3v /2)t. To the left of this ray, we have the 
constant state u = -v, h = (2 - v)2/4, as shown in Figure 7.9b. 

(iii) Interacting simple waves 

Consider the problem of two pistons initially at rest a unit distance apart and 
retaining quiescent water of unit height.· At t = 0, the pistons are impulsively 
retracted with equal and opposite speeds v. By symmetry, this also corresponds to 
the problem for a single piston with a vertical wall at x = 0 (see Figure 7.10). 

Each piston motion initially generates a centered simple wave with origin at P: 
x = - 4 ,t = 0, and Q: x = 4, t = o. These simple waves are unaffected 
by each other until the fastest A + characteristic from P intersects the fastest A -
characteristic from Q at the point A. Let us first define the solution before this 
interaction starts. 

Consider the equilibrium domain (0) in which u = 0 and h = 1. The boundary 
characteristic between (0) and (2) has slope A + = .Jh = 1; that is, it is the straight 
line x = t - 4, and by symmetry, the bounding characteristic between (0) and 
(4) is x = 4 - t. These characteristics intersect at the point A: x = 0, t = 4. 

The Riemann invariant that holds in (2) and (1) is 

S(u, h) = u - 2,Jh = -2, (7.4.28a) 

which gives h in terms of u in the form 

(7.4.28b) 

in (2) and (1). In particular, u = -v in (1), so that h = (2 - vf /4 there. 
The characteristics emerging from P are given by (see (7.4.12» 

x + 1/2 Ir: 
= u + ",h. 

t 
(7.4.29) 

Upon substituting (7.4.28b) for h into (7.4.29) and solving the result for u, we 
obtain 

2 2x + 1 
u(x, t) = - - + -- in (2). 

3 3t 
(7.4.30a) 
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" I \ I 
\ I 

p = -! Q =! 

FIGURE 7.10. Characteristics far interacting simple waves 

When this is substituted into (7 .4.28b), we obtain 

( 4t + 2x + 1)2 
h(x,t) = 6t in (2). (7.4.30b) 

The ray PB, which is the left boundary of (2), is given by (7.4.29), in which we 
set u = -v and,Jh = (2 - v)/2, that is, 

1 1 
x = - - + - (2 - 3v)t. 

2 2 
(7.4.31) 
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Thus, in the limit v -+ 2, (2) extends all the way to the piston curve, and if v > 2, 
the ftow is the same as ifthe piston were suddenly removed at t = 0 (dam-breaking 
problem). 

Similarly, in region (4), we have 

2 2x - 1 (4t - 2x + 1 )2 
u(x, t) = 3" + -3-t -, h(x, t) = 6t ' (7.4.32) 

with the boundary ray QC defined by 

1 1 
x = 2 + 2 (3v - 2)t. (7.4.33) 

Now consider the solution in (3) that is bounded by the arcs AB, B D, DC, and 
CA. We can define the arc AB in tenns of its slope dx / d t = u - .jji, as given in 
(2): 

dx 2 2x + 1 4t + 2x + 1 
dt = - 3" + -3-t - - 6t 

2x-8t+l 
= 6t 

Solving this linear equation subject to the initial condition t = !' x = 0, gives 

1 3 1/3 
X = - 2 - 2t + 22/ 3 t . (7.4.34) 

The intersection of this curve with the ray (7.4.31) defines the coordinates of B to 
be 

1 2 - 3v 21/ 2 

X = - 2 + 21/2(2 _ v)3/2' t = (2 _ v)3/2 . (7.4.35) 

One can define the arc AC from the preceding by symmetry. 
The solution in (3) can be computed numerically in a straightforward way for 

the given values of u and h on AB and AC using essentially the approach outlined 
in Section 7.3.4. The fact that AB and AC are intersecting characteristic arcs does 
not alter the solution procedure. One starts with the values of u and h at the points 
(a) and (b) to compute the location of (c) and the values of u and h there, and so 
on. The known data on AB and AC then define the solution in all of (3). 

It is also instructive to examine the solution in (3) from the point of view of 
the general result (7.3.44), which defines t as a function of r and s, regarded as 
independent variables. For our special case, u and .jji are given in tenns of r and 
s by 

1 1 
u = 2 (r + s), .jji = "4 (r - s). (7.4.36) 

Therefore (see (7.3.43)), 

-=-+ 1 1 1 
A = 2 (r + s) +"4 (r - s) = "4 (3r + s), (7.4.37a) 

-- 1 1 1 
A = 2 (r + s) - "4 (r - s) = "4 (3s + r), (7.4.37b) 
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and (7.3.44) beeomes (see also (7.3.57) for the eorresponding result for the Trieomi 
equation) 

3 - -
T rs + (Tr - T s ) = O. 

2(s - r) 
(7.4.38) 

This linear seeond-order hyperbolie equation is to be solved subjeet to prescribed 
values of Ton the two ares AB and AC. The are ABis a).. - charaeteristie on whieh 
s = -2. Similarly, AC is a).. + eharaeteristic with r = 2. But r = eonstant and 
s = eonstant are also eharaeteristies of (7 .4.38), so we need to solve a charaeteristie 
boundary-value problem for this linear equation (see Seetion 4.2.2iv). 

We ean aetually eompute T as a function of r on AB and T as a funetion of s 
on AC from the two known solutions in (2) and (4). For example, AB is defined 
by (7.3.42b), which in our ease gives 

(u - .Jh)Tr = X" (7.4.39a) 

and using (7.4.36), this beeomes 

1 --4: (r + 3s)Tr = Xr. (7.4.39b) 

In region (2), xis given by (7.4.29)-that is, x = -(1/2) + (u + ..!h)t. Using 
(7.4.36), this beeomes 

- 1 (r + s r - s ) - 1 3r + s -
X(r,s) = -2" + -2- + -4- T = -2" + -4- T . 

Therefore, 

- 3- 3r­
Xr = 4: T + "4 Tr , 

and (7.4.39b) reduees to the following linear equation for T: 
- 3-
T r + T = O. 

2(r - s) 

Solving this on s = -2, subjeet to T = ~ at r = 2, gives 

4 
T(r, -2) = . 

(r + 2)3/2 

Similarly, on AC we obtain 

4 
T(2, s) = . 

(2 - s)3/2 

(7.4.40) 

(7.4.41a) 

(7.4.41b) 

The fundamental solution of (7.4.38) ean be ealculated in terms of the hyper­
geometrie funetion, so that we can, in principle, solve for t as a funetion of rand 
s in (3). This ealculation is outlined in Problem 9, Seetion 5.1 of [18], and we do 
not give the details here. From a praetical point of view, such a solution, although 
elegant, is not very useful beeause we also have to ealculate x(r, s) and then in­
vert these expressions for t and x numerieally before we ean ealeulate u(x, t) and 
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h(x, t). A numerieal solution by the method outlined in Seetion 7.3.4 gives u and 
h direetly and effieiently. 

Onee the solution in (3) has been ealculated, we ean eompute the simple wave 
solutions in (6) and (7) explicitly. Region (6) is eovered by the A. + eharaeteristics 
emerging from BE, on which u and h have the eonstant values u = -v, h = 
(2 - V)2 / 4. Therefore, the Riemann invariant 

u + 2v'h = -v + (2 - v) = 2(1 - v) (7.4.42) 

holds throughout (6), and this allows us to express h in terms of u there. Now, eaeh 
of the A. - eharaeteristies emerging from B D has the eonstant slope 

dx ~ 
- = uo(a) - v ho(a), 
dt 

(7.4.43) 

where a is a parameter that varies along the are BD and uo(a), ho(a) are the 
values of u and h on B D, as eomputed in (3). On eaeh of the straight lines defined 
by (7.4.43) for fixeda, we have u = uo(a) and h = ho(a). Similarremarks apply 
to region (7). 

In region (8), we have the uniform ftow u = u~, h = h~, eorresponding to the 
values of u and h at D as eomputed in (3). One ean eontinue the solution above 
the A. + eharaeteristics emerging from E and the A. - eharaeteristics emerging from 
F, and so on. The details of the ea1culation proeedure are left as an exercise in 
Problem 7.4.2. 

7.4.3 Solutions with Bores 
In this seetion we study some examples where bores are needed in order to prevent 
the erossing of eharaeteristies of the same family. 

(i) The uniformly propagating bore 

In Seetion 5.3 .4ii, we saw that the bore conditions (7.4.2) admit physically realistie 
solutions eonsisting of eonstant-speed bores propagating into uniform ftow oflower 
height. Let us foeus on the problem of a piston set impulsively into motion with 
eonstant speed v > 0 into water of unit height at rest (see Problem 5.3.8). We 
argued that this left boundary eondition produees a bore that pro pagates to the 
right with eonstant speed, say, V, and that the speed of the water u land the height 
h I between the piston and the bore are eonstants with u I = v, and h I given by the 
larger positive root, h j2) , of the cu bic 

h~ - hi - (1 + 2v2)h 1 + 1 = 0, 

and V given in terms of h \2) by 

V ~ (h:" h:"2+ I f' 
(7.4.44) 

(7.4.45) 
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To confirm the need for a bore, let us ass urne a continuous solution across the 
characteristic x = t separating regions 1)0 and 1)1 as in Figure 7.9a, except that 
now the piston curve is the straight line x = vt in the first quadrant ofthe xt-plane. 
If the solution is continuous across x = t, the Riemann invariant (7.4.21) must 
hold in both 1)0 and 1)1. and this expression may be used to set v'h = (u + 2)/2 
in 1)1. We then compute the following value for A; all along the piston trajectory: 

r. u + 2 3u + 2 3 
A+ = U + vh = u + -- = --- = 1 + -2 v> 1. 

p 2 2 

But the value of A + in 1)0 is At = 1. Therefore, since A; > At, the limiting 
characteristics immediately cross (see (7.3.61)), and we need to introduce a bore 
at the origin. The fact that the values of u and h on either side of this bore remain 
the same implies that the bore speed must be constant (see Figure 7.11). 

It is instructive to study the solution (7.4.44)-(7.4.45) for the limiting case of 
a weak disturbance. Assurne that the piston speed v is small. Since h l --i> 1 as 
v --i> 0, we expect the root h?) of (7.4.44) to be a function of v that may be 
expanded in powers of v in the form 

h (2) 1 2 3 0 ( 4) I = + C I V + c2 V + c3 V + v, (7.4.46) 

where the Ci are constants to be determined. Substituting this series into (7.4.44) 
and collecting like powers of v, we obtain 

(7.4.47) 

As discussed in Appendix A.3.4, each coefficient of v in this series must vanish, 
and we ca1culate CI = 1, C2 = ~,for the larger of the two positive roots. The 

u = 0 
h = 1 

~------------~------------------------~X 

FIGURE 7.11. Constant-speed bore 
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result Cl = 1 agrees with what we calculated in Chapter 3 for the small disturbance 
theory (see the second equation in (3.4.35». 

Using this result, we derive the following expansions for the bore speed, the 
characteristic speeds A + , A - , and the Riemann invariants Sand R behind the bore: 

3 5 
V = 1 + 4 v + 32 v2 + O(v3 ), 

3 
A + = 1 + 2 v + O(v3 ), 

1 
r = -I + 2 v + O(v3), 

S = -2 + O(v3 ), R = 2 + 2v + O(v3 ), 

where A + = 1, A - = -1, S = -2, and R = 2 ahead of the bore. 

(7.4.48a) 

(7.4.48b) 

(7.4.48c) 

(7.4.48d) 

Equations (7.4.48a)-(7.4.48b) show that to O(v), the bore speed is the average 
of the A + speeds on each side. The other noteworthy observation is that although 
S is indeed discontinuous across the bore, the jump in its value is only O(v3 ); the 
terms proportional to v and v2 cancel out identically in the expression (7.4.48d). 

(ii) Varible-speed bore 

The case where the piston speed is variable is the counterpart of the problem 
discussed in Section 7.4.2ii. Now, the piston moves to the right into the fluid at 
rest according to 

Xp(Eg(t), t) = Eg(t), t > 0, (7.4.49) 

where g(O) = 0, and Eg(t) > 0; again we do not assurne that E is small. We do 
assurne, however, thatEg(O+) is a nondecreasing function of t with Eg(O+) > 0 to 
ensure that We have only one bore starting at the origin. The geometry is sketched 
in Figure 7.12. 

An analytic solution is not possible (unless g is constant), and we outline a 
numerical procedure based on the Riemann invariants. J7irst we need to establish 
how to start the solution from the origin. We assurne that in some small neighbor­
hood of (0, 0) the solution corresponds to a constant-speed bore associated with 
the initial value of the piston speed Eg(O+). Thus, in Figure 7.12, we regard u = 
constant = Eg(O) along the straight-Iine segmentjoining the origin to the known 
point (1, 1) on the piston curve, and we update the value of u at (1,1). 

The successive points on the piston curve at which the value of u is updated are 
indicated in Figure 7.12 by (1,1), (2,2), ... , (m, m) without asterisks, to indicate 
that these are apriori fixed points. The piston curve is approximated by straight­
line segments joining these gridpoints, and we assurne, for the sake of simplicity, 
that u varies linearlyon these straight-line segments. Points on the piston curve 
marked by an asterisk (for example, the point (3, 3)* in Figure 7.12) represent the 
intersections of reflected characteristics that originated at the bore. As mentioned 
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(0.0) 

u = 0 
h = 1 

FIGURE 7.12. Variable-speed bore 

.. x 

earlier, we ass urne that the value of u at these boundary gridpoints is derived by 
linear interpolation from the given values at the two adjaeent gridpoints. 

We also approximate the bore trajeetory by a pieeewise linear eurve and update 
the bore speed (as weIl as the values of u and h behind the bore) whenever a A + 
eharaeteristic originating from the piston arrives. Sinee the bore propagates into a 
region of uniform flow, the values of u and h behind the bore remain the same on 
eaeh straight segment. Thus, in Figure 7.12, the gridpoints (0, 0), (0, I), (0,2), 
and (I, 3) aIllie on the same straight segment associated with the starting uniform 
flow solution inside the triangle (0, 0), (1, 3), (1, 1). We first update u, h, and the 
bore speed at (1, 3), where the A + eharaeteristic from (1,2) interseets with the bore 
trajeetory. 

To derive the starting solution, we use the given value of UO,o = E g (0+) for 
v in (7.4.44) to eompute ho,o, and then use this in (7.4.45) to eompute Vo.o. Tbe 
next ealculation eoneems h l,J and the loeation of the point (0, 1) on the bore from 
which the A - eharaeteristic reaehes (1, 1). Thus, we have three unknowns: xo,J, 
to,], and h l,l. We know uO,o, ho,o, u I,! , xI,!, tl,! , Vo,o and have the following three 
eonditions: 

Ul.1 - 2~ = So,o, 

xl,l - XO,I = AO,O(t1,! - tO,I), 

(7.4.50a) 

(7.4.50b) 
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XO,I = VO,OtO,I, (7.4.50c) 

where 

So,o = uo,o - 2Jh o,o, Äö,o = uo,o - Jho,o. (7.4.51) 

Equation (7.4.50a) states that S is constant along the Ä - characteristic emerging 
from (0,1), where the values of U and h are the same as those at (0, 0). Equations 
(7.4.50b) and (7.4.50c) are the straight-line approximations of the characteristic 
(0, 1)-(1, 1) and bore (0, 0)-(0, 1), respectively. Solving these two equations gives 

XI,I - ÄÖ,otl,1 Vo,o(XI,I - ÄÖ,otl, d 
to, I = 17 , _ ,xo, I = 

1'0,0 - Jl.o,o Vo,o - Äö,o 
(7.4.52) 

and (7.4.50a) defines hl,l as 

1 2 
hl,l = 4 (UI,I - So,o) . (7.4.53) 

We can now compute Ä~!, Ät!' Rl,I, and SI,I to proceed with the calculation to 
adjacent points. Note, incidentally, that forthis problem the condition Ä;;;,m < Um,m 

needed to ensure that the boundary curve is timelike is automatically satisfied, 
because Ä;;;,m = Um,m - Jhm,m < Um,m. 

We observe from Figure 7.12 that the domain of interest can be covered entirely 
by Ä - characteristics. Either these originate from a corner in the bore trajectory 
(and hence end up, in general, somewhere between two fixed boundary points), or 
we require them to end up at a fixed boundary point, and therefore they originate 
somewhere on a straight segment of bore. We shall next illustrate the calcula­
tion details for both these types of points using the sequence (0,2), (1,2), and 
(2, 2), followed by the sequence (1, 3), (2, 3), and (3, 3)*. The calculations for the 
remainder of the solution domain belong to one or the other of these two categories. 

Along the sequence of points (0, 2), (1, 2), and (2, 2), the unknowns are XO,2, 

tO,2, XI,2, tl,2, UI,2, h l ,2, and h 2,2. We know the values of UO,2 = uo,o, h O,2 = 
ho,o, VO,2 = Vo,o, XI,h tl,l, UI,h hl,h X2,2, t2,2, and U2,2. Thus, we need seven 
independent conditions to define our seven unknowns. 

Two of these independent eonditions are the two Riemann invariants that reaeh 
(1,2): 

R I ,2 = RI,I, SI,2 = SO,2 = So,o. (7.4.54) 

They give UI,2 = UI,I and h l ,2 = hl,l, whieh imply that Ä~2 = Ä~I and Ät2 = 
At I' Two other eonditions loeate (1, 2) from (1, 1) via a A + characteristic, and 
(2,2) from (1, 2) via a A - characteristic; that is, 

XI,2 = XI,I + Atl (tl,2 - tl,I), X2,2 = XI,2 + A~I (12,2 - 11,2). 

Solving these two equations defines X1,2 and t1,2 in terms of known quantities in 
the form 

XI,2 = A+ ~ Ä [Atl(X2,2 - A~112,2) - A~I(XI,I - Atlll,I)], (7.4.55a) 
1,1 1,1 
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1 [_ + ] 
tl2 = + X22 - AI 1122 - XI I + AI 1II I . . A -A ' " , " 1,1 1,1 

(7.4.55b) 

The fifth condition is the invariance of S along (1, 2)-(2, 2), which gives 

1 2 
h2 2 = - (U2 2 - So 0) • , 4' , (7.4.56) 

The sixth and seventh conditions define the slopes of the segments (0, 2)-(1, 2) 
and (0, 1)-(0, 2): 

XI,2 - XO,2 = Aö'2(11,2 - 10,2) = AÖ,o(tI,2 - 10,2), 

XO,2 = VO,OtO,2' 

Solving these gives 

Vo,o(X1,2 - Ao.oII,2) XI,2 - Ao.oll,2 
XO,2 = 1T , - ,tO,2 = 1T , -

vo,o - 11.0,0 VO,O - 11.0,0 
(7.4.57) 

Such a sequence of calculations can always be implemented along a A - char­
acteristic that terminates at a fixed piston gridpoint. Notice that this sequence of 
calculations always breaks up into a subsequence involving at most the solution 
of two linear algebraic equations. The converse approach, which will generally 
not terminate on a fixed gridpoint, is to start the sequence of calculations from the 
bore. We illustrate this for the points (1, 3), (2, 3), and (3, 3)*. 

We begin by fixing the point (1,3) according to XI,3 = VO,Otl,3, since this point 
is the endpoint of the first bore segment. The second condition is that (1,3) lies on 
the A + characteristic from (1, 2); that is, XI,3 = XI,2 + At.2(tl,3 - 11,2), Having 
already computed XI,2. 11,2 and At.2 = U 1,2 + /hG. we solve these two equations 
for XI,3. and t1,3 in the form (see (7.4.57)) 

VO,O(XI,2 - At.2tl,2) XI,2 - At.2tl,2 

XI,3 = V, A + ' 11,3 = V, A + 
0,0 - 1,2 0,0 - 1,2 

Next we solve the pair of nonlinear algebraic equations 

uI,3 + 2~ = R I ,2 = Rl,l, 

UI,3 = (h l ,3 - 1) 
h l ,3 + 1 

2h1,3 , 

(7.4.58) 

(7.4.59a) 

(7.4.59b) 

for UI,3 and h1,3. Equation (7.4.59b) is just the expression we obtain by solving 
(7.4.2) for the ftow speed behind the bore in terms of the height (see (5.3.47a)). 
One approach for solving this pair is to guess a value of u\~~ and calculate h\~~ 
from (7.4.59a). 

h(1) _ 1 (I) 2 
1,3 - 4 (RI,I - u I ,3) • (7.4.60) 
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Then substitute this result into (7 .4.59b) to derive 

-(I) - (h(l) - 1) uJ,3 - 1,3 

h(l) + 1 
1,3 

2h(l) 
1,3 

The iteration eonverges if we let u~~~ be the average 

(2) 1 (I) -(I) 
u I ,3 = 2 (u I ,3 + uJ,3)' 

(7.4.61) 

(7.4.62) 

and repeat the proeess. Onee the values of U 1,3 and h J,3 have eonverged, we eompute 
A1,3' At3' SI,3, RI ,3; the updated bore speed is given by (7.4.45). 

We ealeulate U2,3 and h2,3 from 

1 1 2 
U2,3 = 2 (SJ,3 + R 2,2), h2,3 = 16 (R2,2 - SI,3) . 

The values of X2,3 and 12,3 follow from the solution of 

X2,3 = XI,3 + A1,3(t2,3 - t\,3)' 

X2,3 = X2,2 + Ai,2(t2,3 - t2,2). 

(7.4.63) 

(7.4.64a) 

(7.4.64b) 

Next, we fix the loeation of the terminal point (3, 3)* using the two conditions 

X3,3 - X2,2 

13,3 - 12,2 
= 

(7.4.65a) 

X4,4 - X2,2 

14,4 - 12,2 
(7.4.65b) 

where (7.4.65b) is just the equation for a point (X3,3, 13,3) lying on the straight line 
joining the two fixed points (2, 2) and (4, 4). 

Finally, we compute U3,3 by linear interpolation: 

We use this in 

to obtain h3,3. 

U3,3 - U2,2 

13,3 - 12,2 

U4,4 - U2,2 = 
14,4 - 12,2 

Table 7.1 gives the numerical results that we obtain for the case 

.j3 
x p = 2(t + t2) 

for fixed gridpoints at t = 0, 0.1, 0.2, 0.3, ... along the piston curve. 

(iii) Dam-breaking problem wilh water downstream 

(7.4.600) 

(7.4. 66b) 

(7.4.67) 

The dam-breaking problem discussed in Section 7.4.2i must be modified if there 
is a body of quiescent water of height a < 1 downstream (x > 0). The initial 
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TABLE 7.1. Numerical Solution for Piston Motion (7.4.67) 

Point V R S u h x t 

(0,0) 1.732 3.694 -1.962 0.866 2.000 0 0 

(0, 1) 1.732 3.694 -1.962 0.866 2.000 0.114 0.066 

(1, 1) 4.040 -1.962 1.039 2.252 0.095 0.100 

(0,2) 1.732 3.694 -1.962 0.866 2.000 0.239 0.138 

(1,2) 4.040 -1.962 1.039 2.252 0.230 0.153 

(2,2) 4.638 -1.962 1.212 2.519 0.208 0.200 

(1,3) 1.901 4.040 -1.940 1.050 2.235 0.341 0.197 

(2,3) 4.386 -1.940 1.223 2.501 0.321 0.241 

(3,3)* 4.386 -1.940 1.346 2.699 0.307 0.277 

conditions that replace (7.4.10) are now 

{ I if x < 0, 
u(x,O) = 0, h(x,O) = a 

ifx > O. 

Je+ Je-

2.280 -0.548 

2.280 -0.548 

2.540 -0.462 

2.280 -0.548 

2.540 -0.462 

2.799 -0.375 

2.545 -0.445 

2.804 -0.358 

2.988 -0.297 

(7.4.68) 

The gas-dynamic counterpart of this problem is the shock-tube problem where a 
diaphragm separating gases of different densities is suddenly removed at t = o. 
This problem is discussed in Section 7.5.1v. 

We recall that for a = 0, we have a discontinuity in u propagating along the 
bounding A + characteristic, but h is continuous across this characteristic. Now, for 
t = 0, A + = Ja < I for x > 0, and Je + = 1 for x = O. Actually, we shall see 
from our results that Je + = U2 +"fh2 > 1 in V 2 • Therefore, the Je + characteristics 
emerging from either side of the origin immediately cross, and a bore must start 
out from there (see Figure 7.13). 
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u = 0 
h = I 

u = 0 
h = a 

------------------~L---~~ __ _L ________________ ~x 

FIGURE 7.13. Dam-breaking problem with water downstream 

We also know that the solution in Va to the left of x = -t is the quieseent state 
u = 0, h = I. Therefore, as in the ease a = 0, the Riemann invariant 

u + 2.Jh = 2 (7.4.69) 

must hold in the entire domain Va, VI, and V 2 to the left of the bore, eovered 
by the A + eharaeteristies emerging from t = 0, x < O. This means that the 
eharaeteristie x = -t is the left boundary of the eentered simple wave domain 
VI, whieh terminates along some ray R from the origin. In VI the solution is 
exaetly the one given in (7.4.13). The ray R is the left boundary of a uniform ftow 
domain V 2, which extends up to the bore and in which u = U2 = eonstant, and 
h = h2 = eonstant. Onee R is identified, we will know U2 and h2, sinee these 
values must be the same as those predieted by the simple wave solution (7.4.13) 
on its right boundary R. 

The erueial question is to identify R, and we do so by eombining the information 
provided by the two bore eonditions (7.4.2) with the requirement (7.4.69), which 
must persist into V 2 • For our ease, the bore eonditions are 

U2h2 V= 
h2 - a' 

Eliminating V gives 

h~ - ah~ - (a2 + 2au~)h2 + a3 = O. 

Now, using (7.4.69) to express U2 in terms of h2 in (7.4.71) gives 

h~ - 9ah~ + 16ah;/2 - (a2 + 8a)h2 + a3 = O. 

(7.4.70) 

(7.4.71) 

(7.4.72) 
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We note that as a ~ 1, (7.4.72) has a root h2 = 1, as expected. Also, as a ~ 0, 
h2 ~ 0, in agreement with the result shown in Figure 7.8. The appropriate root of 
(7.4.72) must be larger than a for a > 0, and we compute this root using Newton 's 
method for a range of values of a. Having h2, we obtain U2 from (7.4.69) and the 
slope of the ray n from 

(7.4.73) 

The bore speed is defined by either equation in (7.4.70). These results are listed in 
Table 7.2 for a range of values of a. 

In the last two columns of Table 7.2, we compare our nonlinear results with 
those obtained in Chapter 3 using the linear theory (see Figures 3.16-3.18). We 
set h2 = "2 = "I = 0 in the results given for u and h and consider region (5) of 
Figure 3.17 to obtain 

€ - E -
U = 2:hl' h = a + 2:hl' 

corresponding to the normalized initial conditions 

u(x,O) = 0, h(x, 0) = {a h-
a +€ I 

if x > 0, 
if x < O. 

(7.4.74) 

(7.4.75) 

The normalization used here has a + Eh = 1. Therefore, we must set € h = 1 - a 
in the linear results (7.4.74) for comparison. This gives 

1 1 
Ue = 2: (1 - a), he = 2: (1 + a), (7.4.76) 

where we use the subscript .e to indicate the results of the linear theory. 
As seen in Table 7.2, the linear result for u and h deteriorate rapidly for a > 4. 

This is not surprising because (1 - a)/a measures the perturbations, and this 
parameter tends to 1 as a ~ 4. In the linear theory, the domain VI gets squeezed 
into the characteristic x = -t, across which u and h jump from the values given 
in (7.4.76) to the equilibrium values u = 0, h = 1. Although this result is correct 
in the limit a ~ 1, the linear theory does not give an indication of the simple wave 
behavior. In Figure 7.14 we compare the "exact" profile for h with that predicted 
by the linear theory (dashed profile) at t = 1 and the extreme case a = 0.6 in 
order to highlight the features pointed out earlier. 

Problems 

7.4.1 Calculate u and h as functions of x and t for the piston problem discussed 
in Section 7.4.2ii for the special case where € = 4 and 

- + -I 1 12 

g(t) = l- ~ 4 
ifO < t S 1, 
if 1 S t. 

(7.4.77) 
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TABLE 7.2. Solution of the Initial-Value Problem (7.4.68) 

a h2 U2 V )..- hl Ue 

0.9 0.94933 0.05132 0.98763 -0.92302 0.95 0.05 

0.8 0.89715 0.10564 0.97555 -0.84154 0.90 0.10 

0.7 0.84309 0.16360 0.96394 -0.67949 0.85 0.15 

0.6 0.78661 0.22618 0.95340 -0.56043 0.80 0.20 

0.5 0.72692 0.29480 0.94437 -0.43212 0.75 0.25 

0.4 0.66268 0.37190 0.93822 -0.29078 0.70 0.30 

0.3 0.59143 0.46192 0.93742 -0.12951 0.65 0.35 

0.2 0.50787 0.57470 0.94804 0.06683 0.60 0.40 

0.1 0.39617 0.74116 0.99141 0.34499 0.55 0.45 

0.06 0.33080 0.84970 1.03796 0.51890 

0.03 0.25811 0.98390 1.11330 0.72579 

0.01 0.17118 1.17252 1.24527 1.0013 

0 0 2 2 2 
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hex, I) 

h, 

0.6 

--~~--~--------------~------------~~--L-~x 
-I V 1 

FIGURE 7.14. Comparison of nonlinear and linear theories for dam-breaking problem with 
water downstream 

7.4.2 Assume that the solution in region (3) of Figure 7.10 has been worked out 
and, in particular, that we know the eharaeteristie are B D in parametrie 
form, 

x = xo(cr), t = to(cr), 

and that we also know u and h on B D in the form, 

u = uo(cr), h = ho(cr). 

(7.4.78) 

(7.4.79) 

a. Derive the solution in region (6) ofFigure 7.10 in parametrie form. 
b. Use the results in part (a) to eompute the solution in (9). 

7.5 Compressible Flow Problems 

7.5.1 One-Dimensional Unsteady Flow 
We return to the problem of one-dimensional unsteady eompressible flow for an 
ideal, inviscid, non-heat-eondueting gas eonsidered in Chapters 3 and 5 to illustrate 
a seeond particular applieation area for the general results derived in Seetion 7.3. 
For nonisentropic flows, we must keep track of three dependent variables, as in 
our calculations in Seetion 7.2.2. Here, our first goal is to establish the conditions 
under which one can describe the flow in terms of two variables; in this ease, the 
results are analogous to those worked out for shallow water-flow in Seetion 7.4. 

(i) Problem formulation 

We begin as in Seetion 7.4 with a summary of the goveming equations. Using 
dimensionless variables, the divergenee relations for mass, momentum, and energy 
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conservation are (see (5.3.50» 

PI + (up)x = 0, 

(pU)1 + (pu2 + ply)x = 0, 

-+ + -+-- -0 ( pU2 p) ( pu3 PU) 
2 y(y - 1) I 2 y - 1 - . 

(7.5.Ia) 

(7.5.Ib) 

(7.5.Ic) 

The temperature () for an ideal gas is defined in terms of the press ure and density 
by the equation of state (3.3.16). 

The shock conditions associated with (7.5.1) are 

[
PU 2 

V -+ 
2 

V[p] = [pu], 

V[pu] = [pu2 + ply], 

p ] [Pu 3 pu ] 
y(y - I) = 2 + y ~ 1 ' 

where V == (dxldt) is the shock speed. 
For strict solutions, equations (7.5.1) simplify to 

Pt + (up)x = 0, 
I 

UI + UUx + - Px = 0, 
yp 

(; ) t + U (; ) x = O. 

(7.5.2a) 

(7.5.2b) 

(7.5.2c) 

(7.5.3a) 

(7.5.3b) 

(7.5.3c) 

Again, we point out that the factor Ily multiplying the dimensionless pressure 
in the above equations is due to our choice of the ambient speed of sound ao == 
.JYPo! Po as the velocity scale. 

Equation (7 .5.3c) states that (pi pY) remains constant on particle paths; these are 
curves in the xt-plane along which (dxldt) = u. Since the entropy is a function 
of pi pY, (7.5.3c) also implies that the entropy remains constant on particle paths. 
But (7.5.3c) is valid only if the solution is strict; that is, if the flow is free of shocks. 
Therefore, the statement that the entropy remains constant along particle paths is 
correct only as long as these paths do not cross a shock. For the special case where 
pi pY is constant over some intitial arc, a shock-free flow has the same entropy in 
the domain swept out by all the particle paths emerging from this arc. This is called 
isentropic flow, and if the ambient state U = 0 is prescribed along this initial arc, 
we have pi pY = 1 for our choice of dimensionless variables. Therefore, we can 
replace p with pY in (7.5.3b) to obtain (see (3.3.21» 

UI + UUx + py-2px = O. (7.5.4) 

The pair of equations (7.5.3a) and (7.5.4) govern U and p for isentropic flow. An 
alternative description involves the dimensionless speed of sound (see (3.3.22» 

( )
1/2 

a == ~ = p(y-l)/2 (7.5.5) 
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instead of pasthe second variable, and the goveming equations become (see 
(3.3.23)) 

(ii) Flows with shocks 

2 
U t + UUx + --aax = 0, 

y - 1 

y - 1 
at + -2-aux + uax = O. 

(7.5.6a) 

(7.5.6b) 

Under what conditions is it correct to use the pair or equations (7.5.3a), (7.5.4) or 
(7.5.6a)-(7.5.6b) for describing ftows that contain shocks? 

To begin with, consider a ftow in which we have one constant-speed shock; 
that is, the ftow is uniform on either side of the shock, so entropy is a different 
constant on either side. We can still use the isentropic equations to describe the 
ftow on either side of the shock as 10ng as we relate the two states through the 
shock conditions (7.5.2). This case was discussed in Section 5.3.4iii, where we 
viewed the solution in a reference frame moving with the speed of the ftow in front 
of the shock. Thus, our dimensionless variables have u = 0, p = 1, p = 1 in 
front of the shock. Tbe shock speed V, density p, and pressure p behind the shock 
can then be expressed in terms of the speed u > 0 behind the shock in the form 
(see (5.3.54)) 

y + 1 1 [ ]1/2 
V = -4- u + 4 (y + 1)2u2 + 16 , 

4 + u[(y + 1)2u2 + 16]1/2 + (y + l)u2 
p= 

4 + 2(y - l)u2 

P = 1 + y(y + 1) u2 + yu [(y + 1)2u2 + 16]1/2. 
4 4 

(7.5.7a) 

(7.5.7b) 

(7.5.7c) 

Equations (7.5.7) also define the local conditions behind a variable-speed shock 
propagating into a uniform region. Such a ftow could be generated by impulsively 
setting a piston in motion with a prescribed variable speed v(t) into agas at rest. 
In this case, V(t) is the local shock speed and p(t), p(t) are the local values 
just behind the shock. It must be kept in mind that now u, the ftow speed just 
behind the shock, is a function of t that is not equal to v(t) unless v is constant. 
In Seetion 5.3.4iii we noted the remarkable fact that whereas p - 1, p - 1, and 
V-I are all of order u for small u, the entropy change across a shock is of order 
u3• Tbis means that if the piston speed is of order e (see (3.3.17)), u will also 
be of order e, and we can still use (7.5.6) to describe the ftow behind the shock 
correctly up to terms of order e2. A more precise statement is that the 0 (e) and 
O(e2) perturbation equations that we derive from (7.5.6) remain correct; we need 
to account for entropy changes only in the equations goveming the O(e3) terms. 
In Seetion 8.3.4 we shall show for a similar problem that the goveming equations 
correct to O(e2) are sufficient to define the solution to O(e) in the far field (that 
is, for x = O(e- I ) and t = O(CI )). 
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Now suppose that the piston speed is not smalI, but the piston acceleration (or 
deceleration) is small. The entropy jump across the shock is not negligible, but the 
difference in the entropy between different partide paths behind the shock is of 
third order. We can therefore still use (7.5.6) to describe the flow behind a strong 
shock as long as the curvature of this shock is small. 

In view of this wide range of applicability for (7.5.6), and the mathematical 
similarity between this system and (7.4.3) that we have discussed thoroughly, we 
shall briefly review the corresponding results and outline some sampIe problems 
with little further discussion. 

(iii) Characteristic coordinates; the hodograph transformation; Riemann 
invariants 

The vectoru and matrix {Aij} in (7.2.2) are now 

u = (u, a), {Aij} = ( )I ~ 1 
--a 

2 
so the eigenvalues of the {Aij} matrix are 

--a 
2 ) 

)I ~ I , 

AI = u + a, A2 = u - a. 

We use the following {lij} matrix satisfying (7.2.5) for this case, 

(

)I - I 
I --

{l;-} = -- 2 
) 2a )1-1 

2 
and obtain the system (7.3.5) and (7.3.7) in the form 

xI/ - (u + a)tl/ = 0, x~ - (u - a)t~ = 0, 

)1-1 )1-1 
-2- u l/ +a1/ = 0, -2-u~ - a~ = 0. 

(7.5.8) 

(7.5.9) 

(7.5.10) 

(7.5.11) 

(7.5.12) 

In (7.5.11 )-(7.5.12) and for the remainder of this chapter, we shall use the same 
lowercase symbols for functions of (x, t), (g, 11), (u, v), or (r, s) to simplify the 
notation. The particular choice of independent variables will be dear from the 
context. 

The hodograph form of (7.5.6) is 

2 )I - 1 
-Xa + uta - --atu = 0, Xu + --ata - utu = 0. 

)I - 1 2 
(7.5.13) 

The characteristics of (7.5.13) have slopes /LI == (da/du) = ()I - 1)/2 and 
/L2 == (da/du) = -()I - 1)/2. Therefore, integrating these simple expressions 
gives the Riemann invariants 

)1-1 )1-1 
r = a + -2- u, s = a - -2- u. (7.5.14) 
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The system (7.5.11)-(7.5.12) thus reduces to the statements 

y - 1 
a + -- u = constant on; = constant, 

2 
y - 1 

a - -2- u = constant on; = constant. 

(iv) Centered simple wave 

(7.5.I5a) 

(7.5.I5b) 

Consider the analogue for the problem discussed in Section 7.4.2ii with solution 
given by (7.4.27) and Figure 7.9b. Now we have agas at rest (u = 0, a = 1), and 
we study the special case of a piston that is impulsively retracted (to the left) with 
constant speed v. The solution domains in the xt-plane are qualitatively the same 
as those in Figure 7.9b. The two conditions that determine the ftow in the centered 
simple wave region are 

y - 1 x 
a - -- u = 1 = u + a. 

2 't 
(7.5.16) 

The first equation is the Riemann invariant along the A2 characteristics, and the 
second equation reiates the AI characteristic slopes to the rays from the origin. 
Solving these expressions for u and a gives 

u= Y!I (~-I), a= ~ (~~~)+ Y!I (7.5.17) 

for [l - v(y + I)/2]t < x < t, where the boundary ray xlt = 1 - v(y + 1)/2 
is obtained by setting u = -v in the first equation in (7.5.17). To the left ofthis 
ray we have the uniform ftow u = -v, a = 1 - (y - I)vI2. For x > t we have 
the ambient state u = 0, a = 1. 

(v) The shock-tube problem 

In this problem we have a stationary gas at a given pressure PI and density PI 
(hence temperature Eh = PI I RpI) in the domain x < 0, which is separated by 
a thin diaphragm from x > 0, where there is a stationary gas with properties 
Po < PI, Po < PI. The ftow is initiated by suddenly removing the diaphragm 
at time t = 0. For simplicity we shall discuss the case where the two gases are 
the same, and we nondimensionalize pressures, densities, and speeds using Po, Po, 
and ao == (y Pol Po) 1/2, respectively. Thus, we have the dimensionless quantities 
uo = 0, Po = 1, Po = 1, ao = 1, and PI > 1, PI > 1. The case where the 
gases are different is easy to work out, but it is more convenient to use dimensional 
quantities in the ca1culations (for example, see Section 6.13 of [42]). 

Although the shock-tube problem is analogous to the problem of adam breaking 
over water downstream (see Section 7.4.3iii), there is one important distinction due 
to the fact that we now have to keep track of three variables (u, p, p) here instead 
of two (u, h). When the diaphragm is removed, the interface separating the two 
gases can no longer support apressure difference while this interface riIoves to the 
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_ 2 (x + alt) 
U - ('Y + 1)1 

a = Zoll - ('Y - l)x 
('Y + 1)1 

Centered simple wave 

U = U3 

P = P3 
P = P3 

(lJ2 
s~'-" 

U = 0 U = 0 

P = I} a = I 
p = I ________________________ ~~ ______________________________ ~x 

FIGURE 7.15. The shock-tube problem 

right at the constant speed of the gases on either side. The flow therefore consists 
ofthe five regions shown in Figure 7.15. 

We have a shock propagating with speed V to the right into the gas at rest, and 
we have a centered simple wave propagating to the left into the high-pressure state. 
In addition, and unlike the dam-breaking problem, we also have the interface that 
is the boundary between the two initial states propagating to the right with speed 
u = U3 = U4. Across the interface P3 = P4, but P3 =1= P4 (hence (h =1= 04). The 
interface, also called the contact surface, is kinematically equivalent to a piston 
moving with speed U3 in the sense that it produces a shock to its right and a centered 
simple wave to its left. 

The solution in the centered simple wave region V 2 is obtained from the Riemann 
invariant 

y -1 __ (Ppll )1/2 a + -- u = constant = al 
2 

and the equation for the rays through the origin 

x 
- = u - a. 
t 

Solving these two equations for u and a gives 

2(x + alt) 
u= 

(y + 1)t ' 
a= 

2all - (y - l)x 

(y + l)t 

(7.5.18) 

(7.5.19) 

(7.5.20) 

Again, (7.5 .20) is valid to the right of the known boundary x = -a I t, but at this 
stage we do not know the right boundary ray R for V 2• To determine R, we must 
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establish the unifonn ftow solution u = U3, P = P3, P = P3 in V 3. To do so, we 
first list all the infonnation for ftow quantities in the various domains. 

First, the Riemann invariant (7.5.18) holds on R; therefore, 

y-l 
a3 + -2-U3 = al· (7.5.21a) 

Secondly, P / pY is constant throughout VI, V 2 , and V 3; in particular, 

PI P3 
pi - pj" (7.5.21b) 

The speed of sound in V 3 and V 4 is given by 

(7.5.22) 

The interface conditions are 

(7.5.23) 

The density and pressure in V 4 behind the shock are given by (7.5.7b)-(7.5.7c) 

4 + U4[(Y + 1)2u~ + 16]1/2 + (y + l)u~ 
P4 = 4 + 2(y - l)ui ' 

(7.5.24a) 

P4 = 1 + y(y + 1) u~ + YU4 [(y + 1)2u~ + 16]1/2. 
4 4 

(7.5.24b) 

It follows from (7.5.22) and (7.5.23), that 

(7.5.25) 

But using (7.5.21a) and U3 = U4 we have 

2 Y - 1 ( )
2 

a3 = a\ - -2-U4 (7.5.26) 

Also, according to (7.5.2Ib) and P3 = P4 we have 

( )
I/Y 

P3 = PI :~ (7.5.27) 

Therefore, (7.5.25) becomes 

( ) 
I/y ( 1)2 

:~ al - y ~ U4 (7.5.28a) 

We also have the expression (7.5.24b) for P4, and the second equation in (7.5.22) 
becomes 
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Equating these two expressions for a4 and simplifying gives the following implicit 
relation defining U4 in terms of known quantities: 

p~y-t)/2Y ( Y _ 1 ) 
at - --U4 tly 2 at 

{ ( + 1) t/2}(Y-t)/2Y 
= 1 + Y Y 4 u~ + Y:4 [(y + 1)2u~ + 16] (7.5.29) 

Thus, given Pt and at (or Pt) we can calculate U4 from (7.5.29). Here we 
choose to express the final result for U4 in terms of given values of Pt and at. The 
correspondingresultcan alsobederived for P4 in terms of Pt andat in a somewhat 
simpler form (see Section 6.13 of [42]). Once U4 is known, we compute the shock 
speed from (7.5.7a). The speed of the interface is U4, and the ray V is obtained 
from the first equation (7.5.20) with U = U4; that is, 

x y + 1 
- = --U4 - at. (7.5.30) 
t 2 

The density P4 behind the shock is given by (7.5.24a) and a3 by (7.5.26), and so 
on. This completes the solution. 

The following numerical example illustrates our results. We choose Pt = 40 
and Pt = 10, that is, at = 2, and find that (7.5.29) gives U4 = U3 = 1.9756. With 
thisvalueofu4wecomputep4 = 3.5974from(7.5.24a),P4 = P3 = 8.5679from 
(7.5.24b), and V = 2.7362 from (7.5.7a). The ray 'R is given by xlt = 0.7307 
according to (7.5.30). Equation (7.5.27) gives P3 = 3.3267. It is also interesting 
to note that Pt I pi = P31 pr = 1.5924, whereas P41 pr = 1.4272. Thus, the 
entropy rises in going from 'Do to V 4 across the shock, and it rises again from V 4 

to V 3 across the interface. Note that P41 pr - Pol Pb = 0.4272, a number that is 
less than ~ even though U4 is nearly equal to 2. 

In an actual shock tube we have end walls at some positive Xr and negative Xi, 

so that our results are valid only for t < xrlV when X > 0, and t < -xtla 
when x < o. The problem of a shock reflecting from an end wall was outlined 
in Problem 5.3.12. The reflection process from an end wall for a centered simple 
wave is analogous to the case for water waves discussed in Seetion 7.4.2iii. See 
also Section 6.12 of [42]. 

(vi) Spherieally symmetrie isentropie flow 

We use the radial distance r and the time t as independent variables and find that 
(3.3.33a), (3.3.38) reduce to 

2p 
Pt + UPr + PUr + -u = 0 (mass), 

r 
1 

Ut + UU r + - Pr = 0 (momentum), 
YP 

(7.5.31a) 

(7.5.31h) 

ifthe flow is spherically symmetric. Here p, u, and P are made dimensionless as 
in (7.5.3). For isentropic flow, we can dispense with the energy equation (3.3.33c), 
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whieh for smooth solutions implies that p = pY. Using this in (7.5.31b) and 
introducing the dimensionless speed of sound a = (pjpy)I/2, we obtain the 
system 

2 
Ur + UUr + --aar = 0, (7.5.32a) 

y - 1 

y - 1 ua 
ar + --aur + uar = -(y - 1) -, (7.5.32b) 

2 r 

which generalizes (7.5.6) to the ease of smooth spherieally symmetrie ftows. We 
do not diseuss solutions with shoeks here. The interested reader ean find an aeeount 
of eertain aspeets of spherieally symmetrie ftows with shocks in Seetion 6.16 of 
[42]. 

The extra term on the right-hand side of (7.5.32b), whieh arises from the ex­
pression for the divergenee with spherieal symmetry, now complicates the solution 
considerably because Riemann invariants do not exist. The best we can do to sim­
plify this system is to transform it to the form (7.3.7) in terms ofthe characteristic 
independent variables. 

Equations (7.5.8)-(7.5.10) still hold, since they involve only the coeffieients of 
the left-hand sides of (7.5.32), which are the same as those in (7.5.6). In addition, 
the two components of 1 in (7.2.2b) are given by 

ua 
I1 = 0, h = -(y - 1) -. (7.5.33) 

r 

Therefore, the system (7.3.5), (7.3.7) becomes 

r~ = (u + a)t~, r~ = (u - a)t~, (7.5.34a) 

y - 1 uat~ y - 1 uat~ 
-2- u~ + a~ = -(y - 1) -r-' -2- u~ - a~ = (y - 1) -r-' (7.5.34b) 

These equations are in a form convenient for solution by the method of 
characteristics. 

7.5.2 Steady Irrotational Two-Dimensional Flow 
The formulation of this problem was outlined in Problem 7.1.1, and the reader is 
referred to Section 2.4 of [10] for more details. Here we shall restrict our discussion 
to shock-free solutions for brevity. The treatment of ftows with shocks is entirely 
analogous to the eases discussed in Sections 7.4 and 7.5.1. In fact, the shoek 
conditions are (5.3.30) in an appropriate frame (see also Seetion 6.17 of [42]). 

(i) Characteristics 

We use the velocity components u = lPx and v = lPy to write (7.1.21a) as 

2uv v2 - a2 

U x + 2 2 u y + 2 2 Vy = 0, u -a u -a 
(7.5.35a) 
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after dividing by (u 2 - a 2). The irrotationality eondition is just 

Vx - u y = 0, 

and (7.1.21b), the equation for the speed of sound, beeomes 

y - 1 
a2 == 1 _ __ (q2 _ M 2), 

2 

(7.5.35b) 

(7.5.36) 

where q is the dimensionless local speed q == (u 2 + v2) 1/2, and M is the Mach 
number at x = -00. 

The system (7.5.35) is in the standard form (7.3.13) if we identify (t, x) in 
(7.3.13) with (x, y) in (7.5.35). Therefore, 

( 
2uv 

{Aij} = u 2 _ a2 
-1 

The eigenvalues of {Aij} are defined by the roots of the quadratic 

2 2uv v2 - a2 

A - 2 2 A + 2 2 = 0, u -a u-a 

that is (see (7.1.23», 

u2 - a2 

A2 = 
uv - a(u2 + v2 _ a2 )1/2 

(7.5.37) 

(7.5.38a) 

(7.5.38b) 

These are real and distinct if the local ftow is supersonic-that is, if u2 + v2 > 
a2-and we assume that this is the case for the remainder of this seetion. 

To understand the geometrieal meaning of the eharacteristic eurves defined 
by the two slopes (dyjdx) = AI, (dyjdx) = A2, we consider the following 
simple example. Suppose that a two-dimensional point disturbance is moving with 
constant speed M in the negative x direction in a gas at rest. Thus, x = - Mt, 
Y = 0 Ioeates this point disturbance, which may be thought of as a distribution 
of mass sources of eonstant strength along the infinite straight line x = -Mt, 
Y = 0 in xyz-space. The disturbanee that was generated by this point source at 
time to will be located on the circle of radius (t - to) at the time t (recall that the 
ambient sound speed equals one in our dimesioniess variables). The envelope of 
disturbanees then consists of the two straight lines at the angles ±a relative to the 
x-axis, where 

. -I 1 rr 
a == sm - 0< a < -

M' 2' 
(7.5.39) 

as shown in Figure 7.16a. The angle a is called the Mach angle. This result was 
also derived in Chapter 6 using the eikonal equation (see (6.3.23». 

An observer moving with the point source experiences a steady ftow with speed 
M to the right and sees the fixed straight Iines, called Mach Iines, with the constant 
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x = -Mt 
------.e---+---+--~-L-.------~------_4--+_----~x 

f4------M(t - to)--------~ 

(a) 

----------~~--------_4----~------~x 

(b) 

FIGURE 7.16. Characteristics are local Mach lines 

slopes (dy j dx) = ± tan a. More generally, if the disturbance is moving along a 
straight line inclined at the angle () relative to the x-axis, then the Mach lines have 
slopes (dyjdx) = tan«() ± a). 

We shall now show that the characteristic curves have a local slope equal to 
the slope of the local Mach lines. The local velocity vector is tangent to the local 
streamline, as shown in Figure 7.16b, and we introduce the polar representation 
for the velocity components 

u = q cos e, v = q sin e, (7.5.40) 
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where () is the angle measured in the eounterc1oekwise sense from the positive x 
direetion to the velocity veetor. Guided by the diseussion for the ease q = M = 
eonstant, we denote 

a == q sin JL, (7.5.41) 

where JL is the loeal Maeh angle (see (7.5.39». If we now express u, v, and a in 
(7.5.38) in terms of q, (), and JL, we obtain 

q2 sin () eos () ± q sin JL(q2 - q2 sin2 JL) 1/2 
A 1,2 = -=--------=----=-.:.=....--::,..:-----=--=--­

q2 eos2 () - q2 sin2 JL 

sin () eos () ± sin JL eos JL sin 2() ± sin 2JL 
= = 

eos2 () - sin2 JL eos 2() + eos 2JL 

sin«() ± JL) eos«() =f JL) 
= -------- = tan«() ± JL), 

eos«() + JL) eos«() - JL) 
(7.5.42) 

using trigonometrie identities. Thus, the angle between the streamline and the 
eharaeteristies is just the loeal Mach angle JL. 

(ii) The Riemann invariants 

The hodograph form (7.3.17) for (7.5.35) is 

2uv v2 - a2 

-Yv + 2 2 Xv - 2 2 Xu = 0, u -a u -a 
Yu - Xv = O. 

(7.5.43a) 

(7.5.43b) 

Using (7.3.24), we compute the following characteristic slopes for (7.5.43): 

dv -uv ± a(u2 + v2 - a2)1/2 

du v2 - a2 
(7.5.44) - = 

and as we have argued all along, the integration of (7.5.44) gives the two Riemann 
invariants. This integration is awkward in terms of the u and v variables, so in view 
of the simplification that was introduced in (7.5.42) when we used () and JL, let us 
attempt to solve (7.5.44) in terms ofthese variables. Note that (7.5.36), (7.5.40), 
and (7.5.41) define a transformation ofvariables (u, v) ~ «(), JL). 

First, we compute (dv/du) using (7.5.40). This gives 

dq . dö sm () + q cos () dv 
du dq . 

d() cos () - q sm () 

But according to (7.5.40)-(7.5.41), the right-hand side of (7.5.44) is 

-uv ± a(u2 + v2 - a2)1/2 

v2 - a2 

- sin () cos () ± sin JL cos JL 

sin2 () - sin2 JL 

= - cot«() ± JL). 

(7.5.45a) 

(7.5.45b) 
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Therefore, equating the right-hand sides of (7.5.45a)-(7.5.45b) and solving for 
(dq /d() , we obtain 

dq - = =ftanlL· 
d() 

(7.5.400) 

To express (dq /d() in terms of (dlL/d(), we use (7.5.36) and (7.5.41) to obtain 

dq q sin IL cos IL dlL 

d() = - sin2 IL + (y - 1)/2 d() • 
(7.5.46b) 

We now equate the right-hand sides of (7.5.46a)-(7.5.46b) and solve for (dlL/d() 
in the form 

dlL sin2 IL + (y - 1)/2 - = ± . (7.5.47) 
d() cos2 IL 

This expression can be integrated explicitly to define the Riemann invariants 

dy 
() + V(IL) = constant on - = tan«() + IL), (7.5.48a) 

dx 
dy 

() - V(IL) = constant on - = tan«() - IL), (7.5.48b) 
dx 

where v is the Prandtl-Meyer function: 

1/l COS2 0' Y + 1 12/l dO' 
V(IL) == dO' = -IL + --

o sin2 0' + (y - 1)/2 2 0 Y - COS 0' 

= (~ ~ ~ Y/2 tan- I [ (~ ~ ~ Y/2 tan IL] _ IL. (7.5.49) 

A solution by the method of characteristics using (7.5.48) is now easy to implement 
and defines (), IL at each gridpoint. To obtain u and v there, we use (7.5.36), 
(7.5.40), and (7.5.41). Examples can be found in standard texts in gas dynamies. 
For example, see Chapter 4 of [36] and Chapter 4 of [11]. 

Problems 

7.5.1 Consider steady supersonic flow in the corner domain r ::: 0, ß ::: () ::: 1(, 

where rand () are polar coordinates in the plane, and ß is a negative constant 
with -1( < ß < O. The boundary condition is that the velocity vector 
is tangent to the boundary. Given u > 1 and v = 0 as r -+ 00 with 
1( /2 < () ::: 1(, compute the flow everywhere. For a given Mach number at 
upstream infinity, what is the maximum turning angle for which the ftow 
downstream of the corner has infinite Mach number? 

7.5.2 For axially symmetrie supersonic ftow, the equations corresponding to 
(7.5.35) are 

(7.5.50a) 
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where u and v are the axial (x) and radial (r) components of the velocity 
vector, respectively. 

Show that 

(7.5.51) 

is consistent with (7.2.5) for this example, with AI and A2 given by (7.5.38). 
Therefore, the system corresponding to (7.3.5), (7.3.7) is 

rTJ = AxTJ , r~ = A2X~, (7.5.52a) 

a2vx a2vx~ 
uTJ + A2VTJ = 2 TJ 2 ' U~ + AIV~ = 2 2. (7.5.52b) 

r(a - u ) r(a - u ) 
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Approximate Solutions by 
Perturbation Methods 

In this chapter we consider differential equations (together with prescribed initial 
and/or boundary data, as appropriate) involving a smalI parameter E. Such problems 
can usually be solved approximately by a perturbation procedure if the Iimiting 
case for E = 0 is known. By a suitable definition of E, we can also perturb the 
solution about any given value of a dimensionless parameter. 

The basic concepts that underlie perturbation methods are discussed in detail 
in texts such as [8.1], devoted entirely to the subject. As it is not possible to 
cover this vast material in one chapter, we shall give only a sampling of methods 
(via example problems) that are useful for approximating the solution of partial 
differential equations. Other methods, such as the method of averaging near identity 
transformations, that are appropriate only for ordinary differential equations, will 
not be discussed. 

8.1 Regular Perturbations 

In Appendix A.3 we review some techniques for constructing the asymptotic ex­
pansion of a function u(x; E) as E -+ 0 for various settings inc1uding the case 
where u is defined in integral form. Here we broaden our scope to inc1ude the case 
where u is defined by a differential equation. The smalI parameter E may then occur 
either in the equation itself or in the initial (boundary) conditions or both. Further 
generalizations to integral equations, difference equations, and differential-delay 
equations are possible but are not discussed. 

Regular perturbation problems (as opposed to singular perturbation problems 
discussed in Sections 8.2 and 8.3) are characterized by the property that the solution 
can be expressed by a single asymptotic expansion of the form (A.3.8), and that 
this expansion remains uniformly valid in the entire domain of interest. Of course, 
if the solution of the differential equation is known explicitly, the construction 
of its asymptotic expansion is both trivial and unnecessary. We will be mainly 
concemed with problems that have an easily calculated solution if E = 0 but 
that are either very difficult or impossible to solve explicitly if E =I- O. Often, the 
equation becomes .linear if E = 0; in other cases, the boundaries or the boundary 
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data simplify and the problem is solvable for E = O. We shall illustrate various 
possibilities by means of examples. 

The perturbation approximation of a problem govemed by a differential equa­
tion relies on the following fundamental assumption: The limit process that defines 
the asymptotic expansion of the exact solution (if this were known) produces a 
consistent set of perturbation differential equations and boundary conditions gov­
eming each term of the expansion when this limit process is applied directly to 
the exact goveming system. Moreover, we assume that the successive solution of 
these perturbation equations and boundary conditions gives the same asymptotic 
expansion that we would calculate from the exact solution. A similar assumption 
is made implicitly whenever we expand a function R(x; E) = 0 in order to find 
its roots (see (A.3.18». In Section 8.2 we shall extend this idea to include dif­
ferent expansions (associated with different limit processes) applied to the same 
differential equation. 

8.1.1 Green' s Function for an Ordinary Differential 
Equation 

Consider the problem of a string on an elastic support under load. The string is 
assumed to have zero deftection at x = 0 and x = 1. If we restriet attention to the 
vertical displacement v and assume that the elastic support k(x; E) varies weakly 
in the x direction, we have the dimensionless wave equation (see (3.1.15» 

Vr! - Vxx + [k5 + Ek\(x)]v = p(x, t). (8.1.1) 

Here k5 is the predominantly constant part of k, 0 < E « 1, and k, (x) determines 
the variation of k with x. The string has a uniform density r(x) = 1, and the 
applied load is given by p(x, t). For the static problem, v(x; E) satisfies 

-v" + [k5 + Ek, (x)] v = p(x), (8.1.2a) 

v(O; E) = 0, v(l; E) = O. 

Green's function g(x, ~; E) for this problem satisfies 

-g" + [k5 + Ek, (x)]g = c5(x - ~), 

g(O, ~; E) = 0, g(l,~; E) = 0, 

(8.1.2b) 

(8.1.3a) 

(8.1.3b) 

where ~ is a constant, 0 < ~ < 1, primes denote derivatives with respect to x, 
and c5 is the Dirac delta function. 

In view of the variable coefficient Ek\ (x) in (8.1.3a), an exact solution is out of 
reach, and we seek an asymptotic expansion for g in the form 

g(x, ~; E) = go(x, ~) + tP\ (E)g, (x, ~) + o(tP\), (8.1.4) 

where tP\ « 1 and remains to be specified. Substituting (8.1.4) into (8.1.3a) gives 

(8.1.5a) 
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and the boundary conditions (8.1.3b) give 

Regardless of the choice of <PI, as long as <PI « 1, (8.1.5b) implies the following 
homogeneous boundary conditions for go and gl 

go(O, ~) = go(l, ~) = 0, gl (0, ~) = gl (1, ~) = O. 

It follows from (8.1.5a) that the leading term go satisfies 

-g~ + k5go = !S(x - ~), 

whereas the perturbation term gl satisfies 

"k2 { 0 if E « <Pb 
-gi + ogl = -kl(x)go if<p1 = Os(E). 

(8.1.6) 

(8.1.7) 

(8.1.8) 

The choice E « <PI in (8.1.8), combined with the boundary conditions for gl in 
(8.1.6), implies that gl == O. Therefore, we set <PI = E. Henceforth, we shall 
omit this detailed justification for the choice of the various terms in the asymptotic 
sequence and shall anticipate the final result direct1y. The operating rule is to 
choose <PI so as to obtain the most general possible equation for gl. 

For x i= ~,(8.1.7) has zero right-hand side and has the solution 

_ { A(~)ekOX + B(~)e-kox if x < ~, 
go(x,~) - C(~)ekox + D(~)e-kox ifx > ~, (8.1.9) 

where A, B, C, and D are functions of ~ to be determined by the boundary con­
ditions at the two ends and the jump conditions at x = ~. Imposing the boundary 
conditions determines B in terms of A, and D in terms of C, to give 

_ { A(~)[ekOx - e-kox ] ifx < ~, 
go (x , ~) - C(~)[ekOx _ eko(2-x)] if x > ~. 

To determine A and C, we impose the jump conditions 

go(~-, ~) = go(~+, ~), 

~~ (~-,~) _ ~~o (~+,~) = 1, 

(8.1.10) 

(8.1.11a) 

(8.1.11b) 

which follow from integrating (8.1.7) with respect to x fom x = ~- to x = ~+. 
Using (8.1.10) in (8.1.11) gives the linear system 

A(~)[eko~ _ e-kO~] _ C(~)[eko~ - eko(2-n] = 0, 

A(~)ko[ekO~ - e-ko~] - C(~)ko[ekO~ + eko(2-~)] = 1, 

which is easily solved in the form 

eko~ _ eko(2-~) eko~ _ e-ko~ 

A(n = 2ko(1 _ e2ko ) , C(~) = 2ko(1 _ e2ko ) . (8.1.12) 
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Thus, the leading tenn in the expansion for Green 's function is defined by (8.1.10) 
and (8.1.12). Note that for ko -+ 0, this result tends to the piecewise linear pofile 

{ x(l -~) if x < ~, 
go(x,~) = ~(l - x) if x > ~, (8.1.13) 

for an unsupported string. 
The right-hand side of (8.1.8) is now known, and we can caIculate gl. In fact, 

since the homogeneous operator for gl is the same as that governing go, a conve­
nient approach is to use Green's function for go, which we have just caIculated. 
Thus, 

(8.1.14) 

and this defines gl by quadrature for a given k l . The procedure can be extended 
to higher orders to define subsequent tenns in the expansion for g. Notice that if 
k l is a well-behaved function, the expansion (8.1.4) will be unifonnly valid on 
o :::: x :::: 1. The proof that (8.1.4) is indeed the asymptotic expansion of the exact 
solution of (8.1.3) is not interesting and is omitted. 

Knowing the expansion of Green 's function to 0 (€ ), we can write the expansion 
for the solution of (8.1.2) direct1y in the fonn 

v(x; €) = 101 
g(x, ~; €)p(nd~ 

= 101 
go(x, ~)p(~)d~ 

+ € 10 1 p(~) 110 1 
go(x, n[-kl(s)go(~, S)]dS} d~ + 0(€2)(8.1.15) 

This resuIt also follows from a direct perturbation solution of (8.1.2). We expand 
v(x; €) in the fonn 

V(X; €) = vo(x) + €VI (x) + 0(€2), (8.1.16) 

and substitute this into (8.1.2) to derive the following two problems for Vo and VI: 

L(vo) == -v~ + k~vo = p(x), (8.1.17a) 

vo(O) = 0, vo(1) = 0, (8.1.17b) 

L(vI) = -kl (x)vo(x), 

VI (0) = 0, vI(I) = O. 

(8.1.18a) 

(8.1.18b) 

Once Green 's function go for the unperturbed problem is known, we can express 
the solutions for Vo and VI by quadrature as 

vo(x) = 10 1 
go(x, ~)p(~)d~, (8.1.19a) 

VI(X) = 10 1 
go(x, ~)[-kl(~)vo(~)]d~. (8.1.19b) 
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The result in (8.1.19a) agrees with the 0 (1) term in (8.1.15). The result in (8.1.19b) 
also agrees with the O(E) term in (8.1.15) once we note that go(~, n = go(~,~) 
and interchange the order of integration. There is no particular advantage in using 
one approach in favor of the other. 

8.1.2 Perturbed SelfAdjoint Operator 

(i) One-dimensional wave equation 

To motivate the discussion for the general case, we first consider the wave equation 

Utt - Uxx + EXU = 0, 0:::: x :::: rr, 0:::: t, (8.1.20a) 

which may again be regarded as the equation goveming the vertical displacement 
(now denoted by u(x, t; E» of a string on a weak (0 < E « 1), x-dependent 
elastic support (EXU). We assume the homogeneous boundary conditions 

U(O, t; E) = 0, u(rr, t; E) = 0, ift > 0, 

and the general initial conditions 

u(x, 0; E) = f(x; E), u,(x, 0; E) = g(x; E). 

(8.1.20b) 

(8.1.20c) 

We studied the unperturbed (E = 0) problem in Section 3.6 using Green's 
function. As indicated by the discussion in Section 3.6.2, this problem can also be 
solved using eigenfunction expansions. This is the approach that we shall follow 
here for the perturbed problem. 

Assuming the separated form 

u(x, t; E) = X(x; E)T(t; E) 

for the solution and substituting this into (8.1.20a) gives 

T X" 
- - = - - + EX = A > O. 

T X 
Thus, the eigenvalue problem associated with (8.1.20) is 

d2Xn 
- dx2 + EXXn = AnXn, (8.1.21a) 

(8.1.21b) 

Later on, we shall consider a more general eigenvalue problem for which the above 
is a one-dimensional special case. Although (8.1.21) can be solved exactly, we shall 
study its asymptotic expansion for 0 < E « 1 to illustrate ideas. First, we note 
that if E = 0, the eigenvalues are A~O) = n2, and the normalized eigenfunctions 
are 

( 2)1/2 
~~O)(x) = -; sin nx, n = 1,2, .... (8.1.22) 
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These eigenfunctions are orthogonal in the sense that the inner product of any pair 
;~O) and ;~O) vanishes if m =/: n. Tbe inner product is defined as 

(;~O), ;~O») == 1][ ;~O)(x);~O)(x)dx = 0 ifm =/: n, (8.1.23) 

and we have normalized the eigenfunctions by the choice ofthe multiplier (2/17:) 1/2 

in (8.1.22), so that (;~O), ;~O») = 1. 
We assume that the eigenfunctions X n (x; E) for E =/: 0 have the expansion 

and that the eigenvalues An(E) in (8.1.21a) have the expansion 

An(E) = n2 + EA~I) + O(E2). 

Substituting these expansions into (8.1.21a) gives 

d 2;(I) ( 2 ) 1/2 ( 2 ) 1/2 
__ n_ + n2;(I) = -A (I) - sin nx + - x sin nx. 
dx 2 n n 17: 17: 

(8.1.24) 

(8.1.25) 

(8.1.26) 

Rather than solving (8.1.26) explicitly, wh ich is certainly possible in this case, 
and then imposing the boundary conditions ~~I)(O) = ;~I)(17:) = 0, let us express 
the solution for ;~I) in the form of aseries of the eigenfunctions ;~O), that is, a 
normalized Fourier sine series 

(
2 ) 1/2 00 

;~I)(x) = - I>nj sin jx. 
17: j=1 

(8.1.27) 

Thus, the boundary conditions at x = 0 and x = 17: are automatically satisfied. 
Equation (8.1.26) then becomes 

( 2 ) 1/2 00 ( 2 ) 1/2 -; f;( -j2 + n2 )anj sin jx = -; [_A~I) sin nx + x sin nx]. 

(8.1.28) 
We now multiply (8.1.28) by ;iO) , integrate the result over (0, 17:), and use 
orthogonality to simplify the left-hand side to obtain 

ank (-e + n2 ) = - - A~I) sin nx sin kxdx + - x sin nx sin kxdx, 
2 1][ 21][ 
17: 0 17: ° 

(8.1.29) 
valid for arbitrary integers n and k. 

If k =/: n, the first integral on the right-hand side of (8.1.29) vanishes, and we 
have 

2 1][ 4kn[(-I)k+n - 1] 
ank = 2 2 x sin nx sin kxdx = 

17:(n - k) 0 17:(n2 - k2 )3 
(8.1.30) 
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If k = n, the left-hand side of (8.1.29) vanishes and the first tenn on the 
right-hand side just equals _A~I), so we obtain 

A (I) = ~ r x sin2 nxdx = ~. 
n 1C 10 2 

(8.1.31) 

It remains to compute ann . Recall that if X n is an eigenfunction, then any constant 
times X n is also an eigenfunction. If we choose to normalize the X n, we have 

(Xn , X n ) = 1 = (~~O), ~~O)} + 2c: (~~O), ~~1)} + 0(c:2). (8.1.32) 

Since (~~0l, ~~O)} = 1, we must set 

(~~O), ~~1)} = 0 = r sin n~ (t anj sin iX) dx, 
10 )=1 

in order to satisfy (8.1.32) to O(c:), and this implies that all the ann vanish. 
To complete the solution of the vibration problem (8.1.20), we expand u (x, t; c:) 

in aseries fonn 
00 

u(x, t; c:) = L an(t; c:)Xn(x; c:), (8.1.33) 
n=1 

where an is the amplitude of the nth eigenfunction. Substituting this series into 
(8.1.20a) shows that the an are govemed by the decoupled oscillator equations 

d 2an 
dt2 + An (c:)an = 0, (8.1.34) 

so the frequency of each eigenfunction is A!/2 (for which an asymptotic expansion 
can be found to any desired order). The amplitudes are given by 

an(t; c:) = An(c:) sin J...!/2(c:)t + Bn(c:) cos J...!/2(c:)t, (8.1.35) 

where the An and Bn are constants that can be defined to any desired order in tenns 
ofthe initial data (8.1.20c). The details are outlined in Problem 8.1.1. 

The fact that (8.1.20) is linear is reftected by the result (8.1.34) that the amplitude 
equation for each mode decouples from the others. In a weakly nonlinear problem, 
this is no longer the case. In fact, this approach is not suitable if the perturbation tenn 
in nonlinear (for example, ifit is EX u2); we can no longer separate the x -dependence 
ofthe solution into an exact eigenvalue problem as in (6.1.21). However, we can 
expand u itself in the fonn 

00 

u(x, t; c:) = L qn(t; c:) sinnx, (8.1.36) 
n=1 

and derive weakly nonlinear, weakly coupled oscillator equations for the qn as 
outlined in Problem 3.6.7. These oscillator equations can then be solved asymp­
totically using various techniques. For a detailed account see Chapters 4 and 5 of 
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[26]. In Seetion 8.3.1 we eonsider a single weakly nonlinear oseillator and diseuss 
its asymptotie approximation using the method of multiple seales. 

(ii) The general problem 

Perturbed linear or weakly nonlinear eigenvalue problems arise in eontexts other 
than vibration problems, and we now eonsider the following generalization of 
(8.1.21): 

L(un) + EF(x, un) = AnUn in V, 

un(x; E) = 0 on the boundary of V. 

(8.1.37a) 

(8.1.37b) 

Here V is a given N-dimensional domain and x denotes XI. ••• , XN. The nth 
eigenfunetion is denoted by Un (x; E), and the associated eigenvalue is An (E), where 
o < E « 1. The linear differential operator L is assumed to be self-adjoint 
with no repeated eigenvalues, and we assume that F is eontinuous in V. We do 
not diseuss the more interesting ease where the perturbation tenn in (8.1.37a) is 
Fn (x, U 1, U2, ... , U N ); that is, it is a different funetion for eaeh n and mayaiso 
depend on all the Uno In this ease, the n equations (8.1.37a) are eoupled. 

We define the inner produet beteween two eigenfunetions Um and Un by 

{Um, un} == f··· f Um (x; E)Un(X; E)dV, 

V 

where dV is the volume element in 1). Sinee L is self-adjoint, we have 

(u~>' L(U~O») = (L(U~», u~O») for all m and n, 

(8.1.38) 

(8.1.39) 

where u~) and u~O) are the eigenfunetions ofthe unperturbed problem; that is, u~) 
and u~O) satisfy L(u~» = A~)u~), L(u~O» = A~O)u~O) and (8.1.37b). As we have 
assumed that the eigenvalues associated with different eigenfunetions are distinet, 
(8.1.39) implies the orthogonality eondition 

(8.1.40a) 

As in the example problem (8.1.21), we shall nonnalize the u~O) by requiring 

(8.1.40b) 

To illustrate ideas, let L be 

L == II + r(x), (8.1.41) 

where II is the Laplacian in three dimensions, and r is a given eontinuous funetion 
of Xl, X2, X3 in some domain 1) with boundary r. Using the symmetrie form of 
Green's fonnula (2.5.4) to simplify the expression that results for (u, L(v)} -
(v, L(u)}, it is easily seen that if U and v vanish on r, then L is self-adjoint. 
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We expand the eigenfunctions and eigenvalues of the perturbed problem (8.1.37) 
with E i- 0 in the form 

Un(x; E) = u~O)(x) + EU~l)(X) + O(E2), 

An(E) = A~O) + EA~l) + O(E2). 

For suitable F, (8.1.42a) implies that EF(x; un ) has the expansion 

EF(x, un ) = EF;'O)(x) + O(E 2 ), F;'O)(x) == F(x, u~O)(x)). 

Since L is linear, we have 

L(u~O) + EU~l) + O(E2» = L(u~O» + EL(u~l) + O(E 2 ). 

Therefore, the U~l) satisfy 

L(U~l» - A~O)U~l) = -F;'O)(x) + A~I)u~O)(x). 

(8.1.42a) 

(8. 1. 42b) 

(8.1.43) 

(8.1.44) 

We assume that each u~1) may be expressed as an expansion in terms of the 
unperturbed eigenfunctions in the form (cf. (8.1.27» 

00 

U~l)(X) = I>njujO) (x). 
j=1 

Therefore, in view of (8.1.40), the constants anj are given by 

anj = f··· f u~I)(X)ujO)(x)dV. 
v 

(8. 1. 45a) 

(8. 1. 45b) 

Similarly, we assume that we may express the known functions F~O) (x) in the 
series form 

00 

F(O)(x) = " I' -u(O) 
n ~ JnJ J ' 

j=1 

in which the fnj are the known coefficients 

fnj = f··· f F;'O)(x)ujO)(x)dV. 

v 

(8.1.46a) 

(8.1.46b) 

In order to calculate the anj and A~I), we proceed as in part (i) and multiply 
(8.1.44) by ukO) for some arbitrary integer k, then integrate the result over V to find 

f ... f [ukO) L(U~I» - A~O)u~l)ukO)]dV = - fnk + A~1)8nko 
v 

(8.1.47) 

where 8nk is the Kronecker delta. Now multiply L(ukO» - AkO)ukO) = 0 by u~1) 
and integrate the result over V to obtain 

f ... f [u~l) L(ukO» - AkO)ukO)u~I)]dV = o. 
v 

(8.1.48) 
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The second term on the left-hand side of (8.1.47) and (8.1.48) is a multiple of 

f f f f 00 
(0) (I) (0) (0) 

... uk un dV = ... uk ~anjUj dV = ank. 
v v J-I 

Therefore, subtracting (8.1.48) from (8.1.47) gives 

f ... f [uiO) L(U~I» - U~I) L(uiO»]dV = ankO\.~O) - AiO» - fnk + A~I)8nk. 
v 

(8. I. 49a) 
It follows from (8.1.45a), the linearity of L, and the fact that this operator is self­
adjoint (exhibited by (8.1.39» that the left-hand side of (8.1.49a) vanishes, and we 
are left with (cf. (8.1.29) 

( ' (0) ,(0» - f, , (I) • ank An - Ak - nk - An unk· 

If k =I- n, then 8nk = 0, and (8.1.49b) gives 

fnk 
ank = (0) (0) • 

An - Ak 

If k = n, the left-hand side of (8.1.49b) vanishes, and we have 

A~I) = fnn. 

(8. I. 49b) 

(8.1.50a) 

(8.1.50b) 

To complete the solution to O(E), we note that if we normalize the Un , we must 
have 

(Un, un) = 1 = (u~O), u~O») + 2E(U~0), U~I») + O(E2); 

that is, (u~O), U~I») = 0, and this implies that ann = O. Problems 8.1.2 and 8.1.3 
iIlustrate the ideas. 

8.1.3 A Boundary Perturbation Problem 
We showed in Chapter 2 that once Green 's function for Laplace 's equation is known 
for a given domain and the case where the potential vanishes on the boundary, we 
can solve the Dirichlet problem for this domain (see Section 2.6.3). Let us study 
the special case of the two-dimensional Laplacian over a domain nearly equal to 
the interior of the unit circle; that is, we wish to solve 

I1pK(r, (), p, tjJ; E) = 82(P, Q) in 1), 

K(1 + Ef«(), (), p, tjJ; E) = 0, 

(8.1.51a) 

(8.1.51b) 

where V is the domain 0 ~ r ~ 1 + Ef«() for a given 21r-periodic function 
f«(). Here r and () are the polar coordinates of the observer point P, p and tjJ 
are the polar coordinates of the source point Q, 82 is the two-dimensional delta 
function, and 11 p denotes the two-dimensional Laplacian with respect to the r and 
() variables. 
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We showed in (2.6.29) that for E = 0, we have 

1 r2 + p2 - 2rp cos«(} - cjJ) 
K(r, (), p, cjJ; 0) = - log --------- == K(O)(r, (), p, cjJ). 

4]( p2r2 + 1 - 2rp cos«(} - cjJ) 
(8.1.52) 

If we expand K in the form 

K(r, (), p, cjJ; E) = K(O)(r, (), p, cjJ) + EK(l)(r, (), p, cjJ) + 0(E2), (8.1.53) 

we see that ßpK(l) = o. To compute the boundary condition for K(l), we first 
expand (8.1.5Ib) near r = 1, 

aK 2 
K(l, (), p, cjJ; E) + Ef«(}) - (1, (), p, cjJ; E) = O(E ), ar 

then use (8.1.53) to obtain 

aK (O) 
(0) (I) 2 K (1, (), p, cjJ) + EK (1, (), p, cjJ) + Ef«(}) -- (1, (), p, cjJ) = O(E ). ar 

Since K(O)(l, (), p, cjJ) = 0, we must have 

aK(O) 
K(I)(l, (), p, cjJ) = - f«(}) -- (1, (), p, cjJ). ar (8.1.54) 

When we use (8.1.52) to evaluate the right-hand side, we find the following 
boundary condition: 

f«(})(p2 - 1) 
K(l)(l, (), p, cjJ) = 2 == g({), p, cjJ). 

1 + p - 2pcos«(} - cjJ) 
(8.1.55) 

The solution for K(l) is given by Poisson's formula (2.6.36) 

K(l)(r, (), p, cjJ) = _-_ ' ''f' d(}'. 1 r212lT g«(}/ p A.) 

2]( 0 1 + r2 - 2r cos«(} - (}I) 
(8.1.56) 

An application of this result is outlined in Problem 8.1.4. The above idea gen­
eralizes to any operator and bounded domain for which Green's function is 
known. 

Problems 

8.1.1 Expand the initial data in (8.1.20c) first with respect to E in the form 

fex; E) = f(O)(x) + Ef(I)(x) + 0(E2), (8.1.57a) 

g(x; E) = g(O)(x) + Eg(l)(X) + 0(E2), (8.1.57b) 

and then expand each of the functions of x in aseries of the unperturbed 
eigenfunctions. Thus, for example, we have 

00 

f(O)(x) = L f;O)~~O)(x), (8.1.58a) 
n=1 
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where the constants In(O) are defined by 

In(O) = 1" 1(0) (x )~~O) (x )dx. (8.1.58b) 

Also expand the An(E) and Bn(E) in (8.1.35) with respect to Ein the form 

An(E) = A~O) + EA~I) + O(E2), 

Bn(E) = B~O) + EB~I) + O(E 2). 

Show that the constants A~i) and B~i) for i = 1,2 are given by 

(0) 
A(O) = ~ 

n n 

B(O) = /.(0) 
n n' 

(I) (0) A (I) 00 

A (I) = ~ _ ~ _ '" a. gen) 
n 2 3 ~ Jn J ' n n j=1 

00 

B(I) = /.(1) - '" a. 1(0) 
n 11 ~ JII J • 

j=1 

8.1.2 Consider the weakly nonHnear eigenvalue problem 

11, 2 0 un + AnUn - EXU" = , o ::: x ::: 7r, 

Un(O; E) = 0, u,,(7r; E) = O. 

(8.1.59a) 

(8.I.59b) 

(8.1.60a) 

(8.1.60b) 

(8.1.6Ia) 

(8.1.6Ib) 

Assume that 0 < E « 1, and that the u,,(x; E) and An(E) have the 
expansions 

U,,(X; E) = (~)'/2 sinnx + EU~I)(X) + O(E2), 

An(E) = n2 + EA~I) + O(E2). 

a. Show that if we expand u~1) as in (8.I.45a) we obtain 

(8.1.62a) 

(8.1.62b) 

if k t- n, k t- 2n, 
if k = n, (8.1.63a) 

if k = 2n, 

A(I) = ~ (~)1/2 (_1)n+l. 
" 3n 7r 

(8.1.63b) 

b. For n = 2, ca1culate the expansion of XO(E) to two terms, where Xo is 
defined as the point where U2 vanishes; that is, U2(XO; E) = O. 

8.1.3 Calculate the eigenfunctions corresponding to the first two eigenvalues AI 
and A2 (where 0 < AiO) < AiO» for the following linear problem inside the 
unit circle: 

a2Un 1 aUn 1 a2u n 2 • 
ar2 + r ar + r2 a82 + (An - Er sm 28)un = 0, (8.1.64a) 

U n (1, 8) = 0, un (r, 8) = finite as r -+ O. (8. 1. 64b) 
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8.1.4 We wish to solve 

ll.u = 0 in V, 

u(l + Ef«(), () = h«(), 

(8.1.65a) 

(8.1.65b) 

where V is the domain 0 :os r :os 1 + Ef«(), 0 :os () :os 21l', and f and h 
are prescribed 21l' -periodic functions of () . 
a. Calculate the solution directly to O(E) in integral form assuming that u 

has the expansion 

u(r, (); E) = u(O)(r, () + Eu(l)(r, () + O(E2). (8.1.66) 

Thus, u(O) is given by (2.6.36): 

u(O)(r, (j) = -- d(j'. (8.1.67a) 
1 - r212". h«(j') 

21l' 0 1 + r 2 - 2r cos«(j - (j') 

Show that u(l) is given by 

8 (0) 

f«(j') ~8 (1, ()') 
r d(j' 

1 + r 2 - 2r cos«() - (jl) , 
(8. 1. 67b) 

and evaluate (8u(0) /8r)(I, (j) using (8.1.67a). 
b. Use Green's function K(O) + EK(I) calculated in (8.1.52) and (8.1.56) 

in the generalized Poisson formula (2.6.12) to calculate the solution of 
(8.1.65) to O(E). Show that this agrees with the resultyou found in part 
(a). 

8.2 Matched Asymptotic Expansions 

In this section we discuss a class of problems characterized by the property that 
the solution u(x; E) has a different asymptotic expansion in certain subdomains 
of the x-space. These subdomains have boundaries that depend on E and can be 
established either trivially from knowledge of the exact solution or indirectly from 
the governing differential equations. Typically, the order of magnitude of certain 
terms in the differential equation will depend on the solution domain; in certain thin 
layers near the boundaries or along particular interior regions, a term multiplied 
by E in the differential equation becomes important because the term itself is large 
there. By considering all the possible limiting forms of the governing equation, 
we can usually establish the location and nature of these layers. An example of 
this behavior was discussed in Section 5.3.6, where we studied shocks and corner 
layers for Burgers' equation. 
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8.2.1 An Ordinary Differential Equation 
We begin our discussion with the following linear boundary-value problem for a 
second-order equation of some historical interest: 

EU" + u' = ~, 0 < E « 1, 0.:::: x .:::: 1 

u(O; E) = 0, u(l; E) = 1. 

(8.2.la) 

(8.2.lb) 

A slightly more general version of this problem was first introduced by K.O. 
Friedrichs in 1942 to illustrate boundary-Iayer behavior. See [30] for the original 
reference and a more detailed discussion. 

The solution is 

1 - e-X / f x 
u(x; E) = + 

2(1 - r l / f ) "2 ' (8.2.2) 

and we shall examine the asymptotic behavior of this solution in order to motivate 
our later discussion conceming a perturbation analysis based only on (8.2.1). 

(i) Outer and inner limits 

For any fixed x in 0 < x < 1, the limiting value as E ---+ 0 of u derived from 
(8.2.2) is 

l+x 
~i..IIJ u(x; E) = -2- == uo(x). 

xtixed#O 

(8.2.3) 

We shall refer to the limit process E ---+ 0 with x fixed # 0 as the outer limit 
process, and to uo(x) as the outer limit of u(x; E). We note that uo(x), which is 
the only term in the asymptotic expansion of u(x; E) in the outer limit, does not 
satisfy the boundary condition at x = O. In fact, the statement 

u(x; E) = uo(x) + T.S.T. (8.2.4) 

is not uniformly valid if x = O(E). Here, T.S.T. denotes transcendentally small 
terms-that is, terms that are O(E") for arbitrarily large positive a (see (A.3.6)). 

The difficulty at x = 0 is clear; we ignored e-X / f in deriving (8.2.3), but 
this term is important if x = O(E). Thus, in a thin boundary layer over the 
interval 0 .:::: x .:::: EX* (where x* is an arbitrary positive constant), this term 
equals e-x ' = 0(1). This behavior suggests that we should consider an inner 
limit process where we let E ---+ 0 for a fixed value of the boundary-Iayer variable 
x* == X/E. In this case, we replace x in (8.2.2) with EX* and obtain 

1 - e-x' x* 
U(EX*; E) == u*(x*; E) = + E -. 

2(1 - e- I / f ) 2 
(8.2.5) 

We define the inner limit of (8.2.2) to be 

lim 
,~O 

x·tixed#oo 

1 - e-x' 
U(EX*; E) = == u~(x*). 

2 
(8.2.6) 
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Now, we notice that Uo (x*) does not satisfy the boundary condition at x = 1; that 
is, at x* = I/E. In fact, uo(x*) is the leading term of the following asymptotic 
expansion ofu*(x*; E), constructed in the limit E ~ 0 withx* fixed and notequal 
to infinity: 

1 - e-x' x* 
u*(x*; E) = 2 + E"2 + T.S.T. (8.2.7) 

This inner expansion, which terminates after two terms for this example, is not 
uniformlyvalidifx* = 0(E-1). 

(ii) Extended domains 0/ validity; matching 

We shall now examine in what sense the outer and inner limits approximate the 
function in (8.2.2). The outer limit (8.2.3) is formally derived by leuing E ~ 0 for 
arbitrary fixed x in the half-open interval 0 < x ::: 1. We shall demonstrate that 
(8.2.3) actually remains valid in an extended domain that corresponds to E ~ 0 
with x ~ 0 at some maximal rate relative to E. To be more precise, we set 
x == 1/(E)Xq for a function 1/(E) « 1 to be specified and afixed x q > O. Thus, as 
E ~ 0 with x q fixed, x tends to zero "at the rate" 1/(E). 

Observe now that the statement 

lim (u(1/xq ; E) - uo(1/Xq )} = 0 
,~O 

(8.2.8) 
x.fixed#O 

holds as long as e-qX./E ~ 0 and 1/ ~ 0, as postulated. Actually, e-qX./E must 
be transcendentally small as E ~ 0, and this implies that E I log EI« 1/; if 
1/ = Os(EllogEI), then e-qX./E = Os(Ex.), which does vanish as E ~ 0 but is 
not transcendentally small. The resuIt (8.2.8) remains true if 1/ = Os (1); therefore 
the extended domain 0/ validity of the outer limit is defined by the set of functions 
1/ (E) satisfying 

EllogEI« 1/(E)«l. (8.2.9) 

Here we have introduced the notation 

(8.2.10) 

The shaded region in Figure 8.1a represents this domain in the xE-plane. This 
diagram should not be interpreted literally to mean that x must be in the shaded 
region as E ~ 0, since xq is an arbitrary positive constant. Moreover, 1/0(E) is 
also arbitrary as long as 1/0 = Os (1). Roughly speaking, the left boundary of the 
extended domain restricts the admissible dass of functions 1/ (E) to those that tend 
to zero "more slowly" than E I log EI. 

One final point conceming this very special example is that all our statements 
conceming the outer limit remain true if the bracketed expression in (8.2.8) is 
divided by Ea for any a > O. This is because the outer expansion terminates after 
one term with a transcendentaIly small remainder. 

Let us now examine the inner limit defined by (8.2.6). This limit corresponds 
formally to having x* == X/E fixed as E ~ O. To see how far we can extend the 



528 8. Approximate Solutions by Perturbation Methods 

«'1 « I 

x. fixed > 0 
'11 = fllogfl 
'10 = Os(1) 

~~----~L--------------------------------4~X 

(a) 

x. fixed > 0 
'1i = OstE) 
'12 = 0(1) 

~--~~~~----------------------~x 
(b) 

~~~~==----------------------~X 
(c) 

FIGURE 8.1. Extended domain ofvalidity ofthe outer limit (a), the inner limit (b), and their 
eommon overlap domain (e) 
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domain ofvalidity ofthis limit, we again set x = 1/(E)Xl1 ; that is,x* = 1/(E)Xl1 /E. 
We then find that 

(8.2.11) 

actually remains true as long as 1/ « 1. Thus, the extended domain of validity of 
the inner limit is given by the class of functions 1/ (E) with the property that 

(8.2.12) 

as shown in Figure 8.1b. 
We note the following remarkable t:esuIt for this example. The extended domains 

of validity of the outer and inner limits overlap in the sense that their intersection 
consists of the nonempty domain defined by the class of functions 1/(E) with the 
property 

EllogEI« 1/(E)« 1 (8.2.13) 

and described qualitatively in Figure 8.1c. Any 1/(E) in the class (8.2.13) lies in the 
extended domain of validity of both the outer and inner limits. For such an 1/(E), 
(8.2.8) and (8.2.11) both hold; therefore, their difference vanishes, and we have 
the direct matching condition 

lim 
<~O 

xqfixed;tO,#oo 

for any 1/ such that E 1 log EI« 1/ « 1. 
This resuIt in the form 

UO(O) = u~(oo) 

(8.2.14) 

(8.2.15) 

was first proposed on physical grounds by L. Prandtl in 1905 as the matching 
condition for the horizontal component of the velocity (uo) of an inviscid flow 
evaluated on the boundary of a body (x = 0) with the velocity of a viscous 
boundary-Iayer flow (u~) evaluated at 00. It was shown by S. Kaplun in 1957 that 
the direct matching condition (8.2.14) is a special case of a more general situation 
where the outer and inner limits can always be matched with an intermediate limit. 
It is beyond the scope of this chapter to give an account of this theory. The reader 
is referred to [30] and the works cited there for a comprehensive treatment. 

The result in (8.2.14) (and its extension to higerorder, as discussed in Section 
8.2.2) turns out to be sufficient for most applications as long as we retain enough 
terms in each expansion. We demonstrate this in the examples we present in this 
section. Other examples can be found in [26] and [30]. 

(iii) Uniformly valid result to 0(1) 

We have seen that the outer limit fails if x = OS (E) as E ~ 0, and that the inner 
limit fails if x = Os(1) as E ~ O. But each ofthese limits is individually valid in 
its extended domain. We show next that one can construct a composite expression 
that tends to the outer limit as E ~ 0 with x fixed f= 0, and to the inner limit as 
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E ~ 0 with x / E fixed I- 00. The idea is to add the inner and outer limits and then 
subtract from this sum the term that is common to both expressions in the overlap 
domain. In our case, this common term is 1. Therefore, we propose 

_ 1 I+x-e~~ 
uo(x; E) == uo(x) + u~(x*) - 2 = 2 

and verify that this expression satisfies the dual requirements 

I+x 
lim uo(x; E) = = uo(x) 

and 

,_0 2 
,fixed#O 

I _X' _ * - e 
lim Uo(EX; E) = 2 = u~(x*). ,-0 

"fixed#oo 

(8.2.16) 

(8.2.17a) 

(8.2.17b) 

We have shown that uo tends to Uo under the outer limit process, and to u~ under the 
inner limit process. It then follows that Uo approximates U (x; E) to 0 (I) as E ~ 0 
uniformly in 0 ~ x ~ 1. In fact, for this example (u - uo) is transcendentally 
small as E ~ O. . 

A sketch of the three functions uo(x), u~(x*), and uo(x; E) is shown in Figure 
8.2. The matching condition (8.2.15) corresponds graphically to the fact that the 
asymptote of the u~ curve as x* ~ 00 is at the value uo(O). A more important 
observation is that the composite expression uo is a smooth function of x; it is 
not just a "patching" of u~ over part of the interval 0 ::: x ::: 1 with Uo over the 
remainder. In fact, for this example u~ and Uo do not intersect, and it is not possible 
to patch these two functions at any point in the unit interval. 

U 

L---------------------------________ ~~x 

FIGURE 8.2. Inner limit uo, outer limit uo, and composite approximation Uo 
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(iv) Distinguished limits of the differential equation 

In the preceding discussion we derived the outer and inner limits from the exact 
solution. A useful approximation procedure will be possible for more general cases 
only if the same information can be derived directly from the goveming differential 
equation in a systematic way without knowledge of the exact solution. We now 
demonstrate that this is the case for the present example; less trivial examples will 
be discussed in Sections 8.2.2-8.2.5. 

Since the rate at which x approaches the point of nonuniformity is the key 
feature that distinguishes the two limits that we found, let us investigate what all 
the possible limit processes are for (8.2.1). We introduce the general transformation 
of the independent variable given by 

x - Xo 

11(e) 
(8.2.18) 

to study how the various terms in (8.2.1) behave under all possible rescalings 11(e). 
Here Xo is some fixed point in 0 ::; Xo ::; 1 and 0 < 11 (e) « 1 but is otherwise 
arbitrary. Equation (8.2.1a) transforms to 

d 2U 11 dU 112 
- + - - = (8.2.19) 
dx~ e dXTJ 2e 

after muItiplication by 112 je, where we are setting u(11XTJ; e) == U(xTJ ; e). Since 
(8.2.1) is autonomous, the transformed problem does not depend on xo. 

We note that for any 11(e) = Os(1), the second and third terms in (8.2.19) are 
both Os(e- 1) and dominate as e -+ O. With no loss of generality, we may set 
TJ = 1 to obtain the outer limiting equation 

dU 1 
TJs = Os(1): d- = - + O(e), xTJ = x - Xo· 

xTJ 2 
(8.2.20) 

Similarly, for any 11 = Os(e), the first two terms in (8.2.19) are in dominant 
balance. We set 11 = E to obtain the inner limiting equation 

d2U dU x - Xo 
TJs = Os(e) : -d 2 + d- = O(e), xTJ = --

xTJ xTJ e 
(8.2.21) 

These are the only two distinguished limits for (8.2.19) in the sense that they each 
correspond to a function TJ(e) that is ofaspecific order in e and for which a subset 
of terms in (8.2.1 a) are in dominant balance. For example, the limiting equation 

dU - = 0(1) 
dXTJ 

(8.2.22) 

that resuIts for any TJ (e) with e « TJ « 1 is not is not a distinguished limit because 
it does not correspond to an 11 (e) having a specific order in e. 

We now demonstrate that knowledge of the two limiting equations (8.2.20)­
(8.2.21), and our ability to match their solutions, uniquely determines Xo and the 
correct limits uo(x) and u(j(x*). 
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First we consider (8.2.20) and denote the solution by Uo. We have Uo = (x -
xo)/2 + C, where C is a constant, and with no loss of generality, we absorb the 
constant -xo/2 in C and write 

x 
Uo = 2" + C. (8.2.23) 

Let us defer the detennination of C until we have established the behavior of the 
inner limit. The general solution of (8.2.21) is 

u~(x*) = A + Be-x', (8.2.24) 

where A and Bare constants andx* == (x - XO)/E. 
If Xo = 1, that is, we assume a boundary layer at x = 1, the boundary condition 

u (1; E) = 1 must be satisfied by (8.2.24). This means that we must set Uo (0) = 1, 
that is, B = 1 - A, and the inner limit has the fonn 

uo(x*) = A + (1 - A)e-x•• (8.2.25) 

Now, the matching with a solution outside the boundary layer has x < xo; that is, 
x* ~ -00 in the matching domain. But e-x' grows exponentially large in this 
limit and must therefore be excluded by setting A = 1. In this case the inner limit 
is simply Uo = 1, and the outer limit (8.2.23) must satisfy the boundary condition 
at x = 0, which gives C = 0, so Uo = x /2. Clearly, the inner and outer limits do 
not match for the choice Xo = 1. In general, a boundary-Iayer solution that grows 
exponentially in the domain of interest is inappropriate (for an exception to this 
role, see the example in Problem 8.2.1). Similarly, the choice of any positive Xo 
will require that we set A = 1, with the result that the inner and outer limits will 
not match. The only possible location of a boundary layer for this example is at 
x = 0, and we must choose Xo = 0. In this case, x* ~ 00 in the matching domain 
and (8.2.25) gives Uo ~ A, where A is unknown. However, since we know that 
we can have a layer only at x = 0, the solution (8.2.23) must hold everywhere 
else. In particular, Uo must satisfy the boundary condition at x = 1, which means 
that C = ~. Now we can impose the matching condition (8.2.14) or (8.2.15) to 
conclude the correct resuIt that A = ~. 

8.2.2 A Second Example 
A less trivial problem for which we do not attempt an exact solution is 

(i) Solution to 0(1) 

EU" + (1 + 2x)u' + u = x, 

u(O; E) = 0, u(l; E) = 1. 

The outer limit uo(x) obeys 

(1 + 2x)u~ + Uo = x 

(8.2.26a) 

(8.2.26b) 

(8.2.27) 
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and has the solution 

Co x-I 
uo(x) = (1 + 2x)1/2 + -3-' (8.2.28) 

where Co is an arbitrary constant. The choice of Co depends on which of the two 
boundary conditions derived from (8.2.26b) is to be satisfied. 

In order to answer this question, we study the inner limit of (8.2.26a) for an 
unspecified layer 10cation to see where such a layer is appropriate. As in the 
example of the previous section, we introduce the general scaled variable x~ by 

x - Xo 
x =--
~ - 17(E) , (8.2.29) 

with Xo and 17(E) as yet unspecified. Equation (8.2.26a) for U(x~; E) == u(xo + 
17x~; E) becomes 

d 2U 17 dU 172 172 
-2 + - (1 + 2xo + 217X~) - + - U = - (xo + 17X~). (8.2.30) 
dx~ E dx~ E E 

The terms multiplied by 172/ E are less important than the second term for any 
17 « 1. In fact, the most general limit results for 17 = Os(E), and this is a 
distinguished limit. For simplicity, we choose 17 = E and denote 

x - Xo 
x* == 

The inner limiting equation is then 

d 2u* du* 
d ~ + (1 + 2xo) d 0 = 0 

x* x* 

with solution 

uö(x*) = Aoe-O+2xo)x* + Bo. 

(8.2.31) 

(8.2.32) 

(8.2.33) 

If Xo = 1, that is, the boundary layer is at the right end, (8.2.33) must satisfy 
the right boundary condition u*(O) = 1, which gives Ao = 1 - Bo, and (8.2.33) 
becomes 

uö(x*) = (1 - Bo)e-3x* + Bo. (8.2.34) 

Ta prevent exponential growth in the interior of our domain, we must set Bo = 1. 
In this case, we must choose Co = ~ in order to have Uo (x) satisfy the left boundary 
condition. Again, we see that with Co = ~,uo(x) as given in (8.2.28) does not 
match with the inner limit u* = 1. Similarly, any choice of Xo other than Xo = 0 
leads to the same difficulty. 

Therefore, the boundary layer must be at x = O. Thus, Xo = 0, x* = X/E, and 
(8.2.33) reads 

(8.2.35) 

after we impose the left boundary condition. We set Co = .fj to have (8.2.28) 
satisfy the right boundary condition and determine Bo from the matching condition 
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to 0(1). This isjust (8.2.14) with the preceding values ofuo and u~, and we obtain 

3.J3 - 1 
Bo = 3 . (8.2.36) 

Thus, matching is possible for all ." (E) in the overlap domain 

E I log EI« ." « 1. (8.2.37) 

By adding the inner and outer limits and subtracting the common part, Bo, we 
obtain the composite approximation 

_ . _ .J3 x-I ( 3.J3 - I) -xl' 
uo(x, E) - (1 + 2x)\/2 + -3- - 3 e, (8.2.38) 

which is uniformly valid to 0(1) over the entire unit interval. The inner limit less 
the common part is often called the boundary-layer correction because it is a term 
that is transcendentally small everywhere except inside the boundary layer, where 
it combines with the outer limit to satisfy the boundary conditon. In this example, 
the boundary-Iayer correction to 0(1) is 

_ ( 3~ - I ) e-x / •• 

(ii) Solution to O(E) 

Having established the location of the boundary layer, we can proceed to compute 
the next term in each of the two limit process expansions. As we have seen before, 
the choice of asymptotic sequence is dictated by our need to have the most general 
(riehest) equations goveming each successive term in our expansions. In the present 
case, it is easily seen that this requires choosing the next term in both the inner and 
outer expansions to be O(E). 

We substitute the two-term outer expansion (E ~ 0, x fixed i= 0) 

u(x; E) = uo(x) + EU\ (x) + O(E) 

into (8.2.26a) and find that u\ (x) obeys 

, " 3.J3 
(1 + 2x)u\ + u\ = -uo = - (1 + 2x)5/2 . 

(8.2.39) 

(8.2.40) 

We know that the outer expansion must satisfy the right boundary eondition, hence 
u\ (1) = O. The solution of (8.2.40) subject to this condition is easily found as 

2 - x - x 2 
u)(x) = . . 

,J3(1 + 2x)5/2 
(8.2.41) 

Next, we construct the inner expansion in the form (E ~ 0, x* fixed i= 00) 

u*(x*; E) == U(EX*; E) = u~(x*) + EUr(X*) + O(E). (8.2.42) 
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The change ofvariable x ~ x* implies that u*(x*; E) obeys 

d 2u* du* -- + (l + 2EX*) - + EU* = E2X* 
dX*2 dx* ' 

u*(O; €) = O. 

We do not express the right boundary condition in terms of x*, as (8.2.42) is not 
supposed to hold there. Substituting (8.2.42) into the above gives 

* duo * = -2x - - Uo 
dx* 

= -2Box*e-x' - Bo + Boe-x' 

ur(O) = 0, 

(8.2.43a) 

(8.2.43b) 

where Bo is the known constant in (8.2.36). The solution of (8.2.43) involving an 
undetermined constant BI is found to be 

ur(x*) = Boe-x' (X*2 + x* - 1) - Bo(x* - 1) + BI (1 - e-x·). (8.2.44) 

(iii) Matching to O(E); composite expansion 

The direct matching to 0 (E) of the two-term outer and two-term inner expansion 
requires that (see(8.2.14)) 

l}~ ~ {uo(1JX~) + EUI (1JX~) - Uo ( 1J:~ ) - EUr ( 1J:~ ) } = 0 
x. fixed#O,00 

(8.2.45) 
in some overlap domain to be determined. 

Note that calculating an outer and inner expansion to some order in E does not 
always imply that these two expansions can be matched to that particular order in 
E. Here, for example, we have computed each of the outer and inner expansions to 
order E, and we propose to match these to order E also. In general, we may need 
to retain terms of order higher than the order of the matching in one or the other 
of the two expansions. An example of this is discussed in Section 2.2.3 of [26]. In 
the more general matching procedure of Kaplun, this situation does not arise. In 
fact, Kaplun 's procedure was formulated to resolve the cIassical problem of low 
Reynolds number flow, where the inner and outer limits do not match directIy. 
More details can be found in Section 2.5 of [30]. 

In preparation for imposing (8.2.45), we expand Uo and U I for x smalI, and Uo 
and uj for x* large. This gives 

uo(x) = 
3.J3 - 1 3.J3 - 1 . 2 

3 - 3 x + O(x ), (8.2.46a) 

2 
.J3 + O(x), (8.2.46b) 

3.J3 - 1 
uo(x*) = 3 + T.S.T., (8.2.46c) 
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* * 3.J3 - 1 (3.J3 - 1) * S u l (x ) = 3 - 3 x + BI + T .. T. (8.2.46d) 

We first cancel the constant terms of 0 (E -I) out of (8.2.45) that have already been 
matched. Next we note that the term -(3.J3 - 1)xj3 in uo, which produces a 
singular contribution proportional to I'/jE -+ 00 in (8.2.45), matches identically 
with a corresponding term proportional to x* in ur. This provides us with a partial 
check of the calculations for ur. The next largest terms left are the two constants 
contributed by u I and ur. Matching these requires that we set 

3.J3 - 1 2 
BI+---= -, 

3 .J3 
or 

1 -.J3 
BI = 3 . (8.2.47) 

The two terms that have not been matched to O(E) are the O(x2 ) remainder 
in (8.2.46a) and the O(x) remainder in (8.2.46b). These contribute remainders 
of order 1'/2 jE and 1'/, respectively, in (8.2.45). We need be concemed only about 
having 1'/2 jE -+ 0, since 1'/ -+ 0 automatically in the overlap domain. To have 
1'/2 jE -+ 0, we must restrict 1'/ such that 1'/ « EI /2. Since E I log EI« EI /2 and 
we must have E I log EI« 1'/ in order to ignore the transcendentally small terms in 
(8.2.46c)-(8.2.46d), we conclude that the overlap domain is defined by 

EllogEI « I'/(E) «E I/2 , (8.2.48) 

and this is "smaller" than (8.2.37). This is typical for higher-order matching. 
Even though the result (8.2.47) could have been directly deduced by comparing 

the various expansions in (8.2.46), it is essential for exhibiting the overlap domain 
(8.2.48) that we keep track of all the terms that we ignored in the matching, and 
that we express these in terms ofthe XII variable in the overlap domain. See Chapter 
2 of [26] for more details. 

The reader should verify that the expression 

u(l)(x; E) = uo(x; E) + 141 (x; E) + 0(E2), (8.2.49a) 

where Uo is given by (8.2.38), and u\ is defined as 

[ 2 - x - x2 (3.J3 - 1 ) (x2 
X ) 14\ (x; E) = E .J3 + 2" + - - 1 e-X / E 

3(1 + 2X)5/2 3 E E 

1 -.J3 -X/E] - e 
3 ' 

(8.2.49b) 

gives the inner and outer expansions to order E in the appropriate limits. Thus, this 
result is (without proot) the asymptotic expansion of the exact solution to order 
E, and is uniformly valid in 0 S x S 1. Note that (8.2.49) is in the form of a 
generalized asymptotic expansion as defined in (A.3.1O). 
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8.2.3 Interior Dirichlet Problems for Elliptic Equations 
In some applications modeled by a second-order partial differential equation, the 
small parameter multiplies the second derivative terms. In this section we study two 
examples for elliptic equations with Dirichlet boundary conditons. More details 
can be found in Seetions 3.1 and 3.2 of [26] and in Chapter 3 of [30]. 

(i) A linear elliptic equation in the unit square 

We wish to solve 

(8.2.50a) 

in the interior of the unit square 0 :'S x :'S 1, 0 :'S y :'S 1 with the following 
Dirichlet-type boundary conditions 

u(x, 0; E) = J(x), u(x, 1; E) = g(x), 

u(O, y; E) = k(y), u(1, y; E) = l(y), 

(8.2.50b) 

(8.2.50c) 

where J, g, k, and l are prescribed continuous functions. The choice of a square 
domain serves to illustrate the basic ideas without inessential complications (see 
Figure 8.3). 

If we set E = 0 in (8.2.50a), we conclude that the outer limit is independent 
of y; that is, U = constant on verticallines x = constant. These verticallines 
are the characteristics of the lower-order operator that results for E = 0, which 
is the trivial one 8j8y = O. In a more general problem, this lower-order operator 
may contain both x and y derivatives as weIl as variable coefficients; it mayaIso 
be quasilinear, and so on. In such cases, the characteristics of this operator define 

y 

u = g(x) 

--r--i-----j-
I Off) boundary layer I 
I I 

u = k{y) 
I I 
I O(fll2) side layers I u = f(y) 

~~ I Outer limit I 
I I 
I I 
1 u = fex) ! 

~-L----------____ -L __ L-________ ~x 

FIGURE 8.3. Solution domain for (8.2.50) 



538 8. Approximate Solutions by Perturbation Methods 

a more complicated family of curves on which u may vary. Some examples are 
discussed in [26]. 

For our case, since the outer limit for u does not depend on y, we must decide 
which of the two boundary conditions in (8.2.S0b), if any, is to be imposed on this 
limit. Along any line x = constant, (8.2.50a) is an ordinary differential equation 
in terms of the y variable, and we proceed just as in previous examples. We first 
need to establish the thickness and location of possible layers by introducing the 
rescaled variable 

* y - Yo 
Y=~' 

where Yo is a constant in the interval 0 :5 Yo :5 1 and 8(E) « 1 measures the 
thickness of the layer. If we denote u(x, Yo + 8y*; E) == u*(x, y*; e), (8.2.50a) 
becomes 

1 au* 

8 ay* 

The distinguished inner limit corresponds to 8 = E, and the limiting equation is 

a2u(; 
ay*2 

= 

where u(; = u*(x, y*; 0). The solution is 

au(; 

ay* ' 

* * y. uo(x, y ) = A(x) + B(x)e . 

(8.2.51) 

(8.2.52a) 

Thus, the solution decays as y* ~ -00. This means that we can have a boundary 
layer only along the top boundary y = 1, that is, Yo = 1, and (8.2.52a) must 
satisfy the boundary condition at y = 1. We then obtain the boundary layer limit 

u(;(x, y*) = A(x) + [g(x) - A(x)]eY•• (8.2.52b) 

This solution must match with the outer limit. Since we introduced the boundary 
layer at y = 1, we expect the outer limit to satisfy the lower boundary conditon. 
In this case, the outer limit is just 

uo(x, y) = f(x). (8.2.53) 

Now, we must match (8.2.52b) with (8.2.53) in the limit E ~ 0 with x and y~ 
fixed, where y~ is the matching variable 

y-l 
y~ == 1/(e) , 

and 1/ (E) « 1 is in the overlap domain that has to be determined. Note that neither 
the boundary layer limit nor the outer limit is valid near x = 0 or x = 1, and we 
exclude neighborhoods of these lines from consideration for the time being. The 
matching condition to 0(1) is see (8.2.14) 

lim{uo(x, 1 + 1/Y~) - u(;(x, 1/y~/e)} = 0, 
€-+o 

(8.2.54) 
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with x fixed =/:: 0, 1, and y~ fixed =/:: 0,00. Using the equations for Uo and uü' we 
see that matching requires that we set A(x) = [(x). Also, in order that eY' be 
transcendentally small in the matching domain, we must restrict I1(E) to the c1ass 
E I log EI« 11 (E) « 1, and this defines the overlap domain to this order. 

The boundary layer limit is now defined explictly by 

uü(x, y*) = [(x) + [g(x) - [(x)]eY', (8.2.55) 

and it contains the outer limit Uo = [. Therefore, (8.2.55) is the uniformaly valid 
approximation to 0(1) (as long as we stay away from x = 0 and x = 1). 

The prescribed boundary conditions (8.2.50c) at x = 0 and x = 1 can be 
satisfied only by layers of appropriate thickness along these two vertical lines. 
Again, we assume a side layer of unknown thickness y (E) at x = 0 or x = 1 by 
introducing the rescaled x variable 

_ x -Xo 
x == --, Xo = 0, 1, 

Y(E) 

and we write u(xo + y:X, y; E) == u(X, y; E) to obtain 

E a2u a2u au -- +E- =-. 
y2 a:x2 ay 2 ay 

Now, the distinguished limit corresponds to y = E 1/2, and the limiting equation is 

a2uo auo _ _ 
---=2 = -a ' uo(X, y) == u(X, y; 0). (8.2.56) 
ax y 

This is the one-dimensional diffusion equation where y is a timelike variable. 
Consider the solution at the left boundary Xo = 0; the solution at the right bound­

ary is entirely analogous. The solution of (8.2.56) must satisfy the left boundary 
condition, that is, u(O, y) = k(y), and matching this solution with the outer limit 
dictates that uo(oo, y) = [(0) for y =/:: 0, 1. We thus have the two needed bound­
ary conditions at x = 0 and x = 00 for the diffusion equation (8.2.56). In order 
to have a well-posed problem, we also need to specify the "initial condition" at 
y = O. But (8.2.56) is not valid if y is small. In fact, near the origin we have a 
locallayer where both x and y are rescaled as folIows: x t = x / E, Y t = y / E. With 
ut (x t, yT; E) == U(EX t, E/; E), we then find that U t obeys the full equation 

a2u t a2uT auT 

axT2 + ayT2 = ayT' 
(8.2.57a) 

subject to the constant boundary conditions 

(8.2.57b) 

to leading order. If the boundary data are continuous at the corners, in particular, 
if k(O) = [(0), then the solution is just UT(X T, yt) = [(0) to leading order. 
Matching of the side-Iayer solution for u with the comer-Iayer solution for u T then 
dictates that 

u(X, 0) = [(0). (8.2.58) 
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We assert without proof that (8.2.58) is also true if k(O) =f:. J(O). Aside from pro­
viding this unsurprising result, the eorner-Iayer solution is needed only to deseribe 
the solution in the loeallayer, an 0 (E) neighborhood of the origin. A similar loeal 
layer is needed near the other three corners of the square. For more details, see 
[26]. 

The solution of (8.2.56) subjeet to the boundary eonditions uo(O, y) = k(y), 
uo(oo, y) = J(O), and initial eondition uo(x, 0) = J(O), is given by eombining 
the results in (1.4.11b) and (1.4.22). We obtain 

-2 _ ( X) x [Y k(y - s)e-X /4s 
uo(X, y) = J(O) erf 2y l/2 + 2rr l/2 Jo S3/2 ds. (8.2.59a) 

In partieular, if k = ko = eonstant, this reduees to 

uo(X, y) = ko + (J(O) - ko) erf ( 2;/2 ) . (8.2.59b) 

Near the edge x = 1, we obtain the limiting solution 

~ ( x) x r l(y - s)e-'?-/4s 
uo(X, y) = J(O) erf 2y l/2 + 2rr l/2 Jo s3/2 ds, (8.2.60) 

wherex == (1 - X)/E 1/2. 
The uniformly valid approximation to 0 (1) in the interior of the square (exeept in 

O(E) neighborhoods ofthe foureorners) is obtained by adding (8.2.55), (8.2.59a), 
and (8.2.60), and subtraeting 2J(0) beeause J(O) is the eommon term in the 
matching of Uö with eaeh of the limits Uo and "0. Thus, denoting this eomposite 
approximation to 0(1) by uo, we have 

uo(x, y; E) = J(x) + [g(x) - J(x)]eY' 

- J(O) [erfe (2y~/2 ) + erfe (2;/2 ) ] 

x r k(y - s)e-x2/4s 

+ 2rr 1/2 Jo S3/2 ds 

x l Y l(y - s)e-'?-/4s 
+ 2 1/2 3/2 ds. rr 0 s 

(8.2.61a) 

For the special ease k = ko = eonstant, l = lo = eonstant, this simplifies to 

uo(x, y; E) = J(x) + [g(x) - J(x)]eY' 

+ [ko - J(O)] erfe (2;/2 ) 

+ [lo - J(O)] erfe (2;/2 ) . (8.2.61b) 

(ii) A heat transJer problem 

Consider the steady viseous ineompressible flow of a fluid in an infinitely lang 
eylindrieal pipe ofradius R. The flow, assumed to be laminar, has horizontal speed 
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U(1 - r 2), where the radial distance r has been normalized by dividing by R. 
Thus, the ftow speed has a parabolic profile that vanishes at the pipe wall and 
equals U along the pipe axis. Tbe wall temperature is maintained at the constant 
value T- for x < 0 and T+ > T- for x > O. Here the dimensionless variable 
x has been normalized by dividing by R also. As discussed in Problem 3.1.10 of 
[26], the dimensionless steady-state temperature distribution u(x, r; E) obeys the 
axisymmetric Laplacian with a lower derivative term 

1 2 
E(Urr + - Ur + Uxx ) = (1 - r lux, 

r 

with boundary condition 

. _ {O ifx < 0, 
u(x, I, E) - 1 if x > O. 

Tbe temperature T has been normalized using 

T - T-
U = ----

- T+ - T-' 

and the small parameter is 

k 
E:::--, 

pcUR 

(8.2.62a) 

(8.2.62b) 

(8.2.63a) 

(8.2.63b) 

where k is the thermal conductivity, p is the fluid density, and c is the specific heat. 
This problem is somewhat simpler than the one discussed in (ii), as boundaries in 
the x direction are at ±oo, where the temperature agrees with the wall boundary 
conditions, so no side layers are needed. 

The outer limit has U x = 0, and we conclude that we must have uo(x, r) = O. 
Tbis means that the temperature is everywhere equal to the upstream (x < 0) 
value, as is the case if R ~ 00, for example; the effect of changing the wall 
temperature for x > 0 is feIt only in a thin boundary layer near r = 1. 

To establish the thickness ofthis boundary layer, we introduce the rescaled radial 
variable 

1 - r 
r*= --eS(E) , 

(8.2.64) 

for some eS(E) « 1 to be determined, and hold x fixed > O. We denote u(x, 1 -
eSr*; E) ::: u*(x, r*; E) and write (8.2.62a) as 

E (a2u* eS au* 2 a2u* ) * *2 au* 
eS2 ar*2 - 1 _ eSr* ar* + eS ax2 = eS(2r - eSr ) ~. (8.2.65) 

WeseethatwemusthaveE/eS2 = Os (eS); thatis,eS = Os (E 1/ 3) forthedistinguished 
boundary-Iayer limit. For simplicity, we set eS = E 1/3 in (8.2.64). Tben, the limiting 
solution uo(x, r*) == u*(x, r*; 0) obeys 

a * a2 * 2r*~ = ~ * 
ax ar* 

2' X > 0, r > O. (8.2.66) 
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The boundary condition at r = 1 (r* = 0) is u(;(x, 0) = 1, and matching with 
the outer limit requires that we set u(;(x, (0) = uo(x, r). Tbe solution of (8.2.66), 
subject to these two conditions, can be calculated using similarity (see Problem 
1.2.1). We obtain 

61/3 r' /x 1/3 (2 3) 
u(;(x, r*) = 1 - r(1/3) 10 exp - + ds, 

where r denotes the gamma function. As this result contains the outer limit, it 
is the uniformly valid approximation to 0(1) for the temperature everywhere in 
x > 0, except in a small neighborhood of x = 0 and r = 1. There, we need to 
introduce a locallayer of order E in both x and r - 1. The details of this calculation 
are omitted. 

8.2.4 Incompressible lrrotational Flow over an 
Axisymmetric Slender Body 

Tbis is an example that illustrates a rather common occurrence in singular per­
turbations. In the limit as E --+ 0, the order of the equation does not change, but 
instead, a boundary surface degenerates to a line and introduces a singularity in 
the outer expansion. 

In Section 2.4.3 we derived an integral equation for the source distribution for the 
incompressible irrotational ftow over an axisymmetric body. Tbe velocity potential 
u satisfies 

a2u 1 au a2u 
/)"u == -2 + - - + - = 0, inr 2: EF(x), 

ar r ar ax2 

with the boundary condition at infinity 

u --+ x as (x2 + r 2 ) 1/2 --+ 00, 

and the tangency condition on the body surface 

ur(x, EF(x); E) I 
= EF (x). 

ux(x, EF(x); E) 

(8.2.67a) 

(8.2.67b) 

(8.2.67c) 

Here r = E F (x) specifies the body surface for a given F (x) defined on 0 < x < I 
witb F(O) = F(1) = 0 and 0 :5 F(x) :5 1. Tbe small parameter E (wbicb was 
not exhibited explicitly in Section 2.4.3) is the ratio of tbe maximum body radius 
to the body length. 

Tbe outer limit bas E --+ 0 with x and r fixed at some point off the body surface. 
In this limit, the body shrinks to a "needle" of zero radius that does not disturb the 
free stream, that is, uo(x, r) = x. We therefore assume the outer expansion in the 
form 

(8.2.68) 
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where ILI (E) is to be determined. Since (8.2.67a) is linear, U I also satisfies Laplace's 
equation subject to the zero boundary condition (8.2.67b) at infinity, 

~UI = 0, 

UI -+ 0 as (x 2 + r 2)1/2 -+ 00. 

(8.2.69a) 

(8.2.69b) 

If we attempt to impose the tangency condition (8.2.67c), we must have 

ßUI 
ILI - (x, EF) + O(ILI) 

ßr = EF', (8.2.70a) 

or U I must satisfy 

(8.2.70b) 

For E « ILI, we conclude from (8.2.70b) that (ßuI/ßr)(x, 0) = 0, which 
combined with (8.2.69) implies that U I (x, r) = O. Thus, the right-hand side of 
(8.2.70b) comes into play only if ILI = Os(E), ILI = E, for instance. With tbis 
choice, we obtain 

ßUI , 
- (x, 0) = F (x). 
ßr 

(8.2.71) 

The fact that in (8.2.71) the boundary condition for UI is evaluated at r 
leads to difficulties, as seen from the general solution (see (2.4.15» 

=0 

1 11 SI (~) UI(X, r) = - - d~ 
4Jr 0 J (x - n2 + r 2 

(8.2.72) 

for the potential U I in terms of an unknown axial distribution of sources of 
strengthlunit length SI. It is shown in (A.3.60) that this potential has the behavior 

SI (x) SI (0) SI (1) 
UI(X, r) = -- logr - -- log2x - -- log2(1 - x) 

2Jr 4Jr 4Jr 

+ TI (x) + O(r2) as r -+ 0, (8.2.73a) 

where 

TI (x) == - _1 (I S; (~) sgn(x - ~) log 21x - ~Id~. 
4Jr 10 (8.2.73b) 

If SI (x) 1'- 0, (ßuJ/ßr) has a l/r singularity at r = 0 and cannot satisfy 
(8.2.71). In addition, we have singularities at x = 0 and x = 1 unless we set 
limx~o SI (x) log x = 0 and limH I SI (x) log 2(1 - x) = O. We shall discuss the 
implication of the sigularities at x = 0 and x = 1 later on. Note that in the exact 
problem, the singularity in r is still along the r = 0 axis, but the boundary con­
dition (8.2.67c) is evaluated at r = EF(x), which is offthis axis for 0 < x < l. 
Thus, the boundary singularity in U I is a direct consequence of the nonuniform va­
lidity of (8.2.68) near the body. We abandon the requirement that U I satisfy (8.2.71) 
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(which means that I-tl need not equal E), and we look for an inner expansion valid 
nearr = O. 

Since the body radius shrinks to zero at a rate proportional to E, we introduce 
the inner variable r* == rjE, write u(x, Er*; E) == u*(x, r*; E), and consider the 
limit as E ~ 0 with r* and x fixed. Equation (8.2.67a) transforms to 

a2u* 1 au* a2u* 
--+--+E2--=O, 
ar~ r* ar* ax2 

and the boundary condition (8.2.67c) becomes 

au* 
-(x, F; E) 
ar* 
au* 
-(X,F;E) 
ax 

The inner expansion for u* has the form 

u*(x, r*; E) = u~(x, r*) + I-tr(E)Ur(X, r*) + o(I-tD. 

(8.2.74a) 

(8.2.74b) 

(8.2.75) 

Substituting this into (8.2.74a) gives the following equations for Uo and ur: 

a2UO 1 au~ 
-2+--=0, 
ar* r* ar* 

(8.2.76a) 

if E2 « 1-t7, 

if JLr = Os(E2). 
(8.2.76b) 

The boundary conditions at r = E F, that is at r* = F, that we derive for Uo and 
ur from (8.2.47b) are 

au* 
_0 (x, F) = 0, 
ar* 

_I X F - au* au* {O 
ar* (, ) - F'(x) axO (x, F) 

(8.2.77a) 

if E2 « I-tr, 

if I-tr = Os(E2). 
(8.2.77b) 

The general solution of (8.2.76a) subject to the condition (8.2.77a) is uo(x, r*) = 
Bo(x), and matching this with the outer limit Uo = x fixes Bo = x. Thus, the 
inner limit is also Uo = x. 

Since now (a2u~jax2) = 0, ur satisfies the homogeneous equation (8.2.76b) 
for any I-tj: E2«l-tr. Therefore, 

ur(x, r*) = AI (x) log r* + BI (x). (8.2.78) 

The boundary condition (8.2.77b) gives AI = 0 if E2 « 1-t7 or AI (x) = 
F (x ) F' (x) if I-t r = E 2• Therefore, the inner expansion has the form 

u*(x, r*; E) = X+I-t~1 BOi (X)+E2[F(x)F'(x) log r* + BI (X)]+O(E2), (8.2.79) 

where we have inserted a solution of O(I-tOI) with E2 « JLOI « I, satisfying 
the homogeneous case of the boundary condition (8.2.77b), for reasons that will 
become clear from the matching. 
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As we have calculated the inner expansion to 0(f2), let us attempt a matching 
to this order also. We must satisfy 

I. 1 { * 1m 2' x + J.LI(f)UI(X, I1r TJ) - x - J.LOI (f)Bo l (x) 
f~O f 

- f2 [F(X)F'(X) log 11;'1 + BI(X)]} = 0, (8.2.80a) 

for x and rTJ fixed and for 11 in some overlap domain to be determined. Here 
UI is given in (8.2.72). We use the expansion (8.2.73) for Ulo assume that 
limx~oS(x)logx = ° and limx~1 S(x) log 2(1 - x) = 0, and simplify the 
matching condition to 

- F(x)F'(x)logWTJ + F(x)F'(x)logf - BI(X)} = o. (8.2.80b) 

In orderto match the singular terms proportional to log I1r 'I' we must set J.LI = f2 
and SI (x) /27r = F (x) F' (x). In order to remove the singular term proportional to 
log f, we must set J.LOI (f)/f2 = log fand BOI (x) = F(x)F'(x). Finally, in order 
to match the 0(1) terms, we must set BI (x) = TI (x). The matching to 0(f2) is 
then complete and defines all the unknowns 

J.LI (f) = f2, SI (x) = 27r F(x)F'(x), (8.2.8Ia) 

(8.2.8Ib) 

(8.2.8Ie) 

We see from (8.2.8Ia) that the source strength f 2S1 (x) equals the rate of 
change of cross-sectional area of the body. Our result remains uniformly valid 
near x = 0 and x = 1 only if the prescribed body shape satisfies the conditions 
limx~o a'(x) log x = Oandlimx~1 a'(x) 10g(1-x) = 0, wherea(x) = 7r F 2 (x). 
For example, if F(x) behaves like xa near x = 0 (and (1 - x)a near x = 1), we 
must restriet a to be larger than 4. A discussion of the behavior of the solution if 
a < 4 is given in Section 3.3.3 of [26]. The reader can also find there a discussion 
for the more general problem of a deformable body, F (x, t), and a calculation of 
the force on the body. 

We note that for this example, every term in the inner expansion to 0(f2) is 
contained in the two-term outer expansion 

f211 F(~)F'(~) 
u(x, r; f) = x - - 2 2 1/2 d~ + O(f2). 

2 0 [(x -~) + r ] 
(8.2.82) 

Thus, (8.2.82) is the uniformly valid exapansion of the solution to 0(f2); the 
matching here serves to determine the source strength. Also, if we are interested 
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only in the ftow near the body, as in the ealculation of the pressure on the body, 
we do not need (8.2.82) and ean use the simpler result 

u*(x, r*; e) =x + (e2 10g e)F(x)F'(x) 

+ e2[F(x)F'(x) log r* + BI (x)] + o(e2), (8.2.83) 

where BI is given in (8.2.8Ie). 

8.2.5 B ur gers , Equation 
In Seetion 5.3.6 we studied a dass of exaet solutions for Burgers' equation eor­
responding to pieeewise eonstant initial data on the infinite interval. Here we 
reealeulate their asymptotie expansions by matehing appropriate limiting equa­
tions and show that the results are in agreement. Boundary-value problems, for 
whieh an exaet solution is more complicated (as discussed in Section 1.7.3), ean 
also be easily approximated using matched asymptotie expansions. An example is 
discussed in Seetion 3.1.3 of [26]. 

(i) Intial-value problem with a shock layer 

As pointed out in Section 5.3.6, there is no loss of generality in studying the 
initial-value problem 

Ur + uUx = euxx , 

u(x,O;e) = {~l if x < 0, 
ifx > 0, 

(8.2.84a) 

(8.2.84b) 

if the initial condition is pieeewise eonstant on either side of x = Xo with 
u(x6' 0) < u(xi), 0). 

The outer expansion of (8.2.84) terminates with the outer limit uo(x, t) -
u(x, t; 0) given by (see (5.3.36» 

uo(x, t) = { ~I if x < 0, 
if x > 0, 

(8.2.85) 

and the remainder is transcendentally small. This result is not uniformly valid if x 
is smalI, and we look for an appropriate inner limit. 

We introduee the inner variable x* == xjß(e) with ß(e) to be determined, and 
set u*(x*, t; e) == u(8x*, t; e). Substituting these into (8.2.84a) gives 

au* 1 au* e a2u* - + -u*- = ---. 
at 8 ax* ß2 ax*2 

We see that the distinguished inner limit corresponds to 8 (e) = Os (e), and we set 
8 = e for simplicity to obtain 

au* au* a2u* 
e- +u*- = 

at ax* ax*2 . 
(8.2.86) 
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Thus, the inner limit uo(x*, t) == u*(x*, t; 0) obeys 

* 8uo 82u* 
U - =-{. 
o 8x* 8x* 

(8.2.87) 

Integrating with respect to x* gives 

ut/ _ 8uo 
2 - = a(t). 

8x* 
(8.2.88) 

In order to match with the outer limit, we must have Uo ~ ±1 as x* ~ 4=00 and 
(8uo/8x*) ~ 0 as /x*/ ~ 00. Therefore, a(t) must equal ~. Integrating (8.2.88) 
gives 

( x* + x*) u(j=-tanh 2 0 , (8.2.89a) 

or 

( x* + x*) Uo = - coth 2 0 , (8.2.89b) 

where Xö is an arbitrary function of t. We discard the hyperbolic cotangent solution 
for this problem because the interior layer must hold over the infinite x* interval 
and t > 0, and (8.2.89b) becomes singular when x* = -xö. In fact, (8.2.89a) 
matches with (8.2.85) to all algebraic orders for arbitrary xö(t). 

For this example we can use a symmetry argument to conclude that Xö = O. 
We note that (8.2.84) is invariant under the transformation x ~ -x, u ~ -u, 
t ~ t. Thus, in (8.2.89a) we must have 

_ tanh 0 = tanh 0 ( x*+x*) (-x*+x*) 
2 2 

for all x*; this can hold only if Xo = O. In general, for a curved shock, one must 
account for the transcendentally small terms in order to determine the "shift" Xö 
in the shock location. 

The small parameter Eis artificial in (8.2.84) in the sense that it can be removed 
from the governing equation and initial condition (forthe special case of (8.2.84b» 
through the transformation u ~ u, t ~ t / E ,x ~ x / E • In fact, note that the exact 
solution given by (5.3.79) is free of E if we use the X/E, t/E variables. Tbus, the 
limit Uo = - tanh x* /2, which we also derived from the exact solution in Chapter 
5, is the uniformly valid approximation for all x and all t > 0 to all algebraic orders 
in E; it differs from the exact expression only by transcendentally small terms if t 
is not smalI. Tbe exact expression is needed only if t = Os (E) and x = Os (E). 

A limiting expression such as (8.2.89a) is easier to derive in general, and it 
gives the shock structure for the solution directly even if we cannot solve the 
exact problem in the entire domain. A discussion of the shock structure for one­
dimensional viscous heat-conducting flow (governed by (3.3.6» is given in Section 
6.15 of [42]. This solution describes how the flow actually varies in a thin shock 
layer. In the limit Re ~ 00 with x and t fixed, this thin layer shrinks to the shock 
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of zero thickness that we calculated in Seetions 5.3.4iii. In Problem 8.2.6, the 
simpler case of an isothermal shock layer is outlined. 

(ii) Inilial-value problem wilh corner layers 

If we replace (8.2.84b) with 

u(x, 0; E) = { ~1 
the outer limit for t > 0 is (see (5.3.42» 

ifx < 0, 
if x > 0, 

uo(x, I) = { !/I 
if x ~ I, 

-1 
if -x ::: 1 ::: x, 
ifx ::: -I, 

(8.2.90) 

(8.2.91) 

and it is easily seen that the outer expansion again terminates with Uo. Although 
(8.2.91) is valid to 0(1) everywhere, the two partial derivatives (auo/al) and 
(auo/ax) do not exist if lxi = t. 

Near x = ±I we need to introduce a corner layer to smoothly join the solutions 
on either side. We look for rescaled independent variables of the form 

x =f t 
Xc == --; tc = t. 

8(E) 
(8.2.92) 

Since the layers are near x = ±I, where u = ± 1 if t > 0, we expand u as folIows: 

(8.2.93) 

Wecompute 

au aUe f.L aUe au 
-=f.L-=f--, 
at ate c5 aXe ax 

Therefore, (8.2.84a) transforms to 

aUe f.Lz aUe f.LE aZue 
f.L - + - Ue - -.r ax

ez + 0(f.L), (8.2.94) 
ate 8 aXe 0 

and we see that we must set f.L = c5 = E I/Z for the richest limit, which is the full 
equation 

aUe aUe aZue - + Ue - = -z + 0(1). (8.2.95) 
ate aXe aXe 

One cannot avoid solving the exact Burgers equation in order to calculate the 
corner-Iayer solution. This calculation was discussed in Seetion 5.3.6ii, where we 
obtained (see (5.3.88» 

2 exp(-x;/4tc ) 
uc(xc, tc) = - 1-# I/Z ' 

v rrtc erfc( -xc/2tc ) 
(8.2.96) 

for the corner layer at x = t after we reconcile the notation. It was also pointed 
out in Seetion 5.3.6ii that using (8.2.96) for U c in (8.2.93) and taking the limit as 
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Xc ~ 00 or Xc ~ -00 with t fixed > 0 gives u ~ 1 or u ~ X / t, respectively. 
This is just the matching condition for the corner-Iayer expansion (8.2.93) with 
the outer limit on either side. Similar results apply for the corner layer at X = -t. 

In asense, the calculation of (8.2.96) is not a perturbation problem. However, 
we need this result only to demonstrate that U x and u, join smoothly across the 
corner layer and to find a better approximation than u = ± 1 at x = ±t. 

Problems 

8.2.1 Calculate the exact solution of 

€U" + xu' + u = 0, -1 ::: x ::: I, 0< € « I, 

u(-I; €) = 1, u(l; €) = 2 

in the form 

( 1 x 2 ) u(x; €) = R(x; €) exp ~ , 

where 

(8.2.97a) 

(8.2.97b) 

(8.2.98a) 

3 1 K e,2/2E dt 
R(x; €) == - + - 0 • (8.2.98b) 

2 2 101 e,2/2Edt 

Thus, R(-I; €) = I, R(I; €) = 2,and 1 ::: R ::: 2forallx in -I ::: x ::: 
1. Equation (8.2.98a) then implies that the two boundary layers at x = ± 1 
grow exponentially toward the interior of the interval. In fact, the solution 
has the very large maximal value u(O; €) = ~ exp(l/2€). 

8.2.2 Calculate and match the outer and inner exapansions to 0 (€) for 

" U' 
€U + .;x - u = 0, 0::: x ::: 1, 0 < € « I, (8.2.99a) 

u(O; €) = 0, u(l; €) = e2/3. (8.2.99b) 

In particular, show that the overlap domain for the matching 10 0 (€) is 
€2(log €)2 « 1/(€) « €2/3 and that the uniformly valid approximation to 
O(€) is 

_ ( 2x3/ 2 ) 1/2 1/2 
u(x; €) = exp -3- - (2x* + I) exp(-2x* ) 

+ € I [ :0 - ~ + ~ X5/2 exp ( 2x;/2 ) ] 

- :0 (2X*I/2 + I) exp( _2x*1/2) } , (8.2.100) 
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wherex* == X/E 2• 

8.2.3 Calculate the next term in the uniformly valid approximation for each of 
the following problems. 
a. The boundary-value problem (8.2.50) for the case k = ko = constant, 

t = to = constant. 
b. The heat transfer problem (8.2.62). 

8.2.4 The following is a mathematical model to illustrate the asymptotic behavior 
of certain colIision trajectories that occur in celestial mechanics. We wish 
to calculate u(t; E) over the interval 0 ~ t ~ T(E), where T(E) is the 
collision time defined by U(T(E); E) = 1, for the initial-value problem 

•• E 2 . u + u - 2 = smt, 
(1 - u) 

(8.2.101a) 

u(O; E) = 0, it(O; E) = O. (8.2.101b) 

Thus, if E = 0, u is given by 

uo(t) = sin I - I cos I, (8.2.102) 

which has uo(rr/2) = 1. But if u = 1, the term in (8.2.101a) that is 
multiplied by E becomes infinite. Thus, the outer expansion of (8.2.101) is 
not uniformly valid near I = rr /2. 
a. Show that this outer expansion is given by 

1/ sin(t - .) 2 
u(t; E) = uo(t) + E . 2 d. + O(E ), 

o (1 - sm. + • cos .) 
(8.2.103) 

and refer to (A.3.54) for the singular behavior of (8.2.103) as t -+ rr /2. 
b. For t elose 10 the collision time T(E), introduce the rescaled dependent 

and independent variables 

* t - T(E) 
U == 1 - EU*(t*; E), t == . (8.2.104) 

E 

Expand u*(t*; E) in the form U*(I*; E) = uo(t*) + O(E), and show that 
Uo satisfies 

(8.2.105) 

c. Match the outer and inner expansions for (du/dt) to show that the 
appropriate integral of (8.2.105) is 

(8.2.106) 
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d. Use the condition u = 1 at t = T to express the solution of (8.2.106) 
as the inverse of 

t* = _ ~u~ (1 + ~)1/2 + 1~ log {[u~ (1 + ~)]1/2 
rr rr Uo rr rr uo 

+ (u*)1/2} + ~ log rr 2 
• 

o rr3 8 
(8.2.107) 

e. Use (8.2.107) to calculate the asymptotic behavior of u~ as t* -+ -00 

in the form 

* rr * 4 * 4 ( rr3 
) Uo = -2: t + rr2 log(-t ) + rr 2 log 4 -1 

+ 0 C: log( -t*») as t* -+ -00. (8.2.108) 

f. Match the outer and inner expansions of u to 0 (E) to show that 

T(E) = ~ + ~ElogE -E [ 2C2 + ~ (lOg rr3 
-1)] +O(E), 

2 rr3 rr rr 3 4 
(8.2.109) 

where C2 is the constant defined in (A.3.54b). 
8.2.5 Consider the following signaling problem for a pair of quasilinear first­

order equations: 

t(V)Vt = u, t(v)u x = -u. (8.2.110) 

We are interested in the solution for u(x, t; E) and v(x, t; E) on 0 ~ x < 
00, 0 ~ t < 00, subject to the initial condition 

v(x, 0; E) = E = constant > 0 

and the boundary condition 

u(O, t; E) = f(t) = prescribed if t > O. 

Here t(v) is a prescribed function of v. 
a. Show that we must have 

~ [t(V) av + v] = 0, at ax 

(8.2.111) 

(8.2.112) 

(8.2.113) 

and use this result to express the solution for v in the implicit form 

IV(X,t;€) t(s) 
x = - --ds, 

v(O,t;€) s - E 
(8.2.114) 

where v(O, t; E) is obtained from the solution of 

j V(O,t;€) ft 

€ t(s)ds = Jo f(r:)dr:. (8.2.115) 
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Therefore, (8.2.114)-(8.2.115) define v(x, t; E), and the first equation 
in (8.2.110) gives U (x, t; E) by quadrature once v is known. 

b. Specialize your results to the case 

l(v) = v 3/ 2 , f(t) = I, (8.2.116) 

and derive a unifonnly valid expression for v(x, t; E) to 0(1) for 0 < 
E « 1. Sketch curves of v as a function of x for fixed values of t. 
This problem is an idealized model that describes the heating (v = 
temperature) of a semi-infinite plasma column by shining a laser at one 
end. 

8.2.6 In the isothennal one-dimensional ftow of agas, we assume that the press ure 
is proportional to the density p. The ftow is then defined in tenns ofp and 
the speed u by the laws of mass and momentum conservation: 

Pt + (15 uh = ° (mass), (8.2.l17a) 

(15 u)t + (15 u 2 + C~P - JLU-x h = 0 (momentum), (8.2.117b) 

where Co is the ambient speed of sound, a constant, and JL is the coefficient 
of viscosity, also a constant. 

We wish to study the piston problem analogous to the one discussed 
in Section 5.3.4iii. A piston is impulsively set into motion with constant 
speed v > 0 into gas at rest with ambient properties Po = constant, Co = 
constant. The initial conditions are 

p(X, 0) = Po, u(x, 0) = 0, 

for x > 0, and the boundary condition at the piston is 

u(vt, t) = v. 

a. Introduce the dimensionless variables 

(8.2.117c) 

(8.2.117d) 

x tCo u 
x=- t=- U=-

v 15 
L' L ' Co' v= p= 

Co' Po ' 
where L is a characteristic length. Show that (8.2.117) becomes 

Pt + (up)x = 0, 

(pu)t + (pu 2 + P - EUx)x = 0, 

p(x, 0; E) = 1, u(x, 0; E) = 0, 

u(vt, t; E) = v, t > 0, 

(8.2.118a) 

(8.2.118b) 

(8.2.118c) 

(8.2.118d) 

where E == /-L/PoCoL. Thus, E is an artificial smaII parameter because 
the only length scale in the problem is /-L/ PoCo, and choosing L equal 
to this scale gives E = I. 

b. For E = 0, solve the piston problem and show that the shock speed U 
and and density p behind the shock are given by 

U = v/2+(I+v2/4)1/2, P = I+v2/2+v(1+v2/4)1/2. (8.2.119) 
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c. For 0 < E « 1, calculate the shock structure and then verify that E 

is indeed an artificial parameter. Introduce a coordinate system moving 
with the shock and show that the shock structure is given by the solution 
of the pair of ordinary differential equations that result from (8.2.118a)­
(8.2.118b). In particular, show that p = -U /w, and that w == u - U 
is given by the inversion of the formula 

1 + U 2 I Uw + 1 I 
~ - ~o = 2U(U2 _ 1) log Uw + U2 

- 2~ log luw2 + (1 + U 2 )w + ul ' (8.2.120) 

where ~ = (x - Ut)/E, and ~o fixes the location of the shock. Verify 
that w -+ -U as ~ -+ 00, and that w -+ v - U as ~ -+ -00. 

8.3 Multiple-Scale Expansions 

In Section 3.5.4 we studied the signaling problem for a wavemaker in the limiting 
case of small-amplitude waves on shallow water. Using a regular perturbation 
expansion for the speed u and height h, we found that our results are not uniformly 
valid in the far field, x = O(E-I), even though the boundary data are bounded. 
A similar nonuniformity was encountered in the regular expansion for supersonic 
flow over a thin airfoil (see (4.2.73». In an initial-value problem for a weakly 
nonlinear wave equation on -00 < x < 00, a regular expansion will result in 
nonuniformity for t = 0 (E -I) even if the initial data are bounded. 

The reason for these nonuniformities is that a regular expansion is based on the 
limit E -+ 0 with x and t fixed. Typically, small nonlinear terms in the goveming 
equations introduce slow modulations that are exhibited by bounded functions of 
EX and Et in the solution, such as sin EX or e-a . Such functions cannot be uniformly 
approximated by the limit process E -+ 0, with x or t fixed, if x or t are allowed to 
become O(E-I ). In particular, the solution ofan intial-value problem for a weakly 
nonlinear wave equation with bounded initial data depends simultaneously on a 
"fast time" t anda "slow time" t( == Et in the form j(x, t, 1\; E). Forexample, we 
may have a damped traveling wave of the form u(x, t; E) = e-€t sin(x - t). In 
such cases, we cannot use a limit process expansion to express u in terms of x and 
1\ because lim~-+o sin t(/E, with t( fixed =I- 0, does not exist. We need to introduce 
a multiple-scale expansion involving x and both t and t\. This expansion will be 
in the form of a generalized asymptotic expansion (see (A.3.l0». For a signaling 
problem with zero initial data and bounded boundary data at x = 0, the solution 
depends simultaneously on x and EX. Problem 8.3.1 illustrates some of these ideas. 

We shall restriet attention to initial-value problems in this section. More details 
and a discussion of the signaling problem can be found in Seetion 6.2.4. of [26]. 
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8.3.1 A Weakly Nonlinear Oscillator; Slowly Varying 
Amplitude and Phase 

We begin our discussion with an ordinary differential equation example to illustrate 
the failure of the regular expansion and to motivate the need for an expansion 
involving multiple time scales. 

Consider the initial-value problem 

Ü + u + Eulul = 0, 0 :::: t < 00, 0 < E « 1, (8.3.1a) 

u(O; E) = a > 0, u(O; E) = O. (8.3.1b) 

(i) Regular expansion 

If we look for a regular expansion of the form 

u(t; E) = uo(t) + EUI(t) + 0(E2) (8.3.2) 

-that is, Uo = lim.~o u(t; E), u\ = lim.~o{u(t; E) - UO(t)}/E, and so on-we 
find that Uo and u 1 satisfy 

Thus, 

and (8.3.4a) becomes 

ÜO + Uo = 0, 

uo(O) = a, uo(O) = 0, 

ÜI + UI = -uoluol, 

u\(O) = 0, UI(O) = O. 

uo(t)=acost, 

i(\ + u\ = a2 sin tl sin tl. 

(8.3.3a) 

(8.3.3b) 

(8.3.4a) 

(8.3.4b) 

(8.3.5) 

(8.3.6) 

The right-hand side of (8.3.6) is the odd 2JZ"-periodic function that equals 
a 2 sin2 t on 0 :::: t :::: JZ" and _a2 sin2 t on -JZ" :::: t :::: O. Therefore, we can 
develop this right-hand side in the Fourier sine series 

00 

a2 sin tl sin tl = L bn sin nt, 
n=1 

where 

2a217r 4a2 [( _1)n - 1] 
bn = - sin2 t sin ntdl = - 2 ' n =f. 2. 

JZ" 0 JZ" n(n - 4) 

Thus, bn = 0 for n even, and we can write (8.3.7a) as 

a2 sin I1 sin I1 = 4a
2 I>2k+1 sin(2k + 1)1, 

JZ" k=O 

(8.3.7a) 

(8.3.7b) 

(8.3.8a) 
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where 

b2k+1 = 
-2 

(2k - 1)(2k + 1)(2k + 3) 
(8.3.8b) 

The solution of (8.3.4) is then easily calculated in the form 

4 2 4a2 ~ b2k+1 (2k + 1) 
UI(t) = - -a tcost - - ~ sin(2k + l)t 

3JT JT k=1 4k(k + 1) 

[ 
4a2 4a2 ~ b2k+1 (2k + 1) ] . + -+-~ smt. 
3JT JT k=1 4k(k + I) 

(8.3.9) 

The first term on the right-hand side is proportional to t cos t. Therefore, EU I 
has a term proportional to E t cos t. This term becomes 0 (1) for t = 0 ( E -I ), so 
the expansion (8.3.2) is not uniformly valid for tin the interval 0 :'S t :'S T(E), for 
any T(E) = O(C I ); the expansion is uniformly valid if T(E) = 0(1). A periodic 
function of t that is multiplied by t is called "mixed secular." 

(ii) Multiple-scale expansion 

We know that the small damping term in (8.3.la) must introduce a slow decay in 
the amplitude. Thus, instead of Uo = a cos t with a = constant, we must have 
a leading approximation Uo = A cos t, where the amplitude A decreases slowly 
with time and satisfies A(O) = a. The term -(4/3JT)a2Et cos t is evidently the 
second term in a nonuniform expansion of A and shows that A must depend on 
tl = E t. But we have argued that we cannot express a periodic function by a limit 
process where E ~ ° with t fixed. Therefore, we are led to look for an expansion 
that depends simultaneously on to == t and tl == EI, a so-called multiple-scale 
expansion. A discussion of the various source references for this method is given 
is Section 4.2 of [26]. 

Basically, we assume that the solution of (8.3.1) has a certain structure-it 
involves oscillations that occur over the "fast scale" 10, and these oscillations are 
modulated over the "slow sca1e" tl. Dimensional analysis can be used to argue that 
the small parameter E is the ratio of two characteristic times: the time To associated 
with the oscillatory behavior and TI associated with the damping. At any rate, we 
assume that the solution has the form u(t; E) = U(to, tl; E), and we regard to and 
tl as.being independent variables. We expand U with respect to its E-dependence 
in the form 

(8.3.10) 

We emphasize the fact that (8.3.10) is not a limit process expansion because it 
does not correspond to having either to or tl fixed as E ~ O. In fact, we regard 
(8.3.10) as a generalized asymptotic expansion. We shall demonstrate that when 
the limit process E ~ 0, to fixed, is applied to (8.3.10), we obtain (8.3.2), but the 
limit process E ~ 0, II fixed, does not exist. 
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The assumed fonn of U implies that derivatives are given by 

u = au + 10 au = auo + 10 (aul + auo ) + 0(102), 
ato atl ato ato atl 

(8.3.11a) 

a2u a2u 2 au 
u= - +210-- +10 -

atg atoatl atl 

= -- +10 -- +2-- + 0(10). a2uo ( a2uI auo ) 2 

ats ats atoatl 
(8.3.11b) 

Using these expressions in (8.3.1) leads to the following equations and initial 
conditions for Uo and U I • 

auo 
Uo(O, 0) = a, - (0, 0) = 0, 

ato 

a2u I + UI = -2 a2uo _ auo I auo I ' 
atg atoat1 ato ato 

aUI auo 
UI(O, 0) = 0, - (0, 0) = - - (0, 0). 

ato atl 

(8.3.12a) 

(8.3.12b) 

(8.3.13a) 

(8.3.13b) 

In (8.3.12a), tl occurs as a parameter (there are no derivatives with respect to tl), 
so that this equation is actually an ordinary differential equation with a solution 
where the integration "constants" depend on tl. We express the solution in the fonn 

(8.3.14) 

where Ao and tfJo are the leading-order slowly varying amplitude and phase shift, 
which are unknown at this stage. We know only that Ao(O) = a and cf>o(O) = 0, 
according to (8.3.12b). 

To calculate UI we use (8.3.14) to express the right-hand side of (8.3.13a) 
explicitly. This gives (see (8.3.8) for the definition of the Fourier coefficients) 

a2uI 2 I • I 8 2· 
-2- + UI = Ao sm(to + ,po) + 2Ao,po cos(to + cf>o) + - Ao sm(to + tfJo) ato . 37r 

4A2 00 

+ _0 L b2k+1 sin(2k + l)(to + tfJo), 
7r k=1 

where a prime denotes differentiation with respect to tl. 

(8.3.15) 

Again, tl isjust a parameter as far as the integration of(8.3.15) withrespect toto 
is concemed. We know that the tenns proportional to sin(to + cf>o) and cos(to + cf>o) 
on the right-hand side of (8.3.15) will give rise to mixed secular tenns proportional 
to to cos(to + tfJo) and to sin(to + ,po), respectively, in the solution for UI. If we now 
regard the expansion as a generalized asymptotic expansion depending on t and 10 , 
mixed secular tenns introduce a nonunifonnity when t = 0(10- 1). The idea is to 
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choose Ao and lPo so that the solution is free of mixed secular terms. In this case, 
we must set 

I 8 2 I 
2Ao + -Ao = 0, AolPo = O. 

3Jr 

The solution for Ao subject to Ao(O) = a is 

3aJr 
Ao(tl) = 4atl + 3Jr ' 

and the solution for l/Jo (with a =1= 0) subject to l/Jo(O) = 0 is 

l/Jo(td = O. 

(8.3.16) 

(8.3. 17a) 

(8.3.17b) 

Therefore, we have determined Uo as a function of 10 and I1 completely: 

3aJr 
Uo(to, tl) = 4atl + 3Jr COS to. (8.3.18) 

Note that in the limit as E ~ 0 with 1 fixed, we obtain 

4 
Uo = a cos 1 - - Ea2t cos t + O(E2/2), (8.3.19) 

3Jr 

but the limit of (8.3.18) as E ~ 0 with tl fixed does not exist. Equation (8.3.19) 
gives precisely the leading-order and mixed secular term of 0 (E ) that we calculated 
by regular perturbations; the bounded part of the 0 (E) result in (8.3.9) is contained 
in UI. For this example, the amplitude is a decreasing function of tl, as is physically 
obvious. We have, in fact, shown that to leading order, the amplitude decays like 
(Et)-I for large t if the damping is quadratic. In contrast, if the damping term in 
(8.3.1) is lil}ear (2EU), the amplitude decays like e-a . 

With the troublesome terms removed from the right-hand side of (8.3.15), we 
can solve this equation to obtain 

A~ ~ b2k+1 . 
UI = AI (td COS[/o + lPI (11)] - - L." sm(2k + 1)/0, (8.3.20) 

Jr k=1 k(k + 1) 

where Aland lPI are functions of II to be determined by requiring the solution to 
O(E2 ) to be uniformly valid. This is as far as we shall proceed with the calculation 
of the expansion of (8.3.10). The procedure is straightforward and can be imple­
mented, at least in principle, to higher orders. Actually, as pointed out in [26], 
we need to refine the assumed form (8.3.10) of the expansion to depend also on 
t2 = E21 ifwe wish to compute the solution to O(E) and to include a dependence 
on t3 = E31 for aresult correctto O(E 2), and so on. Thus, the dependence of Uo on 
12 is determined by imposing a consistency condition On UI with respect to tl, and 
so on.lfthe perturbation term in (8.3.1) is ofthe form Ef(u, u), then U depends 
only on the "strained coordinate" t+ == (1 + E2lVz + E3w3 + .. . )t, and tl. Here 
WlolVz, ••. are constants that are derived by consistency conditions on the O(E2), 

O(E 3), • •• terms in the expansion. For more details on this and other aspects ofthe 
method of multiple scales for ordinary differential equations, the reader is referred 
to Chapter 4 of [26]. 



558 8. Approximate Solutions by Perturbation Methods 

8.3.2 Small-Amplitude Shallow-Water Flow; Evolution 
Equations 

In this seetion we use shallow-water flow to illustrate multiple-scale expansions for 
approximating the solution of weakly nonlinear partial differential equations in a 
form that remains uniformly valid in the far field.1t is suggested that the reader first 
study Problem 8.3.1, where the simpler solution for a scalar quasilinear equation 
is outlined. 

The Boussinesq approximation for shallow-water flow is given by the dimen­
sionless system 

hr + (uh)x = O(€4), 

K 2 
Ur + uUx + hx = - 3 €h xtt + O(€3). 

(8.3.21a) 

(8.3.21b) 

We are interested in the solution over -00 < x < 00, I > 0 for a general 
small-amplitude disturbance in the form 

u(x, 0; €) = €v(x), h(x, 0; €) = 1 + ä(x). (8.3.22) 

It is shown in Section 5.2 of [27] that the system (8.3.21) is a consistent approx­
imation for shallow water, up to the orders indicated, that follows from the more 
accurate equations goveming an incompressible, irrotational, and inviscid flow. 
The term -(K2/3)€h xu is the first correction term to the system (3.2.12) that we 
derived assuming hydrostatic balance in the vertical direction. The constant K 2 is 
a similarity parameter, K 2 == <5 21€, and is held fixed as <5 -+ 0 and € -+ O. Here, 
<5 == H I L, where H is the undisturbed water height and L is a characteristic wave­
length of the initial disturbance. Thus, <5 « 1 corresponds to shallow water (or 
long waves). The second small parameter is € == AI H, where Ais a characteristic 
amplitude for the initial disturbance. It is shown in [27] that the choice <5 = K€ 1/2 

leads to the richest limiting equations. In our discussions of shallow-water flow so 
far in this book, we have set K == 0, which corresponds to having <5 « €1/2. 

(i) Expansion procedure 

We assume a multiple-scale expansion in the form 

u(x, I; €) = €UI(X, 10, Id + €2 U2 (X, 10, 11) + O(€3), 

h(x, t; €) = 1 + €hl(x, to, tl) + E2h2(X, 10, 11) + O(€3), 

(8.3.23a) 

(8.3.23b) 

where 10 == I, II == EI, and as mentioned in Section 8.3.2, we need not include a 
dependence on 12 == E 2t in the expansion because we are concemed only with the 
solution for u 1 and h 1 • 

Derivatives with respect to I become 

a 
al (8.3.24) 
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and we obtain the following equations goveming the tenns of order E and E2: 

ah l + ~ = 0, ~ + ah l = 0, (8.3.25) 
ato ax ato ax 
ah2 aU2 ah\ ah\ au\ - + - = -- -u\- -h l -, (8.3.26a) 
ato ax atl ax ax 

aU2 ah2 au\ aUI K2 a3h l 
-+-=---Ul-----. (8.3.26b) 
ato ax all ax 3 axatJ 

The intitial eonditions (8.3.22) imply that uI, h l , U2, and h2 must satisfy 

U\(x, 0, 0) = v(x), hl(x, 0, 0) = i(x), 

U2(X, 0, 0) = 0, h2 (x, 0, 0) = O. 

(8.3.27) 

(8.3.28) 

Notiee that the system (8.3.25) is hyperbolie, and that eaeh of the higher-order 
systems is also hyperbolie onee the right-hand sides involving lower-order tenns 
are knoWß. Thus, it is eonvenient to introduee the eharaeteristic dependent variables 
(see (4.3.22)) 

(8.3.29) 

and regard the Si and Ri as funetions of the slow time tl and the two fast 
eharaeteristie independent variables 

~ == x - t, 1/ == x + I. (8.3.30) 

It is easily seen that (8.3.25)-(8.3.26) transfonn to the following equations for 
the Si(~, 1/, 1\) and Ri(~, 1/, td: 

2 as\ = 0 -2 aR\ = 0 
a1/ ' a~ , 

(8.3.31) 

(8.3.32a) 

K 2 
+ 6 [D(Sd + D(R\)], (8.3.32b) 

where D is the third-order differential operator 

a3 a3 a3 a3 

D == a~3 - a~2a1/ - a~a1/2 + a1/3· 
(8.3.33) 
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The initial conditions (8.3.27)-(8.3.28) transfonn to 

S, (x, 0, 0) = lex) + v(x), R, (x, 0, 0) = lex) - v(x), (8.3.34) 

S2(X, 0, 0) = 0, R2(x, 0, 0) = O. (8.3.35) 

An entirely equivalent approach is first to rescale the dependent variables in 
(8.3.21) as in (3.2.23), then to introduce the characteristic dependent variables 
to derive the weakly nonlinear system in the fonn (4.3.25) with additional 0(1") 
nonlinear terms. The characteristic dependent variables are then assumed to depend 
on the three sc ales ~, TJ, t" and are expanded. This is the approach used in Section 
6.2.4 of [26]. 

(ii) Consistency conditions to 0(1"); Korteweg-de Vries equations 

We conciude from (8.3.31) that S, is independent of TJ and R, is independent of 
~; that is, 

S, = I,(~,t,), R, = g,(TJ,t,), (8.3.36) 

where, according to (8.3.34), I, and g, satisfy the initial conditions 

(8.3.37) 

This is as far as we can go in defining S, and R,; we need to consider the solution 
to 0(1"2) to derive conditions on 1, and g,. 

Using the result in (8.3.36) simplifies the right-hand sides of (8.3.32) 
considerably, and we obtain 

2 aS2 = _ (al, ~ I all K 2 a3 I, ) 
aTJ at, + 4 'a~ + 6 a~3 

g, al, Il + g, ag, K2 a3g, 
+ 4" a{ + 4 a;} - 6 aTJ3 ' (8.3.38a) 

= _ (ag, _ ~ gl agl _ K 2 a3 g, ) 
at, 4 aTJ 6 aTJ3 

(8.3.38b) 

I, ag, Il + gl a/, K 2 a311 
+ 4" a;} - 4 af + 6 a~3 . (8.3.38b) 

We can now integrate these equations and obtain 

(8.3.39a) 
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1 1 2 K2 a2/ 1 
+ 8/1g1 + 16/1 - 12 a~2 + g2(T/, td, (8.3.39b) 

where hand g2 are functions to be determined at the next stage. 
The first group ofterms multiplied by 71 on the right-hand side of (8.3.39a) must 

be eliminated because it contributes a component to S2 that becomes infinite as 
1711 --* 00 (that is, as t --* 00 with x fixed, or as x --* 00 with t fixed). This 
behavior implies that the expansions (8.3.23) fail to be uniform for x = Os(E- 1) 

or t = Os (E -I). The equation that results by eliminating this troublesome term is 
the following evolution equation for /1: 

a/I 3 a/I K 2 a3/ 1 
~ + "4/1 8f + 6 a~3 = 0, (8.3.4Oa) 

which must be solved subject to the first equation in (8.3.37). Similarly, the 
boundedness of R2 for I~ I --* 00 requires that we set 

a81 3 a81 K 2 a3 gl 
- - -81- - - -- = 0, 
811 4 aT/ 6 aT/3 

(8.3.4Ob) 

and this is to be solved for 81 subject to the second condition in (8.3.37). 
Equations (8.3.4Oa) and (8.3.4Ob) are formally identical; the transformation 

~ --* -71 takes the first to the second. One form of these equations (see (8.3.44)­
(8.3.45» was first derived by D.G. Korteweg and G. de Vries in 1895, and the 
reader is referred to Sections 13.11-13.15 of [42] and to [37] for a survey of 
results. In particular, the Korteweg-de Vries equation has bounded solutions for a 
large class of initial conditions. 

An interesting feature of the result (8.3.40) is that the equations for /1 and 
81 are decoupled and can be solved individually. This is a direct consequence of 
the fact that the conservation laws leading to (8.3.21) do not contain any source 
terms (or equivalently, that undifferentiated terms are absent from (8.3.21». The 
solution for /1 defines a disturbance that propagates to the right (as exhibited by the 
dependence of /1 on ~ == x - t), whereas gl defines a disturbance that propagates 
to the Jeft; both of these disturbances evolve slowly with time (as exhibited by 
their dependence on tl)' Onee we have found /1 and 8" the solution for u and h 
will be known to 0 (E) in the form 

E 
u(x, t; E) = 2 [JI(X - t, Et) - 81 (x + t, Et)] + 0(E2), (8.3.41a) 

E 
h(x, 1; E) = 1 + 2 [JI(X - t, Et) + gl (x + t, EI)] + 0(E2)(8.3.41b) 

For bounded /1 and 81, this result is uniformly valid if Ix I and 1 are of order C l • 

To compute S2 and R2 completely, we need to examine the terms of order E3 

in the expansion to derive evolution equations for hand 82, and to account for a 
possible dependence on t2. We shall not discuss these calculations, but observe from 
(8.3.39) that S2 and R2 are no longer functions of (~, tl) and (71, tl), respectively; 
they contain products of such functions. 
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Often, a Korteweg-de Vries equation is derived directly from (8.3.21) by looking 
for small-amplitude traveling waves. It is emphasized here that equations (8.3.40) 
apply more generally. In fact, these equations describe arbitrary flows as long as 
the disturbance amplitude is 0 (E). 

For the special case of unidirectional flows (for example, 81 == 0), our results 
also specialize to a Korteweg-de Vries equation for U or h, as shown next. In this 
case, we have 

(8.3.42a) 

Thus, 

2 2 
11 = - U + O(E) = - (h - 1) + O(E). (8.3.42b) 

E E 

Let us now transform (8.3.40a) to the original independent variables x and t 
according to 

1 1 
x == ~ + - t1, t == - tlo (8.3.43a) 

E E 

o 00 1010 -=-, -=--+--. 
o~ OX ot1 E OX E ot 

(8.3.43b) 

Weobtain 

or 

2 3 [2(h - 1) ] [ 2hx ] K 2 2 
E2 (hx + hr) + "4 E -E- + 6" -; hxxx = 0, 

to leading order. Therefore, to leading order, u and h obey (see (3.8.43» 

3 82 
ur + Ux + 2"uux + 6"uxxx = 0, (8.3.44a) 

3 82 

hr + hx + 2" (h - l)hx + 6" hxxx = 0, (8.3.44b) 

where we have set lP == K 2E. This is the form usually given in the literature for the 
Korteweg-de Vries equation for U or h - 1 for unidirectional shallow water flow. 
The transformation 3u + 2 = 3w or 3h - 1 = 3w takes (8.3.44) to the generic 
form 

3 82 

wr + 2"wwx + 6"wxxx = O. (8.3.45) 

The exact solution of (8.3.45) (and hence of (8.3.40» can be derived for initial 
conditions w (x, 0) that decay sufficiently fast as Ix I --+ 00. The procedure, known 
as inverse scattering theory, was developed in 1967 (see [19]) and has since been 
studied extensively for the Kortewg-de Vries and other equations. Deriving w(x, t) 
reduces to being able to solve a certain linear integral equation, and this is not 
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explicit for general initial data. A discussion of this theory is beyond the scope 
of this book. The interested reader is referred to Chapter 17 of [42] and to [2]. 
In Chapter 3 we outlined the calculation of the solitary traveling wave solution 
of (8.3.45) (see (3.8.46». The periodic traveling wave solution can also be easily 
found in terms of elliptic functions. For the details, see [38]. 

(iii) Solution fOT /C == 0; shock conditions fOT the evolution equations 

Explicit solutions ofthe evolution equations (8.3.40) can be calculated for arbitrary 
initial values of land v in (8.3.37) if we set /C == 0, that is, 8 « E 1/2. The basic 
problem now satisfies the divergence relations (see (5.3.23» 

h/ + (uh)x = 0, (8.3.400) 

(uh)/ + (U2h + :2)x = O. (8.3.46b) 

The associated bore conditions are (see (5.3.24» 

U[h] = ruh], U[uh] = [u2h + h2/2], (8.3.47) 

where U == dx/dt is the bore speed. 
Since the evolution equations 

(8.3.48) 

which are inviscid Burgers' equations (see (1.7.1) with E = 0), now admit shocks, 
it is important to derive the shock conditions for (8.3.48) consistent with the exact 
conditions (8.3.47). 

We denote [u] = u+ - U-, [h] = h+ - h- and eliminate u from the two bore 
conditions (8.3.47). This gives the quadratic expression for U 

(8.3.49) 

that generalizes the result in (5.3.47b) calculated for the special case U2 = 0 and 
h2 = I. We look for an expansion for U in the form 

(8.3.50a) 

But by definition we have 

dx {dd (~ + t) = 1 + E dd~ for f], 
U - t tl 

= dt = d d1/ 
-(1/-t) = -1 +E- forgl. 
dt dtl 

(8.3.50b) 
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Comparing these two expressions for U shows that Uo = ± 1, as expected, and 
that we must identify 

{ 
d~ 

U - dtl 
I - dlJ 

dtl 

for ft, 
(8.3.51) 

for 81. 

Since II and 81 evolve independently, we can set 81 = 0 to calculate the jump 
condition for 11. In this case, (8.3.41) becomes 

E/- E/± 
U- = T + 0(E2), h± = I + 2 + 0(E2), (8.3.52) 

and U = 1 + Ed~/dtl. Substituting these expressions into (8.3.49) gives 

I +2E- -2E _1_ -d~ (/-) 
dtl 2 

and this simplifies to 

E (2 d~ - ~ (ft + 11-») = 0(E2). 
dtl 4 

(8.3.53) 

Therefore, the jump condition for ft is 
d~ 3 + _ 
dtl = 8(f1 + I I ). (8.3.54a) 

A similar calculation starting with II == 0 gives the jump condition 

dlJ 3 + _ 
dtl = - 8 (gi + 81 ) (8.3.54b) 

for the evolution equation for 81. 
The solution to 0(1) ofthe initial-value problem (8.3.21)-(8.3.22) for the case 

eS « E I/ 2 « 1 thus reduces to the relatively simple solution of the decoupled 
evolution equations (8.3.48) subject to the jump conditions (8.3.54). An example 
is outlined in Problem 8.3.2. In Problem 8.3.3 we study the effect of an isolated 
bottom disturbance on an initially uniform shallow-water ftow. 

8.3.3 Elastic Waves in a Heterogeneous Medium; 
H omogenization 

Many problems of physical interest obey partial differential equations with 
coefficients that ftuctuate rapidly in space; these ftuctuations generally model het­
erogeneous materials. In this seetion we use multiple-scale expansions to study 
one-dimensional elastic waves in a material with rapid density variations. A num­
her of other applications that are modeled by hyperbolic conservation laws with 
rapid spatial ftuctuations are listed in [25], which also has a discussion of the gen­
eral weakly nonlinear problem and references to related work. The problem of 
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steady one- or two-dimensional heat conduction in a material with rapidly fluctu­
ating thermal conductivity is discussed using multiple-scale expansions in Section 
6.3 of [26]. 

Tbe divergence relations for one-dimensional elastic waves in asolid are (for 
example, see p. 413 of [4]) 

a * a aF av 
at (p(x ) V) - ox (S(F» = 0, at - ox = O. (8.3.55) 

Here x* == xfE, where 0 < E « 1. Thus, the density p is assumed to vary 
rapidly with x, and E measures the length scale of these variations relative to the 
length scale of an initial disturbance. Tbe displacement is denoted by F, and V is 
the velocity. The relation T = S (F) gives the dependence of the stress T on F. 
Thus, we are assuming that T does not depend on x*; the formulation for the case 
T = S(F, x*; E) is given in [25]. 

For p = constant, the hyperbolic system (8.3.55) can be easily solved using the 
Riemann invariants (see Section 7.3.3), but this is no longer possible for variable 
p. 

We wish to study (8.3.55) for small initial disturbances, that is, by perturbing 
the solution about the rest state F = 0, V = O. Let E also measure the amplitude 
of initial disturbances so that 

V(x, 0; E) = EVI (x; E) = O(E), F(x, 0, E) = EV2(X; E) = O(E). (8.3.56) 

If we introduce the rescaled variables 

V(x, t; E) = EUI(X, t; E), F(x, t; E) = EU2(X, t; E), 

where UI and U2 are both 0(1) as E --* 0, we obtain the system 

OUI 

01 

and initial conditions 

S'(O) OU2 S"(O) OU2 
- -- -- = E-- U2- + 0(E2), 

p(x*) ax p(x*) ox 

OU2 OUl 
- - - =0, 
01 ax 

UI(X, 0; E) = VI(X; E), U2(X, 0; E) = Vz(x; E). 

(i) A scalar problem 

(8.3.57) 

(8.3.58a) 

(8.3.58b) 

(8.3.59) 

To motivate our discussion of the solution of the linear part of (8.3.58) and the role 
of initial data, let us first study the scalar problem 

I 
Ut + Ux = 0, 1+" cosx* 

(8.3.60) 

where 1"1 < 1 is a constant. 
We note that if the initial value for U depends on x*(u(x, 0; E) = j(x*», we 

may introduce the rescaled independent variables x* and t* == tfE and see that 
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u*(x*, t*) == U(EX*, Et*; E) obeys 

au* 1 au* - + = 0, u*(x*,O) = f(x*). (8.3.61) 
at* 1 + l) cosx* ax* 

The solution is thus a function of x* and t* and does not depend on E. Although 
we can calculate u*(x*, t*) exactly, this is no longer a perturbation problem. The 
corresponding situation for (8.3.58)-that is, initial data ofthe form Ui(X, 0; E) = 
Vi (x*) for i = 1, 2-leads to the linear variable-coefficient system 

au* S'(O) au* au* au* 
_I _____ 2 = O(E), _2 __ I = 0 (8.3.62) 
at* p(x*) ax* at* ax* 

to leading order. Now ur and u~ depend on x* and t* to leading order, and we 
cannot solve (8.3.62) exactly for general p. In fact, if the solution depends on 
both x* and t* to any order in E, then the goveming system to that order has 
the homogeneous operator (8.3.62) and cannot be solved exactly. To be able to 
calculate a perturbation solution to any given order in E, we must therefore require 
that this solution be independent of t* to that order. This restricts the dass of 
initial-value problems that we can handle, as can be seen from the solution of the 
model equation (8.3.60) that we will consider next for the initial data 

u(x, 0; E) = f(O)(x) + Ef(l)(x*, x). (8.3.63) 

The role of the f(l) term will become dear presently. 
The characteristics of (8.3.60) satisfy (see (5.2.3)) 

dt = 1, dx = 1 , 
ds ds 1 + l) COS(X/E) 

du = O. 
ds 

The solution for u is then easily obtained in the implicit form 

u(x, t; E) = f(O)(~) + Ef(l) (~, ~) , 

where ~ is constant on a characteristic and ~(x*, t*, x, t; E) is given by 

~ = x - t + Eg(X*, t*). 

The function g(x*, t*) is defined by the implicit relation 

g - l) sin x* + l) sin(x* - t* + g) = 0, 

and is therefore 21T -periodic in both x* and t*. 

(8.3.64) 

(8.3.65a) 

(8.3.65b) 

(8.3.65c) 

This result shows thatto 0 (1), u does not depend on x* or t*; these dependencies 
first arise in the 0 (E) term. In fact, we compute the following expansion for the 
solution 

u(x, t; E) = f(O)(x - t) + df(o)' (x - t)g(x*, t*) 

+ f(I)(X* - t* + g(x*, t*), x - t)] + O(E2). (8.3.66) 

Note that even if the initial condition were independent of x* to 0 (E), for example, 
if f(l) == 0, the solution to O(E) still involves t* through the f(o)' g term. To have a 
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solution independent of t* to O(€) (and to subsequent orders), we need to choose 
j(l) (and the higher-order terms €2 j(2), €3 j(3), ... ) appropriately. In particular, 
we must set 

j(l)(x*, x) = 8j(0)' (x) sin x* + 4>(1) (x) (8.3.67) 

in order to have t* absent from the O(€) term in (8.3.66). This choice is unique 
with regard to the x* dependence of j(l); the added 4>(1) term is arbitrary. With 
this choice, (8.3.66) becomes 

u(x, t; €) = j(0)(x-t)+d8j(0)'(x-t) sinx*+4>(l)(x-t)]+0(€2). (8.3.68) 

We call the x*-independent part of (8.3.68) the homogenized solution to O(€). 
Let us now compute this result using the multiple-scale expansion 

N 

u(x, t; €) = L €nu(n)(x*, x, t) + O(€N+l) (8.3.69) 
n=O 

and the goveming equation without the use of the exact result. The equations for 
n = 1,2,3 that follow from (8.3.60) are 

ßu(O) 
=0, 

1 + 8 cosx* ßX* 
(8.3.70a) 

1 ßu(l) = _ (ßu(O) + 1 ßu(O) ) 

I + 8 cosx* ßx* ßt 1 +8cosx* ~ , 
(8.3.70b) 

ßu(2) = _ (ßu(l) + 1 ßu(l) ) 

1 + 8 cosx* ßx* ßt 1 +8cosx* ~ . 
(8.3.70c) 

The initial conditions on u(O) and u(l) are 

(8.3.71) 

Equation (8.3.70a) shows that u{O) does not depend on x*, and we have 

(8.3.72) 

Multiplying (8.3.70b) by (1 + 8 cosx*) and using u(O) = 4>(O)(x, t) in the right­
hand side gives 

ßu(l) = _ (ß4>(O) + ß4>(O)) _ 8 ß4>(O) cos x*. 
ßx* ßt ßx ßt 

(8.3.73) 

The first term in parentheses is independent of x * and will contribute an inconsistent 
term proportional to x* to the solution for u(l). Such a term is inconsistent in the 
sense that the expansion is not uniformly valid in the interval 0 < x* < X*(€), 
where X* = O(€-l)-that is, in an interval of 0(1) extent in x. Therefore, we 
set 4>,(0) + 4>~0) = 0 and obtain 4>(0) = j(O)(x - t) once we impose the initial 
condition. This is just the result we found to 0 (1) in (8.3.66). 
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We next integrate what remains in (8.3.73) to calculate 

u(1) = 8/(0)' (x - t) sin x* + ~(I)(x, t), (8.3.74) 

where ~(l) is to be determined. We now mutliply (8.3.7Oc) by (1 + 8 cos x*) and 
use (8.3.74) for u(l) on the right-hand side to obtain 

-- = - -=- + -=- + 8/(0) cos x* sm x* - -=- cos x*. (8.3.75) 
au(2) ( au (I) au(l) ) " . au(1) 

ax* at ax at 

Again, to avoid an inconsistent term proportional to x* in u(2), we must set the terms 
in parentheses on the right -hand side equal to zero, and this gives ~ (I) = q,(l) (x - t), 
where q,(I) is arbitrary. Thus, (8.3.74) agrees with the 0 (E) term in (8.3.68). Notice 
that the initial condition to O(E) cannot be specified arbitrarily; we have 

8/(0)' (x) sinx* + q,(l)(x) = f(l)(x*, x). 

This is just (8.3.67), and we see that the x* dependence in f(l) cannot be prescribed 
arbitrarily; only q,(l) is arbitrary. 

To summarize, we have derived a dass of solutions that are independent of t* 
to O(E). In order to do so, we may prescribe arbitrary x*-independent initial data 
to 0(1), butto O(E) (and all higherorders) the initial data must have a specific x* 
dependence. This dependence can be derived aposteriori once the assumed form 
(8.3.69) of the multiple-scale expansion has been calculated. 

(ii) Solution 0/(8.3.58) 

We assurne that u = (u" U2) has the expansion 

u(x, t; E) = .!!(O)(x, t, t,) + EU(l) (x*, x, t, t,) + E2U(2) (x*, x, t, t,) + 0(E 3 ), 

(8.3.76) 
where x* == X/E and t, = Et. Note that the leading term is assumed not to depend 
on x*. This follows directly from the fact that the initial condition to 0(1) does 
not depend on x*: 

(8.3.77) 

Henceforth, we shall use an underbar to indicate a function that does not depend 
on x*. The absence of t* from this expansion is to be accomplished, as for the 
scalar problem, by an appropriate aposteriori choice of the initial data to higher 
order. The t, dependence in the expansion is induded to account for the weakly 
nonlinear term in (8.3.58a). Thus, as in the example of Section 8.3.2, we expect 
the solution of the initial-value problem to evolve slowly in time. 

Derivatives have the expansions 

u, = ~O) + E(U~1) + ~~» + E2(u~2) + U~,l) + 0(E3), 

Ux = (u~~ + ~O» + E(U~~) + u~'» + 0(E2). 

Substituting these expansions and (8.3.76) into (8.3.58) gives 

A(x*)u(l) = -A(x*)u(O) _ u(O) 
x* -x!:!!t , 

(8.3.78a) 

(8.3.78b) 

(8.3.79a) 
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where 

A(X*)U(2) = -A(x*)u(l) - u(l) + u(O) + D(u(O) x*)u(O) 
x· x t ~1 -' -X' 

( 0 c2(x*) ) 
A(x*) == -I - 0 ' c2(x*) = 

(
0 a(x*)u(O) ) 

D(!!(O) , x*) == 0 - 0 -2 ,a(x*) = 

S' (0) 
> 0, 

p(x*) 

SI/(O) 

p(x*) 

Let us denote the average value of a function hof x* by (h). Thus, 

I fP 
(h) == lim - h(x*)dx*. 

P~oo P _p 

(8.3.79b) 

(8.3.79c) 

(8.3.79d) 

(8.3.80a) 

And let us restriet attention to functions for which this limit exists. If h is a 2P­
periodic function of x*, then 

(h) == _I fP h(x*)dx*. 
2P _p 

The fluctuating part of h(x*) will be denoted by {h}. Thus, 

{h} = h(x*) - (h), 

and we note that ({h}) = O. 

(8.3.80b) 

(8.3.80c) 

We multiply (8.3.79a) by A -I (the inverse ofthe matrix in (8.3.79c» and isolate 
the average and fluctuating parts of the resulting right-hand side to obtain 

u~~) = - ((A-I)~O) + !!~O») _ {A-I}~O), (8.3.81a) 

where 

(A- I ) = (_(I~C2) ~I), {A -lI = (_{l~C2} ~). 
Consistency of u(1) with respect to x* demands 

LC!!(O» == (A-I)~O) + !!~O) = 0, 

or, multiplying by (A -I) -I , 

CC!!(O» == ~O) + A!!~O) = 0, 

where 

_k2 ) 2 1 
o ,k = (I/c2)' 

Now we can integrate what remains of (8.3.81 a) to calculate 

u(l) = _{{A-I}}~O) + !!(l)(x, t, tl), 

(8.3.8Ib) 

(8.3.82a) 

(8.3.82b) 

(8.3.82c) 

(8.3.83) 

where, for a given fluctuating function {h} with zero average, {{ h}} denotes the 
integral 

{{h}} == 1~' {h(s)}ds, 
o 

(8.3.84a) 
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and x; is chosen such that ({{ h)}} = O. Thus, 

{{A -I}} = C{1Jc2 }} ~). (8.3.84b) 

The homogenized solution to a(E) is given by !!(O) + E!!(I), and the function !!(I) 
is unknown at this stage. 

We now evaluate U~I) and u~l) using (8.3.83) and susbstitute the results into 
(8.3.79b) after we multiply this equation by A -I. The result is 

u~:) = - L(!!(I») - A-I~~) + {{A-I}}i~) 
+ A -I D!!~O) + A -I ({ A -I }}~?) . (8.3.85) 

Again, we decompose the terms on the right-hand side into average and fluctuating 
parts, then remove the average terms to maintain consistency of U(2) with respect 
to x* and obtain 

(8.3.86a) 

or 

C(u(l») = _u(O) + Dw(O) D = A(A- I D). 
- =tl -x ' (8.3.86b) 

For the special matrix A(x*) in (8.3.79c) we obtain 

A-I{{A-In = ({{1~2n ~). 

Therefore, (A -I {{A -I}}) = 0, and the ~?) term in (8.3.85) does not contribute to 
(8.3.86). For a general matrix A(x*), this is not the case, and the right-hand side of 
(8.3.86b) will also involve the term A(A -I {{A -I }}}~?). The implications of such 
a term on the evolution of !!(O) are explored in [25]. For our example, the D matrix 
is just 

D = (0 a!!.~O)) a = (ajc2) 
o 0 ' - ( 1 j c2 ) • 

(8.3.87) 

Equations (8.3.82b) and (8.3.86b) define the average parts of u(O) and !!(I). 
Actually, u(O) does not have a fluctuating part, but u(1) does, as seen from (8.3.83). 
If we ignore the fluctuating terms to a given order, say En , then the sum !!(O) + 
E!!(I) + ... + En!!(n) is often referred to as the "homogenized" solution to order En • 

This is just the average solution. For our example, we have the following system 
goveming the two components of !!(O) and !!(I): 

a (0) au(O) au(O) 
!{I _k2~ = 0, ~ 
at ax at 

a (I) (I) a (0) 

au(O) 
--=L = 0 

ax ' 
(0) 

!!.I :- kZ a!!.z - !!.I (0) a!!.z 

at ax atl +a!!.z ~' 

a (I) 
!!2 

a (I) 
!!.I 

a (0) 
_ !!.z 

at ax atl 

(8.3.88) 

(8.3.89a) 

(8.3.89b) 
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Let us introduce the characteristic dependent variables (see (4.3.21» 

U(i) _ 1 (i) 1 (i) 

I - 2k2 ~I - 2k ~2 ' 

U(i) _ 1 (i) 1 (i) • 
2 - 2k2 ~I + 2k ~2 ' I = 1, 2, 

regarded as functions of the characteristic independent variables 

~I = x - kt, ~2 = X + kt 

and the slow time 11. Equations (8.3.88) then simplify to 

(0) (0) 

2k aUI = 0, -2k aU2 = O. 
a~2 a~1 

Therefore, 

U (O) - A,(0)(l: t) U(O) A,(0)(l: ) 
I - '1'1 51. I, 2 = '1'2 52, tl , 

(8.3.90a) 

(8.3.90b) 

(8.3.91) 

(8.3.92) 

(8.3.93) 

where according to (8.3.63b) and (8.3.90), tP~O) and tPiO) must satisfy the initial 
conditions 

(8.3.94) 

Transforming (8.3.89) to characteristic dependent and independent variables 
gives 

2k _1_ = __ '1'_1_ + ~ (tP~O) _ tPiO)) _'1'_1_ _ _'1'_2_ , 
au(l) aA,(O) ( aA,(O) aA,(O) ) 

a~2 atl 2 a~1 a~2 
(8.3.95a) 

_ 2k _2_ = __ '1'_2_ + ~ (tP~O) _ tPiO)) ~ __ '1'_2_ • 
au(l) aA,(O) (a (0) aA,(O) ) 

a~1 atl 2 a~1 a~2 
(8.3.95b) 

The terms on the right-hand side of (8.3.95a) that do not depend on ~2 will 
contribute inconsistent terms proportional to ~2 in the solution for U~I). Similarly, 
terms independent of ~I on the right-hand side of (8.3.95b) must be eliminated. 
Removing these terms gives the two decoupled evolution equations 

a A,(O) aA,(O) (0) a (0) 
_'1'_1 __ ~A,(O) _'1'_1 __ 0 a<P2 _ ~A,(O) ~ - 0 

'1'1 - , '1'2 -. (8.3.96) 
atl 2 a~1 all 2 a~2 

These are inviscid Burgers ' equations to be solved subject to the initial conditions 
in (8.3.94). The straightforward details are omitted. Once tP~O) and tPiO) have been 
calculated, the solution of u to 0 (1) is given by the inverse of (8.3.90), 

~\O) = k2[tP~0)(~\, (1) + tPiO)(~2' tl)], ~iO) = k[-tP~O)(~\, 11) + tPiO)(~2' td]. 
(8.3.97) 

A specific example is worked out in [25], where it is shown that the asymptotic 
result in (8.3.97) is in excellent agreement with the numerical solution of (8.3.58) 
in a time interval of 0 (E -I ). Shock formation degrades the accuracy because 
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the discontinuity across the shock contradicts the assumed fonn of the expan­
sion. For more details concerning this and other issues regarding multiple-scale 
homognization, see [25] and the cited references. 

Problems 

8.3.1 The following simple scalar problem that can be solved exactly illus­
trates the use of multiple-scale expansions for weakly nonHnear hyperbolic 
systems: 

U/ + (1 + EU)Ux = 0, 0 < E = constant. (8.3.98) 

a. Consider the initial-value problem for (8.3.98) on -00 < x < 00 with 
initial condition 

U(x, 0; E) = fex), (8.3.99) 

where f is a bounded continuous nondecreasing function of x. Show 
that the exact solution is given by 

U = f(~), ~ + Etf(~) = x - t. (8.3.100) 

Thus, ~ is a function of z == x - t and t \ == E t, and therefore U is also 
a function of z and 1\. 

b. Now let 0 < E « 1 and assume a multiple-scale expansion of the 
solution in the fonn 

u(x, t; E) = uo(x, t, t\) + EU\(X, t, t\) + O(E2). (8.3.101) 

Show that solving the equation governing Uo gives 

Uo = t/J(z, td, t/J(x,O) = fex), (8.3.102) 

where r!J(z, t\) is to be detennined. Consider the equation for u\ and 
require the expansion (8.3.101) to be unifonnly valid to O(E) for all tin 
the interval 0 :5 t :5 T(E), where T = O(E-\), to derive the evolution 
equation 

(8.3.103) 

The solution of (8.3.103) subject to r!J(z, 0) = fez) gives the exact 
result (8.3.100) for Uo. Verify that the expansion (8.3.101) does indeed 
tenninate with the first tenn in this case. 

c. Now consider (8.3.98) on 0 :5 x :5 00 with the initial condition 
U(x, 0) = 1, and the boundary condition 

U(O, I) = g(t), t > 0, g(O) = 1, (8.3.104) 

where g is a continuous nonnegative nonincreasing function of t. The 
solution for x 2: 0, t 2: 0 is unchanged if we extend the definition of 
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g(t) to negative t by choosing g(t) = 1 if t ::: 0 and solving (8.3.98) 
for x ::: 0 and all t. Show that this solution is 

Hg(r) 
u = g(r), r - 1 + Eg(r» = t - x. (8.3.105) 

Thus, u is a function of y == t - x and XI == EX. 

d. Now assume a multiple-scale expansion of the solution in the form 

(8.3.106) 

and show that the solution for the equation governing Vo gives 

Vo = l/I(y, xd, l/I(t,O) = g(t). (8.3.107) 

Derive the evolution equation 

al/l _ l/I al/l = 0 
aXI ay 

(8.3.108) 

by requiring the expansion (8.3.106) to be uniformly valid to O(E) for 
all x in the intervalO ::: X ::: X(E), where X = O(C I ). Solve (8.3.108) 
subject to l/I(y, 0) = g(y) to obtain 

l/I = g(r), r - xlg(r) = y, (8.3.109) 

which is just the 0 (1) term of the exact solution (8.3.105). 
8.3.2 Consider the initial-value problem for (8.3.46) with 

u(x, 0; E) = 0, 

h(x, 0; E) = 1 + E 

2x-l ifO:::x::::2' 

. 1 
-1 - 2x If - - < X < 0 2 -, 

o 1 
iflxl::: :2. 

(8.3.11Oa) 

(8.3. 11 Ob) 

a. Show that the solution of the evolution equation in (8.3.48) for I1 (g, tl) 
is 

I1 = 

(4g - 2)/(2 + 3tl) 

-(4g + 2)/(2 - 3td 

o 

and use symmetry to show that 

. 3 1 2 
If - - tl < 1= < - t1 < -4 -5- 2 , 3' 

1 3 2 
if - - < 1= < - - t1 tl < -2- 5 - 4' 3' 
. 1 
If Ig I ::: :2' 

(8.3.111) 

(8.3.112) 
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b. Show that the characteristics for II all intersect at the point ~ = - 4 ' 
tl = ~,and that we must introduce a bore 

1 1 1/2 
~ = - - - (2 + 3tl) 

2 2 
(8.3.113) 

for tl > ~. Show that in the xt-plane, the bores in II and gl translate 
to the following expressions that are correct to 0(1) only (Why?): 

I I 2 
x = t + 2 - 2 (2 + 3Et)I/2 + O(E) if 1 ~ 3E' (8.3.114a) 

I I 2 
x = -I - 2 + 2 (2 + 3Et)I/2 + O(E) if 1 ~ 3E (8.3.114b) 

8.3.3 Reconsider Problem 4.3.2, that is, 

for the case 

h, + (uh)x = 0, 

u, + uUx + (h + E B)x = 0 

{
I - 4x2 

B(x) = 0 
iflxl::: 

1 

2' 
I 

if lxi ~ 2' 
and the initial condition 

u(x, 0; E) = F = constant =I 1, 

hex, 0; E) = I - EB(x). 

(8.3.1 15a) 

(8.3. 115b) 

(8.3.116) 

(8.3.1I7a) 

(8.3.1I7b) 

The bore conditions for (8.3.115) are the same as those for a ftat bottom as 
long as B' (x) is finite. (Why?) 
a. Look for a muItiple-scale expansion of the form 

u(x, t; E) = F + EUI(X, t, tl) + 0(E2), 

hex, I; E) = 1 + Eh l (x, t, Id + 0(E2), 

(8.3.118a) 

(8.3. 118b) 

and show that SI and Rh defined in terms of UI and h l by (8.3.29), are 
now given by 

B(x) B(x) 
SI = - F + 1 + II(~, Id, RI = F _ 1 + gl(T}, (1), (8.3.119) 

where 

~ = x - (F + 1)/, T} = x - (F - 1)/. (8.3.120) 

b. Show that the evolution equations goveming I1 and gl are still (8.3.48). 
c. Solve the initial-value problem for I1 to obtain 

(8.3.121a) 
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where 

3F 
c == (8.3.121b) 

4(F + 1) 

d. Show that a bore starts at g = - 4, tl = 1/4c, and satisfies 

dg 3 
dtl = g/l(X,tl )' (8.3.122) 

where I1 is given by (8.3.121). Sketch the shape ofthe bore and show 
that g "- ,..;tl as tl ~ 00 along the bore. 

e. Consider the case F ~ 1, and assume 
)..­

F = 1 +€ F, (8.3.123) 

where A > 0 is to be determined and F is a fixed constant independent 
of €. Look for a multiple-scale expansion for u and h in the form 

u(x, t; €) = 1 + €All + €ßUI(x, t, t) + €2 ßU2 (x, t, t) 

+ O(€3 ß), (8.3.124a) 
ß- - 2ß- -h(x, t; €) = 1 + € hl(x, t, t) + € h2(x, t, t) 

+ O(€3 ß), (8.3. 124b) 

where ß > 0 is to be determined and t = €ß t. 
Show that the riehest approximation corresponds to A = ß = 4 and 

that U 1 and h 1 have the form 

(8.3.125) 

By requiring the terms of order € in (8.3.124) to be eonsistent, derive 
the following evolution equation for 81 ' 

a- 3 a-
...!.!. + (F - - 8 )...!.!. = B'(x) at 4 1 ax ' (8.3.126) 

and initial condition 81 (x, 0) = o. Tbe solution of (8.3.126) and other 
results are given in [28]. 

8.3.4 Maxwell's equations in dimensionless form for plane-polarized waves 
propagating in a one-dimensional medium in which the dielectric constant 
e, permeability /L, and conductivity a are all rapidly varying in x are 

1 
E, + -- Hx + a(x*)E = €y(x*)E 3, 

e(x*) 

1 
H,+ --Ex =0. 

/L(x*) 

(8.3. 127a) 

(8.3. 127b) 

Here x* == x/€, E is the y-component of the eleetric field, H is the z­
eomponent of the magnetic field, and we have assumed that the relation 
linking the current density to the electric field has a weak (order €) cubic 
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nonlinearity. Derive the equations corresponding to (8.3.82b) and (8.3.86b) 
for this application. 



Appendix 

A.l Review of Green '8 Function for ODEs U sing the 
Dirac Delta Function 

In the first four chapters of this book we study linear second-order partial differen­
tial equations. A recurrent theme in these chapters is that a wide dass of problems 
can be solved in compact form by superposition once Green's function is known. 
A simple and intuitively obvious derivation of Green 's function proceeds from the 
solution of the goveming equation and homogeneous boundary conditions using 
the Dirac delta function. Therefore, it is important to review the essential ideas 
in the simple setting of ordinary differential equations in this appendix. We begin 
with a discussion of the Dirac delta function. 

A.l.l. The Dirac Delta Function 
For a fixed value of x = gi and a positive A~, we define the unit pulse U centered 
at x = ~i and having width A~ by 

U( _ 1:. A~) = 1 - 2 :::: x - si :::: T' 11 'f M l: 6~ 
x s, , - 0 if Ix - ~i I > ~~. (A.l.l) 

This function is sketched in Figure A.I. 
Given a bounded continuous function I(x) defined on -00 < x < 00, an 

approximate description of I (x) is obtained by regarding I (x) to be piecewise 
constant over each of the small intervals ~i - A~ /2 < x < ~i + Ax /2, with the 
constant value given by I(gj). To implement this approximation, we consider the 
discrete set of values of x consisting of x = ~j == i A~, where i ranges over all 
the integers, and set 

00 

I(x) ~ L 1(~j)U(x - gi, A~). (A.l.2) 
;=-00 

The sense in which (A.1.2) approximates I(x) is illustrated in Figure A.2. 
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U(X-~i' ß~) 

1 ---------- ........ ----. 

L-----------~~--~-------------X 

J :~ L 
HGURE A.l. The unit pulse 

Instead of the unit pulse U (x - ~i, ~~), let us introduce the area-preserving 
pulse D(x - ~i, ~~) defined by 

1 
D(x - ~i, ~~) == ~~ U(x - ~i, ~~) (A.l.3) 

and sketched in Figure A.3. The sequence of rectangles defined by D for succes­
sively smaller values of ß~ all have unit area because their base widths equal ß~ 
and their heights equal 1 / ~~. Thus, 

!(x) 

!(~3) I 
I 
I 
I 
I 
I 

ß~ :--
I 
I 
I 

x 
~1 ~2 ~3 ~4 

FIGURE A.2. Piecewise constant approximation of a function 
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~------~~~-L---------x 

FIGURE A.3. Sequence of area-preserving pulses 

i: D(x - ~i, ß~)dx = 1. (A.l.4) 

Using D instead of U to approximate f(x) in (A.1.2) gives 

00 

f(x) ~ L f(~i)D(x - ~i, ß~)ß~, (A.1.5) 
i=-oo 

a resuIt that is very reminiscent of the expression 

f(x) = i: f(~)8(x - ~)d~ (A.l.6) 

ifwe were to let ß~ --+ d~ and assume thatlima~~o D(x - ~i, ß~) = 8(x - n, 
the delta function. Unfortunately, this limit does not exist. Furthermore, since 
8 (x - ~) is zero everywhere except at x = ~, where it is infinite, the integral in 
(A.l.6) must equal zero regardiess of how we choose to define it. 

Nevertheless, we note that if we evaluate the integral in (A.l.6) for finite ß~, 
then let ß~ --+ 0, we obtain the desired resuIt, that is, 

lim 100 f(~)D(x - ~, ß~)d~ = f(x). (A.1.7) 
a~~O -00 

To show this, we first observe that for a fixed x and a fixed ß~ > 0, D(x - ~, ß~) 

is zero everywhere outside the interval - ß~ /2 < x - ~ < ß~ /2 and equals 
1/ ß~ in this interval. Therefore, the left-hand side of (A.1.7), which we denote 
by !*(x), isjust 

1 lx+a~/2 
f*(x) = !im - f(~)d~. 

a~~o ß§ x-a~/2 
(A.l.8) 
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Since f(~) is continuous, we know from the mean value theorem that 

lX+81;/2 
f(~)d~ = f(~l)!:1~, 

x-il/;/2 
(A.1.9) 

where ~l is some point in the interval x - !:1~ /2 ::::: ~ ::::: x + !:1~ /2. Using (A.l.9) 
in (A.1.8) gives 

(A.1.l0) 

because ~l -+ X as !:1~ -+ o. 
It is also easy to show that the actual shape of D(x - ~, !:1~) is irrelevant, and 

(A.1.7) holds as long as D is a nonnegative function that satisfies (A.l.4) and 
D -+ 0 as!:1~ ~ 0 with x '1= ~,whereas D ~ 00 as!:1~ ~ 0 with x = ~. For 
example, 

(A.1.l1a) 

D2(X - ~ !:1~) == _1_ exp [ _ _ (X ___ ~)_2] 
, ~ !:1~ 

(A.Lllb) 

are two other possible choices. We shall refer to functions such as (A.l.3), 
(A.l.l1a), or (A.l.llb) as representations ofthe deltafunction. 

In this book we shall use (A.l.6) as the definition ofthe delta function and not 
worry about the strict validity of this expression, because in all of our applica­
tions we may use a representation of the delta function and defer taking !:1~ ~ 0 
until this limit exists as in (A.l.7). By working with the delta function directIy, 
our calculations will be greatly simplified. The delta function may be viewed as 
a mathematical description of certain idealized physical entities such as a con­
centrated source of heat, a concentrated force, an impulse, a point electrostatic 
charge, or a point source of mass in a ftow. In all these idealizations we are passing 
to the limit of some physical action concentrated at a point in space or time; one 
could equally weIl study the process with a representation of the delta function 
at a considerable cost in complexity. An example that illustrates these points is 
worked out in Section A.l.4 (see (A.l.51». 

The reader should now verify the validity of the following results, which follow 
easily from the definition (A.1.6) if we regard 8 (x - ~) as an ordinary function. 

(i) The delta function is an even function of its argument 

8(x - ~) = 8(~ - x). (A.Ll2) 

(ii) We may write (A.Ll) in the fonn 

U(x - ~i, !:1~) = H [x - (~i - ~~)] - H [x - (~i + ~~)J. 
(A.1.l3) 
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where H(x) is the Heaviside function 

It then fo11ows that 

H (x) == {Ol if x > 0, 
ifx < O. 

d 
«S(x -~) = - H(x - ~). 

dx 

(A.1.l4) 

(A.1.15) 

(iii) The effect of multiplying the argument of the delta function by a constant a 
is equivalent to rescaling it as folIows: 

1 
«S[a(x - ~)] = ~ «S(x - ~). (A.1.16) 

(iv) The derivative ofthe delta function, «S/(X - ~), has the following property: i: 1(~)cS'(x - ~)d~ = - I'(x). (A.Ll7) 

(v) Let I(x) have discontinuities I(x;) - I(x;;) = an at the points x = Xt. 

X2, ••. , XN, and let I(x) have a piecewise continuous derivative at a11 other 
values of x. We denote the symbolic derivative of I (x) by I: (x) and define 
it by 

N 

I;(x) = I'(x) + L an«S(x - xn), (A.Ll8) 
n=1 

where I'(x) is the ordinary derivative of I(x), which exists for all x except 
x = XI, ••• , XN. Show that the standard result 

r I;(~)d~ = I(x) - I(xo), Jxo 
(A.Ll9) 

which is true for a continuous I(x), remains valid for all x and any xo. 

A.l.2 Green' s Function for a Linear Second-Order 
Equation, Superposition 

Let L(u) denote a linear second-order differential operator on functions u(x) 
defined over 0 ~ x ~ 1. For given homogeneous boundary conditions, e.g., 
u(O) = 0, u(l) = 0, Green's function u = G(x, ~) satisfies 

L(u) = «S(x - ~), 

u(O) = 0; u(1) = 0 

(A.l.20) 

(A.1.21) 

for a fixed ~ in the interval 0 < ~ < 1. Green 's function has the important property 
that the solution of the inhomogeneous differential equation 

L(u) = I(x) (A.l.22) 
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with the same homogeneous boundary eonditions (A.1.21) is given by the 
superposition integral 

u(x) = 11 !(~)G(x, ~)d~. (A.1.23) 

Thus, onee Green's funetion is known, the solution for an arbitrary forcing !(x) 
is given by a simple quadrature. 

To derive (A.1.23), let us subdivide the interval 0 ~ x ~ 1 into N equal 
segments of width ö~ = 1/ N. We denote the midpoints of eaeh segment by ~i, 
i = 1, ... , N. Thus, 

1 3 2n - 1 2N - 1 
~1 = 2N' ~2 = 2N"'" ~n = ~""'~N = 2N 

Let I'(x, ~n, Ö~) be the solution of 

L(u) = D(x - ~n, ön (A.1.24) 

satisfying the homogeneous boundary eonditions (A.l.21), that is, 

I'(O, ~n, ö~) = I'(1, ~n, ö~) = 0, (A.l.25) 

for eaeh n = 1, ... , N. Thus, I' approximates Green's funetion G ifwe use D 
insteadof 8 on the right-hand side of(A.1.20). Letus also express !(x) in (A.1.22) 
by the pieeewise eonstant approximation (A.l.5). Now eonsider the solution u j of 

(A.l.26) 

that satisfies the homogeneous boundary eondition (A.1.21) for a fixed integer 
j, 1 ~ j ~ N. Note that the right-hand side of (A.l.26) is zero everywhere 
exeept on the interval ~j - ö~/2 ~ x ~ ~j + ö~/2, where it equals !(~j). 
Comparing (A.l.24) with (A.l.26), we see that u j is the following eonstant multiple 
of r(x, ~j, ö~): 

(A.l.27) 

Sinee eaeh of the above ineremental eontributions u j to the solution vanishes at 
x = 0 and x = 1, we may sum these up and still satisfy the homogeneous 
boundary eonditions (A.1.21) beeause L is linear. Therefore, the approximate 
solution of (A.1.22) is 

N N 

U ~ I>j = L !(~j)l(x, ~j, ö~)ö~. (A.l.28) 
j=1 j=1 

In the "limit" ö~ ~ d~, I' ~ G, 'Lf=1 ~ Jo\ we obtain (A.1.23). 
For a given L, the result (A.l.23) remains valid for more general homogeneous 

boundary eonditions (see Problem 1.5.1) or for eertain inhomogeneous boundary 
eonditions (see the seeond example in Seetion A.1.3). The superposition idea also 
generalizes to the ease where L is a partial differential operator, and this is diseussed 
in numerous settings in Chapters 1-3. 
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A.l.3 Examples ojGreen's Functions 

(i) Steady-state temperature distribution 

Consider the steady-state temperature distribution in a finite one-dimensional 
conductor that has a given heat source distribution and whose boundaries are 
maintained at a constant temperature. In appropriate dimensionless variables (see 
(1.1.9) and (1.1.10) with (a/at) = 0), we have 

d2u 
L(u) == - dx2 = fex), (A.I.29) 

u(O) = 0; u(1) = o. (A.I.30) 

This is a special case of (AI.22). If the given boundary values of u at x = 0 and 
x = 1 are different constants, say u(O) = a, u(I) = b, we can transform the 
problem to one with homogeneous boundary conditions by an appropriate change 
of dependent variable. For example, we may look for a transformation u ~ w 
that is linear in x of the form 

u(x) = w(x) + a + ßx, (A.1.31) 

where a and ß are constants to be determined by requiring w (x) to satisfy 
homogeneous boundary conditions at x = 0 and x = 1. We have 

u(O) = a = w(O) + a. 

Requiring w(O) = 0 implies that we must set a = a. Similarly, 

u(l) = b = w(1) + a + ß, 

(A.I.32) 

(A.1.33) 

and we must set ß = b - a in order that w(1) = O. Thus, the homogenizing 
transformation is given by 

u(x) = w(x) + a + (b - a)x. (A.1.34) 

Since the second derivative of a linear function vanishes, it follows that w satisfies 
the same equation (AI.24) as u. The general idea ofhomogenizing a given nonzero 
boundary condition will be invoked often in Chapters 1-3. 

A second physical interpretation of (Al.29}-(A.I.30), is that it represents the 
static deflection of a string that is c1amped at two points and subjected to a given 
loading fex). See Section 3.1. 

The solution of (A1.29)-(A1.30) is easily computed using elementary tech­
niques for ordinary differential equations. For example, given the homogeneous 
solution u h = Ax + B, we seek a particular solution using the method of variation 
of parameters in the form 

U p = xu\(x) + U2(X) (A.1.3S) 

for unknown functions u\ and U2. Substituting (Al.3S) into (A1.29) and setting 
u~x + u2 = 0 (where I == d/dx) gives 

u~ = - fex), u2 = xf(x). (A.1.36) 
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We integrate the expressions in (A.I.36) for u 1 and U2 and set the solution u 
Uh + u p to obtain 

U(x) = Ax + B + 1x (~ - x)f(~)d~. (A.l.37) 

The boundary eonditions (A.I.30) imply that 

B = 0; A = 11 
(1 - ~)f(~)d~. 

Therefore, the solution is 

u(x) = 11 
x(l - ~)f(~)d~ + 1x (~ - x)f(~)d~. (A.1.38) 

If we express the first integral on the right-hand side of (A.I.38) as the sum of two 
integrals, one from 0 to x and the other from x to I, we obtain 

u(x) = 1x ~(l - x)f(~)d~ + 11 
x(l - ~)f(~)d~. (A.1.39) 

For any fixed value of x in the interval 0 :::: x :::: 1, this result may be expressed 
in the eompact form (A.1.23) for the funetion G(x,~) defined by 

G(x,~) = { ~(l - x) 0 < ! :::: xI' (A.l.40) 
x(l -~) x:::: 'j < . 

Let us now derive Green's function (A.1.40) direetly from its definition 
(A.1.20)-(A.1.21). We have 

d2u 
dx 2 = 8(x - ~), 0 < ~ < I, (A.1.41) 

with 

u(O) = 0; u(l) = O. (A.I.42) 

For a fixed ~ , consider the solution of (A.l.4l) on either side of the delta funetion. 
Sinee 8(x - ~) = 0 if x i= ~,we have 

u = { Ax + B if x < ~, 
Cx + D ifx >~, 

(A.1.43) 

where the eonstants C and D are not neeessarily equal to A and B, respeetively. The 
boundary eondition u(O) = 0 is to be satisfied by the first expression in (A.1.43), 
whereas u(l) = 0 is to be satisfied by the seeond. Applying these eonditions gives 
B = 0, D = -C, and the homogeneous solutions on either side of the delta 
funetion reduee to 

{ AX' x<~, u-
- C(x - 1), x > ~. 

(A.I.44) 

To determine the remaining two eonstants A and C, we make the following obser­
vations: (A.1.41) implies that -u" is infinite at the loeation of the delta function 
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x = ~. It then follows (see (A.1.18)-(A.1.l9» that u' must have afinite jump and 
that u must be continuous there. The continuity of u at x = ~ gives the condition 

A~ = C(~ - I). (A.l.45) 

To calculate the appropriate jump in u' across ~ = x we integrate (A.l.41) over 
the small interval ~ - E :::: x :::: ~ + E for some small positive E. We have 

lx=~+f lx=~+f 
- u"(x)dx = 8(x - ~)dx = 1. 

X=~~f X=~-f 

(A.1.46) 

Therefore, in the limit as E -+ 0, we have the jump condition 

(A.l.47) 

where the notation u'(~+) and u'(~-) denotes limxJ.~ u'(x) and limxN u'(x), 
respectively. 

To evaluate u'(~+) we use the second expression in (A.l.44) and obtain 
u'(~+) = C. The first expression in (A.1.44) gives u'(~-) = A. Therefore, the 
jump condition (A.l.47) becomes 

-C + A = 1. (A.l.48) 

Solving (A.l.45) and (A.1.48) for A and C gives A = 1 - ~, C = -~, and 
this result, when used in (A.1.44), verifies the previously computed expression, 
(A.l.40), for Green's function. 

In general, for the second-order linear operator 

d2u du 
L(u) == ao(x) dx2 + a, (x) dx + a2(x)u = 8(x - n (A.1.49) 

with coefficients ao, a" and ai that are continuous on 0 :::: x :::: I, we have the 
continuity condition 

(A.1.50a) 

and the jump condition 

(A.1.50b) 

We now demonstrate for this example the fact that the expansion for G(x, ~),just 
obtained very efficiently using a delta function on the right-hand side of (A.I.4I), 
can also be derived in a more laborious way by using a representation of the delta 
function in the calculations and then taking the limit ~~ -+ 0 in the final result. 
Let us use the representation D(x - ~, ~~) given by (A.1.3). Thus, we need to 
solve 

d2u 
= D(x - ~, ~~), 

dx2 

u(O) = 0; u(l) = 0, 

(A.l.5!) 

(A.I.52) 
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where D is given by (see (A.U) and (A.1.3» 

{ 
1 if-ß~ <x- e < ß~ 

D= oß~ 2 - "-2' 
if Ix - ~ I > ~~. 

(A.I.53) 

For a fixed ~ in 0 < ~ < I, the solution of (A.I.51) subject to the zero boundary 
conditions (A.I.52) at x = 0 and x = 1 has the fonn 

{ 
Ax 

x 2 
U = Ex + F - 2ß~ 

C(x - 1) 

ifO < x < e _ ß~ 
- " 2' 

if e _ ß~ < X < e + ß~ 
':i 2 - - ':i 2' 

if ~ + ~~ < x :::: 1. 

(A.I.54) 

Since the right-hand side has a discontinuity in the second derivative at the points 
x = ~ ± ß.~ /2, u' and u are both continuous there. These continuity conditions 
detennine A, E, F, and C. In particular, continuity of u and u' at x = ~ - ß.~ /2 
gives the two conditions 

A (~ - ~~) = E (~ - ~~) + F - (~ - 2~~ ) (~_ ~~) 2 
(A.1.55a) 

A = E __ 1 (~_ ß.~) (A.1.55b) 
ß.~ 2· 

Continuity of u and u' at x = ~ + ß.~ /2 gives the two conditions 

C (~+ ~~ - 1) = E (~+ ~~) + F - 2~~ (~+ ~~ r, (A.1.55c) 

C = E - ~~ (~+ ~~). (A.I.55d) 

The solution of the linear system (A.I.55) gives exactly the same values A = 
1 - ~, C = -~ as before, and we also obtain F = - (~ - ß.~/2)2 /2ß.~ and 
E = (~ + ß.~ /2 - ~ ß.~) / ß.~. In the limit ß.~ ~ 0, the interval ~ - ß.~ /2 :::: 
x :::: ~ - ß.~ /2 shrinks to the point x = ~, where the solution is u = ~(1 - ~), 

as before. 

(ii) Variable thermal diffusivity 

Suppose the thennal diffusivity K 2 in (1.1.9) varies linearly with x. Using appro­
priate dimensionless variables, Green 's function for the steady-state temperature 
in a conductor over 0 :::: x :::: 1 obeys 

d ( dU) - dx x dx = 8(x - ~); 0 < ~ < 1. (A.l.56) 

The end x = 0 where the diffusivity vanishes has a finite temperature, whereas 
the temperature is zero at x = 1: 

u(O) = finite, u(1) = O. (A.l.57) 
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Equation (A.I.56) also describes the lateral (horizontal) deflection of a hanging 
chain under the influence of a concentrated horizontal load at x = ~. 

As in the previous example, we solve (A.I.56) with zero right-hand side over 
the two intervals 0 :::: x < ~ and ~ < x :::: 1, for a fixed ~ in 0 < ~ < 1. We have 

u = { AC llogx + BD ~ff~:::: x < ~1' (A.1.58) 
ogx + 1., < x:::: . 

The requirement that u be finite at x = 0 gives A = 0, and u(1) = 0 implies 
D = O. Thus, 

{ B ifO::::x<~, u-
- C log x if ~ < x :::: 1. 

(A.I.59) 

The continuity of u at x = ~ gives B = C log ~ , and the jump condition is given 
by (A.l.50b) with ao(x) = -x: 

_~[u'(~+) - u'(~-)] = 1. (A.1.60) 

This reduces to -HC/~ - 0) = 1, or C = -1; hence B 
Green's function is given by 

G(x ;) = { -log ~ 
, -logx 

ifO :::: x < ~, 

if ~ < x :::: 1. 

- log ~. Thus, 

(A.1.6I) 

In this example, the boundary condition u (0) = finite is superposable, and the 
solution of 

d ( dU) -- x- = fex) 
dx dx 

(A.l.62) 

with 

u(O) = finite; u(l) = 0 (A.l.63) 

is still given by (A.I.23). 
We note that for the two examples we have studied, Green's function has the 

symmetry property G(x,~) = G(~, x). The proof of this result for the general 
linear second-order operator follows from the factthat8(x -~) = 8(~ -x). Thus, 
G(x,~) and G(~, x) satisfy the same equation and boundary conditions and must 
therefore be equal. See also Seetion 2.6.1 for a proof of the symmetry of Green's 
function for the Laplacian. 

(iii) An initial-value problem 

Consider the following initial-value problem for a second-order differential 
operator 

L(u) = J(t) 

on 0 :::: t < 00 for a prescribed J(t) and zero initial conditions 

u(O) = 0; u'(O) = O. 

(A.l.64) 

(A.I.65) 
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Once Green's function G(t, T) that satisfies 

L(u) = 8(t - T) (A.l.66) 

is known, the solution of (A.l.64)-(A.l.65) is given by the superposition integral 

u(t) = 1/ G(t, T)!(T)dT. (A.1.67) 

The proof of this result is very similar to the one used in deriving (A.1.23) and is 
not repeated. We note that the upper limit in (A.l.67) is now t, the time at which 
the solution u is to be evaluated. This feature is obvious, as only values of ! (T) in 
the interval 0 S T S t can affect the result at time t. 

For the special case L (u) == u" + u in (A.1.66), we have the two homogeneous 
solutions 

{ 0 ifO S t < T, 

U = A sin t + B cos t if T < t < 00 
(A.l.68) 

on either side of the delta function, and we have already imposed the two initial 
conditions u (0) = u' (0) = 0 in the definition of the solution for 0 S t < T. 

The continuity of the solution across t = r gives 

o = A sin r + B cos r, 

and the jump condition (A.l.50b) becomes 

U'(T+) - u'(r-) = 1. 

(A.1.69) 

(A.1.70) 

Sinceu(t) == OifO S t < r,itfollowsthatu'(r-) = 0,and(A.1.70)reducesto 

A cos r - B sin r = 1. (A.1.71) 

Solving (A.1.69) and (A.1.71) for A and B gives A = cos rand B = - sin r. 
Therefore, Green's function for this example is 

G ) _ { 0 if 0 S t < T, 
(t, r - . ( ) sm t - r r < t < 00, 

and the solution of the initial-value problem (A. 1.64)-(A. 1.65) is 

u(t) = 1/ sin(t - r)!(r)dr. 

(A.1.72) 

CA. 1.73) 

This concludes our review of Green 's function for ordinary differential equa­
tions using delta functions. The reader is referred to Chapter 3 of [17] for further 
discussion of this topic including original references. 

A.2 Review of Fourier and Laplace Transfonns 

The brief review in this appendix is presented to highlight the basic results. A 
detailed discussion can be found in Chapter 7 of [8] and Chapters 10 and 13 
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of [22]. As the reader will first eneounter the use of transfonns in Chapter 1, the 
illustrative examples we introduee in this seetion all involve the diffusion equation. 
Other examples arise in Chapters 2-3. 

A.2.1 Formal Derivation of the Fourier Integral Theorem 
Consider a funetion ! (x) defined on the interval - L < x < L. We may represent 
! (x) by the Fourier series 

ao ~ (n1fx n1fx) !(x) = - + L..J an eos -- + bn sin -- , 
2 n=l L L 

(A.2.1) 

where the eoeffieients an and bn are given by 

1 l L n1f~ 1 l L . n1f~ an = - !(~) eos -d~, bn = - !(~) sm -d~, 
L -L L L -L L 

(A.2.2) 

for eaeh n = 0, 1,2, .... Substituting these expressions into (A.2.1) gives 

1 l L 
00 1 l L n1f 

!(x) = 2L -L !(~)d~ + ~ L -L !(~) eos L (~ - x)d~, (A.2.3) 

and sineecos(n1f / L)(~ -x) = eos( -n1f / L)(~ -x), we may write the seeond tenn 

ontheright-handsideof(A.2.3)as 4 (E':l'" + E!=-oo" .).combiningthis 
with the first tenn on the right-hand side gives 

00 1 l L n1f 
!(x) = L 2" !(~) cos - (~ - x)d~. 

n=-oo L -L L 
(A.2.4) 

This is an identity for any !(x) that has a convergent Fourier series. The next step 
is more daring and involves taking the "limit" of this result as L ~ 00. To do so, 
we set (n1f / L) = kn. Thus, kn+1 - kn = (1f / L)(n + 1 - n) = 1f / L == tUn,or 
1/2L = flkn /21f. Now, as L ~ 00, flkn ~ dk, the sum tends to an integral, 
and (A.2.4) fonna11y becomes 

1 100 100 !(x) = - dk !(~) cos k(~ - x)d~. 
21f -00 -00 

(A.2.5) 

A more symmetrie fonn of (A.2.5) is obtained by using the identity cos () = 
(ei8 + e-i8 )/2. This gives 

!(x) = - dk !(~)eik(~-X)d~ 1 100 100 

41f -00 -00 

+ - dk !(~)e-ik(~-X)dg. 1 100 100 

41f -00 -00 

(A.2.6) 

Now, replacing k by -k in the seeond integral shows that it equals the first integral 
on the right-hand side. Therefore, (A.2.6) reduces to 

!(x) = - dk !(~)eik(~-X)d~, 1 100 100 

21f -00 -00 

(A.2.7a) 
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or, again replaeing k by -k, we have the equivalent result 

fex) = - dk f(neik(x-t;)d~. 1 100 100 

2n -00 -00 

(A.2.7b) 

Each of equations (A.2.5), (A.2.7) is aversion of the Fourier integral theorem. 
This result ean be proved as long as f (x) satisfies eertain eonditions. For example, 
the reader ean find a proof in [8] for the case where f is a pieeewise smooth 
funetion that is absolutely integrable on (-00, (0). In this ease, we must interpret 
f(xo) = ! [f(xt) + f(xo)] at any point Xo where fis diseontinuous. There are 
less restrictive eonditions for fex) for whieh (A.2.7) still holds; examples ean be 
found in [8]. 

A.2.2 The Fourier Trans/orm 
The identity (A.2.7) ean be decomposed into the following transform pair: 

J(k) == ~ 100 f(~)eaikt;d~, (A.2.8a) 
2n -00 

1 100 
- 'k fex) = - f(k)e-az Xdk, 

y -00 

(A.2.8b) 

foranarbitraryeonstanty anda = ±l.Foragiven fex), thefunetion J(k) defined 
by (A.2.8a) is caIled the Fourier transform of f. The inversion formula (A.2.8b) is 
a consequence of the identity (A.2.7). Unfortunately, there is no standard choice 
for the constant y or a = + I or - I in the literature. In this text we will adopt the 
definition with y = $ and a = I, i.e., 

J(k) = ~1OO f(~)eikt;d~, 
v 2n -00 

1 100 
- 'k fex) = I'L f(k)e- 1 Xdk. 

v2n -00 

(A.2.9a) 

(A.2.9b) 

The notation :F(f) for the Fourier transform is also useful, particularly in relating 
the Fourier transform of a derivative to the transform ofthe function. (See (A.2.12).) 

If fex) is even, the expressions in (A.2.9) reduce to 

- {2 (OO _ 
f(k) = V -; 10 f(~) cosk~ d~ == fe(k), (A.2.10a) 

f(x) = H l°OJ(k)COSkxdk. (A.2.lOb) 

Equation (A.2.lOa) defines the Fourier eosine transform of f(x) and will be 
denoted by Je(k). The notation :Fc{f) for Je(k) is also useful. 

If f (x) is odd, we find the eorresponding expressions for the Fourier sine 
transform 

(A.2.Ila) 
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[2 (XJ_ 
f(x) = V -; 10 fs(k) sin kx dk. (A.2.llb) 

A.2.3 Formulas for Derivatives 
The Fourier trans form of f'(x), the derivative of f(x), is defined by 

F(f') = - f' (~)eik~ d~. 1 100 

..tiii -00 

(A.2.12) 

Integration by parts gives 

F(f') = -ikF(f). (A.2.13) 

Similarly, 

F(f") = -ikF(f') = _k2 F(f). (A.2.14) 

The eorresponding formulas for the derivatives of the eosine and sine transforms 
are given by 

, [2 
Fc(f) = -V -; f(O) + kFs(f), 

Fs(f') = -kFc(f) , 

Fc·(f") = -Ir f'(O) - k2F c(f), 

Fs(f") = Irkf(O) - k2F s(f). 

A.2.4 The Convolution Theorem 

(A.2.15a) 

(A.2.15b) 

(A.2.16a) 

(A.2.16b) 

Let !(k) and g(k) be the Fourier transforms of f(x) and g(x), respeetively. 
The inverse transform of the produet !(k)g(k) is a funetion H(x) given by (see 
(A.2.9b» 

1 100 
- 'k H(x) = r-c f(k)g(k)e-' lCdk. 

y21l' -00 

(A.2.17) 

Using the definition (A.2.9a) for g(k) gives 

H(x) = _1_100 !(k)e-ikx [_1_100 g(~)eik~d~] dk. 
~ -00 ~ -00 

We now interehange the order of integration to obtain 

H(x) = _1_100 g(~) [_1_100 !(k)eik(~-lC)dk] d~ 
~ -00 ..tiii-oo 

1 100 
= r-c g(~)f(x - ~)d~ 

y 21l' -00 
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1 /00 = r;c f(~)g(x - ~)d~. 
-v2n -00 

(A.2.18) 

The integral of a product ofthe form g(~)f(x -~) is called a convolution integral. 
The result (A.2.18) may be written in the form (using the notation ;:-1 for the 
inverse trans form) 

_ 1 /00 1 /00 ;:-I(/g) = r;c f(~)g(x - ~)d~ = r;c g(~)f(x - ~)d~. 
-v 2n -00 -v 2n -00 

(A.2.19) 
Equivalently, we have ;: (~ i: f(~)g(x - ~)d~) = ;: (~ i: g(~)f(x - ~)d~ ) 

= f(k)g(k). (A.2.20) 

A.2.5 Examples of Solution by Fourier Transforms 
We now illustrate the use of Fourier transforms for solving various problems for 
the diffusion equation. Applications for other equations abound and are discussed 
throughout Chapters 1-3. 

(i) Fundamental solution of the diffusion equation 

The problem is defined by (1.2.5)-(1.2.7). We denote the Fourier transform ofthe 
solution u(x, t) by liek, t) defined by (see (A.2.9a» 

_ 1 /00 ik~ u(k, t) = r;c u(~, t)e d~. 
-v2n -00 (A.2.21a) 

The inversion formula (A.2.9b) becomes 

1 /00 u(x, t) = r;c liek, t)e-ikxdk. 
-v2n -00 

(A.2.21b) 

We multiply (1.2.5) by eikx ;5, and integrate the result from -00 to 00 with 
respect to x to obtain 

1 /00 ikx 1 /00 ikx r;c [Ut(x, t) - uxxCx, t)]e dx = r;c 8(t)8(x)e dx. 
-v 2n -00 -v 2n -00 

(A.2.22) 
The first term on the left-hand side is justlit (k, t) because the partial differentiation 
with respect to t may be moved outside the integral sign. The second term on 
the left-hand side is k 2li(k, t) according to (A.2.14), and the right-hand side is 
just 8(t);5 from (A.1.6). The boundary conditions (1.2.7) at ±oo ensure that 
liek, t) exists, and the initial condition gives liek, 0-) = O. Thus, we need to solve 
the following first-order ordinary differential equation for the Fourier transform 
liek, t): 

(A.2.23) 
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u(k, 0-) = o. (A.2.24) 

Integrating(A.2.23) withrespecttot fromt = 0- tot = 0+ shows thatu(k, 0+) = 
1/ $. Thus, for t > 0, u is govemed by (A.2.23) with zero right-hand side and 
the initial condition u(k, 0+) = 1/$. The solution is 

1 k2 u(k, t) = --e- I 

$ 
(A.2.25) 

Substituting this result into the inversion formula (A.2.21 b) gives the integral 
representation 

u(x, t) = - e-I x- tdk. 1 100 
"k k2 

2rr -00 

(A.2.26) 

Ifwe split the interval (-00, 00) into the two intervals (-00,0) and (0, 00) and 
replace k by -k over the interval (-00, 0), we obtain 

1 100 
2 u(x, t) = - e-k t cos kx dk. 

rr 0 
(A.2.27) 

To evaluate (A.2.27), we set k = ~ /,.fi to obtain 

1 100 
2 u(x, t) = ~ e-~ cos 2a~ d~, 

27ft -00 

(A.2.28) 

where a == x/2t 1/ 2• Now let s denote the complex variable s = ~ + i'T/. Since 
e-~2 is analytic everywhere, its integral around any closed contour vanishes. In 
particular, 

i e-~2ds = 0, (A.2.29) 

where C is the rectangular contour indicated in Figure AA. 

Tl 

Tl=(X 

~=-L 

FIGURE A.4. Integration contour for (A.2.29) 
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Decomposing (A.2.29) into the four contributions from the sides of the rectangle 
gives 

j a -(-L+iT/f. d 0 - e I TI = . 
o 

(A.2.30) 

In the limit as L ~ 00, the third and fourth terms in (A.2.30) decay exponentially. 
The first term tends to "fii, and the second term equals ea2 J:::'oo e-~2 cos 2a~ d~. 
Therefore, i: e-~2 cos 2a~ d~ = ../iie-a2 . (A.2.31) 

Substituting this result into (A.2.28) and setting a = x /2t 1/2 gives the expression 
(1.2.20) calculated using similarity. 

(ii) lnitial-value problem fOT the diffusion equalion 

We consider the initial-value problem 

Ut - U xx = 0, -00 < x < 00, 

u(x, 0) = fex). 

Taking Fourier transforms gives 

Ut + eii = 0, 

u(k, 0) = 7(k), 

(A.2.32) 

(A.2.33) 

(A.2.34) 

(A.2.35) 

where 7(k) is the Fourier transform of fex). The solution of the initial-value 
problem for the ordinary differential equation problem (A.2.34)-(A.2.35) is 

u(k, t) = 7(k)e-k2t • (A.2.36) 

We now use the convolution theorem (A.2.19) and note that according to (A.2.25), 
e-k2t /"fiii is just the Fourier transform of the fundamental solution. Therefore, 
u(x, t) is given by (1.3.9). 

A.2.6 The Laplace Transform 
In this section we derive the basic formulas for Laplace transforms as a special case 
of the general result (A.2.8) for Fourier transforms. We are interested in functions 
g(t) defined for 0 ~ I < 00 that may grow at worst exponentially with t as 
t ~ 00, i.e., there exists a positive constant c such that e-ct g(t) ~ 0 as t ~ 00. 

Given such a function g(I), we define f(t) on -00 < t < 00 as folIows: 

{ 0 ift < 0, 
f(t) = e-ct g(t) if t 2: O. (A.2.37) 
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We also assume that f(l) is absolutely integrable on -00 < 1 < 00, that is, 

100 
e-C1Ig(I)ldl < 00. (A.2.38) 

The Fourier transfonn pair (A.2.8a) for f with y = 2n, a = 1, x ~ 1 becomes 

l(k) = 100 g(l)e-<-ik+C)ldl, (A.2.39a) 

g(/)e-C1 = _1 100 
l(k)e-ikldk. 

2n -00 

Let us introduce the complex variable s = c - i k and denote 

- -(s-c) f(k) = f --=i == G(s). 

(A.2.39b) 

(A.2.40) 

Using this notation in (A.2.39a), changing the variable of integration from k to s 
in (A.2.39b), and multiplying this equation by eCI gives the Laplace transfonn pair 

G(s) = 100 
g(/)e-S1dl, (A.2.41a) 

1 lC+ioo 
g(l) = -. G(s)eSlds. 

2nl c-ioo 
(A.2.41b) 

Equation (A.2.41a) defines the Laplace transfonn G(s) of the function g(/). The 
inversion fonnula (A.2.41b) shows that for a given G(s), the inversion involves 
the contour integral consisting of the vertical line a distance c to the right of the 
origin in the complex plane. 

One may prove (see Section 7.3 of [8]) that if (A.2.41a) converges for a given 
s = c, then it also converges for all complex s such that Re s > c. Thus, the 
singularities of G(s), Le., poles and branch points, lie in the half-plane to the left 
of this vertical contour. 

It is also useful to introduce the notation 

C(g) == G(s) = 100 
g(/)e-Sldl. (A.2.42) 

The following fonnulas are easily derived for the Laplace transfonn of the first 
derivative g(t) and second derivative g(t) of a given function g(l) by integrations 
by parts 

C(g) = sC(g) - g(O+), 

C(g) = S2 C(g) - sg(O+) - 8(0+). 

(A.2.43a) 

(A.2.43b) 

The convolution theorem for Laplace transfonns is also easily derived as for Fourier 
transfonns. We obtain 

C (11 f(t - -r)ger)d-r) = F(s)G(s) (A.2.44) 
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for any two functions J(t) and g(t) having Laplace transforms F(s) and G(s), 
respectively. 

A.2.7 Examples 0/ Solution by Laplace Trans/orms 

(i) Fundamental solution oJ the diffusion equation 

To solve (1.2.5)-(1.2.7) by Laplace transforms, we muItiply (1.2.5) by e-sr and 
integrate the resuIt with respect to t over (0, 00). In view of the initial condition 
(1.2.6), the transform ofur isjustsU(x, s). The trans form of -Uxx is -Uxx(x, s) 
because we may move the second partial outside the integral sign. Finally, the 
right-hand side transforms to 8 (x). Thus, we need to solve the ordinary differential 
equation 

sU - Uxx = 8(x) 

subject to the boundary conditions 

U(x, s) --+ 0 as lxi --+ 00 

that follow from (1.2.7). 
The solution U (x, s) has the form 

U = { A(s)e-~X 
B(s)e,fix 

if x > 0, 
if x < 0, 

(A.2A5) 

(A.2.46) 

(A.2A7) 

after we impose the boundary conditions (A.2.46). Continuity of u across x = 0 
gives 

U(O+, s) - U(O-, s) = O. (A.2A8) 

The jump condition at x = 0 is obtained by integrating (A.2A5) from x = 0- to 
x = 0+. We obtain 

(A.2A9) 

Using (A.2.47) in (A.2.48)-(A.2.49) gives A = B = Ij2,JS. Therefore, we have 
the Laplace transform of the fundamental solution in the form 

U(x,S)= lr.:e-~lxl. 
2y s 

(A.2.50) 

The inversion formula (A.2.41b) becomes 

1 [C+iOO esr-~Ixl 
u(x, t) = -. r.: ds. 

2Jrl c-ioo 2y s 
(A.2.51) 

The only singularities of U are the branch points at s = 0 and s = 00. To have 
U analytic in a right half-plane, we cut the s-plane along the negative real axis; 
thus, in the inversion formula c is any positive constant. See Figure A.5. Implicit 
in our expression (A.2.47) is the fact that ,JS is real and positive if s is real and 
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Im s 

FIGURE A.5. Complex s-plane 

positive. Therefore, if we set s = rejlJ , the appropriate branch for .jS is the one 
with -H < (J < H. 

As the integrand in (A.2.51) is analytic everywhere in the s-plane except along 
the branch cut, the path of integration consisting of the segments CR, CH, CE' ct, 
and ct, traversed in the directions indicated in Figure A.5, is equivalent to the 
vertical path c - ioo to c + ioo. Thus, we may write (A.2.51) as 

where 

( I. 1 
U x, t) = 1m '"1_. (lR+ + IR- + IE + 18 + + 18 -), 

R_oc LI" 
<~O 

(A.2.52) 

(A.2.53) 

(A.2.54) 
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(A.2.55) 

(A.2.56) 

(A.2.57) 

Note carefully that on C~, ,JS = rl/2ei7C/2 = ir l /2, whereas on CB-, ,JS = 
rl/2e-i7C/2 = -ir l /2. 

Consider the integral I R+. We have 

IIR+I ::; ~ i 7C I exp(tRe-ili - IxIRI/2e-ili/2)iRI/2e-ili/2Id9 
2 7C/2 

< - exp(tRcos9 -lxIR1/2 cos9/2)R1/2d9. 1 i7C 

2 7C/2 

Since cos 9 < 0 and cos(9/2) > 0 if 'Ir /2 < 9 < 'Ir, both tenns in the 
exponent in the integrand of (A.2.57) are negative. Therefore, the integrand decays 
exponentially, and we have I R+ -+ 0 as R -+ 00. Similarly, I R- -+ 0 as R -+ 00. 

An analogous calculation shows that 

II~I::; - exp(tEcos9 -lxIE1/2 cos9/2)E1/2d9, 1 j7C 
2 -7C 

(A.2.58) 

and the exponential now tends to unity as E -+ O. The occurrence of the E 1/2 tenn 
in the integrand then ensures that I~~o as E -+ O. 

Thus, the only contribution in the limit R -+ 00, E -+ 0 comes from I B+ and 
I B-. These combine to give 

__ 1_1"" e-rt cosrl/2lxl 
u(x, t) - 2 1/2 dr, 

'Ir 0 r 
(A.2.59) 

or changing the variable of integration from r to k = r 1 /2 , 

1 1"" 2 u(x, t) = - e-k t cos kx dk. 
'Ir 0 

(A.2.60) 

This is the same integral (A.2.27) that we obained earlier (and much more 
efficiently) using Fourier transforms. 

(ii) Boundary-value problem for the diffusion equation 

We consider the diffusion equation over the semi-infinite domain 0 ::; x < 00, 

t ~ 0, with a prescribed time-dependent boundary condition at x = 0 and zero 
initial value 

ut - Uxx = 0; 0::; x < 00; 0::; t < 00, 

u(x, 0) = 0, 

u(O, t) = g(t), t > 0, 

(A.2.61) 

(A.2.62) 

(A.2.63) 
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u(oo, t) = O. 

Taking Laplace transfonns with respect to t gives 

sU - Uxx = 0, 

U(O, s) = G(s), U(oo, s) = 0, 

where G(s) is the Laplace transfonn of g(t). 
The solution of (A.2.65)-(A.2.66) is 

U(x, s) = G(s)e-.fix • 

Let h(x, t) have the Laplace transfonn e-.fix , i.e., 

h(x, t) = -. esr-.fids. 1 1c+ioo 

21r1 c-ioo 

(A.2.64) 

(A.2.65) 

(A.2.66) 

(A.2.67) 

(A.2.68) 

As in the previous example, the only singularities of e-.,fSx are the branch points 
at s = 0 and s ~ 00. We cut the complex s-plane along the negative real axis and 
let c = 0+. The contour integral over 0+ - i 00 to 0+ + i 00 is equivalent to the 
contribution we obtain by defonning this contour onto the branch cut. This gives 

h(x, t) = _1_. [(OO e-rr-iJrX(_dr) + 10 e-rr+iJrX(_dr)] . (A.2.69) 
21r1 10 00 

Simplifying gives 

h(x, t) = 1 100 -rr( ir 1/ 2x -ir 1/2X)d - e e -e r 
21ri 0 

1 100 = - e-rr sin r l /2x dr. 
1r 0 

(A.2.70) 

Integrating by parts gives 

h(x, t) = .!. {[_ ~ e-rr sin rl/2x]00 +..::. (OO e-rt C~~;1/2X dr). 
1r t 0 2t 10 r 

(A.2.71) 
The boundary contributions vanish because e-rr -+ 0 as r -+ 00 and 

sin r l / 2x -+ 0 as r -+ O. We change the integration variable in the second 
tenn of (A.2.71) from r to ~ == Fr to obtain 

_ X _~2 X 100 () h(x, t) - m 3/ 2 0 e cos t l / 2 ~ d~, 

and using (A.2.31) we obtain 

h X _x2/4r 
(x, t) = 21r 1/2t3/ 2 e . 

Now we use the convolution theorem (A.2.44) to note that 

u(x, t) = for h(x, 1:)g(t - 1:)d1: 

(A.2.72) 
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erf(y) 

+1 

----------------------~----------------------~y 

FIGURE A.6. The error function erf(y) 

___ x __ r g(t - .) -x2/4'd 
- 21T1/2 10 .3/2 e T. 

This result simplifies further if g is a eonstant go. We obtain 

gox 1t e-x2 / 4 , 
u(x, t) = ---"1/2 ~/4 d •. 

21T 0 • 

Changing the variable of integration from • to TJ = x /2y'r gives 

2go 100 _~2 u(x, t) = 172 e dTJ· 
1T x/2tl/2 

(A.2.73) 

(A.2.74) 

(A.2.75) 

The integral in (A.2.75) is a eonstant times the eomplementary error funetion. 
The error funetion erf (y) is defined by 

(A.2.76) 

In particular, we see that erf (y) is odd: erf ( - y) = erf (y), and erf (0) = O. In the 
limit y ~ ±oo, we have the asymptotic values erf(oo) = land erf( -00) = O. 
This funetion is sketehed in Figure A.6. 

The eomplementary error funetion erfe(y) is simply 

2 100 
2 erfe(y) == I - erf(y) = 172 e-~ dTJ· 

1T Y 
(A.2.77) 

Thus, the solution (A.2.75) for our boundary-value problem for g(t) = go = 
eonstant is just 

u(x, t) = go erfe (2t~/2 ) . (A.2.78) 
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A.3 Review of Asymptotic Expansions 

In many of our discussions throughout this book we rely on certain "perturbation 
expansions" to approximate the solution when a dimensionless parameter E is 
smalI. Often, we express this perturbation expansion in the form of apower series 
in E, 

(A.3.1) 

where u is a scalar that solves a given partial differential equation in terms of the 
n independent variables XI, X2, ••• , Xn == x. A more precise characterization of 
the series (A.3.1) is that it is the asymptotic expansion of u(x; E) with respect to 
the asymptotic sequence 1, E, E2 , ••• , in the limit E ~ O. For a comprehensive 
discussion of asymptotic expansions, the reader is referred to standard texts, such 
as [15] and [39]. In the remainderofthis section, we shall review some ofthe basic 
ideas of asymptotic expansions. We shall consider functions of x and the parameter 
E where x ranges over some domain V, and E over the intervall: 0 :::: E :::: EO. 

A.3.1 Order Symbols 

(i) The 0 symbol 

The statement 

u(x; E) = O(v(x; E» in V as E ~ 0 (A.3.2) 

means that for each point x in V there exists a positive k(x) and an intervall: 
o :::: E :::: EO(X), where EO depends in general on the choice of x, such that 

lul :::: klvl (A.3.3) 

for every E in I. If (u/v) is defined in V, (A.3.3) implies that lu/vi is bounded 
above by k. 

The statement (A.3.2) is said to be unifiormly valid in V if k is a constant and 
EO does not depend on x. We now illustrate some of the features of this definition 
with the following examples. 

1. Let x = (XI. X2); V : xr + xi < 1; u = (1 - xr - xi + E)-I; v = 1. 
The statement u = 0(1) is correct with k = (1 - xt - Xi)-I and for any 
EO < 1, but this resuIt is not uniformly valid because k becomes unbounded as 
4 + xi ~ 1. However, if we restrict our domain to ~ interior of the disk 
V : x 2 + y2 :::: a < 1, then u = 0(1) uniformly in V with k equal to the 
constant (1 - a)-I. 

2. Let x = (XI,X2); V: 0 < XI < 00; 0 < X2 < 00; U = XIEa ; V = X2Eß, 

where a = constant, ß = constant, with a ~ ß. We have u = O(v) because 
we can choose k(xI. X2) = XI / X2, EO < 1 to verify that XI Ea :::: (xI! X2)X2Eß 

holds as long as XI is finite and X2 i= O. Thus, the statement that u = O(v) is 
not uniformly valid in V, but it is uniformly valid in any subdomain 15 : 0 < 
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XI ~ XI < 00; 0 < X2 ~ X2 < 00, where XI and X2 are positive constants, 
because if X I and X2 are restricted to jj, we can pick k = X I IX 2 = constant. 

This example also shows that the 0 symbol does not necessarily imply that u 
and v are of the "same order of magnitude"; for example, if €X > ß, we see that 
u < v for any fixed XI, X2 in V if E is sufficiently small. (In fact, ulv ~ 0 as 
E ~ 0.) In order to describe two functions u and v that are of the "same order 
ofmagnitude," we must say that u = O(v) and v = O(u). In this case the limit 
of lulvl, if it exists, is neither zero nor infinity. The two functions in the first 
example satisfy this dual requirement, but those in the second do not. In [30] the 
notation u = Os ( v) for "strictly of the order of" is used to indicate u = 0 (v) and 
v = O(u); we shall adopt this notation when needed. 

(ii) The 0 symbol 

We now define the lowercase 0 symbol. The statement 

u(x; E) = o(v(x; E)) in V as E ~ 0, (A.3.4) 

for two functions u, v defined in V and E > 0 means that for each point x in V 
and a given II > 0 there exists an intervall: 0 ~ E ~ EO(X, ll), which depends 
in general on the choice of x and ll, such that 

lul ~ lllvi (A.3.5) 

for all E in I. Sometimes the notation u « v is used to indicate (A.3.4). The 
inequality (A.3.5) states that lul becomes arbitrarily small compared to lvi, and if 
(ulv) is defined, (A.3.5) implies that (ulv) ~ 0 as E ~ o. Note that u = o(v) 
always implies u = O(v). 

Again, we say that (A.3.4) holds uniformly in V if the right endpoint of the 
interval I depends only on II and not on the choice of the point x in V. The 
following examples illustrate these ideas. 

1. x = (XI, X2); XI Ea = O(X2Eß) in V : 0 < XI < 00; 0 < X2 < 00 as E ~ 0 
for constant €X, ß as long as €X > ß. To prove this we need to show that for 
any given ll, we can find a neighborhood of E = 0 such that (xllx2)Ea-ß ~ lJ. 

The neighborhood of E = 0 that meets our need is the interval 0 ~ E ~ 
(lJx2IxI)I/(a-ß). This neighborhood shrinks to zero if either X2 ~ 0 or XI ~ 
00. Therefore, the statement XI Eil = O(X2Eß) is not uniformly valid in V. 
However, ifwe restriet attention to V : 0 < XI ~ XI < 00; 0 < X2 ~ X2:;' 
00 for positive constants XI. X2, then the statement is uniformly valid in V, 
andtheneighborhoodofE = OthatsufficesisnowO ~ E ~ (lJXz/XI)I/(a-ß), 

which depends only on lJ. 

2. Let V be the triangular domain 0 < XI < 00; 0 < X2 < XI. For any arbitrarily 
large positive constant ß, we have 

(A.3.6) 

A function such as e(x2-xll/€ satisfying (A.3.6) is said to be transcendentally 
small as E ~ O. Note that (X2 - xI)/E < O. To prove (A.3.6), it suffices to 
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note that limf~o(cße-a/f) = 0 for any a > 0, ß > O. Again, (A.3.6) is 
not uniform!>, valid in the triangular domain, but it is uniformly valid in the 
subdomain V: 0 < XI ::::: XI < 00; 0< X2 ::::: XI - XI. 

A.3.2 Definition 0/ an Asymptotic Expansion; Generalized 
Asymptotic Expansion 

Let {<Pn(E)} with n = 1,2, ... be a sequence of functions of E such that 

<Pn+l (E) = o(<Pn (E)) as E ~ 0 (A.3.7) 

for each n = 1,2, .... Such a sequence is called an asymptotic sequence., Thus, 
{En - I } with n = 1,2, ... is an asymptotic sequence; so is the sequence log E, 1, 
ElogE, E, (E logE)2, E210gE, E2, •••• 

Let u(x; E) be defined for all x in some domain V and all E in some neigh­
borhood of E = O. Let {<Pn(E)} be a given asymptotic sequence. The series 
'2::=1 <Pn (E)Un (x), where the integer N may be finite or infinite, is said to be 
the asymptotic expansion of u with respect to {<Pn} as E ~ 0 if for every M = 1, 
2, ... ,N, 

M 

u(x; E) - L<Pn(E)Un(X) = O(<PM) aSE ~ O. (A.3.8a) 
n=1 

A stronger definition, which follows from (A.3.8a), is that 

M 

u(x; E) - L <Pn (E)Un (x) = O(<PM+I) as E ~ 0 (A.3.8b) 
n=1 

for each M = 1,2, ... , N - 1. The asymptotic expansion is said to hold uniformly 
in V if the order relations in (A.3.8) hold uniformly there. 

If N = 00, the following notation is used to indicate an asymptotic expansion 

00 

u(x; E) ,...., L <Pn (E)Un (x) as E ~ O. (A.3.8c) 
n=1 

We see that once U and the sequence f<Pn} are given, it is a straightforward matter 
to construct a unique asymptotic expansion by the repeated application of (A.3.8a). 
Thus, 

(A.3.9a) 

(A.3.9b) 

(A.3.9c) 

In our study of matched asymptotic expansions and of multiple-scale expansions 
in Chapter 8, we need more general expansions than those in (A.3.8), where we 
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have a sum of products of functions of x with functions of E. In particular, we 
encounter series of functions of both x and E simultaneously. Accordingly, we say 
that E:=I un(x; E) is the generalized asymptotic expansion of u(x; E) as E ~ 0 
with respect to the asymptotic sequence {<Pn (E )} iffor each M = 1, 2, ... , N, we 
have 

M 

u(x; E) - LUn(X; E) = O(<PM) as E ~ O. (A.3.10) 
n=1 

A.3.3 Asymptotic Expansion of a Given Function 
To illustrate the idea of an asymptotic expansion in its most elementary form, 
we assume that u(x; E) is given explicitly, and we wish to derive its asymptotic 
expansion with respect to a given sequence {<Pn (E) }. Let V be the domain 0 ~ x < 
00; 0 < Y < 00 and consider the asymptotic expansion of 

u = log (1 + E; + E2XY) in Vas E ~ 0, (A.3.11) 

with respect to the sequence I, E, E2, •••• 

Since z == EX/Y + E2XY is small for E « 1, as long as x and y are fixed, we 
calculate the Taylor series of (A.3.11) (with remainder) around z = 0: 

N zn (_l)N ZN+I 
U = "(_I)n-1 - + , 
~ n (N + 1)(1 = az)N+I 

(A.3.12) 

where a is a constant, 0 < a < 1. Now we expand each of the terms zn in powers 
of E and retain only terms up 10 O(E N). The result gives the asymptotic expansion 
of (A.3.11), and our construction guarantees that the condition (A.3.8b) is satisfied. 
For example, for N = 4, we have 

where I Rsl ~ Cszs and Cs is a constant. Thus, 

U = (E ~ + E2XY) - ~ (E2 ;: + 2E 3X2 + E4X2y2) 

+ ~ (E:~3 + 3E4~ + O(ES)) _ ~ (E4;: + O(ES)) + O(ES) 

( 2) ( 3) X 2 X 3 2 X 
= E - + E xy - - + E -x +-

Y 2y2 3y3 

+E4 --- + ___ + O(ES). ( 
x2y2 x 3 x 4 ) 

2 y 4y4 
(A.3.13) 
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It is dear from the definition of z that (A.3.13) is not uniformly valid in V. 
However, if we restriet attention to 15 : 0 :::: x :::: X < 00; 0 < Y1 :::: Y :::: Y2 < 
00, where X, Yb and Y2 are arbitrary positive numbers with Y1 < Y2, then the 
expansion is uniformly valid. The structure of z also indicates that the sequence 1, 
E, E2 is the "natural" one to use for this function. 

A.3.4 Asymptotic Expansion of the Root 0/ an Aigebraic 
Equation 

A less direct way to define a function u = U (x; E) is to ~ave it equal to one of the 
roots of the algebraic equation 

R(x, u; E) = O. (A.3.14) 

Thus, R (x, U (x; E); E) == 0 for all E > 0 and all x in some domain V. We assume 
that the limiting value u I (x) == U (x; 0) is known, and we are interested in the 
asymptotic expansion of the root U (x; E) for E --+ O. 

The following example illustrates the ideas. Let 

R(x, y, u; E) == EU2 + 2f(x, y)u - g(x, y) = 0, (A.3.15) 

where f and g are given functions in V : -00 < x < 00; -00 < y < 00 

and 0 < E « 1. Since (A.3.15) is quadratic, the solution for the roots is readily 
obtained in the form 

- f(x, y) + [f2(X, y) + Eg(X, y)]1/2 
U+(x, y; E) = , (A.3.16a) 

- f(x, y) - [f2(x, y) + Eg(X, y)]1/2 
U-(x, y; E) = , (A.3.16b) 

and for E sufficiently smalI, the two roots are real. 
For a general function R, the exact roots will not be explicitly available, as 

in (A.3.16). Therefore, we shall ignore these expressions for the time being and 
illustrate how to go about calculating their asymptotic expansions based only on 
(A.3.15). 

Setting E = 0 in (A.3.15) shows that the limiting value ofoneroot is ut(x, y) = 
g(x, y)/2f(x, y) whenever f I- O. Let us restriet attention to the case of f I- 0 
and assume an asymptotic expansion for U+ in the form 

+ .) _ 1 g(x, y) + +) 3 
U (x, y, E - "2 f(x, y) +t/>2(E)U2 (x, y)+4>3(E)U3 (x, y +0(4)3), (A .. 17) 

where tPl = 1, t/>2, 4>3, ..• is an asymptotic sequence yet to be defined. If we 
substitute (A.3.17) into (A.3.15) and cancel out the terms of 0(1), we are left with 

g2 g 
E 4j2 + tP2(2fu;) + Et/>2 f u; + 4>3(2fu3) = 0(E4>3) + O(E4>i) + 0(4)3)' 

(A.3.18) 
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The choice of tP2 and tP3 affects the relative importance of the various terms in 
the left-hand side of (A.3.l8). At any rate, EtP2 « tP2 and tP3 « tP2, so the third 
and fourth terms in the left-hand side of (A.3.18) are negligible in comparison with 
the second term proportional to tP2. If we assume tP2 « E, we must set g = 0 in 
order to satisfy (A.3.18) to O(E), and this is inconsistent in general. On the other 
hand, if we set E « tP2, we must either have f = 0 (which we have excluded) or 
ui = O. Having ui = 0 in (A.3.l7) does not provide any new information about 
the expansion because it is always trivially possible to insert a zero term of some 
order tP2 : E « tP2. The only nontrivial possibility left is that tP2 be of the same 
order of magnitude as E, that is, 

tP2 = Os(E). 

For simplicity, we take tP2 = E and conclude that 

+ g2(X, Y) 
u2 (x, y) = - 8j3(x, y) , 

in order to satisfy (A.3.18). This equation now reduces to 

g3 
_E2 8r + tP3(2fu j) = 0(EtP3) + 0(E3) + O(tP3). 

(A.3.19) 

(A.3.20) 

(A.3.21) 

The same arguments that we used to determine tP2 now imply that tP3 = Os(E2), 
and we choose tP3 = E2• In this case, we must set 

+ g3(x, y) 
u3 (x, y) = 16j5(x, y) , (A.3.22) 

and all the terms that we have neglected in the right-hand side of (A.3.21) are 
0(E3). 

Thus, we have determined the asymptotic expansion of U+ in the form 

1 2 3 +( g g 3 g 3 U X y· E) = - - - E - + E -- + O(E ). 
" 2 f 8j3 16j5 

(A.3.23) 

It is reassuring to note that if we expand the radical in (A.3.16a) for IEgl < f2 
and collect terms, we obtain (A.3.23). 

The procedure that we have outlined extends to all orders, and we conclude that 
the sequence {En - 1}, n = 1, 2, ... , is "appropriate" for U+. Strictly speaking, 
this sequence is not unique; any sequence satisfying tPn(E) = Os(En- 1) for each 
n = 1,2, ... can be used. For example, we may choose the sequence {tPn(E)} = 
Cn_1En- 1, n = 1,2, ... , for arbitrary nonzero constants Cn-l. In this case, the 
new u~(x, y) that we calculate will differ from those given by (A.3.20), (A.3.22), 
and the like by the factors I/Cn-l, but the net result (A.3.23) will be the same. A 
more elaborate choice has 1/12(E) = E/{1 + E), 1/13(E) = E2/{1 + E), .... In this 
case E = 1/12 + E1/12 = 1/12 + 1/13 and R = 1/12u2 + 1/13u2 + 2fu - g = o. We 
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then compute 

1 g E g2 E2 [g3 g2 ] 
U+(x, y; E) = 2 f - 1 + E 8j3 + 1 + E 16f5 - 8f3 + 0(1/12)· 

(A.3.24) 
Note that ifthe expressions for 1/12 and 1/13 in (A.3.24) are expanded in powers of E 
and only terms proportional to 1, E, and E2 are retained, the expressions in (A.3.23) 
and (A.3.24) are asymptotically equivalent to 0(E2). 

There is no advantage, apriori, in using (A.3.24) as opposed to (A.3.23). For 
particular choices of f, g, and E, the three-term expansion (A.3.24) may be nu­
merically more accurate than the three-term expansion (A.3.23). For example, if 
f = g = 1, E = 0.1, we have the exact root U+ = 0.4880884817 ... , whereas 
(A.3.23) gives U+ = 0.488125 ... and (A.3.24) gives U+ = 0.488068 .... In 
this case (A.3.24) is more accurate than (A.3.23), but in both cases the error is still 
0(E3). 

Setting E = 0 in (A.3.15) shows that there is only one root U+ that is 0(1). 
This root corresponds to the balance to 0(1) between the second and third terms 
in the expression (A.3.15) for R. The balance between the first and second terms 
to 0(1) is the only otherpossible one if f =1= O. This means that the root U- must 
be 0 (E -1), and we assume that it has an asymptotic expansion of the form 

1 
U-(x, y; E) = - ul(x, y) + A2(E)u2"(x, y) + A3(E)u3(x, y) + 0(A3). 

E 
(A.3.25a) 

Proceeding as before, we find that 1/ E, 1, E, ... is an appropriate sequence, and 
we obtain the expansion 

_ 1 1 g (1 g2) 2 
U (x, y; E) = ; (-2f) - 2 f + E 8" j3 + O(E ), (A.3.25b) 

which also follows from (A.3.16b). 
The two expansions (A.3.23) (or (A.3.24» and (A.3.25b) are uniformly valid in 

1): -00 < x < 00; -00 < y < 00, as long as f =1= 0 and g is bounded in 1). To 
illustrate the situation for f = 0, g bounded, let us assume that f(x, y) vanishes 
along some curve y = hex) but that fy(X, hex»~ =1= O. Since our expansions fail 
near y - hex) = 0, let us use a rescaled variable y* defined by 

* y - hex) 
y == 

aCE) 
(A.3.26) 

instead of y, andretainx* = x to see whathappens to (A.3.15) forvarious choices 
ofthe scalefunctiona(E). Weareinterestedina(E) --+ 0, aSE --+ 0 sothatholding 
y* fixed in this limit implies that y - hex) = O(a). 

We now regard u as a function of x* and y* and write (A.3.15) in the form 

EU 2 + 2f(x*, h(x*) + ay*)u - g(x*, h(x*) + ay*) = O. (A.3.27) 
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Assuming that j and g are sufficiently differentiable near y = h(x), we can 
expand these functions in Taylor series. To leading order, we obtain 

j(x*, h(x*) + ay*) = jy(x*, h(x*»ay* + 0(a2), 

g(x*, h(x*) + ay*) = g(x*, h(x*» + O(a), 

(A.3.28a) 

(A.3.28b) 

where in the expansion for j we have noted that j(x*, h(x*» == 0 for all x*. The 
expression for R to leading order then becomes 

EU2 + 2a(E)j*(X*)Y*u - g*(x*) = O(a), (A.3.29) 

where we have written 

jy(x*, h(x*» == j*(x*), g(x*, h(x*» == g*(x*). (A.3.30) 

Unless g* == 0, the only way to achieve a dominant balance in (A.3.29) is to have 
u large. Suppose that we assume u = 0(ß-1(E», where ß(E) « 1. We may 
implement this assumption explicitly by setting 

u* 
u == ß(E) , (A.3.31) 

where u* = 0(1). Equation (A.3.29) then becomes 

E 2a 
- U*2 + - j*y*u* - g* = O(a). (A.3.32) 
ß2 ß 

The choice of a and ß for which the most terms in (A.3.32) are in dominant 
balance corresponds to E/ß2 = Os (1), a/ß = Os(I), or simply a = ß = E 1/ 2• 

In this case all three terms are in dominant balance; any other choice would result 
in a limiting form with fewer terms. This principle for choosing the scale functions 
a, ß is sometimes called the principle oj least degeneracy. More often, we say that 
the choice a = ß = E 1/2 leads to the "richest" limiting form of (A.3.32), and this 
is 

U*2 + 2j*y"u* - g* = O(E 1/2) (A.3.33) 

to leading order. 
The solution of (A.3.33) for u* gives the leading term of the asymptotic 

expansion of U± near y = h(x) in the form 

E 1/ 2U± = {-y*j*(x*) ± [y*2j*2(x*) + g*(X*)]1/2} + 0(E 1/ 2). (A.3.34) 

Although (A.3.33) is somewhat simpler than (A.3.15), it is still a general quadratic 
and, strictly speaking, not any simpler to solve than (A.3.15). In a less trivial 
example we would, in general, not be able to solve analytically the limiting expres­
sion corresponding to (A.3.33). However, once this solution has been defined-for 
example, numerically-the calculation of the higher -order terms becomes straight­
forward. Notice again that when the u*, x*, y* variables are used in (A.3.16), we 
obtain (A.3.34) in the limit as E ~ O. 

A final comment about the expansion that begins in the form (A.3.34) is that this 
is uniformly valid for jixed y* but fails to be uniform as Iy* I ~ 00, that is, if Iy -
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h(x)1 --* 00. But, if Iy - h(x)1 is large, we are in the region where the expansions 
(A.3.23), (A.3.25b)are valid; these fail if Iy - h(x)1 is smalI. Therefore, we have 
been able to derive two expansions that are uniformly valid in "complementary" 
subdomains of V but fail to be uniform in each other's subdomain. This behavior 
is defined more precisely when we discuss matching of asymptotic expansions in 
Section 8.2. 

Suppose now that g(x, y) is not a bounded function as lxi and/or Iyl --* 00. 

We see that (A.3.23) and (A.3.25b) fail to be uniform in this limit. The source 
of our difficulty is that we regarded g(x, y) = 0(1) in our derivations, and this 
statement is not uniformly valid in any domain where Igl --* 00. To fix these ideas, 
let us choose g(x, y) = x sin y. We see that g = O(x) as lxi --* 00. Now, if Igl 
is large, (A.3.15) implies that both roots must be large also, and this suggests the 
rescaling of variables 

x == Y(E)X, Y == y, u == <5(E)U, (A.3.35) 

where Y(E) « 1, <5(E) « 1, and x, y, u are all 0(1). Equation (A.3.15) then 
becomes 

E"'2 1 (x _)_ 1 __ 
<52 U + "82f y' y U - Y x sin y = o. (A.3.36a) 

Assuming that f(oo, y) exists, we see that setting <5 = Y = OS (E), ormore simply 
8 = Y = E, results in the richest limiting expression for (A.3.36a) in which all 
three terms are in dominant balance-that is, 

fi2 + 2f(00, y)u - x sin y = 0(1). (A.3.36b) 

Here again, (A.3.36b) is not essentially simpler than (A.3.15) but must be solved 
in order to compute an expansion that remains valid for Ix Ilarge. 

A.3.5 Asymptotic Expansion 01 a Definite Integral 
Many applications in Chapters 1-3 involve a linear partial differential equation 
that can be studied using an integral transform (for example, Laplace transform 
or Fourier transform). The solution is then defined by an inversion integral, which 
often cannot be evaluated explicitly. A large body of work concems the asymptotic 
expansion of such integrals using various methods such as stationary phase and 
steepest descents. We shall not discuss these methods here, and the reader is referred 
to standard texts (forexample, see [8], [15], [39] and [1]). To illustrate some ofthe 
ideas, we shall first consider a simple model problem based on an example first 
proposed by Laplace (see also the Introduction in [15]). 

(i) Expanding the integrand 

Consider the function fex, y; E) defined by the real definite integral 

fex, y; E) == [')0 e-t dt, 
10 1 + Etg(X, y) 

(A.3.37) 
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where 0 < E « 1 and 0 < g(x, y). 
This integral exists and defines f(x, y; E). Actually, fis a function of Eg, and 

by changing variables of integration from t to s = (1 + E g t) / E g, we can express 
(A.3.37) as 

el/Eg (1) 
f(Eg) = -EI - , 

Eg Eg 

where EI is the exponential integral 

EI(z) == [00 e-s ds, z > O. 
z s 

(A.3.38a) 

(A.3.38b) 

The function EI cannot be expressed in closed form; numerical values are given 
in Table 5.1 of [3]. 

In order to approximate (A.3.37), suppose that we expand the integrand in series 
form for E small and then integrate this series term by term. In what sense, if any, 
does the resulting series approximate f? We shall show that this procedure leads to 
a divergent series for any fixed E. Nevertheless, this series is asymptotic as E ---* 0, 
and it provides a useful approximation for f if E is a small number. 

We have the exactexpansion for 1/0 + Etg) to N terms: 

N ( I)N+I (Et )N+l 
= L(-W(Etgt + - g 

1 + Etg n=O 1 + Etg 
(A.3.39) 

If we now use (A.3.39) in (A.3.37) and integrate the result, we obtain the exact 
expression 

N 

f = L(-l)nn!(Eg)n + RN(Eg), (A.3.40a) 
n=O 

where RN is the remainder 

RN(Eg) = (_I)N+I(Eg)N+l , 100 e-ttN+ldt 

o 1 + Etg 
(A.3.40b) 

and we have used the following identity for the gamma function of (n + 1), where 
n is a nonnegative integer: 

n! = 100 
e-ttndt == r(n + I). (A.3.40c) 

We reiterate that for N finite, the expression in (A.3.40a) is exact. If, however, 
we ignore RN and let N ---* 00, the series in (A.3.40a) diverges for any positive 
E, as can be seen from the ratio test. We have 

and limn-+oo(n + I)Eg = 00 for any Eg > O. 
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Nevertheless, it is easy to prove that the series 

N 

IN(Eg) == L(-l)nn!(Eg)n (A.3.4I) 
n=O 

is the asymptotic expansion of I to N terms (where N = 0,1,2, ... ) with respect 
to the sequence 1, E, E2, .••• To do so, we use (A.3.40) to conclude that 

Therefore, 

as required in order that IN be the asymptotic expansion of I. Moreover, if gis 
bounded in some domain ofthe xy-plane, then (A.3.4I) is uniformly valid there. 

The sign of the error RN is positive if N is odd and negative if N is even. If 
we denote EN == IRNI, we see that for any fixed g = go and E = EO, the error 
EN(EogO) decreases as N increases up to N equal to some integer M(EogO), which 
depends on the value of EogO. For N > M, E N increases with increasing N. Thus, 
for any given Eogo, there is a certain minimum numerical error EM(EgO), which 
is achieved by retaining M terms in (A.3AI). We cannot improve the accuracy 
beyond this value, and in fact, retaining more terms beyond the Mth only degrades 
the accuracy. We can also show that E M decreases, whereas M increases as Eogo 
decreases. 

As an illustration, we take E = O.l, go = 1 in (A.3.41) and compare our 
asymptotic results with the exact value 1(0.1) = 0.9156333394 obtained from 
[3]. We find that M = 9 and EM = 1.7702 X 10-4• Ifwe take EO = 0.08, go = 1, 
then 1(0.08) = 0.9304409399. We then find M = 11 and EM = 1.544 X 10-5 • 

In general, we do not need to have an exact result to determine where an asymp­
totic expansion begins to diverge. We need only monitor the absolute value of each 
successive term in the expansion; the optimal cutoff point M occurs when we reach 
the smallest term in absolute value. 

(ii) Repeated integrations by parts 

An alternative approach for calculating the asymptotic expansion of (A.3.37) is 
based on the form (A.3.38). Since for E ~ 0 we have the argument A = liEg ~ 
00 in EI, we consider the general expression 

En(A) == (00 e-S ds, s > 0, n = 1,2, ... , 
JA Sn 

(A.3.42) 

and we are interested in E 1(A). 
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If we integrate (A.3.42) by parts, we see that 

e-}.. 
En ().,) = - - nEn+I ().,), n = 1,2, .... 

).,n 

This is a reeursion relation that ean be used to define EI ().,) exactly in the form 

1 N I 
E I ().,) = -}.. L:(_l)n~ + (-I)N+IEN+I().,), 

).,e n=O ).,n 

whieh is equivalent to (A.3.40). 
For a seeond example of the use of repeated integrations by parts to generate an 

asymptotie expansion, eonsider the eomplementary error funetion defined in the 
form (see (A.2.77» 

2 [00 2 
erfe().,) = -J1i }.. e-~ d~. (A.3.43a) 

Setting ~ 2 = i gives the alternative form 

1 [00 e-rdi 
erfe().,) = '- ---:::I72 . 

V 1f}..2 • 

(A.3.43b) 

Now we eonsider the general expression 

Fn().,) = [00 e:.:, di, n = 0, 1,2, ... , 
}..2 i -2-

(A.3.44) 

and we are interested in Fo().,). Integration by parts gives the reeursion relation 

e-}..2 2n + 1 
Fn ().,) = ).,2n+1 - -2- Fn+ I ().,), n = 0, I, .... 

Using this recursion relation, we derive the exaet result 

N 
Fo().,) = e-}..2 "(_I)n-I 1 . 3·5 ... (2n - 3) 

L...J 2n-I).,2n-1 
n=1 

(A.3.45) 

_}..2 NI· 3 ·5 ... (2N - I) + e (-I) 2N FN().,), N = 1,2, .... (A.3.46) 

It is easy to show that the remainder term in (A.3.46) is o()., -(2N-I)e-}..2), and 
therefore the series in this equation is the asymptotie expansion of Fo. In particular, 
wehave 

rfi ) e-}..2L:00 (-W-I I·3·5 ... (2n-3) 
e e()., '" - 'Ti 2n- I ).,2n-1 . 

V" n=1 

(A.3.47) 

(iii) Singular integrals 

In many applieations a funetion of one or more variables defined by adefinite 
integral approaehes a eritieal value. This situation oeeurs often in the eonstruetion 
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of matched asymptotic expansions discussed in Section 8.2. Consider first the 
simple example, which we revisit in Problem 8.2.4, 

11 sin(t - r) d 
f(t) = r. 

o [1 - sin r + r cos r F 
(A.3.48) 

We see that f (t) becomes singular as t ~ ]f /2. 
To compute the asymptotic expansion of f (r) as t ~ ]f /2, let us introduce the 

new independent variable s == ]f /2 - t and change the variable of integration from 
r to a == ]f /2 - r. Equation (A.3.48) can then be written as 

- (]f fes) == f "2 ) [
lC/2 sin a [lC/2 cos a 

- s = coss s --da - sins --da, 
D(a) s D(a) 

(A.3.49a) 
where 

D(a) == [1 - cos a + (~ - a) sin ar (A.3.49b) 

To exhibit the singular behavior of the integrands, we expand these near a = 0 to 
calculate 

sin a 4 
= -2- + 0(1) as a ~ 0, (A.3.50a) 

D(a) ]fa 

cosa 4 8 

D(a) 
22 + -3- + 0(1) asa ~ O. (A.3.50b) 
]fa ]fa 

The basic idea now is to subtract the terms in (A.3.50) that become singular as 
a ~ 0 from the integrands in (A.3.49) and add these terms back to obtain the 
identity 

_ [lC/2 [ sin a 4] 4 [lC /2 da f(s)=cos -- - -- da+ -coss -
s D(a) ]f2a ]f2 s a 

- sin s -- - -- - -- da [ lC 12 [ cos a 4 8 ] 
s D(a) ]f2a 2 ]f3a 

[ lC/2 (4 8 ) - sins 22 + -3- da. 
s ]fa ]fa 

(A.3.51) 

The integrals involving D are now regular as a ~ 0, and we can evaluate the 
integrals that become singular as a ~ 0 to obtain 

fes) = eos s [lC
/
2 F(a)da + :2 (log ~ ) cos s - ]f42 (cos s) log s 

[
lCIZ 8 4 

- sin s G(a)da + 3" sin s - -2- sin s 
s ]f]fS 

- :3 (log ~ ) sin s + :3 (log s) sin s, (A.3.52) 
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where we have introduced the notation 

sin 0' 4 
F(O') == -- - -2- = 0(1) as 0' ---* 0, (A.3.53a) 

D(O') rr 0' 

cosO' 4 8 
G(O') == -- - -2 2 - -3- = 0(1) as 0' ---* 0. (A.3.53b) 

D(O') rr 0' rr 0' 

Equation (A,3.52) is still exact, and in a form where the integrals involving F and 
G are regular as s ---* 0. Therefore, it is a straightforward exercise in algebra to 
expand this expression to obtain 

f(s) = CI logs + C2 + C3slogs + O(s) ass ---* 0, 

where CI == -4/rr2, C3 == 8/rr3 , and 

rrr/2 4 ( rr ) 
C2 == 10 F(O')dO' + rr2 log "2 - 1 . 

(A.3.54a) 

(A.3.54b) 

As a second example, consider the potential due to a distribution of sources with 
strength per unit distance equal to S(x) over the unit interval (see (2.4.15» 

rl S(~) 
-4rru(x, r) = 10 [(x _ ~)2 + r 2]'/2 d~. (A.3.55) 

As r ---* 0, u becomes singular. Other examples of this type of singular behavior 
are discussed in Section 2.4.4. 

The standard approach is to split the interval of integration into the three intervals 
(0, x - E), (x - E, X + E), and (x + E, 1), where E(r) is small, ° < E(r) « 1, 
in order to isolate the singular contributions to u. We denote by 11, /z, and h the 
contributions arising from the first, second, and third intervals, respectively, and 
consider lz first. The change of variable ~ = x + EO' gives 

lz == iX+E S(~)d~ = 11 S(x + EU) da. 
X-E J(x - ~)2 + r 2 -I J0'2 + (r/E)2 

(A.3.56) 

We approximate this result for (r / E) fixed not equal to zero by expanding S. The 
term proportional to S' (x) is odd in 0' , so it gives zero contributions, and we obtain 

11 da E2 11 0'2dO' lz = S(x) + -S"(x) + ... 
-I ../0'2 + (r/E)2 2 -I ';0'2 + (2/E)2 

1 + ../1 + (r/E)2 E2 
= S(x) log + - S"(x)../1 + (r/E)2 + .... 

-1 + ';1 + (r/E)2 2 

Now if we assurne (r /E) ---* 0, we obtain 

lz = 2S(x) log 2 (~ ) + 0(r/E)2. (A.3.57) 
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Since the denominators in 11 and h are not singular, we can expand these for small 
r to obtain 

1X - dr ) S(~) 
11 = d~ 

o l(x - n2 + r 2 

1x - dr ) S(~) [ r 2 ] = 1 - + ... d~, 
o (x - ~) 2(x - ~)2 

(A.3.58a) 

/z = 11 S(~) d~ 
X+f(r) l(x - ~)2 + r 2 

11 S(~) [1 _ r 2 + ... ] d~ 
= X+f(r) (~ - x) 2(x - ~)2 

(A.3.58b) 

Integrating these express ions by parts, neglecting small terms, and adding gives 

h + /z = - 2S(x) 10gE(r) + S(O) log x + S(l) log(l - x) 

+ 11 S!(~) sgn(x -~) log Ix - ~Id~ + 0 ( ::). (A.3.59) 

We note that the log E singularities in (A.3.57) and (A.3.59) cancel, and we obtain 

-4Jru(x, r) =11 + /z + h = -2S(x) log r + S(O) log 2x 

+ S(l) log2(l - x) + 11 s!(~) sgn(x -~) log21x - ~Id~ 
+ 0(r2 ) as r ~ o. (A.3.60) 

This result can be derived much more efficiently by noting that 

a 
[(x - ~)2 + r 2r l / 2 = - a~ log[x - ~ + l(x - n2 + r 2 ] if~ :::: x, 

a 
[(x - ~)2 + r 2r l / 2 = a~ log[~ - x + l(x - n2 + r 2] if x :::: ~. 

If we now split the integration interval in (A.3.55) into the two subintervals (0, x) 
and (x, 1), then use the above identities and integrate by parts, we obtain (A.3.60) 
direct1y. In general, such an identity is not available, and we have to use the first 
approach. 
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for one-dimensional heat conduction, 3 
for the boundary layer in Dirichlet's 
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52 
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for,24 
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initial- and boundary-value problem 
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with variable coefficient, 12 

dipole, 81 
orientation of, 81 
potential of, 81 
strength of, 81 

dipoles 
distributed along a curve, 92 
limiting surface value of the normal 

derivative of the potential for a 
distribution of, 101 

limiting surface value of the potential 
for a distribution of, 94, 98 

planar distribution of, 94, 100, 119 
surface distribution of, 91, 103,104, 

110, 112, 127, 135 
two-dimensional, 138 

Dirac delta function (see delta function), 
577 

directional derivative, 86 
Dirichlet's problem, 67 

for a singularly perturbed elliptic 
equation in the unit square, 537 

for Laplace's equation in the upper 
half-plane, 128 

for the axisymmetric Laplacian, 125 
for the Helmholtz equation, 126 
in a corner domain, 67 
in the upper half-space, 119 
inside the unit circle, 128 
inside the unit sphere, 122 
outside the unit sphere, 123 



solution in tenns of a surface 
distribution of dipoles for, 
132 

solution in tenns of Green's function 
for, 116 

uniqueness of, 108 
discontinuity propagation 

for the bursting balloon, 308 
for the linear hyperbolic system, 331 
for the linear scalar equation, 331 
for the linear second-order hyperbolic 

equation, 258, 269, 274 
for the linear second-order hyperbolic 

system, 297 
for the wave equation, 182, 183 

dispersion, 222 
dispersion relation, 2 I 6, 226 

for the solitary wave of the Korteweg-de 
Vries equation, 226 

for the wave equation with a cubic 
nonlinearity, 227 

dispersive wave, 2 I 6 
distinguished limit, 53 I 
divergence, 87 

in curvilinear coordinates, 87 
divergence relation 

for traffic flow, 333 
divergence relations 

for compressible flow, 161,336,347, 
499 

for elastic waves, 565 
for shallow-water flow in an incIined 

channel with friction, 293 
for shallow-water waves (flow), 150 
general system of, 3 I 2, 329 

divergent integral 
Hadamard's finite part of, 77 

domain of dependence, 176, 177, 186, 
263 

doublet (see dipole), 81 
Drazin, P.G., 617 
dyadic product, 167 

Edge of regression, 320 
eikonal equation, 277, 379, 381, 397-399, 

416,424,425,427,428,507 
elastic waves 

divergence relations for, 565 
multiple-scale expansion for, 568 
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of small amplitude in a heterogeneous 
medium,565 

one-dimensional, 565 
electrostatics, 61 
emissivity, 12 
energy conservation 

for compressible flow, 160, 161, 167, 
172,452 

energy integral 
for the dispersive wave equation, 220 
for the wave equation, 208 

energy theorem for harmonic functions, 
107, 115 

entropy 
as adependent variable, 452 
change across a shock, 351, 367, 500, 

505 
constancy along particIe paths of, 164, 

499 
entropy condition, 344 
envelope 

of a one-paramater family of curves, 
320 

of a two-parameter family of ellipses, 
326 

of characteristic ground curves, 320 
Erdelyi, A., 617 
error function, 600 

asymptotic expansion of, 612 
Euler's problem, 392 

elliptic-hyperbolic coordinates for, 394 
equations of motion for, 392 
Hamiltonian for, 394 
Hamiltonian in elliptic-hyperbolic 

coordinates for, 409 
integral of motion for, 395 
kinetic energy for, 394 
Lagrangian for, 394 
potential energy for, 394 
time-independent Hamiltonian in 

elliptic-hyperbolic coordinates 
for, 410 

Euler's theorem, 391 
Euler-Lagrange equations, 386, 387 
extended domain of validity 

for the outer limit, 527 
of the inner limit, 529 

extremals, 388 
field of, 396, 434 
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extremals (cont.) 
from a manifold, 399 

Fast scale, 555 
Fermat's principle, 382, 386 
Fisher's equation, 227 

uniform waves for, 227 
flow of momentum tensor, 167 
flow speed 

for the general seal ar integral 
conservation law, 313 

focalcurve,419,423 
focal point, 423 
focal strip, 419, 423 
Fokas, A.S., 617 
Foude number, 304 
Fourier eosine transform, 590 
Fourier integral theorem, 590 
Fourier sine transform, 590 
Fourier transform, 590 

convolution theorem for, 592 
of derivatives, 591 

Frenzen, c.L., 617 
Friedman, B., 618 
Friedrichs, K.O., 526, 617 
Froude number, 293 
fundamental solution 

of Laplace's equation, 74, 76, 77 
ofthe n-dimensional diffusion equation, 

45,48 
of the n-dimensional Laplace equation, 

88 
of the diffusion equation, 592 
of the general one-dimensional wave 

equation, 212,219 
of the HelmhoItz equation, 78, 89 
of the linear second-order hyperbolic 

equation with constant 
coefficients, 274 

of the modified Helmholtz equation, 88 
of the one-dimensional diffusion 

equation,5,9 
of the one-dimensional wave equation, 

175 
of the three-dimensional wave equation, 

229 
of the two-dimensional wave equation, 

232,239 

Galilean transformation, 169 
gamma function, 46 
Garabedian, P., 618 
Gardner, C.S., 618 
gas constant, 161 
Gauss' integral theorem, 107 
Gauss' theorem, 4, 75,105,229 

two-dimensional,76 
generating function 

for a canonical transformation of the 
linear oscillator, 408 

for a cononical transformation, 403 
in separated form, 410 

geodesie 
on the unit sphere, 415 

geodesics, 388, 400 
geodetic distance, 388, 400 
geometticaloptics, 377 

analogy with dynamies, 397 
Goldstein, H., 618 
Goursat's problem, 263, 276 

for the linear second-order hyperbolic 
equation,263 

gradient, 85 
in curvilinear coordinates, 86 

gravity 
force due to a body at a large distance, 

102 
force due to a spherically symmetrie 

density distribution, 101 
force due to an axisymmettic density 

disttibution, 10 1 
force of, 90 
potential due to, 90 

Green 's formula, 106 
symmetrie form of, 106 

Green's function for Lapalace's equation 
uniqueness of, 114 

Green's function for Laplace's equation 
in the half disk, 130 
and conformal mapping, 123, 129 
boundary perturbation for, 522, 525 
general three-dimensional, 114 
in the corner domain, 129, 131 
in the infinite strip, 130 
in the upper half-space, 117, 118 
inside the unit circIe, 122 
inside the unit sphere, 122 
outside the unit circIe, 122 



outside the unit sphere, 122 
symmetry of, 114 

Green 's function for the diffusion equation 
and Laplace transforms, 37 
and separation of variables, 34 
for linearly varying thermal diffusivity, 

586 
in the finite interval, 32, 33 
in the half-plane, 49 
in the infinite strip, 51 
in the quarter-plane, 50 
in the semi-infinite interval, 16,22 
on the finite interval, 42 
steady-state, 584 
validity of truncated series for, 37 

Green's function for the linear 
second-order differential operator 

and the solution of the initial-value 
problem, 587 

Green 's function for the wave equation 
for the static problem, 514 
Fourier series for, 206 
in the quarter-plane, 240 
on the finite interval, 204, 208 
on the semi-infinite interval, 185, 195, 

200 
perturbation expansion for, 514 
steady-state, 584 

Green 's function of a linear second-order 
differential operator 

and the solution of the boundary-value 
problem, 581 

Green's lemma, 106 
Green's theorem, 106 
Greenberg, M.D., 618 
Greene, I.M., 618 
group speed, 220, 222, 226 

Haberman, R., 618 
Hadamard's 

example of an ill-posed problem for 
Laplace's equation, 266 

finite part of a divergent integral, 77 
Hamilton's differential equations, 389, 

398,435 
derived form the Euler-Lagrange 

equations,388 
derived from a variational principle, 

390 
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for the linear oscillator, 407 
solution in terms of the complete 

integral of, 436 
Hamilton's extended principle, 391 
Hamilton's principle, 386 
Hamilton-lacobi equation, 428 

complete integral for, 434 
for motion through a point, 397, 398 
for the field of extremals through a 

point, 396, 434 
for the generating function of a 

canonical transformation, 405 
for the linear oscillator, 408 
solvability of, 437 
time-independent, 405 
time-independent for Euler's problem, 

410 
Hamiltonian, 388 

as an integral of Hamilton 's differential 
equations, 390 

as an integral of motion for Euler's 
problem, 394 

as the total energy, 391 
derivative along a solution of, 389 
for Euler's problem, 394 
for Euler's problem in elliptic­

hyperbolic coordinates, 
409 

in standard form, 407 
Hankel transform, 239 
harmonie, 61 
harmonie function, 65 
Heaslet, M.A., 618 
heat conduction, 1 

Fourier's law of, 2 
steady-state, 61, 583 

heat transfer 
by blackbody radiation, 12 
for pipe flow, 540 
linear boundary condition for, 24 

Heaviside function, 581 
Helmholtz equation, 45, 78 

Dirichlet's problem for, 126 
fundamental solution of, 78, 89 
generalized Poisson formula for, 126 
Green 's function in the upper half-space 

for, 126 
mean value theorem for, 126 
modified, 78, 88 
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Helmholtz equation (cont.) 
three-dimensional, 88 

Hilbert, D., 617 
hodograph transformation 

for compressible fiow, 501 
for shallow-water waves (fiow), 477 
for steady supersonic flow, 509 
for the quasilinear system of two 

first-order equations, 462 
for transonic fiow, 464 
mapping of characteristics for, 464 

homogenization 
using a muItiple-scale expansion, 564 

homogenized solution, 567, 570 
homogenizing transformation, 20, 23, 41, 

51,53,54,190,583 
Hopf, E., 55, 618 
Huygens' 

construction, 378,387 
Huygens, C., 378 
hydraulic analogy, 352 
hydrostatic balance, 146 
hyperbolic equation 

linear second-order, 248 
quasilinear, second-order, 441 
with constant coefficients, 249 

hyperbolic system 
and the second-order hyperbolic 

equation,295 
characteristics of, 281, 459 
normal form for, 460 
of n quasilinear first-order equations, 

448 
of three semilinear first-order equations, 

456 
of two linear first-order equations, 277 
of two quasilinear first-order equations, 

459,469,476,565 
Riemann invariants for, 465 

Ideal gas, 161, 171 
ill-posed problem, 110,201 
images 

method of, 17,32, 185, 198 
incident bore, 365 
incompressible flow 

irrotational, 61 
over an axisymmetric body, 92, 103 
steady, two-dimensional, 63 

infinitesimal displacement vector, 83 
in Cartesian coordinates, 83 
in curvilinear coordinates, 84 

infinitesimal volume element, 84 
inner expansion, 527 

for a linear example, 534 
for flow over asiender body, 544 

inner limit, 526 
for a collision trajectory, 550 
for a heat transfer problem, 542 
for a linear example, 533 
for Dirichlet's problem, 538 

inner limit process, 526 
integral conoid, 424, 427 
integral conservation law 

for traffic flow, 333 
general scalar, 313 
general system of, 311, 329 
of energy for compressible flow, 160, 

161,336 
of energy for one-dimensional heat 

conduction,3 
of energy for shallow-water waves 

(flow), 151 
of energy for three-dimensional heat 

conduction, 5 
ofmass,61 
of mass for compressible fiow, 160, 

161,336 
of mass for shallow-water waves (fiow), 

149,291,334,476 
of mass for shallow-water waves (fiow) 

in two dimensions, 158 
of momentum for compressible fiow, 

160,161,336 
of momentum for shallow-water waves 

(fiow), 150, 292, 335, 476 
of momentum for shallow-water waves 

(fiow) in two dimensions, 159 
integral equation 

Abel's,30 
for boundary-value problem for 

Burgers ' equation, 59 
for Dirichlet's problem for Laplace's 

equation, 134 
for incompressible fiow over an 

axisymmetric body, 93 
for Laplace 's equation, 138 



for Neumann's problem for Laplace's 
equation, 137 

for the diffusion equation, 28, 30 
integral of motion 

for a Lagragian of Liouville type, 392 
for Euler's problem, 395 

interface conditions 
for one-dimensional compressible ftow, 

172,338 
for the diffusion equation, 31 
for the shock-tube problem, 504 
for the wave equation, 198 

intermediate limit, 529 
internal energy, 161 
irrotational ftow, 62, 167, 169,464,507 
isentropic ftow, 164, 499 

spherically symmetrie, 505 
isothermal ftow, 552 

mass conservation for, 552 
momentum conservation for, 552 
shock conditions for, 552 
shock layer for, 553 

isotropie medium, 377, 413 

Jacobi integral, 415 
Jacobian, 82, 246 
jump condition 

for a linear second-order differential 
operator, 585 

Kevorkian, J., 617, 618 
kinetic energy 

for a Lagrangian of Liouville type, 391 
for Euler's problem, 394 
for shallow-water waves (ftow), 151 
for the wave equation, 208 

Korteweg, D.G., 561 
Korteweg-de Vries equation, 225 

as the evolution equation for 
shallow-water waves (ftow), 
562 

dispersion relation of the solitary wave 
for, 226 

group speed of the solitary wave for, 
226 

phase speed of the solitary wave for, 
226 

solitary wave for, 226 
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uniform wave for the linearized 
problem for, 225 

Krook, M., 617 
Kruskal, M.D., 618, 619 

Laforgue, J.G.L., 618 
Lagerstrom, P.A., 618 
Lagrange's equations, 386 
Lagrangian, 383 

for Euler's problem, 394 
homogeneous, 391 
ofLiouville type, 391 

Landau, L.D., 618 
Laplace transform, 595 

convolution theorem for, 595 
of derivatives, 595 

Laplace transforms 
approximation for large S, 38 

Laplace's equation 
axisymmetric, 92, 125, 542 
boundary perturbation for, 525 
Dirichlet's problem in terms of a 

surface distribution of dipoles for, 
132 

Dirichlet's problem in the upper 
half-plane for, 128 

Dirichlet's problem in the upper 
half-space for, 119 

Dirichlet's problem inside the unit 
sphere for, 122 

Dirichlet's problem outside the unit 
sphere for, 123 

for incompressible rotational ftow in 
two dimensions, 65 

for subsonic irrotational compressible 
ftow, 171 

fundamental solution of, 74, 76, 77, 88 
general linear boundary-value problem 

for, 108, 113 
Green 's function for, 114 
ill-posed problem for, 266 
in a corner domain, 67 
in a rectangular domain, 113 
in annular region, 107 
in the upper half-plane, 74 
inhomogeneous,61 
inside the unit circle, 113 
integral equation for, 134, 137, 138 
maximum-minimum theorem for, 110 
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Laplace's equation (cont.) 
mean value theorem for, 110 
Neumann's function for, 115 
Neumann's problem in the upper 

half-space for, 119, 120, 127 
solution in terms of surface distributions 

of sources and dipoles for, 110 
solution of Diriehlet's problem in terms 

of Green's function for, 116 
solution of Neumann 's problem in 

terms of a surface distribution of 
sources for, 137 

solution of Neumann's problem in 
terms of Neumann 's function for, 
117 

two-dimensional, 65, 72 
uniqueness theorems for, 108 
with mixed boundary conditions, 137 

Laplacian, 5, 87 
axisymmetrie, 137,541 
in curvilinear coordinates, 87 
in polar coordinates, 72, 113, 128 
in spherieal polar coordinates, 122 
in spherical polar coordinates with 

axial symmetry, 125 
spherically symmetrie, 75 

Lax, P.D., 618 
Legendre polynomials, 124 
Legendre transformation, 388 

condition for the existence of, 388 
Legendre's equation, 125 
Lick, w., 618 
Liepmann, H.W., 618 
Lifshitz, E.M., 618 
light rays 

are orthogonal to wave fronts, 378, 380 
as characteristies, 421 
curvature of, 380 
equations for, 379, 382, 412 
inverse problem for, 413 

linear fractional transformation, 70, 73 
Liouville 

type of Lagrangian, 391 
locallayer 

for Diriehlet's problem, 539 
Lomax, H., 618 

Mach angle, 507, 509 
Mach lines, 507 

Mach number, 169,425 
mass conservation 

forcompressible flow, 160, 161, 167, 
168,170,228,452 

for isothermal flow, 552 
for shallow-water waves (flow), 148 
for steady incompressible 

two-dimesional flow, 63 
for transonie flow, 464 

mass source, 61, 228, 243 
matched asymptotie expansions, 525 
matching condition 

direct,529 
for a linear example, 535 
for Dirichlet's problem, 538 
for flow over asIender body, 545 
Prandtl's,529 

maximum-minimum theorem 
for Laplace's equation, 110 

Maxwell's equations, 575 
mean value theorem 

for Laplace's equation, 110 
for the Helmholtz equation, 126 

membrane 
deflection of, 61 

Miura, R.M., 618, 619 
mixed secular, 555 
momenta 

for a given i..~~rangian, 385 
momentum conserv",,,''l 

for compressible flow, luO, 161, 167, 
452 

for isothermal ftow, 552 
Monge cone, 416 

generators of, 417 
multiple-sc ale expansion 

and homogenization, 564 
for a scalar first-order equation, 567, 

572 
for elastic waves of small amplitude in 

a heterogeneous medium, 568 
for shallow-water waves (flow), 558 
for the weakly nonlinear oscillator, 555 

multiply connected domain, 105 
Murray, J.D., 619 

N -wave, 229, 235 
Nehari, Z., 619 
Neumann's function 



for the interior of the unit circIe, 127 
for the interior of the unit sphere, 127 
general three-dimensional, 115 
in the upper half-plane, 117 
in the upper half-space, 118 
nonuniqueness of, 115 
normalizing condition for, 115 
symmetry of, 115 

Neumann's problem, 67 
in the upper half-space, 119, 120, 127, 

130 
solution in terms of a surface 

distribution of sources for, 
137 

solution in terms of Neumann 's 
function for, 117 

uniqueness of, 108 
Newton's law 

of motion, 394 
ofcooling,24 
of gravitation, 90 
of momentum conservation, 149 

nondispersive wave, 216 
nonisentropic flow, 452 
nonlinear first-order equation, 416 

characteristic strips for, 421, 423, 424 
complete integral for, 427 
in n independent variables, 424 
integral conoid for, 424 
relation between characteristic strips 

and the complete integral for, 430 
singular integral for, 429 

nonuniqueness 
of slutions for the scalar quasilinear 

first-order equation, 322 
normal form 

for the quasilinear hyperbolic system, 
450,451 

for the quasilinear system of two 
first-order hyperbolic equations, 
460,461 

for unsteady nonisentropic 
compressible flow, 454 

normal to a curve, 67 

O'Malley, R.E., 618 
order symbols, 601 
orthogonal curvilinear coordinates, 83 
oscillator 
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canonical transformation for, 406 
generating function for a canonical 

transformation for, 408 
Hamilton's differential equations for, 

407 
Hamilton-Jacobi equation for, 408 
linear, 406 
multiple-scale exapansion for, 555 
nonlinear, 210, 439 
weakly nonlinear, 554 

outer expansion 
for a collision trajectory, 550 
for a linear example, 534 
for flow over asiender body, 542 

outer limit, 526 
for a heat transfer problem, 541 
for a linear example, 532 
for Burgers' equation, 546, 548 
for Dirichlet's problem, 538 

outer limit process, 526 
overlap domain, 529 

for a linear example, 536 
for Dirichlet's problem, 539 

Parabolic equation 
linear second-order, 251 

particIe path, 164 
particIe paths, 499 
Pearson, C.E., 617 
perturbation 

regular, 513 
singular, 513 

phasespeed,215,226 
Poisson's equation, 61 

for incompressible irrotational flow 
with sourees, 63 

Poisson's formula, 74 
and separation of variables, 124 
for the exterior of the unit shpere, 123 
for the Helmholtz equation, 126 
for the interior of the unit circIe, 69 
for the interior of the unit sphere, 122, 

130 
generalized, 116, 128, 525 

potential, 61 
for incompressible flow over an 

axisymmetric body, 92 
gravitational, 61, 90 

potential energy 
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potential energy (cont.) 
for a Lagrangian of LiouviJIe type, 391 
for Euler's problem, 394 
for shaJlow-water waves (flow), 151 
for the wave equation, 207 

Prandtl number, 163 
Prandtl, L., 529 
Prandtl-Meyer function, 510 
press ure 

of light on a satellite, 393 
pulse 

area-preserving, 578 
unit,577 

Quadrupole, 89 
quasilinear first-order equation 

characteristic differential equations for, 
318 

characterstics for, 316 
in n independent variables, 369 
in three independent variables, 375 
in two independent variables, 315 
nonuniqueness of solutions for, 322 
strict solution of, 315 

quasilinear system 
of two first-order equations, 278 
of two first-order hyperbolic equations, 

459 

Rankine-Hugoniot relations, 336 
reaction--diffusion equation, 227 
reflected bore, 365 
reflected wave, 198 
regular perturbation, 513 

nonuniformity of, 555 
restricted three-body problem, 393, 413 

equations of motion for, 413 
Hamiltonian in rotating coordinates 

for,415 
Jacobi integral for, 415 
rotating coordinates for, 414 
time-dependent Lagrangian for, 414 
time-independent Lagrangian for, 415 

retarded potential, 231 
Reynolds number, 163 
richest limit, 534, 548, 558, 608 
Riemann invariants, 465 

applications of, 469 
as independent variables, 467,469,485 

for compressible flow, 501, 504 
for shallow-water waves (flow), 477 
for steady supersonic flow, 510 
for transonic flow, 468 
nonexistence of, 467, 506 
of the quasilinear system of two 

first-order hyperbolic equations, 
465 

Riemann's mapping theorem, 69, 123 
Roshko, A., 618 

Sedov, L.I., 619 
Segur, H., 617 
self-adjoint operator 

perturbed eigenvalue problem for, 520 
separation of variables 

and Green's function, 34 
for the diffusion equation, 34 

shaJlow-water waves (flow), 146 
analogy with compressible flow, 165, 

351 
assumptions for, 146 
axisymmetric, 159,243,303 
bore conditions for, 335, 345, 476, 487, 

563 
bore conditions for the evolutions 

equations, 564 
boundary-value problem on the 

semi-infinite interval for, 201 
Boussinesq approximation for, 558 
characteristics for, 477 
constant-speed bore for, 344, 364, 365, 

367 
dam-breaking problem for, 286, 478, 

493 
divergence relations for, 150 
evolution equations for, 561 
for two layers of fluid, 458 
hydrostatic balance for, 147, 158 
in a finite basin, 209 
in an inc1ined channel with friction, 

290 
in terms of characteristic independent 

variables, 477 
in the hodograph plane, 477 
initial-value problem for, 151, 154, 

178,184,573 
integral conservation law of energy for, 

151 



integral conservation law of mass for, 
149,291,334,476 

integral conservation law of momentum 
for, 150, 159, 292, 335, 476 

interacting simple waves for, 483 
kinetic energy for, 151 
Korteweg-de Vries equation for, 562 
mass conservation for, 148, 158 
multiple-scale expansion for, 558 
nonuniqueness of constant-speed bores 

for, 345 
of small amplitude, 152 
over a bottom step, 365 
over a variable bottom, 157,304,458, 

574 
potential energy for, 151 
retracting piston problem for, 480, 496 
Riemann invariants for, 477 
signaling problem for, 152, 156, 191 
simple waves for, 478 
smooth solutions for, 150 
transmitted bore for, 365 
two-dimensional, 157 
variable-speed bore for, 489 
wave equation for, 155 
wavemaker boundary condition for, 

152 
weak bores for, 489 
with the Riemann invariants as 

independent variables, 485 
shock 

fitting of, 352 
layer for Burgers' equation, 358 
ofconstantspeed,338 
of constant speed in compressible flow, 

369,500 
pressure jump across, 369 
reflected, 505 
weak,350 

shock conditions 
for a weak shock in compressible flow, 

350 
for compressible flow, 336, 350, 499 
for isothermal flow, 552 
for the shock-tube problem, 504 

shock layer 
for Burgers' equation, 547 
for isothermal flow, 553 

shock speed 
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for a general system of integral 
conservation laws, 330 

for a linear system of conservation 
laws, 331 

for trafiic flow, 334 
shock-tube problem, 502 

interface conditions for, 504 
shock conditions for, 504 

signal speed, 378 
for the general scalar integral 

conservation law, 313 
variable, 448 

similarity solution 
of a nonlinear diffusion equation, 29 
of the n-dimensional diffusion equation, 

48 
of the general one-dimensional wave 

equation, 214 
of the one-dimensional diffusion 

equation,7,13,29 
of the two-dimensional wave equation, 

239 
simple waves, 474 

centered, 475,481,502 
for compressible flow, 502, 503 
for shallow-water waves (flow), 478 
for the quasilinear system of two 

first-order hyperbolic equations, 
474 

interacting, 483 
simply connected domain, 65 
singular integral, 429, 438 
singular perturbation, 513 
slender body 

flow over, 169,274,542 
slow scale, 555 
smooth solutions 

for shallow-water waves (flow), 150 
solid angle, 112 
solitary wave, 226 

for the Korteweg-de Vries equation, 
226 

sound speed, 162,448,452,500,507 
source 

as adelta function, 580 
image, 23 
of energy, 452 
of heat, 1, 6, 580, 583 
ofmass, 452 
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source (cont.) 
sources 

distributed along a curve, 91, 543, 614 
limiting surface value of the normal 

derivative of the potential for a 
distribution of, 100 

limiting surface value of the potential 
due to a distribution of, 99 

planar distribution of, 98 
surface distribution of, 91, 110, 127, 

136 
volume distribution of, 91 

spacelike arc, 259 
specific heat, 2, 541 

at constant pressure, 161 
at constant volume, 161 

specific heats 
ratio of, 162 

sphere 
n-dimensional, 79, 80 

stability 
of the fundamental solution of the 

general one-dimensional wave 
equation, 213 

stability conditions 
for the linear second-order hyperbolic 

equation,269 
for the linear second-order hyperbolic 

equation with constant 
coefficients, 271 

state 
equation of, 161, 163, 165 

stationary bore, 365 
Stefan-Boltzmann constant, 12 
Stegun, I.A., 617 
strained coordinate, 557 
stream function, 64, 65 
streamlines, 64, 508 
strict solution, 256, 312 

of the quasilinear first-order equation, 
315 

string 
boundary conditions for, 145 
equations of motion for, 142 
equations of small-amplitude motion 

for,144 
on an elastic support, 145 
vibrating, 141,210 
wave equation for, 144 

with a spring-mass system at one end, 
145 

strip condition, 417, 419, 422 
subsonic f10w 

Iinearized in three dimensions, 171 
linearized in two dimensions, 172 

superposition integral, 14 
as the limit of a discrete sum, 582 
for a linear second-order differential 

operator, 582 
for Laplace's equation, 77, 91, 92 
for the diffusion equation, 15 
for the linear second-order differential 

operator, 588 
for the wave equation, 176, 188, 205, 

230 
supersonic f10w 

axisymmetric, 510 
in terms of characteristic independent 

variables, 51 I 
linearized in three dimensions, I71 
linearized in two dimensions, 172 
Iinearized two-dimensional, 274 
steady two-dimensional, 448, 506 

surface 
parameteric representation for, 84 

surface integral 
in curvilinear coordinates, 84 

symbolic derivative, 182, 581 

Tangency condition, 93, 170, 542, 544 
telegraph equation, 210 

signaling problem for, 214 
thermal conductivity, 161, 541 
thermal diffusivity, 3 
theta function, 36 
timelike arc, 259 
traffic f10w 

diffusion length for, 315 
divergence relation for, 313, 315, 333 
f1ux for, 314 
shock speed far, 334 

transcendentally small, 526, 602 
transmitted bore, 365 
transmitted wave, 198 
transonic f10w 

in the hodograph plane, 464 
Riemann invariants for, 468 
steady two-dimensional, 464 



with the Riemann invariants as 
independent variables, 469 

transversality condition, 399, 400, 415 
traveling wave (see uniform wave), 215 
Tricomi equation, 249, 254, 464 

characteristics for, 250 
in canonical form for the elliptic case, 

254 
in canonical form for the hyperbolic 

case, 250, 469 
Trilling, L., 618 
tuming angle 

for supersonic ftow, 510 

Uniform validity, 601 
of an asymptotic expansion, 603 

uniform wave 
for Fisher's equation, 227 
for the beam equation, 225 
for the linear hyperbolic equation with 

constant coefficients, 273 
for the linearized Korteweg-de Vries 

equation,225 
for the wave equation with a cubic 

nonlinearity, 226 
uniqueness 

of Dirichlet's problem, 108 
of Neumann's problem, 108 
of solutions of Laplace's equation, 108 
of the diffusion equation, 39 
of the general linear boundary-value 

problem for Laplace's equation, 
108 

of the mixed boundary-value problem 
for Laplace's equation, 108 

of the wave equation, 207, 209 
unit pulse, 577 

Variation 
of a given functional, 385 
of a given motion, 383 

velocity potential, 92, 100, 107, 117 
volume integral 

in curviJinear coordinates, 84 
vorticity, 64, 65, 167 

Watson, G.N., 619 
wave equation, 144, 166,169,171,173 

axisymmetric, 244 

Index 635 

continuous superposition of uniform 
waves for, 218 

D' Alembert's solution of, 178 
dispersive, 215,273,296 
energy integral for, 208, 210, 220 
for a suspended chain, 211 
for a vibrating string, 144 
for a vibrating string on an elastic 

support, 145,517 
for shallow-water waves (ftow), 155 
fundamental solution of, 175,212,229, 

232,239 
general one-dimensional, 210 
Green's function in the quarter-plane 

for,24O 
Green's function on the finite interval 

for, 204, 208 
Green's function on the semi-infinite 

interval for, 185,200 
iIl-posed problem for, 201 
initial- and boundary-v1!lue problem on 

the finite interval for, 205 
initial- and boundary-value problem on 

the semi-infinite interval for, 186, 
190 

initial-value problem in the infinite 
domain for, 233 

initial-value problem on the infinite 
interval for, 173, 175 

interface conditions for, 198 
kinetic energy for, 208 
nonlinear, 209, 519 
oscillator equations for the modal 

amplitudes for, 210 
perturbed eigenvalue problem for, 517 
potential energy for, 207 
simiJarity solution of, 214 
spherically symmetrie, 228, 308 
stability of the fundamental solution of, 

213 
superposition integral for, 176, 188, 

205,230 
three dimensional, 227, 230, 241, 276 
three dimesional, 236 
two dimensional, 239 
two-dimensional, 171 
uniform wave for the nonlinear 

problem, 226 
uniqueness of solutions for, 207 



636 Index 

wave equation (cont.) 
with a cubic nonlinearity, 226 
with an arbitrary source distribution, 

230 
with variable signal speed, 276, 448 

wave front, 377 
wave number, 216 
wave packet, 219 
wave steepening 

for the inviscid Burgers equation, 324 
wave-guide, 241 
wavelength, 217 
weak solution, 267, 324 

nonuniqueness of, 341 
of a system of divergence relations, 332 

well-posedness 
for the linear second-order hyperbolic 

equation, 265 
wqttham, G.B., 619 
Whittaker, E.T., 619 

Yu, J., 618 

Zone of influence, 174, 185,201,204, 
470 
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