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Editorial
This h
Current developments at Philosophical
Transactions of the Royal Society B
as been a very good year for the journal. The Finally, it is a great pleasure to highlight the gener-

Linda Partridge* 2011

REFERENCES
impact factor has increased from 5.1 to 6.05, and the
journal is now fourth in the ISI category of ‘Biology’.
Of course impact factor is only one indication of the
role or the value of a journal, but it is here an encoura-
ging indication that, despite the increase in capacity
to 24 issues each year, we are continuing to attract
excellent guest editors and authors.

At the annual meeting of the editorial board, we con-
ducted a SWOT analysis, to consider what aspect of
the journal might need attention in the near future,
and we have also discussed the general perceptions of
the journal with a number of scientists. As a result,
two areas on which we are focusing to broaden the
reach of the journal, are the balance between different
subject areas and the geographical spread of the
contributors. Issues focusing on topics related to bio-
chemistry and molecular, cell and developmental
biology are showing a steady increase in frequency.
This brings this area into more equal balance with the
other three areas on which the journal focuses, with a
corresponding slight decrease in the representation of
organismal biology. Partly by appointments to the
Editorial Board, we also aim to bring the geographical
provenance of contributors more into line with the
global distribution of research activity.

Much of the strength of the journal comes from
its publication of the Royal Society Discussion
Meetings. These issues are invariably focused on
topics of great current interest, and often with great
relevance to public policy. Recent examples include
our plastic age [1] and new vaccines for global health
[2]. We have also been successful in eliciting excellent
proposals for the four annual rounds of editorial com-
missioning, and our current acceptance rate for these
stands at 42 per cent. These issues have also been of
great interest and have ranged from food security [3]
to mammal conservation strategies [4] to military
medicine [5]. One article on habitat preference [6]
was even awarded the 2011 ‘Wildlife Publications
Award—Outstanding Article’.
3

ous and expert support that the journal receives from
inside and outside the Royal Society. The members
of the Editorial Board are a constant source of exper-
tise, energy and ideas, and their input is vital in the
process of commissioning and reviewing each issue.
Joanna Bolesworth has done an excellent job in her
temporary position as commissioning editor, and we
all wish her well in her new position, and are also
delighted to welcome back Claire Rawlinson from
maternity leave. We look forward to another successful
year for the journal.
University College London, Darwin Building, Gower
Street, London WC1E 6BT UK
*l.partridge@ucl.ac.uk
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The papers in this Special Issue examine tool use and manual gestures in primates as a window on the
evolution of the human capacity for language. Neurophysiological research has supported the hypoth-
esis of a close association between some aspects of human action organization and of language
representation, in both phonology and semantics. Tool use provides an excellent experimental context
to investigate analogies between action organization and linguistic syntax. Contributors report and
contextualize experimental evidence from monkeys, great apes, humans and fossil hominins, and con-
sider the nature and the extent of overlaps between the neural representations of tool use, manual
gestures and linguistic processes.

Keywords: action organization; macaque; chimpanzee; mirror neurons;
human evolution; palaeolithic
TORICAL BACKGROUND TO THE lateralization in healthy subjects; while to many lin-

PRESENT ISSUE
It has been recognized since at least Darwin’s day that
the human hand may have evolved adaptively to facili-
tate the control of tools [1, p.138], and that the human
vocal tract has evolved to facilitate the articula-
tory gestures of spoken language [1, p.138]. But how
closely coupled were these adaptive trends in the
hominin lineage? Scientists have frequently considered
the possibility of common underlying organizing prin-
ciples in the neurophysiology of (usually spoken)
language and of manual praxis, focusing, for example,
on the domain-general implications of primate ence-
phalization [2], on parallel schedules of development
across domains during human ontogeny [3], on simi-
larities in hemispheric lateralization of function [4],
or on the emergence of gestural communication as
an evolutionary precursor of speech [5–8]. However,
in earlier formulations, arguments for such a coupling
were often complicated by clinical observations of dis-
sociations between deficits in the linguistic and praxic
domains, as well as by cases of divergent functional
r for correspondence (j.steele@ucl.ac.uk).

tribution of 12 to a Theme Issue ‘From action to language:
tive perspectives on primate tool use, gesture, and the

n of human language’.

4

guists, the analogy between linguistic syntax and
action organization has sometimes seemed too loosely
defined to carry much interpretive weight.

The papers in this Special Issue examine tool use and
manual gestures in primates as a window on
the evolution of the human capacity for language. Two
quite recent scientific developments make this an oppor-
tune moment to revisit this topic almost 20 years after
Gibson and Ingold edited the ground-breaking Tools,
Language and Cognition in Human Evolution (1993),
which addressed a similar theme. The first is the now-
widespread clinical and experimental use of methods,
such as functional magnetic resonance imaging
(fMRI), that were still in their infancy when earlier
reviews such as Gibson & Ingold’s [9] appeared. Such
methods enable highly targeted hypothesis testing in
both clinical and non-clinical settings, and can very use-
fully complement evidence obtained with longer
established techniques. The second is the development
of a novel, coherent and experimentally well-supported
neurophysiological hypothesis of a common architec-
ture for processing certain key aspects of manual
actions and of language, namely the ‘mirror neuron
system’ or ‘mirror system’ hypothesis [6,8,10,11]. Dis-
covery of the mirror neuron system has shed
considerable light on the functional properties of a
fronto-parietal network of predominantly motor-related

This journal is q 2011 The Royal Society



brain regions involved in action organization. Localized needing to be described in a nested action syntax;

2. CURRENT RESEARCH THEMES AS

Introduction. From action to language J. Steele et al. 5

 on November 29, 2011rstb.royalsocietypublishing.orgDownloaded from 
in their initial discovery to area F5 of the monkey’s pre-
motor cortex [12,13], a probable homologue of Broca’s
area in humans, and then found also in the inferior par-
ietal cortex [14,15], mirror neurons fire during both
action execution and action observation. This capacity
has been considered the basis for action understanding.
The presence of a parieto-frontal mirror system has then
been demonstrated in humans [16–19]. In particular, it
has been shown that this system is strongly activated
during imitation [20] and it has been suggested, on
the basis of several studies, that it plays an important
role in speech comprehension [21].

Historically, paleoneurological work on endocasts
of fossil hominins has emphasized the expansion of
cortical language areas, notably Broca’s area, as a
distinctive structural marker associated with the
emergence of human language capacities in earlier
hominins (Homo habilis [22]; Homo ergaster [23]; but
cf. [24,25]). However, a recent tracer study of the
Broca’s area homologue in living non-human primates
indicates similarities to humans in connectivity and
network architecture that may have provided early
hominins with pre-adaptations for language [26]. Func-
tionally, mirror neurons in area F5 in monkeys are
activated by manual grasping actions as well as by inges-
tive and communicative orofacial gestures [27,28];
observations in human subjects have meanwhile also
shown that Broca’s area contains motor representations
of hand movements as well as of speech-related actions
(cf. [29]). This evidence has suggested to some scien-
tists that human speech and language could have
evolved by co-opting neurophysiological mechanisms
involved in the organization of manipulative and inges-
tive actions. Subsequent work has supported the
hypothesis of a close association in humans between
some aspects of action and of language representation,
in both phonology and semantics [6,21,27,30]. Never-
theless, a significant theoretical problem remains for
any hypothesis that would derive language evolutiona-
rily from action organization: namely, whether or not
the action system can provide a sufficiently close
analogue to linguistic syntax [11,31,32].

The parts of the Special Issue related to manual
gestures focus primarily on manual actions involving
tools. Tool use provides an excellent experimental con-
text in which to investigate the analogy with linguistic
syntax, for several reasons. Tools extend the effector
organ (the hand and arm), and in complex tool use
(defined by Johnson-Frey [33] as tool use that ‘converts
the movements of the hands into qualitatively different
mechanical actions’), tools provide a greater range
of possible operations than can be achieved with the
innate reaching and grasping capability of the hand
alone. This requires both semantic knowledge of indi-
vidual tools’ functions, and a generative set of rules
for their effective use. Complex tool use typically also
requires asymmetrical coordinated bimanual action (in
which each hand plays a complementary role; [34]),
which has been found to be the most reliable elicitor
of population-level right-handedness in captive African
apes [35]. Asymmetrical bimanual coordinated actions
provide a context for hierarchical embedding, with the
discrete but complementary actions of each hand

Phil. Trans. R. Soc. B (2012)
while long sequences of such actions organized towards
a larger goal also create long-range dependencies (where
a preparatory action at one time step is meaningful only
in relation with another action that is executed at a later
time step). Finally, there is an extensive archaeological
record of hominin tool manufacture and use, which
can be examined in tandem with the fossil anatomical
evidence of the evolving hominin brain, hands and
vocal tract to assess theories of the coupled or decoupled
evolutionary history of our human capacities in the
two domains.
ILLUSTRATED BY CONTRIBUTORS TO
THIS ISSUE
Among the most significant recent discoveries con-
cerning the neurophysiology of action organization in
primates are the discoveries of mirror neurons (as
noted above; cf. [12]), and of the learned incorporation
of the tool into an extended representation of the effec-
tor organ in the body schema [36]. Both discoveries
were made in macaque monkeys. Two papers in this
Special Issue build on these discoveries, and extrapolate
evolutionary and comparative insights from obser-
vations of monkeys’ tool-use learning. Iriki & Taoka
[37] propose that the abstract cognitive functions of
the inferior parietal cortex in humans derive from an
expansion of areas originally involved in computing sen-
sorimotor transformations for reaching and grasping
actions, and emphasize the evolutionary importance of
cortical plasticity (and the learned incorporation of the
tool into the body schema), as seen in the learning-
induced changes in the cortical micro-architecture of
monkeys trained in tool-using tasks. They develop a
speculative hypothesis for the evolution of increasing
cognitive abstraction in tool use, and suggest that the
brain mechanisms that subserve tool use, located in
the parietal cortex, may bridge the gap between gesture
and language by exploiting the same principles of spatial
information processing to realize novel mental functions
that are detached from body constraints.

In a more specific experimental context, Macellini
et al. [38] meanwhile demonstrate the ability of maca-
ques both to learn functional tool properties and then
generalize them to novel objects, and to generalize
functional tool use to novel tasks. However, when
investigating the possibility of tool-use learning by
observation of a demonstrator, Macellini et al. also
find that macaques do not appear to be able to translate
the visual presentation of a novel tool-using action
demonstrated by an experienced third party into the
production of a corresponding motor action themselves,
although some forms of facilitation of tool interaction
are present. As a speculation, they conclude that the
common sequential organization of tool actions and
speech and the overlap of activation, for both functions,
of ventral premotor cortex and Broca’s area, suggest that
a basic organization of the motor system for hand and
mouth actions has been exploited for the emergence of
new functions that rely on the same mechanisms.

Two papers report experimental evidence of action
organization in tool use by captive chimpanzees that
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language. It is sometimes suggested that there may be
common mechanisms involved in vocal tract gestural
units and in manual action units at the level of motor
control. Calvin [39] suggested that aimed throwing of
stone projectiles by hominins could have provided a pre-
adaptation for speech motor control, because of the
demands this action makes for precision in movement
timing; Calvin also noted that skilful hammering (as in
nut-cracking) requires similar patterns of brachioman-
ual coordination. In a case of social tool use (captive
apes throwing faeces or wet chow at human visitors as
they pass by the enclosure, with the projectile acting
as a tool to elicit a desired reaction from the visitors),
Hopkins et al. [40] report findings of associations in
chimpanzees between aimed throwing ability and com-
municative ability. More interestingly, they examined
whether specific brain structures could somehow
relate to such behavioural skills. The findings have
been quite surprising. In fact, they found a correlation
between aimed throwing ability and white-to-grey
matter ratios in the homologue of Broca’s area and in
the motor-hand area of the precentral gyrus (with the
effects more pronounced in the hemisphere contra-
lateral to the preferred throwing hand). The same
workers have also found that in captive chimpanzees,
aimed throwing ability is associated with greater size of
the posterior cerebellum [41].

No study has yet been conducted on the extent of
any brain morphological correlates of chimpanzee
individual ability with a non-social tool in a nut-
cracking task, which has been described as ‘probably
the most demanding manipulatory technique yet
known to be performed by wild chimpanzees’
[42, p.174]. However, Frey & Povinelli [43] found evi-
dence that chimpanzees display anticipatory grip
selection in a task involving a sequence of acts aimed
to extract a piece of food using a tool (a dowel). Criti-
cal for the task was the type of grip used to grasp the
object, as it revealed the capacity to anticipate the forth-
coming task. In humans, this anticipatory ability is
linked to activation of a network implicated in response
selection including frontal and parietal regions as well as
the bilateral cerebellum (which is likely to be involved in
feed-forward predictions of the sensory consequences
and motor costs of a motor action). They briefly
note the possible analogy with the phenomenon of
coarticulation in gestural phonology.

Stone tools provide the longest and best-preserved
archaeological record of the evolution of tool use in
hominins, and there have been numerous attempts
to discern indirect evidence of the emergence of
language in the stone tool record ([4,44,45]; but cf.
[46]). However, a necessary first step is to gain a clearer
understanding of the organization of actions that would
have been required to produce and use the tools that
archaeologists recover. Two papers report the use of
experimental archaeological techniques (the replication
of Paleolithic stone tools) to elucidate contrasts and
similarities between stone tool use in different tasks.
To assess what was distinctive about skilled tool use by
early stone tool-making humans (when compared with
present-day chimpanzees), Bril et al. [47] compare
and contrast features of action production and task

Phil. Trans. R. Soc. B (2012)
human subjects and in conchoidal fracturing of stone
by human subjects, finding that the stone knapping
task (replicating early archaeologically attested Oldo-
wan techniques of flake removal from a single-
platform core) is much more complex. They suggest
that understanding human brain evolution as it affected
skilled action execution in the stone-flaking task requires
us to focus not on particular cortical areas in isolation,
but rather on the coordinated evolution of different
components of cortico-cerebellar systems. In particular,
the marked expansion of the frontal cortico-cerebellar
system in chimpanzees and humans appears to be con-
sistent with their increased social learning capacities,
exemplified in their similar learning strategies of fine
motor skills such as tool use.

Stout & Chaminade [48] meanwhile use functional
brain imaging to contrast cortical aspects of action
organization in a similar Oldowan stone-flaking task
with that involved in production of a later Lower
Palaeolithic tool type, the Late Acheulean handaxe.
Whereas the Oldowan task activates cortical areas
involved in visuo-motor grasp coordination (including
anterior inferior parietal lobe and ventral premotor
cortex), but not the inferior frontal gyrus (IFG), the
Late Acheulean task also activates the dorsal right
IFG (pars triangularis), an area associated with more
abstract action representation and greater hierarchical
task complexity and with possible involvement of later-
alized visuospatial working memory. This seems to
reflect the relatively complex goal hierarchy of the
Late Acheulean task, which involves both a greater
number of discrete sequential knapping events, and
long-range dependencies between individual events in
an extended sequence. Stout & Chaminade review
also the current status of alternative ‘gestural’ and
‘technological’ hypotheses of language origins, drawing
on current evidence of the neural bases of speech and
tool use generally, and on recent studies of the neural
correlates of actions based on Palaeolithic technology.

The brain activation patterns of human subjects
replicating the stone tool technology of Neanderthals
have not yet been studied experimentally. However,
Ambrose [49] notes the appearance by about 300 000
yrs BP of composite tools such as spears with hafted
stone points made by Neanderthals and suggests that
their assembly rules may be analogous to linguistic
grammars. In addition, Neanderthals also appear to
have been predominantly right-handed [4], suggesting
the presence of a human-like left cerebral lateralization
of function. It is, therefore, interesting to ask whether
or not this species was also capable of human-like
speech. Barney et al. [50] attempt to estimate the poten-
tial of the Neanderthal vocal tract to produce human-
like articulatory gestures, concluding that the principal
contrast between this species and modern humans lies
in the more pronounced facial flattening of modern
human skull morphology and the associated reduced
length of the front (oral) resonating cavity. They make
some progress in the difficult task of reconstructing
this extinct species’ vocal tracts, although their results
do not resolve the question of whether or not this con-
trast with modern human facial architecture would
have compromised Neanderthals’ speech potential.
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draw an analogy between action organization in a com-
plex task such as production of a Lower Palaeolithic
stone handaxe, and linguistic syntax. At a more general
level, Pastra & Aloimonos [51] develop a framework for
analysing the grammar of naturally occurring actions,
suggesting that the key features of a minimalist generative
grammar (nested and tail recursion, and ‘merge’ and
‘move’ operations) must also characterize the generative
grammar of action, particularly for actions involving
tools (where a set of unimanual-sequential and biman-
ual-synchronous movements may be necessary to set up
a framework for final action execution to achieve the
goal). The examples they give of nested recursion all
also involve asymmetric coordinated bimanual actions
(e.g. ‘grasp with hand1 knife, pin with knife bread—
grasp with hand2 fork, pin with fork cheese, lick with
tongue cheese—bite with teeth bread’, where hand1 and
hand2 are the two hands, and the underlined sequence
is (Pastra & Aloimonos propose) an example of a recur-
sively nested action structure. Pastra & Aloimonos’s
action grammar may bring us closer to understanding
the commonalities between action organization in tool-
using tasks, and linguistic syntax (for additional recent
discussions from alternative perspectives see Glenberg &
Gallese [52] and Tettamanti & Moro [53]).

Communicative manual gestures have often been
invoked as an evolutionary bridge between instrumental
actions and syntactically ordered human vocal communi-
cation [5,7], although Stout & Chaminade [48] suggest
that parsing of complex manual tool-use sequences
during social imitation might have provided such a
bridge for earlier hominins without the need to invoke
a separate communicative gestural stage. Liebal &
Call [54] note that the difficulty of categorically
differentiating actions from communicative manual
gestures in great apes may relate to the fact that many ges-
tures are derived from non-communicative actions
through phylogenetic or ontogenetic ritualization.
Social learning represents a third mechanism whereby
gestures can emerge out of actions. Liebal & Call suggest
that given such a continuum between action and gesture,
the heuristic classification of movements as communica-
tive gestures requires the presence of some or all of the
following features: motoric ineffectiveness, waiting for a
response, gaze alternation and persistence. They cite a
recent summary of a systematic comparison of gestures
in apes and macaques by Call & Tomasello [55], which
found that chimpanzees and orangutans more often
incorporate objects in their gestures. As Liebal & Call
note, this correlates with these species’ greater propensity
to use tools in the wild, and may therefore be indicative of
a common neural substrate for tool use and gestural com-
munication. In terms of continuities with human
language, they also note some evidence that chimpanzees
show population-level right handedness for manual ges-
turing; however, great ape communicative gestures are
still typically imperative, dyadic and lacking in abstrac-
tion. In contrast, Cartmill et al. [56] discuss the
uniqueness of human representational gestures—ges-
tures that often resemble the actions on objects which
they represent, but which are not in themselves motori-
cally effective. They suggest that whereas in non-
human primates gestures are typically abbreviated
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humans have the ability both to deploy more abstract rep-
resentational gestures (influenced by individual
experience) and to use these in support of cognitive pro-
blem-solving, as well as in social communication.
Cartmill et al. note, for example, that familiar instrumen-
tal actions can become routinized to simulate and
represent problem-solving strategies in those task
domains, and suggest that focusing exclusively on the
communicative function of gestures obscures their role
in support of the gesturer’s own cognition.

Finally, Roby-Brami et al. [57], in an evolutionarily
oriented review of aphasic and apraxic syndromes in
humans, point out that transitive gestures (those invol-
ving a tool or other object) are more complex than
intransitive gestures (which do not, and which are typi-
cally communicative, such as waving goodbye), and
that deficits in transitive gestures are also more closely
associated with classical apraxic syndromes. They
observe more specifically that deficits in pantomiming
of tool-using actions are associated with damage to the
left IFG, while deficits in intransitive gesture (although
less well understood) appear to be less closely linked to
impairments of the left cerebral hemisphere. Roby-
Brami et al. also note that cerebral lateralization for
praxis is more strongly linked to language dominance
than to manual preference, indicating commonalities
at the level of semantics and conceptual knowledge,
and that there is evidence for a convergence between
language and praxis at the syntactic level. Although
some clinical evidence of double dissociation in the
incidence of aphasia and apraxia suggest that the two
left-hemisphere-lateralized systems are functionally
distinct, there are clearly substantial overlaps between
the neural networks subserving language and praxis.

The papers in this Special Issue demonstrate a wide
range of approaches to the study of primate tool use
and to the action–language relationship. Five of the
papers report work carried out as part of the HandTo-
Mouth project, which was funded by the European
Commission’s Sixth Framework NEST Pathfinder
scheme (cf. papers by Macellini et al., Bril et al., Stout
& Chaminade, Barney et al. and Roby-Brami et al.). Six
additional papers were contributed by scientists working
outside the framework of that particular project, but
whose work overlapped with and complemented it. Co-
authors of three of the latter papers (Frey, Iriki and
Pastra) had also acted as advisers or external reviewers
at earlier stages of the HandToMouth project. Undoubt-
edly, there remain many unsolved problems, and there
are numerous additional research dimensions (such as
the search for precursors in living non-human primates
of human cortical control specifically of vocal gestures)
that could not be explored here. Nevertheless, we believe
that these papers collectively make a coherent and
substantial contribution to our understanding of the evol-
ution of tool use and language, and we sincerely thank all
their authors for their support and participation.

We are grateful to the EC for financial support for the
HandToMouth project (EC FP6, contract no. 29065)

including its three annual scientific meetings, to Manu
Davies as project administrator, and to the following who
participated in one or more of those meetings as external
scientific advisers: Raoul Bongers, Scott Frey, Kathleen
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Katerina Pastra and Valentine Roux. We also gratefully
acknowledge the help of all the referees who commented
on individual papers submitted to this Special Issue, and
Joanna Bolesworth of the Royal Society for her
considerable patience and support during preparation of
the final publication.
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Hominin evolution has involved a continuous process of addition of new kinds of cognitive capacity,
including those relating to manufacture and use of tools and to the establishment of linguistic faculties.
The dramatic expansion of the brain that accompanied additions of new functional areas would have
supported such continuous evolution. Extended brain functions would have driven rapid and drastic
changes in the hominin ecological niche, which in turn demanded further brain resources to adapt to
it. In this way, humans have constructed a novel niche in each of the ecological, cognitive and neural
domains, whose interactions accelerated their individual evolution through a process of triadic niche
construction. Human higher cognitive activity can therefore be viewed holistically as one component
in a terrestrial ecosystem. The brain’s functional characteristics seem to play a key role in this triadic
interaction. We advance a speculative argument about the origins of its neurobiological mechanisms,
as an extension (with wider scope) of the evolutionary principles of adaptive function in the animal
nervous system. The brain mechanisms that subserve tool use may bridge the gap between gesture
and language—the site of such integration seems to be the parietal and extending opercular cortices.

Keywords: primates; parietal cortex; spatial integration; coordinate transformation;
non-spatial cognition
1. INTRODUCTION niche’ as a portion of neural tissue added through

In the course of human evolution and human history,
our ancestors have created new habitats from modi-
fied hunter–gatherer environments to agricultural
landscapes with villages, and then to modern civilized
technological cities. The evolution of various new
cognitive capacities, including those underwriting
the manufacture and use of tools and the produc-
tion and comprehension of languages, has enabled
these ecological transformations. Such new cognitive
capacities in turn are an outcome of the dramatic
expansion of the human brain and of new functional
brain areas. Humans have constructed a new ‘niche’
in each of these ecological, cognitive and neural
domains. ‘Niche-construction’denotes an evolutionary
process whereby the activities of organisms modify
their habitat, to which in turn the organisms evolve
to adapt, thus creating their own ‘ecological niche’ in
the environment [1–3]. This concept will be extended
in this paper to include the ‘cognitive niche’ as a newly
acquired class of cognitive capacity [4], and the ‘neural
r for correspondence (iriki@brain.riken.jp).
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expansion of the brain [5,6].
The above three classes of niche have coevolutionary

interdependencies. Such interactions might have
accelerated hominin evolution, which seems remark-
ably rapid if it was simply the product of natural
selection driven by exogenous environmental change.
It is possible that ecological changes to habitats have
occurred not as a cause of hominin cognitive evolu-
tion, but rather as a result of it, with consequent
selection pressures acting on the neural basis of behav-
ioural adaptations to the modified environment. New
brain functions would constitute the basis for further
innovation in cognitive functioning and thus further
modifications to the ecological niche, providing a feed-
back loop for ‘triadic niche constructions’. In this
paper, a potential evolutionary scenario that led
humans to invent successively more complex forms
of tools, and eventually to acquire the language faculty,
will be proposed based on this dynamic interaction.
The brain’s functional characteristics play a key role
in the above triadic interactions. The relevant neuro-
biological mechanisms are explored in this paper in
order that the proposed evolutionary scenario should
not be seen as teleological. Finally, we will try to
locate these mechanisms as an extension of the

This journal is q 2011 The Royal Society



evolution of the animal nervous system in general: by ‘self-objectification’ [12,13]. This leads to the per-
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human higher cognitive activity can then be viewed
as continuous with that of other animal species
comprising the wider terrestrial ecosystem.
2. CONSTRUCTION OF THE ECOLOGICAL NICHE

(b) Parietal plasticity when incorporating tools
(a) Hominin ecology structured through

incorporating different classes of tools

Humans are peculiar, compared with non-human
species, in the extent to which they try to ‘improve’
their habitual environment. To make such improve-
ments, particularly in our modern urban environment,
we make and use various kinds of tools and
technologies, and often the tools themselves are incor-
porated into the fundamental structure of the
environment to create a distinctive human ecological
niche. For example, cars running on paved roads or
air-conditioned skyscrapers are essentially artefacts in
which to travel and to reside, yet also comprise an
environment to which city inhabitants adapt both
physically and perceptually. In earlier times, hominins
may also have typically constructed their niche by
gradually and consecutively incorporating artefacts
into the habitual environment. Thus, one can ask
whether the tools that comprise our environment can
be classified and structured in hierarchical order and
if so, how different modes of brain function subserve
their use.

The classical definition of the tool, as used in most
existing tool-use studies, is restricted to external
objects held by the hand and interacting with the
external environments [7]. Namely, the tools so
defined and studied are the ones that extend and exter-
nalize our hand, or more generally the motor organs or
effectors. Indeed, the first series of tools that early
hominins are known to have used [8,9], and those
used by non-human animals [7] are these ‘motor
tools’ (figure 1c, bottom row). We modern humans
also use tools to extend or externalize our existing sen-
sory organs, or to support the detection of information
that is outside our natural sensory range (figure 1c,
middle row). The optical telescope, endoscope or
stethoscope would be examples of the former and
the radio telescope or Geiger counter would be
examples of the latter. Non-human animals rarely
use this class of ‘sensory tools’ [10]. In monkeys, our
own previous studies have demonstrated that they
can be trained to use a sort of endoscope only after
having acquired an ability to use a motor tool
(a rake) [11]—as if attaching an additional visual cue
to the tip of an extended body schema that was
acquired through initial training to use a rake (see
§2b for details). These results suggest that the class
of sensory tools comprise a higher layer, superimposed
onto previously acquired motor tools as the fundamen-
tal layer. Indeed, the history of our own technology
suggests that sensory tools appeared much later, after
motor tools were incorporated into human cultures.

What then would be the tool class of the third layer?
If we looked at ourselves through our own externalized
eyes (the second layer of the tools), we would observe
ourselves as external objects by shifting from the first-
person to the third-person perspective, in other words
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ception of our own intrinsically intransitive movement
as transitive, i.e. to the acquisition of a sense of the self
(as the subject), and leading to the movement of our-
selves or our body parts perceived as objects. We may
hypothesize that once the ‘self ’ has been bifurcated
into a subjective self and an objective self, the mind
and/or intentionality emerges as a function that
bridges those fragmented ‘selves’ and reunites them;
this hypothesis has been proposed in detail elsewhere
[6,13]. As a result of this self-objectification and emer-
gence of the ‘mind’, a recognition of the ‘core self ’ that
continues across time from the past through the pre-
sent towards the future may subsequently arise. Once
the future self is recognized as having a core that is
identical to that of the present self, one might wish
to save the present information for future use. This
can be accomplished by taking notes or drawing pictures,
which requires an external device for memorizing
facts; thus, an ‘externalization of the brain’ is produced
as the tool class of the third layer (figure 1c, top
row) [6,14].

How could the three different classes of tools out-
lined above be incorporated into humans’ habitual
environments? The scenario outlined proposes that
successive layers of tools (motor extensions, sensory
extensions and symbolic externalized memory) can
be incorporated into the environment by building on
the pre-existing acquisition and incorporation of tool
classes of the immediately lower level. Thus, a positive
feedback would have emerged between new brain
functions and resulting modifications of the habitual
environment. In the course of such positive feedback
processes, a brain function emerged for the mind
and for future-directed ‘intentionality’, after which
the feedback became guided by human intentions
(‘intentional niche construction’) [6].
into the body schema

In using these tools, what kind of neural mechanisms
and what modes of operation are employed, and what
kinds of neural changes, if any, are induced upon acqui-
sition of the ability to use tools? Our previous studies,
as illustrated below, demonstrate one such example.
Although Japanese macaques normally do not use
tools in their natural habitat, two weeks of extensive
training will enable these animals to use a hand-held
rake to retrieve a distant food object located out of
reach [15]. This training must imply the ability to reor-
ganize the image of the body to one in which the rake is
incorporated as an extension of the forearm. The body
image is thought to form by integrating somatosensory
and visual information relating to the body [16].
Thus, its modification after tool use could be physically
observed as changes in the receptive field properties of
the neurons that code such images [17]—when the
tool was incorporated, the receptive field that codes
the image of the hand was elongated to include the
rake (figure 1a(iii)). This modification seemed to
match the monkeys’ internal states, whether or not the
rake was incorporated into the image of the forearm.
Here, an equivalence is established between body



parts (hands) and tools, i.e. hands are extended towards described earlier (see figure 1a–c for these compari-
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Figure 1. Various modes of cortical body-image codings (a) and hierarchical structure of various classes of tools (c)
corresponding to the putative hierarchy of internal representations (b). (a(i)) Combinatory usage of short and long rakes.

(a(ii)) When monkeys used a monitor, a visual receptive field of representative intraparietal bimodal neurons was formed
around the hand in the monitor, encompassing its somatosensory receptive field. (a(iii)) When monkeys used a rake to retrieve
distant food, the visual receptive field encompassed the somatosensory receptive field of a representative intraparietal bimodal
neuron extended along the rake. Reproduced with permission from Iriki & Sakura [6].
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tools (externalization of the innate body) or tools are
assimilated into the body schema (internalization of
external objects). Hence, these representations of the
body image comprise an internal model of the bodily
structures used to control various movements, as a con-
crete neural correlate of the ‘enactive representation’
[18], a class of representation that first emerges at a
very early stage of postnatal development in human
infants (figure 1b).

As the training proceeds further, we might postulate
that the monkey’s mode of representation may advance
to ‘iconic (visual)’ and even close to ‘symbolic’ [18]—
during human development, these appear later during
childhood or after maturity. This expectation implies
that motor-tool-use-trained monkeys could be further
trained to use a video monitor to retrieve food that is
out of their direct line of sight, and that the receptive
field of the parietal neurons that code the hand and
the tool incorporated into it will be activated by
visual feedback when images of the hand and tool
are seen on the video monitor (figure 1a(ii)) [19].
Thus, the body image is visually projected onto the
distant monitor screen. In fact, we have found that
monkeys that acquire the ability to use a rake and a
video monitor to retrieve food objects in this way can
immediately combine multiple tools purposefully to
accomplish the goal [20], as if they are able to logically
structure body parts using (proto-)symbolic represen-
tations (figure 1a(i)). Here, we can recognize that the
hierarchical structures of motor tools/sensory tools/
brain tools [18] resemble the hierarchy of repre-
sentations from enactive (motor) to iconic (sensory)
to symbolic (brain) structures of development, as
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sons) [6]. Thus, reorganization of the modes of
visuomotor integration in the parietal cortex must be
crucial for the acquisition of these successively more
advanced modes of representation.
(a) Brain expansion by tool-use training

Is the neural plasticity depicted above limited within
the range of the individual’s learning capacity, or
could it cumulatively evolve over generations? In
other words, is it purely subserved by ‘cultural inheri-
tance’, or alternatively, could it be a part of an
epigenetic evolutionary mechanism in which the infor-
mation embedded in the environment contributes to
modification of phenotypic expression in succeeding
generations? Although the latter has a flavour of
Lamarckism—inheritance of acquired phenotypic
traits—there may be a biological mechanism that
could channel the evolution of adaptations to an environ-
ment in which cultural information is embedded.
Macroscopic expansion (up to 23% of MRI grey matter
signal) of cortical grey matter, including the intraparie-
tal region, was detected in monkeys undergoing two
weeks of tool-use training (figure 2a) in our recent
Voxel Based Morphometry analysis (a kind of digital
neuroanatomy using the magnetic resonance imaging
technique) [21]. During the same period, micro-
scopic changes (axonogenesis and synaptogenesis, as
detected by tracer-injection histological examinations)
[22] together with elevated expression of immediate-
early genes [23] and of neurotrophic factors [24,25]
were also shown to have been induced in these cortical



areas. The grey matter expansion extended to include kind just outlined? Biological systems are never ulti-

IPS

IPS

IPS IPS
CS

CS CS
CS

CS
CS

LS
LS LS

LS

LSLS

LS

CS

7

(a) (i) (ii) (iii)

(b)

6
5
4
3
2
1

LS

STS

STS STS

STS

STS
STS

STS

STS

5

5

5

40
SMG

39
AG

7

7

7

monkey

(i)

(ii)

(iii) human

Figure 2. Grey matter increase with improvement in rake task performance. (a) Areas where grey matter increased with increas-
ing performance score on the rake task. Sagittal, coronal and horizontal planes with increases in grey matter, including the right
intraparietal sulcus (IPS, (i)), the superior temporal sulcus (STS, (ii)) and the secondary somatosensory area (SII, (iii)), are
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(a) Reproduced with permission from Quallo et al. [21].
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adjacent areas, such as the secondary somatosensory
area (figure 2a(iii)) and the surrounding opercular
cortex. Although the evidence obtained to date
remains fragmentary and more detailed biological
examinations are in progress, these initial findings
indicate that the brain is much more adaptive than
was previously believed: exposure to a novel cultural
environment induces the brain to exhibit not only
functional plasticity, but also extensive and persistent
morphological change.

This implies that once a novel cognitive demand,
such as incorporation of motor tools into the body
schema, has become embedded in the environment,
modifications of brain structure would be induced
automatically through the normal developmental pro-
cesses in succeeding generations. The occurrence of
such a plastic response during the lifespan as a result
of behavioural modifications that lie within the existing
adaptive capacity of individuals, and its subsequent
consolidation (under selection acting on changing
gene frequencies) as a default state that is stable over
generations [26–28] is termed the ‘Baldwin effect’
[29,30], and comprises one potential component of
the evolutionary process.
(b) Redundant and polysemic systems as
pre-adaptations for a novel neural niche

What could be the biological principles that allow
brain expansion as an evolutionary mechanism of the
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mately efficient—systems require some redundancy
for stability, to avoid over-specialization that might
threaten the capacity to survive new challenges.
Some redundancy in brain structure would allow
representational bistability, for both the originally
adapted functions and functional response to the
new challenge. Increased redundancy to stabilize this
functional capacity for flexible adaptive responses, per-
haps via rapid brain expansion, would also then allow
rapid construction of new and specialized neural
resources. As has been discussed earlier, monkey intra-
parietal neurons that normally code body image can be
trained to code a tool in a way that is equivalent to that
for the hand holding it [17]. Thus, these neurons are
bistable or polysemous for the hand or the tool. This
functional plasticity may be an inherent property at
the margins of a neural coding system prepared for
gradual elongation of the arm during body growth,
and which can then also adapt to a ‘sudden elongation’
by using the tool. This accidentally established equival-
ence between body parts (hands) and tools in turn leads
to additional polysemic and bistable interpretations, i.e.
hands may be extended into the tool representation
(externalization of the innate body) or tools may be
assimilated into the body schema (internalization of
external objects).

Thus, redundancy in the brain, initially adapted to
stabilize this system against unexpected environmental
noise (or developmental changes, following the above
speculation about body growth) has occasionally



allowed the system to be polysemous. This newly with non-spatial cognition. Many recent human
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acquired bistable state enables the reuse of cortical
systems for different functions in the future, as in
the case of tool use, perhaps in combination with
other parts of the brain [5,31]. This bistability, or
‘polysemy’, could enable the use of metaphors in
conceptual structure—so as to comprise a novel cogni-
tive niche, as will be described in the next section.
However, how human higher cognitive functions
appear to have ‘evolved’ much more quickly than
might be expected from ordinary biological evolu-
tionary processes of adaptation to changing external
environmental contingencies remains an open ques-
tion. Humans can induce such changes intentionally,
to construct a better-fitting ecological niche [6]. The
capacity of human intention, or of the human mind,
to plan for the future emerged through the process
described in the previous section in relation to the
hierarchy of classes of tool use (motor, sensory and
brain). Subsequently, the neural systems which pro-
cess the information that is necessary to inhabit the
tool-modified environment (the neural niche of the
brain; figure 2b(ii)) could be reinforced further by
extragenetic or epigenetic triggering factors embedded
in such an environment.

In addition, because hominin species have attained
an unusually long post-reproductive lifespan, parti-
cularly females [32], accumulation of knowledge
continues over the whole lifespan of an individual,
tending to peak in middle-to-old age. Thus, some
extragenetic mechanisms are indispensable for inheri-
tance of these later acquired ‘cognitive niches’ over
generations to occur. Species with a short lifespan
and mass reproduction adapt to environmental
changes through variations in their numerous off-
spring, as they expect that at least a few will survive,
whereas species with a long lifespan—such as primates,
and most typically humans—and low birth rate do so
through an individual capacity to adapt [33]. This pro-
cess would be enhanced by expansion of an organ that
controls adaptive behaviours, namely the brain, which
are stabilized as the typical phenotype of the species
through epigenetic mechanisms. The evolutionary
process driving such expansion may not simply be
natural selection acting on random mutations, but
rather something like the Baldwin effect [29,30] as
depicted earlier.
4. CONSTRUCTION OF THE COGNITIVE NICHE

(a) Parietal ‘neural niches’ for processing spatial

and non-spatial cognition

Debate exists on the comparative anatomy of the
primate parietal cortex (figure 2b). One view claims
that the inferior parietal area is evolutionarily new
and uniquely expanded in humans, and that therefore
the monkey posterior parietal cortex corresponds
to the human superior parietal lobule. This is the
position illustrated in the scheme presented in
figure 2b(iii), independent of figure 2b(i) [34,35].
Evidence supporting this view would include the fact
that, for example, the superior parietal lobule tends
to process spatial information in a conventional way,
whereas the inferior parietal lobule is often credited
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imaging studies demonstrate that this cortical area
additionally supports various forms of high-order
non-spatial cognition that are not necessarily directly
related to physical space itself. Indeed, a comparison
of the brain areas responsible for tool-use behaviours
in monkeys and humans [36] detected a patch of
the parietal cortex specific to humans that might
be responsible for perception and manipulation of
abstract causal relationships required for human tool-
use behaviours. This could be evidence of a function
that was derived from a polysemic mechanism as
described above, in which an additional resource of
brain tissue (a neural niche) functions to enable an
additional cognitive process (a cognitive niche).

However, there is another view in which the
monkey parietal cortex includes functional homol-
ogues of both regions [37–40], which allows viewing
figure 2b(i–iii) as a continuum. Various kinds of
non-spatial cognition can be grouped and ordered
based on the levels of abstraction of the ‘objects’ and
the conceptually defined spaces which are represented.
The assumed coordinate systems for such ‘spaces’,
with citations to research literature analysing the
brain mechanisms which encode such spatial coordi-
nates (for monkeys and humans), are summarized in
figure 3 [108]. The pseudo-spatial nature of the
high-order cognition supported by the posterior
parietal cortex may be derived from the essential
characteristics of the objects represented; alternatively,
it may be derived from the nature of the pre-existing
information-processing mechanisms of this area,
namely as a hub for multi-sensory integration and
for representing physical environmental space [109].
A meta-analysis of the references listed in figure 3
(refer to its legend for a detailed classification of var-
ious cognitive niches handled by this brain area)
shows that the posterior parietal areas responsible for
these novel forms of cognition are not necessarily
clearly segregated, either in monkeys or in humans,
and suggests a trend of gradual expansion towards
the lateral sulcus as the level of abstraction increases
(figure 3c) [108]. Thus, it seems that the parietal
area gradually incorporated high-order cognition as it
expanded during hominid evolution, while preserving
its original principles of operation. This could be an
example of exhibiting a novel cognitive niche by re-
using the functions that have derived from a polysemic
mechanism described previously. If this was the case,
the gradual emergence and differentiation of functions
in the transitional state might not be detected until the
intensity of activation and the quantity of tissue
recruited to serve this new neural niche exceeded
some threshold of detection. In this sense, the above
two views of parietal evolution are not necessarily
mutually exclusive.

What, then, is the explanation for this series of
additions of novel cognitive niches? Mechanisms for
‘selecting’ and ‘switching’ between objects among
different represented spaces (figure 3a) could be
hypothesized to contribute to this process [108].
That is, initially in classical (physical) space, spatial
attention towards concrete objects was typically
expressed as the direction of the eye axis to represent
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details of respective references, and also for other
classes of ‘spaces’ described below). Secondarily,
when such attention had to be sustained or the attend-
ing content had to be memorized, invisible ‘time’ was
‘visualized’ in the mind’s eye, becoming a new virtual
dimension in the existing suite of spatial-coordinate
systems, namely ‘temporal space’ [65–71]. And
then, once one was able to visualize an invisible virtual
entity, a similar objectification process could have been
extended further, enabling intentional perspective
switching. Acquiring representations of ‘social space’
[13,72–87] might have accelerated this process. Via
self-objectification processes [13] mentioned in the
earlier section, and the development of ‘virtual eyes’
[11,12], flexible and mutually integrated represen-
tations of the bodily self, of the analogous selves of
others, and of tools used as equivalents of body parts
(and vice versa) may have served as a bridge between
concrete physical and abstract conceptual spaces.
Finally, as the posterior parietal cortex expanded in
both physical volume and in range of function
[6,21], a positive feedback process could have been
established to achieve further human-specific forms
of non-spatial conceptual cognition, or ‘conceptual
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ponents of human intelligence would derive their
character from the precursory spatial cognition pro-
cess of the parietal cortex. Language is full of spatial
metaphors for abstract thoughts.
by re-using spatial processing principles

During evolution, whenever organisms are faced with
a novel and unforeseen environment, they have no
other means to overcome immediate problems than
to reuse any materials at hand [5,31]. Thus, cognitive
capacities are extended by diverting pre-existing func-
tions. In hominin evolution, according to the scenario
outlined in the previous section, the expanded inferior
parietal area and surrounding opercular region have
taken on distinctive functional characteristics. Basic
continuity from monkeys to humans as described
above seems to be present in this general area, which
includes Broca’s area (anterior operculum), Wernicke’s
area (posterior operculum) and the middle operculum
corresponding to the supramarginal and angular gyri,
and which appear to be an extension of the inferior
parietal lobule of the monkey brain; the continuity



Figure 3. (Opposite.) Non-spatial representations of the parietal cortex as a function of abstractness. (a) Hypoth-
esized mechanism to increase the level of abstract representation in the parietal cortex. (b) Structure of various
levels of abstract spaces. Existing references classified into each category are listed in the right-most columns
(for humans and monkeys). Concrete functions analysed in each reference are as summarized below:
(i) Perceptual space: the posterior parietal cortex (PPC) is implicated in three-dimensional object recognition,
processing of number and quantity, attention, and memory. The intraparietal sulcus (IPS) and anterior intrapar-
ietal area are activated when concrete three-dimensional objects are recognized, explored, imagined and
constructed [41,42]. Discerning continuous quantity recruits the anterior IPS [43], while discrete number pro-
cessing recruits the bilateral IPS [44–46], forming a mental number line [47] and mental arithmetic [48].
Sustained attention to spatial locations recruits the area between the right IPS and the inferior parietal lobule
(IPL) [49]. The lateral intraparietal area responds to various features of the stimulus shape [50–55]. Activity
of angular gyrus and temporoparietal junction (TPJ) is related to stimulus saliency detection and control
[56,57]. The left and right posterior TPJ are active while processing global and local information, respectively
[58]. The bilateral IPS supports episodic and semantic memory [59]. The parietal cortex may play a critical
role in working memory [60–63], although this region can also be active during tasks requiring no working
memory [64]. Thus, the apparent role of this cortical area in working memory may reflect a broader function,
such as temporally transferring information from present to future. (ii) Temporal space: the posterior parietal
cortex is implicated in temporal processing [65,66], time estimation and future planning [67]. The TPJ plays a
crucial role in temporal order judgement tasks [68] as well as in magnitude judgements about numbers [48].
The parietal cortex supports time-interval estimation and is active when estimating future object position
[69,70]. Here, events are processed in order and placed in a timeline [71]. (iii) Social space: the parietal
cortex processes some aspects of social space, including action understanding, tool use and self–other relation-
ships, thereby enabling imitation. This is one of the brain areas showing mirror properties [72–74]. Gesture
imitation activates the IPL and supramarginal gyrus (SMG) [75]. Imitation activates the left inferior parietal
cortex more than observation does, regardless of first- or third-person perspective [76]. The human anterior
IPS distinguishes between observed and executed movements [77], suggesting that parietal neurons have hier-
archical properties for recognizing similarity or difference of kinematics, goals and function of motion [78].
The parietal cortex supports tool usage, an extension of the bodily self [79–82]. This faculty may require an
implicit equivalence to be drawn between innate body parts and external objects. A proposed brain network sub-
serving such body-part objectification includes the posterior parietal cortex [13]. This area supports the
recognition and drawing of distinctions between agents [83,84]. Evaluations of physical and social distance to
others involve the superior and inferior parietal cortices, respectively [85], in accordance with egocentric distance
estimation by the parietal cortex [86]. Cooperative and competitive tasks recruit a common set of brain regions
with competition activating the right IPL more strongly, reflecting the apparent contrast between self and others
[87]. The facility with both concrete spatial cognition and self–other discrimination may have preadapted it
to handle perspective transformation in social situations. This in turn could have laid the basis for further
functional expansion into realms such as social categorization and, later in evolution, conceptual spaces [78].
(iv) Conceptual space: finally, this area appears to play a role in causal reasoning, mental object manipulation, atten-
tion switching, set shifting and dimensional abstraction. In addition to its role in tool usage, different areas support
broad concepts such as the causal ramifications of using tools [81,88,89] and the logical structures of the gestures
involved [80]. The superior parietal lobule (SPL) and SMG are differentially activated during rotations of visual
and motor imagery, respectively [90]. Spatial scanning through mental imagery activated the precuneus, SPL, IPL
and IPS [91]. The PPC is responsible for mentally manipulating sequentially learned materials [92], whereas IPS
and SPL together with the mid-dorsolateral prefrontal cortex is responsible for monitoring the learned items [93].
PPC activation is also related to cognitive set shifting [94–99]. During a visual search with attention shifts, PPC neur-
ons depend on a targeted dimension irrespective of the stimuli’s spatial features [100]. PPC activation was diminished
in elderly people in the solution-search phase of a set-shifting task [101]. Perspective taking [12] is one of the pro-
minent qualitative distinctions between the attention-shifting abilities of humans and other primates [78]. Posterior
parietal activity also correlates with abstract information at various levels and dimensions [102–105] and with modu-
lation of the strength of the visual stimulus and motor planning [106]. The left parietal cortex is involved in the
cortical rearranging of the relationship between semantic items in space [107]. (c) (i) Monkey posterior parietal
cortex; (ii) human left posterior parietal cortex; (iii) human right posterior parietal cortex. Results of meta-analysis
(based on the references listed in b) of cortical areas responsible for non-spatial cognition are superimposed. For
those references which detected multiple activations, the strongest representative regions relevant to the functions
discussed were plotted. Green, blue, yellow, pink symbols, respectively, indicate perceptual, temporal, social and
conceptual representations. Data points in monkeys are projected onto the left hemisphere (because no particular
laterality has been claimed), whereas those in human subjects are illustrated independently for each hemisphere
(being biased towards the left hemisphere). Large and dashed symbols indicate areas estimated from reviews and
original papers, respectively, in which coordinates were not clearly specified. Arabic numerals indicate Brodmann
areas (40, supramarginal gyrus: SMG; 39, angular gyrus: AG). AIP, anterior intraparietal area; CIP, caudal intra-
parietal area; CS, central sulcus; IPS, intraparietal sulcus; LIP, lateral intraparietal area; MIP, medial intraparietal
area; PCS, post central sulcus; POS, parieto-occipital sulcus; PPC, posterior parietal cortex; SF, sylvian fissure;
STS, superior temporal sulcus; VIP, ventral intraparietal area; TPJ, temporoparietal junction (adapted from figures
and text originally published in F1000 Biology Reports, 2009 Yamazaki et al. [108]).
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underwrites opercular language representations. Fun- often argued to have been crucial for the evolution of

(i) Head reaching
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damentally, the argument from continuity implies
that such representational capacity should be a
simple extension of a coding system for reaching and
grasping. Initially, this extension would derive from
the coding of spatial integration and of a reorganized
representation of space, which could be extrapolated
further using a principle identical to the non-spatial
higher-order coding of more abstract objects
[108,110]. In particular, this extrapolation could be
subserved by the ‘abstraction’ of free and uncon-
strained polysemous handling of the space and of the
body, which would comprise a fundamental com-
ponent of language representations, and perhaps also
by common neural mechanisms that share a mode of
information integration and processing.

Human-specific illogical cognitive biases for sym-
metrical inference (the tendency to incorrectly infer
‘if B then A’ from a conditional relationship ‘if A
then B’) and for inference by exclusion (the tendency
spontaneously to assume that an unfamiliar label
goes with an unfamiliar object) involve these same
brain areas [111,112]. The mind, human language
and human cultural transmission, all of which con-
tribute to the semantic inheritance of the benefits
acquired during the unusually elongated human
post-reproductive lifespan, are aspects of cognitive
functions that have evolved recently and result from
such neural niche construction. Once a fundamental
syntactic SVO (subject/verb/object) structure emerges
[113] and is generalized, abstraction and concept
formation and their manipulation become possible
and constitute a basis for further intellectual advance-
ments, such as polysemic interpretation of phenomena
(which enables metaphorical inference). Such redun-
dancy and polysemous representation would allow
equivalence and symmetric inferences and would
lead to the emergence of symbols. All of these func-
tions seem to be carried out in the expanded inferior
parietal and surrounding areas in humans. Hence,
the human language faculty seems to draw on these
fundamental neural mechanisms, which are found in
these late-myelinating brain areas, which retain a
large degree of flexibility until adulthood.
5. PARIETAL CORTEX AS THE CENTRE

(ii) Neck reaching
OF TRIADIC INTERACTIONS
(a) A site for multiple sensory and motor

integrations and coordinate transformations

The posterior parietal cortex plays a central role in
multi-sensory integration and recognition of environ-
mental space. Such integration provides a basis for
the production of movements of various body parts,
including eyes, hand-arm, head and whole body
through transformations between different coordinate
systems. The principle of neural reuse [5,31], as
depicted above, seems to apply here in enabling the
evolution of higher cognitive functions and thus of
human cultural niches. Once these fundamentals
were established in the parietal cortex, prefrontal
cortex could have developed further so as to use the
information for further executive functions involving
working memory and syntactic operations, which are
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human intelligence [114]. How, then, could this func-
tion have been extrapolated from the general evolution
of the nervous system? In this section, we shall sketch a
possible sequence of grades of gradually increasing
complexity that might take us from reaching
movements to tool use and language.

Throughout evolution from primitive protozoa to
mammals, the mouth was the organ used both to
grasp and to intake prey, after reaching it through loco-
motion along the body axis. Some animals, especially
primates, finally developed the hand to reach and
grasp. The target to reach (prey) is detected by sensory
organs of various modalities. The nervous system links
these sensory and motor apparatuses to produce appro-
priate actions. The site of such integration within the
neuraxis expanded continuously, to finally form the
parietal cortex in primates; and its further extrapolation
enabled the use of tools, as depicted above. The emer-
gence of bipedalism constituted another evolutionary
path for such expansion, as it differentiated the body
axis from the movement axis, thus demanding a dra-
matic increase in spatial information transformation.
In turn, this drove the evolution of the parietal oper-
culum in the neural niche. Figure 4 illustrates this
scenario, of which fundamental behavioural and
neural correlates are summarized below.
Primitive animals, in which the locomotor apparatus
(such as fins or limbs) has not yet evolved, ‘crawl’
with the whole body to prey (figure 4a). The
‘mouth’ is located at the front end of the body axis
[115,116], where sensory organs cluster to efficiently
acquire environmental information. Moving in the
direction of the mouth (i.e. ‘head reaching’) is still
common in extant taxa, including vertebrates. Fish
swim in the water three-dimensionally along the
body axis (figure 4b). Terrestrial amphibians (and
essentially also reptiles and most mammalian species)
were constrained to move two-dimensionally on the
land surface, yet they still move in the direction of
the main body axis and crawl to reach, having evolved
limbs for locomotion and resistance against gravity
(figure 4c). Head reaching requires information on
the target from a self-centred perspective. Animals
align the body axis (the direction to move) towards
the object and then approach it by travelling with the
whole body until arriving at the target. The neural
machinery used need only be the rather stereotyped
projection of the body onto the environmental space,
which requires minimal resources of neural tissue, and
of which even insects’ tiny brains are capable [117,118].
Avians further developed, from forelimbs, the wings to
fly. After a flight to reach prey, two final precise reach-
ing-and-grasping procedures emerged. Raptors grasp
the prey object by a hind limb [119] and finally eat it
using the mouth/beak—they use organs other than
the mouth just to grasp, but not directly to eat. Species
with long flexible necks, like herons or cranes, reach
and grasp directly with the beak using neck



movements [120,121]. Here, a discrepancy emerges information acquisition, thereby enabling further

(a)

worm fish frog

bird

monkey human

(b) (c)
(d)

(e) ( f )

Figure 4. Patterns of reaching-and-grasping movements in different animal species. Fundamentally, animals reach and grasp by
moving towards the targets (open circles) using their whole body (a–c). Higher vertebrates developed additional organs,
elongated from the trunk to reach and grasp (birds (d, neck) and primates (e, forearm)). ( f ) In humans, the direction of

the movements became perpendicular to the axis of the body because of bipedalism, and was further extended or transformed
by the use of tools. Note the differences among the different species in the relative location of the eyes (and of the vestibule)
relative to the organs used to finally reach and grasp, as well as their movements relative to the trunk and to the axis of the body
(dashed lines).
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between the axes of the body and the head (figure 4d).
As long as the mouth and eyes remain relatively fixed,
the neural processing to reach with the mouth/head
remains the same. But, once the neck can move inde-
pendently of the trunk, object locations need to be
represented in multiple spatial-coordinate systems—
not only for the original coordinates with the body/
trunk at the origin, but also with the head moving rela-
tive to the body. Such transformations between
coordinate systems would have required their brains
to evolve further neural resources.
(iii) Arm reaching

In mammals, particularly primates, the forelimbs have
evolved as apparatuses to reach and grasp, diverging
from their original locomotor function. Such evolution
occurred via (i) substantial elongation of the forelimbs;
(ii) increased degrees of freedom of movement at the
shoulder, elbow and wrist joints; and (iii) elongation
of digits to grasp objects of various sizes, shapes and
orientations [122–124]. These changes dramatically
increased the diversity of kinds and orientations of
reaching-and-grasping motions in the space around
the body axis (figure 4e). However, as a trade-off, it
requires complex information processing by the brain
to harmonize the movement of different body parts
by translating positional information between different
coordinate systems—body-centred, eye–head-centred
and hand-centred systems [125]. Such situations
demand more neural resources and the evolution of
highly developed spatial perception, resulting in the
expansion of parietal cortex. This was a cradle for
the further evolution of transformations and modi-
fications between coordinate systems, even for other
working spaces. These served as a preadaptation
by increasing the degrees of freedom for spatial
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expansion of the brain areas that are responsible for
those calculations.

(iv) Rotation of moving axis
These processes could be immediately extrapolated
onto further evolutionary events. One of those would
be the emergence of constant bipedalism. This consists
in the maintenance of an upright head-lifted posture,
with locomotion perpendicular to the axis of the
body trunk for the first time in evolution (figure 4f ).
Additional constraints emerged, i.e. visual axes
became fixed to the direction of locomotion (horizon-
tal), thus also perpendicular to the axis of the body. As
a result, various axes (body, hand, head and eyes)
became dissociated and the directions of locomotion
and of reaching/grasping became independent, depen-
ding on the ongoing behaviour. The brain mechanisms
for processing such information remain incompletely
understood, and open for future investigations.

(b) Extension of axes from concrete to virtual

spaces for locomotion, tool use and language

In evolution, the parietal cortex expanded initially as
an adaptation to demands from the environment, per-
haps for control of different movements of the various
body parts, while prefrontal cortex may have expanded
later to control such information coded in the parietal
cortex through prefronto–parietal interactions [114].
In this way, neural mechanisms became embedded in
the brain which served as pre-adaptations for further
neural evolution through neural reuse, ultimately
enabling the language faculties and (via prefrontal
expansion) advanced modes of executive control.
The emergence of bipedalism, through its associated
demand on multi-sensory integration and very com-
plex sensorimotor coordinate transformations, also



pressurized expansion of the greater opercular regions developmental or learning mechanisms) would partici-
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of the cerebral cortex, and thereby facilitated sub-
sequent reuse of such structures for higher cognitive
functions including language.

Neural evolution in the first stage of this extension
of axes put in place conditions for the emergence of
tool use (derived from the usage of innate organs for
a purpose not originally planned for). This poly-
semous pattern of organ usage, and the discovery of
novel types of usage, would be key elements in indu-
cing the re-evaluation of existing spatial structures in
relation to the body axis as a second stage. The emer-
gence of bipedalism triggered further extrapolation of
such faculties and initiated the usage of the externa-
lized body, i.e. extension of body parts into the tool
representation. Such freedom from existing physical
and bodily constraints in the understanding of the
environmental space would allow a novel mode of
spatial perception using novel tools (perspective trans-
formation) that would be the basis for the next jump
in the acquisition of abstract and transcendental
thoughts—stage three. This development has served,
in a final stage, as a cradle for the language faculty,
principally by developing its neural basis for infor-
mation processing, both for the use of polysemous
and conceptual thoughts and for the articulation of
oro-facial organs, to finally subserve language.
6. CONCLUSION

Expansion (or increase in capacity) of organs as an
adaptive response to ecological pressures seems to be
a general biological and evolutionary tendency to
make the phenotypic system robust—the brain will
not be an exception. Multi-sensory integration and
coordinate transformation for the control of reaching
movements in the inhabited space is an essential func-
tion of the nervous system, for which evolution finally
endowed primates with a well-developed parietal
cortex. The shift of body-space structure associated
with the emergence of hominin bipedalism may have
further pushed this trend forward to give this area,
and the extended opercular cortex, further resources.
Such neural enhancement (construction of the neural
niche) happened to enable the processing of abstract
information, detached from actual physical cons-
traint, by applying and re-using existing principles
for spatial information processing to realize novel
mental functions (construction of the cognitive
niche)—ultimately leading to language. Purposeful
manipulation of the body image in space, required
for tool use, would have accelerated interactive links
between the neural and cognitive niches—tool use
requires transformation of various bodily and spatial
coordinates, as well as logical and sequential relations
of action components.

Tools represent materialized cognitive brain func-
tions. They have been created one after another
and incorporated into hominin habitats as consti-
tuent elements (construction of the ecological niche).
A human-modified environment puts pressure on
succeeding generations to adapt to it, perhaps
by acquiring further resources for the relevant
organs. Epigenetically induced plasticity (including
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pate in such processes—and this is a subject for future
biological investigations. In this way, extra genomic
information could be transmitted between generations
via mutual interactions among ecological, neural and
cognitive domains of niches, which may have contrib-
uted to hominin evolutionary processes (that is,
‘triadic niche construction’). This scenario would
locate the human brain as part of an evolving holistic
ecosystem.
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ariation of BOLD signal changes and slow ERPs in the

parietal cortex in a parametric spatial imagery task with
haptic acquisition. Eur. J. Neurosci. 23, 1910–1918.
(doi:10.1111/j.1460-9568.2006.04720.x)

92 Zatorre, R. J., Halpern, A. R. & Bouffard, M. 2010
Mental reversal of imagined melodies: a role for

the posterior parietal cortex. J. Cogn. Neurosci. 22,
775–789. (doi:10.1162/jocn.2009.21239)

93 Champod, A. S. & Petrides, M. 2007 Dissociable roles
of the posterior parietal and the prefrontal cortex in
manipulation and monitoring processes. Proc. Natl
Acad. Sci. USA 104, 14 837–14 842. (doi:10.1073/
pnas.0607101104)

94 Kamigaki, T., Fukushima, T. & Miyashita, Y. 2009
Cognitive set reconfiguration signaled by macaque pos-
terior parietal neurons. Neuron 61, 941–951. (doi:10.

1016/j.neuron.2009.01.028)
95 Liston, C., Matalon, S., Hare, T. A., Davidson, M. C. &

Casey, B. J. 2006 Anterior cingulate and posterior par-
ietal cortices are sensitive to dissociable forms of

conflict in a task-switching paradigm. Neuron 50,
643–653. (doi:10.1016/j.neuron.2006.04.015)

96 Nakahara, K., Hayashi, T., Konishi, S. & Miyashita, Y.
2002 Functional MRI of macaque monkeys performing
a cognitive set-shifting task. Science 295, 1532–1536.

(doi:10.1126/science.1067653)
97 Pessoa, L., Rossi, A., Japee, S., Desimone, R. &

Ungerleider, L. G. 2009 Attentional control during
the transient updating of cue information. Brain Res.
1247, 149–158. (doi:10.1016/j.brainres.2008.10.010)

98 Shomstein, S. & Yantis, S. 2006 Parietal cortex med-
iates voluntary control of spatial and nonspatial auditory
attention. J. Neurosci. 26, 435–439. (doi:10.1523/
JNEUROSCI.4408-05.2006)

99 Stoet, G. & Snyder, L. H. 2004 Single neurons in

posterior parietal cortex of monkeys encode cognitive
set. Neuron 42, 1003–1012. (doi:10.1016/j.neuron.
2004.06.003)

100 Ogawa, T. & Komatsu, H. 2009 Condition-dependent
and condition-independent target selection in the

Phil. Trans. R. Soc. B (2012)
101, 721–736. (doi:10.1152/jn.90817.2008)
101 Hampshire, A., Gruszka, A., Fallon, S. J. & Owen, A. M.

2008 Inefficiency in self-organized attentional switching
in the normal aging population is associated with
decreased activity in the ventrolateral prefrontal cortex.
J. Cogn. Neurosci. 20, 1670–1686. (doi:10.1162/jocn.
2008.20115)

102 Crowe, D. A., Chafee, M. V., Averbeck, B. B. &
Georgopoulos, A. P. 2004 Participation of primary
motor cortical neurons in a distributed network
during maze solution: representation of spatial par-

ameters and time-course comparison with parietal
area 7a. Exp. Brain Res. 158, 28–34. (doi:10.1007/
s00221-004-1876-3)

103 Freedman, D. J. & Assad, J. A. 2009 Distinct encoding
of spatial and nonspatial visual information in parietal

cortex. J. Neurosci. 29, 5671–5680. (doi:10.1523/
JNEUROSCI.2878-08.2009)

104 Hoenig, K. & Scheef, L. 2009 Neural correlates of
semantic ambiguity processing during context verifica-
tion. Neuroimage 45, 1009–1019. (doi:10.1016/j.neuro

image.2008.12.044)
105 Yang, T. & Shadlen, M. N. 2007 Probabilistic reasoning

by neurons. Nature 447, 1075–1080. (doi:10.1038/
nature05852)

106 Tosoni, A., Galati, G., Romani, G. L. & Corbetta, M.

2008 Sensory-motor mechanisms in human parietal
cortex underlie arbitrary visual decisions. Nat. Neurosci.
11, 1446–1453. (doi:10.1038/nn.2221)

107 Turriziani, P., Oliveri, M., Bonni, S., Koch, G., Smirni,

D. & Cipolotti, L. 2009 Exploring the relationship
between semantics and space. PLoS ONE 4, e5319.
(doi:10.1371/journal.pone.0005319)

108 Yamazaki, Y., Hashimoto, T. & Iriki, A. 2009 The
posterior parietal cortex and non-spatial cognition.

F1000 Biol. Rep. 1, 74. (doi:10.3410/B1-74)
109 Arbib, M. A. & Lee, J. 2008 Describing visual scenes:

towards a neurolinguistics based on construction gram-
mar. Brain Res. 1225, 146–162. (doi:10.1016/j.brain
res.2008.04.075)

110 Almor, A., Smith, D. V., Bonilha, L., Fridriksson, J. &
Rorden, C. 2007 What is in a name? Spatial brain
circuits are used to track discourse references. Neuro-
report 18, 1215–1219. (doi:10.1097/WNR.0b013e
32810 f2e11)

111 Ogawa, A., Yamazaki, Y., Ueno, K., Cheng, K. & Iriki, A.
2010 Neural correlates of species-typical illogical cogni-
tive bias in human inference. J. Cogn. Neurosci. 22,
2120–2130. (doi:10.1162/jocn.2009.21330)

112 Ogawa, A., Yamazaki, Y., Ueno, K., Cheng, K. &
Iriki, A. 2010 Inferential reasoning by exclusion recruits
parietal and prefrontal cortices. Neuroimage 52,
1603–1610. (doi:10.1016/j.neuroimage.2010.05.040)

113 Hihara, S., Yamada, H., Iriki, A. & Okanoya, K. 2003

Spontaneous vocal differentiation of coo-calls for tools
and food in Japanese monkeys. Neurosci. Res. (NY )
45, 383–389.

114 Deacon, T. 1997 The symbolic species. London, UK:
Penguin Press.

115 Carroll, S. B., Grenier, J. K. & Weatherbee, S. D. 2005
From DNA to diversity: molecular genetics and the evolution
of animal design, 2nd edn. Malden, MA: Blackwell
Publishing.

116 De Robertis, E. M. & Sasai, Y. 1996 A common plan

for dorsoventral patterning in Bilateria. Nature 380,
37–40. (doi:10.1038/380037a0)

117 Mizunami,M.,Yokohari, F.&Takahata,M.1999 Explora-
tion into the adaptive design of the arthropod ‘microbrain’.
Zool. Sci. 16, 703–709. (doi:10.2108/zsj.16.703)



118 Mizunami, M., Yokohari, F. & Takahata, M. 2004 Further 122 Ankel-Simons, F. 2007 Primate anatomy: an introduc-

Review. Human brain evolution A. Iriki & M. Taoka 23

 on November 29, 2011rstb.royalsocietypublishing.orgDownloaded from 
exploration into the adaptive design of the arthropod
‘microbrain’: I. Sensory and memory-processing systems.

Zool. Sci. 21, 1141–1151. (doi:10.2108/zsj.21.1141)
119 Ward, A. B., Weigl, P. D. & Conroy, R. M.

2002 Functional morphology of raptor hindlimbs:
implications for resource partitioning. Auk 119,
1052–1063. (doi:10.1642/0004-8038(2002)119[1052:

FMORHI]2.0.CO;2)
120 Martin, G. R. & Katzir, G. 1994 Visual fields and eye

movements in herons (Ardeidae). Brain Behav. Evol.
44, 74–85. (doi:10.1159/000113571)

121 White, C. R., Day, N., Butler, P. J. & Martin, G. R.
2007 Vision and foraging in cormorants: more like
herons than hawks? PLoS ONE 2, e639. (doi:10.1371/
journal.pone.0000639)
Phil. Trans. R. Soc. B (2012)
tion, 3rd edn. Burlington, VT: Academic Press.
123 Larson, S. G. & Stern Jr, J. T. 2006 Maintenance of

above-branch balance during primate arboreal quadru-
pedalism: coordinated use of forearm rotators and tail
motion. Am. J. Phys. Anthropol. 129, 71–81. (doi:10.
1002/ajpa.20236)

124 Marzke, M. W. 1996 Evolution of the hand and the

bipedality. In Handbook of human symbolic evolution
(eds A. Lock & C. R. Peters), pp. 126–154. Oxford,
UK: Oxford University Press.

125 Buneo, C. A. & Andersen, R. A. 2006 The posterior

parietal cortex: sensorimotor interface for the planning
and online control of visually guided movements.
Neuropsychologia 44, 2594–2606. (doi:10.1016/j.
neuropsychologia.2005.10.011)



Phil. Trans. R. Soc. B (2012) 367, 24–36

 on November 29, 2011rstb.royalsocietypublishing.orgDownloaded from 
doi:10.1098/rstb.2011.0125
Research
* Autho
ferrari@
† The fir

One con
compara
evolutio
Individual and social learning processes
involved in the acquisition and

generalization of tool use in macaques
S. Macellini1,†, M. Maranesi2,†, L. Bonini2, L. Simone2,

S. Rozzi2, P. F. Ferrari1,2,* and L. Fogassi2,3,*
1Dipartimento di Biologia Evolutiva e Funzionale, Università di Parma, via Usberti 11/a,
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3Dipartimento di Psicologia, Università di Parma, Borgo Carissimi 10, 43121 Parma, Italy

Macaques can efficiently use several tools, but their capacity to discriminate the relevant physical
features of a tool and the social factors contributing to their acquisition are still poorly explored.
In a series of studies, we investigated macaques’ ability to generalize the use of a stick as a tool
to new objects having different physical features (study 1), or to new contexts, requiring them to
adapt the previously learned motor strategy (study 2). We then assessed whether the observation
of a skilled model might facilitate tool-use learning by naive observer monkeys (study 3). Results
of study 1 and study 2 showed that monkeys trained to use a tool generalize this ability to tools
of different shape and length, and learn to adapt their motor strategy to a new task. Study 3 demon-
strated that observing a skilled model increases the observers’ manipulations of a stick, thus
facilitating the individual discovery of the relevant properties of this object as a tool. These findings
support the view that in macaques, the motor system can be modified through tool use and that it
has a limited capacity to adjust the learnt motor skills to a new context. Social factors, although
important to facilitate the interaction with tools, are not crucial for tool-use learning.

Keywords: body schema; tool selection; sensorimotor experience; action perception;
mirror neurons
1. INTRODUCTION under more controlled experimental conditions or in

It is well acknowledged that several primate species are
capable of selecting and using tools. In chimpanzees
and capuchin monkeys, the flexible and the extensive
use of tools have been widely documented both in
free-living [1–3] and captive populations [4,5]. More
scattered and limited are reports on tool use in free-
ranging populations of macaques. Most of these
studies documented the use of tools only in a limited
number of individuals and often the reports are anec-
dotal [6]. More recently, it has been reported that
long-tailed macaques of a wild population in Thailand
regularly use stones as tools to crack shelled seafood
[7]. Despite this example, there is still a general agree-
ment in the scientific community that macaques are
not skilled tool users. However, this picture becomes
more complex, if one considers studies on macaques
rs for correspondence (leonardo.fogassi@unipr.it;pierfrancesco.
unipr.it).
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captivity, where long-lasting observations are feasible.
In fact, more detailed descriptions are available on

captive and free-ranging provisioned groups of maca-
ques, in which prolonged observations allowed
researchers to understand which factors facilitate the
acquisition of tool use or prevent individuals from
acquiring new behaviours [8–13].

A series of laboratory experiments demonstrated
that macaques are capable of learning the use of
tools for retrieving food out of reach [14,15]. Under
certain circumstances, the process of tool-use learning
may require a relatively short time of training through
instrumental conditioning procedures. Other labora-
tory studies demonstrated that macaques can learn
to use even more complex tools, such as pliers, requir-
ing a higher level of coordination and handedness
[16]. Together, these studies indicate that macaques
are capable of refining their motor representations
and have the cognitive potential to include the tools
within their expanded motor repertoire. This is also
supported by neurophysiological studies indicating
that, after tool-use learning, motor representations
and body schema change in the parietal and premotor
cortices [16,17].

This journal is q 2011 The Royal Society



An important issue that has been very scarcely served as demonstrators of tool use for completely naive

2. STUDY 1: SELECTION OF TOOLS BASED ON

Tool-use learning in macaques S. Macellini et al. 25

 on November 29, 2011rstb.royalsocietypublishing.orgDownloaded from 
investigated is how can monkeys discriminate the
appropriate tool for a given task. Recent work in capu-
chin monkeys showed that they can select the most
adequate tool for extracting food protected in a nut
shell based on functional features such as weight and
shape [2]. Few studies have explored in detail how
non-human animals represent tools and, in particular,
whether they distinguish between functional and non-
functional objects based on their physical features
[14,15,18]. In a series of experiments on object knowl-
edge, Hauser [19] assessed in cotton-top tamarins the
capacity of understanding which properties of a tool
are relevant to its functioning. Once monkeys learned
to use canes to retrieve food out of reach, they were
presented with a variety of new tools with different col-
ours, shapes, textures and sizes. The results showed
that, on average, monkeys chose the functional tool.
This has been interpreted as a demonstration that
they use a strategy based on an understanding of
the means-end relationship [19]. However, it cannot
be excluded that trial-and-error processes, based on
the sensorimotor experience with the tool, could
have intervened. This latter interpretation would
also be consistent with the conclusions reached by
Visalberghi & Limongelli [20], based on their studies
on capuchin monkeys.

Considering the reports so far reviewed about tool
use in macaques in the wild, captivity and in more con-
trolled experimental conditions [6,8–15], the issue of
tool selection and of the underlying cognitive processes
remains still poorly investigated in this taxon.

The process of tool-use acquisition can also be faci-
litated by social factors. Several studies showed in
different species of macaques the possibility to acquire
new behaviours through social-based learning. This
social transmission of tool use can account for traditions
and cultures so well developed and documented in
primates [21].

One of the possibilities for a naive subject to learn a
new behaviour is to observe an expert individual perform-
ing the action. The acquisition of the new behaviour will
be probably linked also to the frequency with which the
subject observes the demonstrator performing that
action [22]. Other factors that increase the likelihood of
social learning new behaviours are the attention that the
subject pays towards the observed behaviour and its
proximity to the demonstrator [22–30]. Thus, the acqui-
sition of a new behaviour in naive subjects should be
faster in those individuals with greater opportunity to
observe and learn from expert models [22,26,27]. This
observer–demonstrator paradigm has been typically
used in captivity and in laboratory settings [21].

The series of experiments we present here had two
main objectives and were organized into two main parts.

The first part was focused on the issue of individual
learning processes. In particular, it was aimed at inves-
tigating whether, and to what extent, monkeys
previously trained to use a tool for retrieving food
could generalize their capacity across different tools
with novel features and different contexts requiring
the adjustment of the learned motor strategy.

In the second part, the monkeys that were employed
for individual learning experiments during the first part,
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macaque monkeys. In this observer–demonstrator
paradigm, we explored the possible presence of social
learning processes in the observing individuals.
THEIR PHYSICAL PROPERTIES
Capuchin monkeys and chimpanzees are capable of
selecting tools with different features in relation to
their behavioural purposes [2,5]. However, this ability
is still largely unexplored in macaques. The main aims
of this study were twofold: (i) to assess how the learned
capacity to use a tool in a specific task can be general-
ized to other types of tools having the same length, and
(ii) to verify whether monkeys can select, among tools
of different shapes, one of appropriate length to enable
food retrieval.

Monkeys were first trained to use a stick in order to
retrieve a creamy food (yogurt) out of arm’s reach.
Then, they were presented with two novel elongated
tools of different shape, in addition to the stick. In
one condition, all tools were functional for retrieving
food, in another condition only one was functional,
the other two being too short for this purpose.

We analysed the animals’ choice in both conditions.

(a) Material and methods

(i) Subjects
The experimental subjects were two male pigtailed
macaque monkeys (Macaca nemestrina), here identified
as M1 and M2. Both monkeys were captive born,
mother-reared until they were 2–3 years old and
then individually housed at the Primate Section of
the Department of Neuroscience, University of
Parma. At the time of testing, they were both 5 years
old. Both monkeys were singly housed in cages
(175 � 100 � 100 cm) allowing them visual and audi-
tory contact with other monkeys (Macaca nemestrina
and Macaca mulatta) housed in the same room.

To maintain a high motivation to the task, during
experiments, subjects were mildly food-deprived, receiv-
ing their daily food only at the end of each testing session.
Food consisted of fresh fruits, vegetables, bread, seeds
and monkey chow. Water was always available.

(ii) Apparatus and training procedures
The basic set-up employed in this study is shown in
figure 1a.

During the first phase, monkeys sat in their home
cages. They were allowed to retrieve the food (yogurt)
from a transparent Plexiglas container (inner diameter
6.5 cm, height 5.5 cm) by means of a wooden stick
(diameter 1 cm, length 22 cm). The container was
located in front of the monkey cage, screwed on a ply-
wood table (length 70 cm, width 75 cm, height 32 cm
from the floor of the cage) outside the monkey reaching
space (44.5 cm from the cage bars). In this phase, none
of the monkeys spontaneously succeeded or attempted
to use the tool for retrieving the food.

In the second phase, we tried to facilitate the mon-
keys to individually learn tool use. The experimenter
inserted the stick into the container filled with yogurt,
and then monkeys were allowed to retrieve the tool



and lick the food from it (10 sessions lasting 10 min, There was no session in which the only functional

(iv) Behavioural analysis

(a) (b) (i) (ii) (iii)

Figure 1. (a) Basic experimental set-up employed in study 1. (b) Experimental conditions and features of the tools used for
testing tool selection during study 1: b(i) all three tools functional (3F); b(ii) functional spoon (FS) and non-functional

stick and egg-shaped tools; b(iii) functional egg-shaped tool (FE) and non-functional stick and spoon.
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10 trials per session). The intent underlying this pro-
cedure was that of prompting part of the motor
sequences that the monkeys had to perform to accom-
plish the task (e.g. grasping the tool already inserted
into the glass, bringing it to the mouth and eating the
yogurt). Even though monkeys easily succeeded in
retrieving the tool from the container and eating the
yogurt in all trials, subsequently they did not show any
attempt at spontaneous tool use. This rendered it
necessary to introduce a shaping procedure. In the first
part of this procedure, monkeys were first reinforced
with food whenever they touched and grasped the tool.
Then, they received food whenever they extended the
arm while holding the tool and, finally, whenever they
touched the container with it. This training procedure
was employed twice a day for four consecutive weeks,
until the monkeys successfully performed the correct
action sequence with at least 90 per cent correct trials
per session, for at least three consecutive sessions.

The training was recorded with a digital camcorder
CANON MVX250i, and the video clips were subsequen-
tly analysed to evaluate the rate of success in the task.

(iii) Experimental task
Monkeys were tested in their home cage. In each ses-
sion (5 min long), three wooden tools differing in
shape (spoon, egg-shaped and stick; figure 1b), but
not in texture and colour, were used. Each tool
could be presented in one of two versions, either ‘func-
tional’ or ‘non- functional’. The functional tools were
22 cm long and enabled the monkey to reach for the
food, while the non-functional ones were only 11 cm
long, thus not long enough to reach it. The three
tools were simultaneously presented to the monkey
on the same plywood table previously used during
the training phase, in the following combinations:

— all three functional (3F);
— functional spoon (FS), non-functional stick and

egg-shaped tool; and
— functional egg-shaped tool (FE), non-functional

stick and spoon.

Each combination was presented three times,
resulting in a total number of nine sessions for each
animal. In each session, monkeys were free to interact
with any of the available tools and try to use each of
them for reaching the food. The order of presentation
was as follows: 3F, FS, FE, FS, FE, 3F, FE, 3F, FS.
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tool was the stick, because this was the most familiar
to the animal and could have biased its choice.
All sessions were video recorded with a digital camcor-
der CANON MVX250i and the tapes independently
analysed by two experimenters familiar with the exper-
imental procedure. The frequency of interactions of the
monkey with each of the available tools in each session
was assessed. An interaction was defined as the grasping
of a tool followed by the attempt to insert it into the con-
tainer, regardless of the outcome of the attempt (the
rate of success was always above 90%). For each ses-
sion, we also scored which tool was the first contacted
by the monkey, in order to verify whether its choice
was based on an evaluation of the suitability of the phys-
ical features of the tool in relation to task requirements,
or on a mere trial-and-error learning process.

(v) Statistical analysis
x2-tests were applied to assess whether there was a
preference for a specific type of tool during the 3F ses-
sions. The same test was then employed in the sessions
in which only one tool was functional (i.e. FS and FE)
to assess whether the general choice frequency for the
functional tool was higher than that expected based on
chance. Furthermore, in these sessions, we also tested
whether the frequency of choice of the functional tool
as first was higher than chance.

(b) Results

The results of study 1 are summarized in figure 2. In
the sessions in which all tools were functional (i.e.
3F), both monkeys preferred the stick to retrieve
food significantly above chance level (M1 x2 ¼

218.49, p , 0.001 and M2 x2 ¼ 16.95, p , 0.001).
During the sessions in which only one tool was func-
tional (FS and FE), both monkeys more frequently
used the appropriate tool (M1 x2 ¼ 115.996, p ,

0.001 and M2 x2 ¼ 8.00, p , 0.005). More specifi-
cally, both M1 and M2 used the egg-shaped tool in
the FE sessions (x2¼ 43.29, p , 0.001 and x2¼ 8.40,
p , 0.005, respectively) more frequently than expected
by chance. As far as the spoon is concerned, both mon-
keys chose it more frequently during FS sessions,
although M1 did it at a higher frequency with respect
to chance level (x2¼ 74.67, p , 0.001), while M2 did
not reach a statistically significant level (x2¼ 0.76, n.s.).



In the sessions in which only one tool was func-

(ii) Apparatus and procedures
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Figure 2. Percentage of tool interactions with each of the

available tools. Each histogram represents the interactions
during the sessions with all tool types: functional (3F), func-
tional spoon (FS) and functional egg-shaped tool (FE) for
(a) M1 and (b) M2. Light grey bars, egg-shaped; striped
bars, spoon; dark grey bars, stick.

Figure 3. Schematic set-up and apparatus employed in study 2.
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tional, the first-grasped tool was randomly chosen by
both monkeys, contradicting the hypothesis that the
functional tool was mostly preferred as a ‘first choice’
(M1 x2 ¼ 0.75, n.s. and M2 x2 ¼ 0.83, n.s.).

It is worth noting that, in all conditions, during the
first interaction with an unfamiliar tool, the two mon-
keys never brought it to the mouth, but they used it
to retrieve the food by applying the same motor pat-
terns employed with the familiar tool. In only a few
occasions, we did record exploratory behaviours
consisting of tool manipulation without using it.
3. STUDY 2: GENERALIZATION OF

TOOL-USE STRATEGY TO DIFFERENT
ENVIRONMENTAL CONTEXTS
If tool-use skill acquired in a certain situation is based
on a causal understanding of the physical properties of
the object used as a tool, this capacity should be easily
transferred to contexts different from that in which
learning occurred. This transfer, here referred to as
generalization, may be expressed through newly
adapted behavioural strategies with various levels of
complexity, depending on the contextual demands.
The aim of this study was to assess whether monkeys
capable of using a stick to extract food from a con-
tainer (study 1) could generalize the learned skills to
a new contextual setting.

More specifically, a transparent cylindrical container
was located inside the monkeys’ home cage, firmly fixed
to the cage bars. Monkeys could directly interact with
the container, but the small aperture on the top of it and
its elongated shape allowed them to retrieve the food
only by inserting the stick into the container (figure 3).
Therefore, when compared with study 1, monkeys could
adopt a wider range of motor strategies to retrieve the
food, but it was designed so that the previously learned
one was not effective in this context. Furthermore, we ver-
ified whether the presence/absence of food inside the
container, which represents the monkey’s behavioural
goal, could affect its attempts to reach for the food.

(a) Material and methods

(i) Subjects
The experimental subjects were the same as in study 1.
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The food (yogurt) was put into a cylindrical Plexiglas
container (internal diameter 3 cm, height 18 cm) posi-
tioned inside the cage and firmly attached to the bars.
At the beginning of each trial, the tool, a stick identical to
that used during study 1, was placed on the floor of the
cage. The monkey had to grasp the stick and to insert it
completely inside the container to obtain the food.

The study was divided into four phases: Baseline,
Familiarization/Facilitation, Practice and Food/No food
test. During Baseline (six sessions, each 5 min long),
we evaluated the frequency of interactions between
the monkey’s hand and the tool. Since none of the
monkeys succeeded in getting food by using the
tool, we introduced the Familiarization/Facilitation
phase. This phase consisted of a single experimental
session, lasting 40 min, during which the experimenter
inserted the stick twice into the container, so that the
monkey could simply retrieve the stick and lick
the yogurt. We assessed the monkeys’ behaviour scor-
ing both their failed attempts and autonomously
performed trials of successful tool use during the whole
session. The Practice phase consisted of three sessions,
each 10 min long, in which the monkey was given
the tool to accomplish autonomously the same task.
The fourth phase, Food/No food test, consisted of six
sessions. In three of them, the container was filled with
yogurt (Food sessions, F), while in the other three it
was empty (No food sessions, NF). Before using it for
NF sessions, the container was thoroughly washed to
remove residual food or smells. Sessions F and NF
were alternated and lasted 15 min each: during the first
5 min of each session, the monkeys were given the possi-
bility to explore the container, filled or empty, allowing
them to familiarize with the container in the absence of
the tool. Subsequently, the experimenter introduced
the tool in the cage and the monkey was allowed to use
it for the next 10 min of the session.

(iii) Behavioural analysis
All the experimental phases were recorded with a
digital camcorder CANON MVX250i and the videos
were off-line independently analysed by two coders
familiar with the experimental phases. The frequency
of interactions of the monkeys with the tool was
scored. Since it was difficult to systematically describe
and categorize the numerous patterns of behaviour each
monkey displayed with the tool, we limited our analysis
to a few items relative to those events in which the



monkey grasped the tool and directed it towards the monkey with its arms outside of the cage bars and
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Figure 4. Number of tool insertions and insertion attempts performed by (a) M1 and (b) M2 during the Baseline, Familiar-
ization/Facilitation and Practice phases. The arrows indicate the time points when the experimenter inserted the stick inside
the container, providing the monkey with a cue about part of the motor sequence to be done. Grey circles with dashed line,
attempt; black circles with continuous line, insertion.
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aperture on top of the container, trying to insert it
although unsuccessfully (‘attempt’). When an inter-
action ended with the tool completely inserted into the
container in F sessions, enabling food retrieval, it was
considered as ‘insertion’.

(iv) Statistical analysis
x2-tests were used to compare the number of inter-
actions with the tool and insertions during F and NF
phases, against those expected by chance.

(b) Results

Figure 4 shows the time course of the frequency of
interactions with the tool (in terms of insertion and
attempt, separately) of both monkeys across sub-
sequent sessions and phases. During the Baseline
phase, none of the subjects succeeded in retrieving
the food with the tool. From the beginning of this
phase, both monkeys tried to directly access the food
by biting the container or probing their fingers inside
it. After a few minutes in which they failed to reach
the food with this strategy, both of them grasped the
stick and brought it in proximity to the container.
More specifically, M2 made several attempts to
insert the tool into the container, but always without
success. The tool was sometimes handled by the
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lifted above the container, attempting to insert it. In
other cases, the monkey manipulated the tool very vig-
orously with both hands in proximity to the container
opening. Such episodes of tool manipulation were
usually highly variable, jerky and poorly coordinated,
so that in several cases, the tool fell on the floor. All
of these behaviours decreased over time. M1 also
approached the container with the stick and manipu-
lated the tool in its proximity. However, when
compared with M2, it performed only a few clear
attempts of insertion, and its manipulations of the
tool rapidly decreased over time.

During the Familiarization/Facilitation phase, fol-
lowing the first tool insertion by the experimenter,
both monkeys rapidly increased their rate of attempts
to use the tool for retrieving food (M1 x2 ¼ 49.44,
p , 0.001; M2 x2 ¼ 6.00, p , 0.05). In the first min-
utes after stick extraction, both monkeys licked the
tool and tried to lick the spilled drops of yogurt near
the opening of the container or to probe with the fin-
gers into the container to extract the left-over drops.
These activities lasted a few minutes before monkeys
started to use the tool again.

Interestingly, among other attempts, M1 tried on
one occasion to replicate the exact motor pattern
that was effective in study 1, namely, sitting in a



cage sector far from the container and then extend-

4. STUDY 3: EFFECT OF SOCIAL FACILITATION

(a) Material and methods

(ii) Apparatus
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ing the arm holding the stick, pointing with it and
attending to the container. Furthermore, both mon-
keys started to show some successful insertions of
the tool into the container. In particular, M1 suc-
ceeded in retrieving food autonomously for the first
time after 30 insertion attempts, 20 min after the
beginning of the Familiarization/Facilitation phase,
while M2 succeeded for the first time after 15 inser-
tion attempts, 20 min after the beginning of the
same phase.

During the Practice phase, the monkeys’ rate of
success tended to increase across sessions, but the
difference between the first and the last Practice
session was significant only in M2 (M1 x2 ¼ 1.80,
n.s.; M2 x2 ¼ 9.52, p , 0.01).

In the Food/No food phase (figure 5), the number
of interactions with the tool, calculated by pooling
insertions and attempts frequencies, was significantly
higher in the F than in NF condition (M1 x2 ¼ 39.02,
p , 0.001; M2 x2 ¼ 65.06, p , 0.001). Nevertheless,
both monkeys also tried in a consistent number of
cases to insert the stick into the container in the NF
condition, succeeding on several occasions in reaching
the bottom of the container with the tip of the stick.
Interestingly, after tool insertion in the empty container,
both monkeys often extracted the stick and brought it to
the mouth, smelling and licking it, thus behaving simi-
larly to in the F condition. However, the frequency of
interactions with the tool (taking together insertions
and attempts frequencies) remained similar across ses-
sions in the F condition (M1 x2 ¼ 0.84, n.s.; M2 x2 ¼

0.14, n.s.), while it decreased significantly across ses-
sions in the NF condition (M1 x2 ¼ 12.17, p , 0.005;
M2 x2 ¼ 25.12, p , 0.001).
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ON TOOL USE
Previous studies have shown that macaques can some-
times benefit from observing the behaviour of skilled
individuals for learning novel actions [6,31]. However,
it is still unclear whether the observation of a skilled con-
specific can facilitate tool-use learning in an observer
monkey, and what information macaques can extract
by observing other individuals using a tool [21].

The aim of the present study was to assess the be-
havioural responses of naive macaque monkeys after
exposure to a trained conspecific using a rake for
retrieving a piece of food out of arm’s reach. We
scored the observers’ behaviour both after they were
exposed to the performing model and during the
model’s performance.

For this study, we used a rake as tool because it
requires minimal handling abilities and effort, and it
has to be moved mainly in a two-dimensional space
in order to achieve the goal (i.e. retrieving the food
placed on the table in front of the monkey).
(i) Subjects
The subjects were nine male Macaca mulatta, aged
from 5 to 7 years. They were all naive to the use of
tools. The two Macaca nemestrina employed in study
1 and study 2 acted as models. The procedures to
train the model monkeys to use the rake were similar
to those described by Iriki and co-workers [32,33].

The rearing and housing conditions of the animals
were the same as described in study 1 and study 2. The
use of animals of the same genus (Macaca), but of differ-
ent species (M. mulatta) with respect to the model
(M. nemestrina) as observers should not represent theor-
etical problems, given the similarity in the general body
morphology as well as in the patterns of communicative
and non-communicative behaviours shared by the two
species [34]. Finally, our monkeys were very familiar
with each other and the nature of the task did not require
any species-specific behaviour.
The handle of the rake was a wooden stick of 1 cm
diameter and 35 cm length, while the head was a
wooden splint (12.5 � 4.5 cm), fixed to the handle in
its centre.

The model and the observer were in different cages,
one facing the other and separated by plywood work-
ing tables on which the tool and the food were
placed. We used the same type of working table
described in the first study. The experimenter placed
small pieces of food (a piece of apple) on the table
top by introducing them from the bottom of the
table, unseen by the monkeys, through holes (diameter
1.5 cm each). This procedure was employed in order
to prevent the monkeys from being distracted by the
experimenter’s action and to reduce interference with
their behaviour. One hole was made on the side of
the table where the demonstrator was located, 57 cm
outside its cage, so that it could be reached only by
using the rake. A second hole was made on the same
side, but at 34 cm from the cage, so that the monkey



could retrieve the food from it by hand. A third

During the Follow-up phase (five sessions, 10 min

Figure 6. Set-up and apparatus employed in study 3. The

picture shows the model retrieving a small piece of food
using the rake while the observer is looking at the action.
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hole was made on the side of the table where the obser-
ver was located, 57 cm outside its cage.

(iii) Tasks and procedure
The experimental setting is shown in figure 6. Each
trial started with the experimenter placing a piece of
food on the table, on the side of the model monkey,
through the hole located at 57 cm from the model’s
cage, so that the food was completely out of reach.
Thus, the model monkey had to use the rake to
reach the food and drag it along the table until it was
graspable with the hand. In each phase, the model
received a piece of apple every 15 s.

The experiment was divided into four phases:
Baseline, Observation-Delayed tool interaction, Obser-
vation-Simultaneous tool interaction and Follow-up.

During Baseline (10 sessions, 10 min each), the
model was given pieces of food by the experimenter
through the closest hole present on its side of the
table. While the model was engaged in grasping with
the hand and eating the food, the observers were
allowed to interact with the tool in order to retrieve a
piece of food placed by the experimenter on the obser-
ver’s side of the table, out of arm’s reach.

The Observation-Delayed tool interaction phase
consisted of 10 experimental sessions (25 min each).
First, the model performed the correct food retrieving
behaviour with the rake 40 times within a 10 min
period (one trial every 15 s). Then, after a 5 min
break, the observer was given a tool identical to that of
the model for the following 10 min. The observer thus
had the possibility to easily reach and grasp the rake in
order to retrieve a piece of food placed on the table
out of arm’s reach. During this 10 min period, the
model was given pieces of food by the experimenter
through the hole closest to its cage, so that it could
reach for and grasp it with the hand.

During Observation-Simultaneous tool interaction
(10 sessions, 10 min each), the model and the observer
were simultaneously provided with a rake and they
could use it to reach a piece of food introduced
by the experimenter every minute through the two
farthest holes, on each side of the table.
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each), the model was not present and the observer
monkeys alone could interact with their own rake for
the duration of the whole experimental session. This
phase was aimed at assessing whether the observation
of a conspecific using a tool in the previous phases
affected the number of tool interactions by the obser-
vers in the absence of any model.

(iv) Behavioural analysis
All sessions were video recorded with a digital cam-
corder CANON MVX250i and the tapes analysed
independently by two experimenters not blind to the
experimental phases. A third scorer blind to the exper-
imental conditions analysed 20 per cent of the
sessions, showing a high concordance with the scores
attributed by non-blind experimenters (Kendall t ¼

0.89, p , 0.001). The number of interactions of the
monkeys’ hands with the tool (touching or grasping)
and the monkeys’ attempts to use the tool for retrieving
food were scored.

(v) Statistical analysis
The frequency of hand–tool interaction for each sub-
ject in each session has been normalized by dividing
each value by the higher value recorded for that sub-
ject among the sessions of each specific phase. By
this procedure, we obtained values ranging from 0 to
1, which allowed us to pool data of all tested subjects.
A one-way repeated measure ANOVA, eventually fol-
lowed by Newman–Keuls post hoc tests, was used in
order to compare the number of hand–tool inter-
actions of the observing monkeys among subsequent
experimental phases.

(b) Results

None of the observing subjects tried to use the tool to
retrieve food. However, the comparison of the number
of hand–tool interactions revealed a significant differ-
ence among conditions (F ¼ 15.109, p , 0.001).
The post hoc test showed that only the interactions
performed during the Observation-Delayed tool inter-
action were significantly more frequent with respect to
those in all other experimental phases (p , 0.01;
figure 7).



5. DISCUSSION selecting the functional one regardless of its similarity
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(a) Individual learning and understanding of the

physical properties of a tool

The results of the first study demonstrate that monkeys
in the current experimental setting were not capable of
using a tool for retrieving food. Nevertheless, they
could easily do so after a shaping procedure. Sub-
sequently, they also showed the capacity to generalize
the previously learned motor pattern to the use of unfa-
miliar tools. Moreover, the monkeys demonstrated they
were capable of selecting a functional tool based on its
length, despite its shape not being familiar to them.
However, this capacity does not appear to be based on
an understanding of the functional properties of the
tool, but had to be achieved through a fast trial-and-
error learning process.

Previous captive studies on macaques have reported
that the spontaneous use of tools sometimes occurs
[9,10], but the relatively natural setting of these exper-
iments renders it difficult to identify which type of
learning process leads to the result. Other studies
showed that, under more controlled experimental con-
ditions, macaques can learn to use tools without much
practice or sensorimotor experience [14]. Surprisingly,
some of the monkeys in this latter study succeeded in
using the tool after only a few minutes of interaction
with it, promoting the authors to interpret this finding
as a sign of insightful behaviour. However, the maca-
ques were partially restrained in a primate chair, so
that the number of relevant stimuli with which they
could interact was limited, thus increasing the possi-
bility of interacting with the tool (a rake) that was
presented on a table in front of them. It is, therefore,
possible that the monkey succeeded not because of
‘insight’, but because this situation highly facilitated
trial-and-error learning. Our data indicate that in the
absence of any physical restraint and with a relatively
easy sensorimotor task, the monkeys did not learn
the use of the tool and could not accidentally obtain
the food, a key factor in producing associative learning
through operant conditioning.

After the shaping procedure, the monkeys became
capable of using the stick. However, when presented
with tools of different shapes (irrelevant feature for
task accomplishment) and different length (relevant fea-
ture), both monkeys did not select the tool of adequate
length for retrieving food in the very first trials. Instead,
they first randomly chose a tool, grasped it and tried to
use it for retrieving food. If the first attempt succeeded,
then they continued to use that tool more frequently,
otherwise they selected by chance another one. Despite
the random choice observed in the first trial, overall the
monkeys demonstrated a more frequent use of the func-
tional tool. These results might, therefore, reflect a very
rapid trial-and-error learning process.

In the condition in which all three tools were func-
tional, monkeys (especially M1) tended to choose
more frequently the stick which they had previously
learned to use. It is possible that, in this condition,
the familiarity with the stick based on previous sensor-
imotor experience facilitated its use, in line with
previous data [14]. This issue could have been solved
by presenting the monkey with three completely new
tools, in order to verify its capacity for actively
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to previously employed tools. Some observations made
before the formal experiment on M1, after it learned to
use the stick, showed that when the monkey was pre-
sented with only one unfamiliar tool, it demonstrated
the capacity to generalize the use of the tool to the
new objects despite their different and novel shapes.
This supports the idea that monkeys possess a certain
capacity to select objects as tools based on their gen-
eral physical properties and regardless of their
familiarity. Future experimental studies should investi-
gate specifically the effect of familiarity on the capacity
of tool selection.

From the motor point of view, the fact that the
monkeys applied the same pattern of arm extension
and tool insertion into the container when using the
unfamiliar tools suggests that, despite the fact that
they were not capable of identifying the correct phys-
ical properties which differentiate functional from
non-functional tools, they could generalize the tool-
use strategy previously learnt with one object to new
objects, differing in shape, size and weight. When
facing novel situations, they seem capable of rapidly
learning these new associations.

Which factors might contribute to such a generaliz-
ation process? Study 2 was aimed at investigating this
issue in more depth.

(b) Are generalization capacities of tool use

based on a comprehension of the means-ends

relationship?

The two macaque monkeys employed in study 1 were
presented with a new contextual situation, requiring
them to use the stick with a completely new motor
strategy.

At the beginning of the Baseline phase, both mon-
keys approached the container and attempted to
extract the food by inserting their fingers or by biting
it. Subsequently, they also made several attempts to
retrieve food with the tool. Although M1 made fewer
attempts than M2, it still used the stick and interacted
with it in proximity to the container. Furthermore,
both monkeys persisted in performing these manipula-
tive behaviours for a long time. These observations
induce us to interpret the monkeys manipulative beha-
viours as rudimentary attempts to use the tool, thus
suggesting that they did know what to do, but not
how to do it. Together, these findings also indicate
that both monkeys ‘conceived’ the tool as a means to
achieve the goal and that, once they had retrieved
their neural motor representation for tool use, they
tried to adjust it to a new context.

The difficulty observed in accomplishing the task
with new motor strategies could be due to the previous
sensorimotor practice and prolonged training which
they experienced during study 1. This long-lasting
training, in which the same tool-use behaviour was
repeated in several sessions, could have resulted in
reinforcing the link between the behavioural patterns
used by the monkey and the type of target stimulus,
thus favouring motor stereotypy. In support of this
view, the results of study 2 showed that one of the
two monkeys (M1), in the very first stages of the exper-
iment, attempted to insert the tool into the container



by applying the same motor patterns (arm extension hand movements and associated goals are tightly
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and wrist rotation/flexion) learnt during study 1.
During the Familiarization/Facilitation phase, after

the tool was inserted by the experimenter into the con-
tainer, both monkeys persistently attempted to insert
the tool into the container in spite of their repeated
failures. These repeated attempts could be based on
a primitive and associative form of representation of
means-ends relationship. Thus, after having extracted
the tool with the food at the beginning of this phase,
the monkeys could have transferred to the new contex-
tual situation the link between the tool and the
consequence of its use in the presence of a container
with food. The final posture of the forelimb before
the stick extraction movement could have facilitated
the creation of a new motor pattern linking the fore-
limb sensorimotor representation occurring during
the attempt, with the posture taken during grasping
of the inserted tool. Moreover, the fact that this pos-
ture and tool extraction was followed by a reward,
very likely increased the number of attempts and the
probability to interact successfully with the container.
In agreement with our interpretation, a study on
free-ranging Japanese macaques showed that some
individuals started to insert a stick into a pipe in
order to retrieve the food trapped inside it after they
were trained to pull the tool that was previously
inserted by the experimenter [6]. Although, in that
study, there was no description of the attempts and
of the motor patterns used by the monkeys, factors
similar to those described in the present study might
have played a role.

The number of successful insertions rapidly
increased within three sessions following the Familiar-
ization/Facilitation phase. Although the monkeys had a
limited time of exposure to the task, it is likely that the
high success rate they obtained in the following prac-
tice phase depended, at least in part, on the time
spent in manipulating the tool in proximity of the
container in this phase.

Once the monkeys had learned how to perform the
task, we directly assessed whether their behaviour was
actually guided by a representation of the behavioural
goal. In the Food/No Food test, we verified that mon-
keys rigidly applied the newly acquired motor strategy
of tool use regardless of whether the food was present
or not in the container. Probably, a further trial-and-
error learning process enabled them to extinguish
tool-use behaviour when the action did not lead to
the reward. This lack of behavioural flexibility, as
also evidenced in the first part of study 2, could be
due to the high frequency of repetition of the pre-
viously learned behaviour, and can also be well
framed within a neurophysiological perspective.

It has been demonstrated that neurons in areas of
the monkey parietal and premotor cortices undergo
changes as a consequence of tool use [16,32,33]. In
one study, in which monkeys were trained to use differ-
ent tools to grasp food morsels, it has been found that
motor neurons of the ventral premotor cortex, nor-
mally active during hand grasping, also fired when
the monkeys grasped the food with the tools, regard-
less of the exact movement sequence required for the
purpose [16]. This finding clearly exemplifies that
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linked in a unitary representation at the single
neuron level, that is referred to as a ‘motor act’ [35].
As a consequence, the monkeys in our study very
likely have motor representations in which goals and
means are tightly linked to each other, and therefore
cannot be processed independently. This could justify
why the apparent monkeys’ knowledge of the motor
goal cannot be flexibly used to adapt their motor pat-
tern to a novel context and to take into account the
absence/presence of reward. In another study [32],
authors investigated the properties of bimodal (soma-
tosensory and visual) neurons of the parietal cortex
in monkeys trained to use a rake to retrieve food out
of reach. The results showed that the use of tools
modified the size of the peripersonal receptive fields
of the studied bimodal neurons and their modifi-
cations depended on whether the monkey actively
used the tool. Altogether, these and other findings
[17] suggest that the use of tools modifies the body
schema and generates new motor representations, as
if the tool becomes part of the body. Although the cre-
ation of new motor representations is indicative of
brain plasticity, these representations tend to be rigidly
used in strict relation to the tool-use behaviour in
which they have been created.

(c) Social learning processes of tool use: from

behavioural data to possible neurophysiological

mechanisms

There is no clear consensus in the literature about the
social learning abilities of macaques. While some studies
showed that after a relatively long exposure to a demon-
strator using a tool other individuals rarely acquire
the new behaviour [8,10,11,36], several other studies
have reported the social transmission and maintenance
of novel behaviours in macaques [7,37], a pheno-
menon that is considered very important in creating
new cultural achievements [38,39], especially where
behaviours relative to food habits are concerned [40].

In the present study, we explored this issue in adult
rhesus macaques with the aim of clarifying the social
factors and cognitive processes possibly underlying
the learning of tool use in this species. The main evi-
dence provided by our study contrasts with the idea
that macaques can learn tool use through a rapid
observational learning process. Although during the
Observation-Delayed tool interaction phase observers
increased the frequency of tool manipulation, they
never attempted to use the tool.

Beyond the possible cognitive limitations affecting
the monkeys’ capability to learn by observation from
conspecifics, other factors may further contribute in
explaining such failure. Among these factors, social
tolerance is crucial since it allows individuals to
observe others in close proximity and to directly par-
ticipate in their activities. Rhesus macaques, instead,
are known to be socially intolerant, especially during
food processing [41]. Although they gather together
while foraging, they do not tolerate the close proximity
of other individuals, members of the same troop. Our
data seem to support an impact of social intolerance
on observational learning. In fact, when observers
could use the tool simultaneously with the model,
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This behavioural inhibition could reflect either a
species-specific trait or the lack of social relations
between the model and observer. We also cannot
exclude the occurrence of behavioural extinction
since, in the last few sessions of the Observation-
Delayed tool interaction period, observers decreased
their hand interactions with the tool.

Finally, another factor that could have contributed
to the poor social learning abilities showed by the
monkeys in the present study is the perspective from
which they viewed the demonstrator using the tool,
that is, a third-person perspective. To observe an
action in a third-person rather than a first-person per-
spective implies additional cognitive operations such as
mental rotation and transformation of the perceptual
appearance of the observed action into a correspon-
dent motor plan. Interestingly, it has been recently
demonstrated that observing an action from first- or
third-person perspective can activate different sub-
populations of mirror neurons in the ventral
premotor cortex [42]. Furthermore, other neurophy-
siological studies showed that when two monkeys
sitting near each other are allowed to interact in a com-
petitive situation, parietal neurons present complex
combinatorial responses to ‘of self ’ and ‘other’s’
motion [43]. It is, therefore, possible that these
neural mechanisms enable the monkeys to exploit the
sight of other’s action from several perspectives in
order to better organize an appropriate response.

The behavioural and cognitive processes respon-
sible for social learning in macaques have for long
been at the centre of debate. Complex phenomena
such as some form of imitation have been shown in
macaques and other monkeys [44,45], and some
authors argued that similar mechanisms may underlie
tool-use learning in capuchin monkeys and chimpan-
zees [46]. Conversely, others have proposed that
mechanisms different from imitation, such as stimulus
or social enhancement, play a major role in promoting
the individual discovery of how to use a tool [21,23].

In the current study, although monkeys did not learn
by observation the use of the tool, they were clearly
facilitated in interacting with it by observing the
model’s action. This effect is quite robust, but in
the absence of any apparent reward deriving from the
manipulative activity, the interaction with the tool
decreases after a few sessions. Despite the social
enhancement of manipulative behaviours with the tool
during the Observation-Delayed tool interaction, naive
observers never attempted to use it. From the observer’s
perspective, the model’s activities with the tool might
have enhanced the salience of the object, thus affecting
its visual attention and interest towards it. However,
considering the time lag between the observation and
the execution phase, this explanation seems unlikely.
Despite not being mutually exclusive with the stimu-
lus-enhancement-hypothesis, it is also possible that
the observation of grasping actions per se exerts facilitat-
ing effects on the observers’ behaviour. For example,
previous studies have demonstrated that in macaques
and capuchin monkeys, the observation of and the
listening to eating actions facilitate the performance of
the same actions [47,48].

Phil. Trans. R. Soc. B (2012)
cortex has prompted the idea that monkeys, as well as
humans, understand the goal of an observed action by
mapping its visual description onto the corresponding
cortical motor representation [49]. According to this
view, motor representation in the observer’s brain
enables him/her to directly understand the behavioural
goal of the acting agent.

In the present experiment, it is very likely that
observer monkeys could understand the goal of the
model’s action when it grasped the tool and when it
licked it to eat the yogurt. All these actions were fam-
iliar to the observers and were part of their motor
repertoire. Do they also have an understanding of
the action made with the tool? Clearly, when monkeys
are exposed to the observation of an action which they
master because of a prolonged sensorimotor training,
mirror neurons in their premotor cortex fire during
observation of actions performed with the tool [50].
More interestingly, after prolonged visual exposure to
an action performed by an experimenter using a tool,
some premotor mirror neurons have been shown to
respond specifically to the observation of tool actions
[47]. In this latter study, however, when tested in
their home cage, monkeys were not capable of using
the same tool to which they were previously visually
exposed. This is in line with the present findings show-
ing an increased interaction of the observed monkey
with the tool in the Observation-Delayed tool inter-
action phase. However, the lack of evidence of tool
use indicates that monkeys do not have the ability to
translate the visual description of the observed unfami-
liar action into the motor programmes necessary for
copying its behavioural goal.
REMARKS
The literature on tool use shows that there is a discon-
tinuity among different primate species, such as apes,
capuchin monkeys and macaques. Macaques appear
not to be proficient tool users, as testified by the very
few reports on this topic in the wild [7]. Nevertheless,
there is consistent evidence that, in this genus, the
plasticity of the motor system is such to include tools
as part of its ‘vocabulary’ of motor representations.
In fact, not only can macaques be trained to use a var-
iety of tools, but their use can be partially generalized
to other objects and contexts. Interestingly, Iriki and
co-workers [33,51] showed direct evidences of tool
use-induced anatomical modifications in the temporal
and parietal cortices, and the development of new
cortico-cortical connections. Furthermore, this plas-
ticity process appears to involve regions that are
crucial for hand grasping [52]. In an evolutionary per-
spective, it is possible that cortical areas more
susceptible to modifications as a result of tool use
became more specialized for this function and separ-
ated from those just involved in sensorimotor
transformation for hand grasping [53,54], supporting
the idea that the use of tools required brain changes
that determined the appearance of a new network.

An important capacity underlying tool use is that
of combining single motor acts in action sequences.
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neural structures capable of dealing with and integrat-
ing spatial and temporal features. For example, several
studies reported the use of hammers and anvils in
order to crack nuts in capuchin monkeys [55,56] and
chimpanzees [57,58]. These activities may require
complex behavioural patterns, such as the selection of
an efficient hammer, its transportation to the location
of the anvil, and the choice of the most appropriate
motor pattern (trajectory, force, etc.). Thus, the brain
of these primates is involved in several cognitive oper-
ations: individuation of a final goal, planning of the
whole motor sequence necessary to reach this goal, a
mental representation of the goal even in the actual
absence of the sensory elements that drive the final
part of the action sequence. This mental representation
involves the capacity to travel in both space and time.
Neurophysiological investigations have demonstrated
the presence of circuits involved in motor planning
and organization of sequential actions [59–61].

The issue of sequential organization of behaviour
extends beyond the use of tools and embraces several
other domains and, among them, speech. In fact, in
speech, sequential organization is very important
both in phonological articulation and for building a
syntactic structure. Although the neural mechanisms
underlying these processes can be the subject of inves-
tigation only in humans, many anatomical and
functional data suggest that the neural substrates of
sequential organization in non-human primates have
provided the raw material for extending the properties
of the cortical motor system to the domain of articula-
tory speech [62–65].

From the anatomical point of view, the rostral part
of the macaque ventral premotor cortex has been con-
sidered, on the basis of anatomical location and
cytoarchitectonic properties, as homologous to part
of the human Broca’s area. Functionally, neuroima-
ging studies in humans demonstrated that this latter
area activates not only during speech production, but
also during execution and observation of mouth and
hand motor acts [63]. The same motor areas (ventral
premotor cortex and posterior part of inferior frontal
gyrus) involved in speech production and hand/
mouth action organization seem to play an important
role in tool use [66–68]. This brain regional overlap
suggests that a basic organization of the motor
system for hand and mouth actions has been exploited
for the emergence of new functions that nonetheless
rely, at least in part, on the same mechanisms.

All experimental protocols complied with the European law
on the humane care and use of laboratory animals and
were approved by the Veterinarian Animal Care and Use
Committee of the University of Parma, as well as by the
Italian Ministry of Health.
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It has been hypothesized that neurological adaptations associated with evolutionary selection for
throwing may have served as a precursor for the emergence of language and speech in early homi-
nins. Although there are reports of individual differences in aimed throwing in wild and captive
apes, to date there has not been a single study that has examined the potential neuroanatomical cor-
relates of this very unique tool-use behaviour in non-human primates. In this study, we examined
whether differences in the ratio of white (WM) to grey matter (GM) were evident in the homologue
to Broca’s area as well as the motor-hand area of the precentral gyrus (termed the KNOB) in chim-
panzees that reliably throw compared with those that do not. We found that the proportion of WM
in Broca’s homologue and the KNOB was significantly higher in subjects that reliably throw com-
pared with those that do not. We further found that asymmetries in WM within both brain regions
were larger in the hemisphere contralateral to the chimpanzee’s preferred throwing hand. We also
found that chimpanzees that reliably throw show significantly better communication abilities than
chimpanzees that do not. These results suggest that chimpanzees that have learned to throw have
developed greater cortical connectivity between primary motor cortex and the Broca’s area homol-
ogue. It is suggested that during hominin evolution, after the split between the lines leading
to chimpanzees and humans, there was intense selection on increased motor skills associated
with throwing and that this potentially formed the foundation for left hemisphere specialization
associated with language and speech found in modern humans.

Keywords: throwing; Broca’s area; chimpanzees
1. INTRODUCTION simultaneously minimizing one’s personal risk of

Visitors to the zoo are sometimes treated to the sight of
chimpanzees throwing objects (often faeces or wet
chow) at each other or at them. What most zoo visitors
do not appreciate is the rarity with which throwing
occurs in non-human animals. Save for a few unsyste-
matic and anecdotal reports of throwing in monkeys
and great apes [1–9], there is little evidence that
throwing occurs in other animals [10]. Thus, throwing
appears to have come under positive selection pressure
in hominins. From an evolutionary standpoint, some
have suggested that throwing may have offered many
advantages to early hominins such as the ability to
kill larger prey without putting oneself at risk of
being wounded or killed [11]. The ability to kill
large game for the purposes of nutrition while
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injury or death (i.e. increased survival) would have
been selectively advantageous [12]. Among non-
human primates, throwing has most frequently been
observed in wild and captive chimpanzees, though
there are reports in other great ape species [1,5,6,8]
and, to a lesser extent, in monkeys [13–15]. Throwing
has been described as a form of tool use in chimpan-
zees at a number of long-term field sites in Africa,
including Gombe, Mahale, Bossou and the Tai forest
[16–19]. In the wild and in captivity, throwing has
mostly been recorded in the context of both inter
and intraspecies agonistic encounters, although some
have described it as a means of initiating play or
communication [20–22].

From a psychological and neurological standpoint,
aimed throwing is very interesting for several reasons.
First, it has been hypothesized that some instances of
aimed throwing by chimpanzees reflect foresight or
future planning on the part of the apes, an ability
often described as uniquely human [23]. For instance,
Osvath [7] eloquently describes a zoo-living male
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chimpanzee (named Santino) that hides rocks out of with food immediately after they had just been soiled

Figure 1. Four sequential frames demonstrating a chimpanzee throwing a polyvinylchloride (PVC) pipe towards a human in
a tower above the subject. The chimpanzee stands bipedally, brings the PVC pipe back and then throws the object. Note that
the force of the chimpanzees’ throw causes him to leave the ground. This reflects the whole body function of throwing in some

of the chimpanzees.

38 W. D. Hopkins et al. Throwing in chimpanzees

 on November 29, 2011rstb.royalsocietypublishing.orgDownloaded from 
sight of the care staff, waiting to reveal and throw
them at approaching visitors at the most opportune
time. Evidence of planning comes from the observation
that Santino searches for the rocks from a moat inside
the enclosure prior to the arrival of the care staff and
visitors, and caches the rocks out of sight, only to pull
them out when the visitors arrive. We have made similar
observations of this type of the so-called planning be-
haviour in the chimpanzees housed at the Yerkes
National Primate Research Centre (YNPRC) and the
University of Texas M. D. Anderson Cancer Centre
[4]. Some of the chimpanzees will pile faeces or wet
chow in their cage and wait for visitors to pass by
before throwing this at them. We would further argue
that aimed throwing in the YNPRC chimpanzees,
though often agonistic in function and consequence, is
not part of the apes’ display behaviour. Indeed, most
instances of aimed throwing that we have observed
occur without any accompanying display behaviours
such as pilo-erection, hooting or charging, further
suggesting an element of planning on the part of the
individual ape.

Throwing, as a form of social tool use, is also
unique because it likely develops in captive chimpan-
zees (and possibly wild apes) by way of very different
processes and reinforcement contingencies compared
with other forms of tool use, notably those described
for the purposes of food extraction. For instance,
nut-cracking, termite-fishing and ant-dipping are by
far the most common forms of tool use observed in
wild chimpanzees and each of these is used for the
purposes of obtaining otherwise unattainable food.
Thus, in purely operant conditioning terms, the sub-
jects learn to use these types of tools and maintain
their use because they have been reinforced with
food for successful use. Presumably, food is positively
reinforcing and therefore increases the probability of
subsequent occurrence of tool-use behaviour (though
we would acknowledge that some forms of tool use
may be maintained without explicit reinforcement).

In contrast, the rewards associated with throwing are
quite different because they are not nutritive in form.
Throwing in wild chimpanzees is seldom, if ever,
observed for the purposes of obtaining food, but
rather is almost always directed towards other chimpan-
zees or humans. In captivity, it is difficult to imagine that
human caretakers would overtly reward a chimpanzee
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with faeces by the very same ape. In short, what appears
to be the main reward for throwing is the simple ability
to control or manipulate the behaviour of the targeted
individual (ape or human). For example, in our labora-
tory, chimpanzees will patiently wait for strangers or
visitors to approach and then will throw at them. They
do not conceal their intentions and they will often
stand bipedal and threaten to throw by cocking their
arm with the projectile in their hand in preparation for
throwing (figure 1). The passers-by can see this and
will often try and negotiate with the chimpanzees to
put down the projectile, or they will try to trick the
ape by stopping, then dashing rapidly past the ape
enclosure. This seems to be the reaction the apes hope
to get from the humans and, in operant conditioning
terms, is the only ‘reward’ the chimpanzees receive
for throwing.

Neurologically, throwing is complex because it
demands coordinated precision in timing the velocity
and release window of a projectile in relation to the
speed of movement and distance of the target (i.e.
prey). Some have suggested that the increased selection
for neural synchrony of rapid muscular sequencing rou-
tines associated with actions such as throwing are similar
to the motor programming demands of language and
speech, and therefore engage similar neural systems,
notably Broca’s area [24]. Moreover, because the left
hemisphere is dominant for language, some have
argued that the foundations for left hemisphere laterali-
zation in language may have evolved from an initial
preadaptation for right-handedness in throwing [11].
In Western cultures, a significant majority of individuals
self-report preferring the right-hand for throwing [25],
and studies in non-traditional societies have reported
right-hand biases in throwing actions, such as in
the use of spears [26]. Two previous studies have
reported that captive chimpanzees show population-
level right-handedness for throwing, which suggests
left hemisphere dominance [4]. Hopkins et al. [4] have
also found that posture influences handedness for
throwing. Within the subsample of 89 chimpanzees
that were observed to reliably throw by Hopkins et al.
[4], 90 per cent of right-handed individuals preferred to
throw overhand compared with underhand. A majority
of the overhand throws were made when the chimpan-
zees were standing bipedally. In contrast, a significant
majority of the left-handed individuals threw underhand



when they were in a quadrupedal posture. Thus, hand- more sophisticated or intelligent than those that have

2. METHODS
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edness was strongly linked to the posture and style of
throwing adopted by the apes. Despite the long-standing
theoretical interest in throwing in relation to brain evol-
ution, few studies to date have examined the potential
neural correlates of throwing in non-human prima-
tes, notably chimpanzees [27]. In a previous study,
Cantalupo & Hopkins [27] found that chimpanzees
that had learned to throw reliably had significantly
larger cerebella than those that had not. Throwing
offers a unique opportunity to consider cortical plas-
ticity in chimpanzees because, as noted already, there
are considerable individual differences in terms of its
occurrence and lateralization.

One aim of this study was to examine whether
variation in either grey matter (GM) or white matter
(WM) within premotor and primary motor cortex was
associated with the occurrence and lateralization of
throwing in captive chimpanzees. Specifically, magnetic
resonance image (MRI) scans were obtained in 76
chimpanzees and the proportions of WM to GM in
the left and right hemispheres were computed for two
cortical motor regions, including the motor-hand area
of the precentral gyrus (termed the KNOB) and the
inferior frontal gyrus (IFG). The KNOB was selected
as a region of interest because it is the anatomical
region of the precentral gyrus where the hand is rep-
resented, and studies in humans and chimpanzees
have shown that asymmetries in this brain area are
associated with hand preference [28–30]. Additionally,
we measured the IFG because it is the homologue to
Broca’s area in the human brain [31,32] and previous
studies in humans and chimpanzees have shown that
variation in asymmetries in this region are associated
with hand use for tool use [33–35]. If handedness for
throwing is associated with asymmetries in these two
motor regions, then we hypothesized that right-
handed throwers would show leftward asymmetries
while left-handed throwers would show rightward asym-
metries. We further hypothesized that if learning to
throw promotes the development of connections
between cortical regions, then chimpanzees that reliably
throw would show increased WM within the IFG and
KNOB regions compared with individuals that have
not learned to throw. We were particularly interested
in WM because recent diffusion tensor imaging (DTI)
studies have shown that training experiences can have
a significant effect on cortical connectivity. For instance,
Scholz et al. [36] measured WM connectivity in a
sample of naive human participants and subsequently
had them learn how to juggle. Post-training DTI ima-
ging revealed increased cortical WM in several brain
regions, but notably in regions underlying the intrapar-
ietal sulcus. More germane to this study, Quallo et al.
[37] imaged three monkeys before and after training
them on a tool-use task. Using voxel-based morphome-
try, significant increases in GM were found in several
regions, including the intraparietal and superior tem-
poral sulci. Furthermore, increased levels of WM were
found bilaterally in the cerebellum—a brain structure
that is critically involved in motor learning and
coordination—after learning the tool-use task.

A second aim of this study was to test whether
chimpanzees that have learned to throw are socially
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not. As noted above, we and others have noted that
chimpanzees that throw exhibit a considerable degree
of planning in their actions and seem to know that
they can use their throwing actions to manipulate or
change the behaviours of other social beings, notably
naive human observers. This suggests that these apes
are more sensitive to how their actions influence the
behaviours of others. Leavens et al. [38] argued that
most ape gestural communication observed in captive
individuals’ functions in a similar manner. That is,
when apes point to otherwise unattainable foods in
the presence of humans, they are instrumentally con-
trolling or manipulating the human to get the food
for them, or in essence the human becomes the tool.
For this reason, we hypothesized that apes that throw
might be more socially or communicatively sophisti-
cated than those that have not learned to throw. We
tested this hypothesis by comparing the chimpanzees
that reliably throw to non-throwers on a series of cog-
nitive tasks that quantify physical and social cognition
in apes. Specifically, Herrmann et al. [39] have
described a series of tasks, referred to as the primate
cognition test battery (PCTB), which allegedly
measures the abilities of human children and non-
human primates to use social and physical cues to
solve different types of learning problems. Broadly,
the tasks assess communication abilities, comprehen-
sion of causality, spatial cognition and memory,
quantity discrimination and theory of mind. We have
recently tested more than 90 chimpanzees on these
tasks [40] and, in this study, we compared the per-
formance of throwing and non-throwing apes to
examine whether performance differences were evi-
dent in these groups.
(a) Subjects

Magnetic resonance images were obtained from a
sample of 78 chimpanzees, including 24 males and 54
females. The subjects ranged in age from 6 to 51 years
(mean ¼ 23.05, s.d. ¼ 11.80). All the chimpanzees
were members of a captive colony housed at YNPRC
in Atlanta, GA, USA. Within the sample, there were
38 chimpanzees that reliably threw, and these individ-
uals were matched on the basis of sex, age and
scanning protocol with 38 chimpanzees that did not
reliably throw. This was done to control for these poten-
tial confounding variables within the sample.

(b) Image collection and procedure

For the in vivo scanning, subjects were first immobilized
by ketamine injection (10 mg kg21) and subsequently
anaesthetized with propofol (40–60 mg (kg h21)21)
following standard procedures at the YNPRC. Subjects
were then transported to the MRI facility. The subjects
remained anaesthetized for the duration of the scans
as well as the time needed to transport them between
their home cage and the imaging facility (total time
approximately 2 h). Subjects were placed in the scanner
chamber in a supine position with their head fitted
inside the human-head coil. Scan duration ranged
between 40 and 60 min as a function of brain size.



A portion of the subjects were scanned using a 1.5 T

for defining the boundaries of the area. The area of the
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Figure 2. (a) T1-weighted axial view of a chimpanzee MRI
scan followed by the segmented grey matter (GM) and
white matter (WM) view. The landmarks used to quantify
the IFG are indicated as well as the object maps as they
were applied to the two segmented volumes. (b) Axial view

of the KNOB region traced T1-weighted MRI scan with
the object maps then applied to the GM and WM volumes.
CS, central sulcus; FO, fronto-orbital sulcus; IFG, inferior
frontal gyrus; PCI, precentral inferior sulcus.
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scanner (Phillips, Model 51), while the remaining chim-
panzees were scanned using a 3 T scanner (Siemens
Trio, Siemens Medical Solutions USA, Inc., Malvern,
Pennsylvania, USA) at the YNPRC.

For all chimpanzees scanned in vivo using the
1.5 T machine, T1-weighted images were collected in
the transverse plane using a gradient echo protocol
(pulse repetition ¼ 19 ms, echo time ¼ 8.5 ms,
number of signals averaged ¼ 8, and a 256 � 256
matrix). For the chimpanzees scanned using the 3 T
scanner, T1-weighted images were collected using a
three-dimensional gradient echo sequence (pulse
repetition ¼ 2300 ms, echo time ¼ 4.4 ms, number of
signals averaged ¼ 3, matrix size ¼ 320 � 320).

After completing MRI procedures, the subjects
scanned in vivo were returned to the YNPRC and tem-
porarily housed in a single cage for 6–12 h to allow the
effects of the anaesthesia to wear off, after which they
were returned to their social group. The archived MRI
data were transferred to a PC running Analyze 7
(Mayo Clinic, Mayo Foundation, Rochester, MN,
USA) software for post-image processing. Prior to
data collection, two raters blind to the hemisphere
and handedness of the chimpanzees independently
measured the IFG and KNOB in 10 specimens.
Inter-rater correlations between the two tracers were
positive and significant for both regions [30,41].
Prior to measurement, the raw T1-weighted MRI
scans were aligned in the axial, coronal and sagittal
planes along the AC-PC line.
(i) Inferior frontal gyrus

The IFG was quantified separately for the left
and right hemispheres in the axial (transverse) plane
following procedures that have been described else-
where [41] (figure 2a). The most dorsal point of the
IFG slice was defined as the slice on which both
the precentral inferior (PCI) and fronto-orbital (FO)
sulci could be seen. Using a freehand tool, PCI
was traced to the lateral portion of the brain and
was followed until meeting FO. FO was then traced
to its most medial point and the most medial points
of FO and PCI were then connected with a straight
line to create an estimate of the area of the gyrus
between these two sulci for each slice. Both sulci
had to be present to be considered a traceable slice.
Successive 1 mm slices were traced using these land-
marks until either FO or PCI were no longer visible.
The areas within the traced regions were subsequently
summed to derive volumes of the IFG for each
hemisphere. These IFG object maps for the right
and left hemispheres were saved for each individual
subject and subsequent application to the segmented
volumes.
(ii) Motor-hand area or KNOB

As with the IFG, the KNOB was quantified separa-
tely for the left and right hemispheres in the axial
(transverse) plane (figure 2b) following procedures
previously used in human and chimpanzee brain speci-
mens [29,42]. The dorsal and ventral edges of the
KNOB along the central sulcus (CS) served as markers
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entire KNOB was traced on each slice and hemisphere
using a mouse-driven pointer (figure 2b). The areas
within the traced regions were subsequently summed
to derive volumes of the KNOB for each hemisphere.
These KNOB tracings for the right and left hemispheres
were saved for each individual subject.

(c) Image segmentation and region of interest

measurements

The aligned T1-weighted MRI scans were skull-
stripped and subsequently segmented into GM, WM
and cerebral spinal fluid (CSF) tissue using FSL (Analy-
sis Group, FMRIB, Oxford, UK) [43] (figure 2a,b).
Because the segmented volumes were in the same
stereotaxic space as the T1-weighted scans on which
the object maps for the IFG and KNOB were drawn,
the object maps were then applied to the segmented
GM and WM, and the number of voxels that fell
inside the object maps were calculated for each region,
subject and hemisphere. We then divided the number
of voxels by the total size of the object maps and multi-
plied by 100 to compute the percentage of GM or WM
within each region and hemisphere. To simplify the
analyses, we calculated WM-to-GM ratios for each
hemisphere and region by dividing the WM percentage
by the GM percentage (WM_GM ratio). Thus, the left
and right hemisphere WM percentages for the
KNOB and IFG were divided by the left and right
GM percentages. We then computed average WM-
to-GM ratios for the KNOB (WMGM_KNOB) and
IFG (WMGM_IFG) by adding the values for the left
and right hemispheres and dividing by two. We
also computed asymmetry quotients (AQ) for the
KNOB_AQ and IFG_AQ by using the formula AQ ¼
(R 2 L)/((R þ L)�0.5), where R and L reflect the
WM-to-GM ratios for the right and left hemisphe-
res. Positive AQ values reflected right hemisphere



asymmetries, while negative values indicated left were adjacent to one another. In order to be considered
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hemisphere biases.

(d) Primate cognition test battery

(i) Procedures
Subjects were tested on a modified version of the
PCTB originally described by Herrmann et al. [39].
The PCTB attempts to assess subjects’ abilities in var-
ious areas of physical and social cognition. For our
study, some aspects of the original PCTB were elimi-
nated owing to time and housing constraints. The
previously published procedures were followed as clo-
sely as possible but some tasks were modified to better
address the questions at hand, given the past experi-
ence and environmental constraints of our subjects.
Each task is described briefly below with notes made
when procedures were altered from those described
by Herrmann et al. [39]. Subjects were generally
tested in the order that the tasks are presented below
and testing was completed over three to five testing
sessions, depending on the motivation and attention
of the subject. Most subjects were tested alone; how-
ever, some individuals are uncomfortable being
separated from their group. These individuals were
tested with one other conspecific with whom they
were comfortable. All testing was done in the subject’s
home enclosure.

(e) Physical cognition tasks

Eight tasks were used in the ‘Physical Cognition’ por-
tion of our test, including tasks exploring the apes’
spatial memory and understanding of spatial relation-
ships, ability to differentiate between quantities,
understanding of causality in the visual and auditory
domains and their understanding of tools. Our test
differed from the original PCTB in several ways.
We excluded the Addition task as well as certain
components of the Tool Properties tasks.

(i) Spatial memory (three trials)
This test assessed subjects’ ability to remember the
locations of food rewards. In this task, the subject
watched as food was hidden in two of three possible
locations (opaque cups turned upside down) on a
test table in front of them. The subject was then
allowed to search the locations one by one. If the sub-
ject located one of two hidden food rewards, they were
given the reward and allowed to search for the second
hidden reward. Subjects that located both hidden food
items without searching the unbaited location were
scored as successful. Each subject received all three
possible combinations of baited locations.

(ii) Object permanence (nine trials)
Here, we tested an individual’s ability to follow a food
reward after invisible displacement, given three different
possible displacements. During single displacement
trials, only one of three possible locations was mani-
pulated and thus potentially baited. In the double
displacement trials, two of three possible locations
were manipulated, meaning that either location could
potentially be baited. Double displacement trials were
further divided by whether or not the baited locations
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successful, the subject must locate the hidden food item
without searching in the location that was not
manipulated.

(iii) Rotation (nine trials)
In the third task, subjects’ ability to track a food
reward as it is spatially rotated either 1808 or 3608
was examined. In this task, subjects watched as a
food reward was hidden in one of the three locations
(opaque cups turned upside down) lined up on a plat-
form. The platform was then rotated on a horizontal
plane, with the three locations being rotated as a
unit. Three different manipulations were employed.
In 1808 middle trials, the middle location was baited
and the platform was turned 1808. In 3608 side and
1808 side trials, either the left or right location was
baited, and the platform was then rotated 3608 or
1808, respectively. Subjects successfully completed a
Rotation trial by tracking and identifying the correct
location of the hidden reward.

(iv) Transposition (nine trials)
In this task, subjects watch as a food reward is hidden
in one of three possible locations and then as the
baited location is changed in one of the three ways.
In one condition, the baited location is switched with
one of the unbaited locations. In the second condition,
the baited location is switched with one of the
unbaited locations and then the two unbaited locations
are switched. In the last condition, the baited location
is switched with one of the unbaited locations and then
with the other unbaited location. Subjects received
three trials of each condition. To be considered suc-
cessful on this task, the subject must track the
reward and choose the baited location.

(v) Relative numbers (13 trials)
In the fifth task, subjects were tested for their ability to
discriminate between different quantities by being pre-
sented with two plates containing different amounts of
equally sized food pieces. Each subject received the
same set of 13 different quantity pairings as those used
in the original PCTB (1 : 0, 5 : 1, 6 : 3, 6 : 2, 6 : 4, 4 :
3, 3 : 2, 2 : 1, 4 : 1, 4 : 2, 5 : 2, 3 : 1 and 5 : 3). During
each trial, the subject was allowed to choose only one
plate and received whatever reward was on the chosen
plate. A correct response was recorded when the subject
chose the plate containing the larger quantity of food.
We did not include the task by Herrmann et al. [39]
referred to as Addition Numbers.

(vi) Causality noise (six trials)
In the sixth task, subjects’ understanding of causal
relationships based on sound was assessed. In this
task, the experimenter placed a hard food reward (i.e.
peanut) in one of the two metal containers such that
the container with the food reward made a sound
when shaken, while the unbaited container did not.
In ‘Full’ trials, the metal container containing the
food reward was lifted and shaken and then the
unbaited container was lifted. In the ‘Empty’ trials,
the empty container was lifted and shaken and then



the baited container was lifted. Subjects were then (i) Comprehension (six trials)
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allowed to choose one of the two containers. A correct
choice was recorded when the subject chose the baited
container.
(vii) Causality visual (six trials)

(ii) Production (four trials)
In the seventh task, subjects were tested for their causal
understanding of the physical world in the visual
domain. Specifically, in one trial type, a food reward
was placed underneath one of two boards lying flat on
the testing table. The food caused the baited board to
be tilted, while the unbaited board remained flat. In
the second trial type, a food reward was placed under-
neath one of two pieces of cloth laying flat on the
testing table. The reward created a visible bump in the
baited cloth, while the unbaited cloth lay flat. Subjects
received three trials with both the board and cloth. In
both trial types, the subject had to choose the baited
item to be considered successful.
(viii) Tool properties (six trials)

(iii) Attentional state (eight trials)
The last Physical Cognition task explored the apes’
understanding of the physical properties of tools and
how those relate to achieving a goal. In each task, the
subject is presented with a choice between two similar
tools. However, one tool can be used to obtain a food
reward, while the other tool is ineffective. For the first
task, subjects are presented with two identical pieces
of paper. One piece of paper has a food reward sitting
on top of the far end, while the second piece of paper
has a food reward sitting beside it. The subject could
pull either piece of paper into their cage, but only by
pulling the paper with the food sitting on top of it
would they be able to retrieve the food reward. In the
second task, one tool was identical to the effective tool
in the first task. The second tool consisted of two smaller
pieces of paper with a small gap between them, visually
emphasizing that they are disconnected. The food
reward is placed on the out-of-reach piece of the two dis-
connected pieces of paper. The subject could pull in the
reward using the effective tool, but pulling the piece of
the disconnected paper is ineffective in obtaining the
reward. Each subject received three trials for each tool
property task. Note that we did not include three tool
properties tasks from the original PCTB, ‘Bridge’,
‘Broken Wool’ and ‘Tray Circle’ [39].
(f) Social cognition tasks
The tasks designated as ‘Social Cognition’ in the
PCTB that we used are fourfold. The first two are
designed to test the apes’ ability to understand and
to produce communicative signals. The third set of
tasks assesses their sensitivity to the attentional state
of an experimenter and their ability to use appropriate
communicative modalities based on this information.
The last social cognition task is designed to assess
rudimentary aspects of Theory of Mind by testing
their ability to follow gaze. Owing to housing and
time constraints, we excluded the Social Learning
tasks done in the original PCTB and made some
modifications to several of the other Social Cognition
tasks noted as follows.
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For the first task, we chose a slightly different strategy
from that of Herrmann et al. [39] to assess the apes’
abilities to comprehend communicative signals. The
original task implemented the same table-and-cup
set-up as used in many of the other physical cognition
tasks. However, in our task, a target was placed on the
left and right sides of the enclosure, while the subject
was centred. The experimenter then used either gaze
(three trials) or gaze combined with a manual point
(three trials) to direct the subject to one of the two tar-
gets. The subject had to move to and touch the
designated target to be considered successful on this
task. Note that we did not include the ‘Mark’
condition conducted by Herrmann et al. [39].
For the second task, following the established PCTB
methods, the apes’ ability to produce communicative
signals to indicate a hidden food item was tested in
four trials [39]. In this task, the ape watched as an
experimenter baited a location on either the far left
or far right side of the enclosure. A second exper-
imenter then approached the cage, centred the
subject and waited for the subject to indicate which
location contained the hidden food. The subject was
given 60 s to indicate the correct location using an
overt communicative signal, such as a manual gesture
towards the hidden food.
In the third task, we followed the methods outlined by
Herrmann et al. [39] but added an additional test.
First, an experimenter placed a piece of food on the
ground outside of the subject’s enclosure. Then a
second experimenter approached the cage and altered
their attentional state in one of four ways. In the first
trial, the experimenter’s face and body were directed
towards the food item and the subject. In the second
trial, the experimenter’s body faced the subject, but
her face was turned away. In the third trial, the exper-
imenter stood with her body facing away from the
enclosure, but then turned her head to look at the sub-
ject. In the last trial, the experimenter’s body and face
were oriented away from the subject. In order to be suc-
cessful, the subject had to use a communicative signal in
the modality appropriate to the experimenter’s atten-
tional state. For example, if the experimenter was
looking at the subject, he/she could use a visual signal,
such as a manual gesture to indicate the food. However,
if the experimenter was facing away from the subject, the
subject had to first use an auditory or tactile signal, such
as a cage bang or a spit to get the attention of the exper-
imenter and then once the experimenter was looking at
him/her, use a visual signal to indicate the food. To
further explore this topic, we added an additional set
of four trials using the same basic conditions. However,
the trials were conducted in a more familiar setting with
the experimenter sitting at the testing table, placing a
piece of food on the table and then carrying out the
four variations of attentional state. The same require-
ments regarding modality-specific communication



were required for the subject to be considered successful 1.5
1.4
1.3
1.2
1.1
1.0
0.9
0.8
0.7
0.6
0.5
0.4

KNOB IFG
brain region

m
ea

n 
W

M
_G

M
 r

at
io

 (
± 

s.
e.

)

Figure 3. Mean white-to-grey matter ratio (Mean WM_GM
Ratio) (+ s.e.) for chimpanzees that reliably throw

(THROWþ; narrow-striped bars) and those that do not
(THROW2; wide-striped bars).

0.40
0.35

0.25

0.15

–0.15

0.10

–0.10

0.05

–0.05
0

0.30

0.20
n 

W
M

_G
M

 A
Q

 (
± 

s.
e.

)

Throwing in chimpanzees W. D. Hopkins et al. 43

 on November 29, 2011rstb.royalsocietypublishing.orgDownloaded from 
on any given trial.

(iv) Gaze following (three trials)
For the last social cognition test, we examined each
ape’s ability to follow gaze in three trials. In this task,
an experimenter sat on a stool approximately 1 m from
the subject’s enclosure. The experimenter captured
the subject’s attention and centred him/her by offering
a piece of food. The experimenter then shifted her
head and eyes to gaze at a point directly above her
head for a period of 10 s. In order to be successful, the
subject had to follow the gaze of the experimenter by
looking upward. Note that we did not test our subjects
on two of the gaze following tasks, ‘Back’ and ‘Eyes’,
used in the original PCTB [39].

(v) Data analysis
The mean proportion of correct trials was calculated
for each of the 12 tasks. From these data, we computed
average performance scores for the five basic cognitive
dimensions originally described by Hermann et al.,
which include COMMUNICATION (Comprehension,
Production and Attentional State), CAUSALITY
(Visual Causality, Tool Properties and Noise), SPACE
(Spatial Memory, Object Permanence, Rotation and
Transposition), QUANTITY (Relative Numbers) and
THEORY OF MIND (Gaze Alternation).
3. RESULTS

their preferred hand for throwing. For this analysis,

–0.40
–0.35

–0.25
–0.30

–0.20

KNOB IFG
brain region

m
ea

Figure 4. Mean WM_GM AQ scores (+ s.e.) for the IFG
and KNOB in right- and left-handed throwing chimpanzees.
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(a) Neuroanatomical correlates

In our initial analyses, we compared the proportion of
WM to GM within the IFG and KNOB between
males and females. These analyses were compared on
both the WMGM_KNOB and WMGM_IFG and
KNOB_AQ and IFG_AQ values. For both analyses,
no significant main effects or interactions were found.
Thus, male and female chimpanzees did not differ
in the proportion of WM to GM nor in lateralization
for the IFG and KNOB.

We next considered the influence of throwing on the
proportion of WM to GM within the KNOB and IFG.
For this analysis, we performed a mixed model analysis
of variance (ANOVA) with region (WMGM_IFG,
WMGM_KNOB) serving as the within-subject factor,
while throwing classification (THROWþ, THROW2)
was the between-group factor. Significant main effects
for region (F1,74 ¼ 41.02, p , 0.001) and throwing
classification were found (F1,74¼ 5.6820, p , 0.03).
The proportions of WM found within the region
object maps were significantly higher for the KNOB
compared with those for IFG. Moreover, for both
regions, the proportion of WM was significantly
higher in the THROWþ than in the THROW2 chim-
panzees. The mean WGGM_KNOB and
WMGM_IFG in THROWþ and THROW2 chimpan-
zees are shown in figure 3.

(b) Neuroanatomical correlates of laterality

in throwing

We next considered whether interhemispheric differ-
ences in the ratio of WM to GM were found for
left- and right-handed chimpanzees on the basis of
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we performed a mixed model ANOVA with the
KNOB_AQ and IFG_AQ values serving as the
within-subject factor, while throwing preference
(LEFT, RIGHT) was the between-group factor. A sig-
nificant main effect for throwing hand was found
(F1,36 ¼ 5.462, p , 0.03; figure 4). Right-handed
throwers rather than left-handed throwers showed
significantly greater leftward asymmetries in the
WM-to-GM ratio for the IFG and KNOB.

(c) Cognitive correlates of throwing

As noted earlier, our laboratory has administered
the PCTB test to 91 chimpanzees, and within this
sample, there were 39 apes that threw consistently
(THROWþ) and 52 that did not (THROW2). In
this next analysis, we compared THROWþ and
THROW2 individuals in their performance on the
PCTB task. To test whether differences in cognitive abil-
ities were evident between the two groups, we conducted
a multiple analysis of variance (MANOVA) with the
mean PCTB scores serving as dependent measures,
while sex and throwing group served as the between-
group factors. The MANOVA revealed a significant
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0.001). Subsequent univariate F-tests indicated that the
only significant difference between the throwing groups
was for COMMUNICATION (F1,87¼ 11.388, p ,

0.001) with THROWþ apes performing significantly
better than the THROW2 individuals (figure 5). No
other significant differences were found.
4. DISCUSSION

In terms of the neuroanatomical correlates of throwing,
the results reported here indicate that the presence of
throwing skills in chimpanzees is correlated with
increased cortical connectivity in Broca’s area as well
as in the motor-hand area of the precentral gyrus. The
principal result in support of this conclusion is the
observation that THROWþ apes had significantly
higher proportions of WM to GM within the IFG and
KNOB regions than THROW2 individuals. Because
increased WM indicates more myelinated interneurons
that connect different cortical regions, this result would
suggest that learning to throw may alter the connectivity
between premotor and primary motor cortex in the
chimpanzee. The results from comparing right- and
left-handed throwers also support this conclusion,
because differences in WM are hemisphere-specific
and contralateral to the preferred hand that the chim-
panzees use for throwing. The association between
hand preferences for throwing and asymmetries within
the IFG and KNOB are also consistent with previous
studies showing that handedness for other forms of
tool use, such as simulated termite-fishing and nut-
cracking, is linked to lateralization in the cortical
language area homologues of chimpanzees [33,44]. It
should also be noted that asymmetries in hand use for
manual gestures are associated with asymmetries
within the IFG [45] Thus, the results reported here
are consistent with the evolutionary hypothesis that
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neural adaptation of motor programmes necessary for
complex motor actions, including language and
speech [11].

It should also be noted that hand preferences
for throwing are linked to variation in handedness for
other measures of tool use and communication, but not
non-tool-use measures of manual action. For instance,
we have a large sample of hand preference data in
chimpanzees for actions such as simple reaching, coordi-
nated bimanual actions, simulated termite-fishing
tool use and manual gestures [46–49]. Interestingly,
right- (n ¼ 44) and left-handed (n ¼ 37) throwers differ
significantly in their handedness for simulated termite
fishing t79 ¼ 2 2.50, p , 0.02 and manual gestures
t79 ¼ 2 2.59, p , 0.02, but not for simple reach-
ing t79 ¼ 2 1.20, n.s. or for coordinated bimanual
actions t79 ¼ 2 0.62, n.s. (figure 6). Thus, as with the
neuroanatomical data, there is an explicit link between
throwing, simulated termite fishing and gestural
communication in terms of lateralization of function.

We also found that chimpanzees that have learned
to throw are better at communication tasks than chim-
panzees that have not. Interestingly, these two cohorts
of chimpanzees do not differ on cognitive tasks that
assess dimensions of physical cognition. These results
suggest an explicit association between the cognitive
foundations for throwing and the ability to engage in
successful intraspecies communication, at least as
assessed by the PCTB. Leavens et al. [38] have
argued that, in captivity, chimpanzees learn to gesture
to humans for foods that are otherwise unavailable to
them by solving the referential problem space. That
is, the chimpanzees want the food, but the food
cannot be reached owing to physical barriers prevent-
ing the apes from attaining the foods. What the
chimpanzees have learned to do with their gestures
and other signals, such as attention-getting sounds,
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Thus, in essence, the human becomes a tool for them.
Indeed, we would argue that if a physical tool was
available in these contexts, such as a long stick, the
chimpanzees would use them to get the food rather
than wait for a human caretaker to come by and
retrieve the food for them.

Cognitively, we believe that the development and
acquisition of throwing skills by chimpanzees operates
in a manner similar to the emergence of manual ges-
tural communication. As noted previously, the
motivation for throwing in chimpanzees is largely to
alter the behaviour of other individuals (be it human
visitors or conspecifics). For this reason, the apes
that have learned to throw have acquired an ability to
understand how their behaviour affects the behaviours
of others. If the same individuals apply these basic
skills within the context of (i) understanding gestures,
(ii) producing gestures, and (iii) using attention-getting
behaviours when a human experimenter is inattentive to
them, then it would follow that the THROWþ individ-
uals should outperform the THROW2 apes on the
PCTB test. Moreover, these same skills may not offer
any advantage in tasks that are not communicative
in function.

We have focused on aimed throwing by chimpan-
zees in this paper, but some discussion of the
prevalence of throwing in other species seems war-
ranted within the context of the underlying cognitive
processes that appear to accompany this ability in
apes. In particular, capuchin monkeys have been
reported to engage in aimed throwing [14] and they
have well-documented tool-using abilities both in the
wild and in captivity [50–56]. On the basis of our
results in chimpanzees, this leads to the suggestion
that capuchin monkeys might also engage in some
forms of gestural communication during intraspecies
interactions; however, this has not been frequently
reported in the literature [57]. Thus, the
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throwing and gestural communication may not be
well developed in the capuchin monkey. We would
also point out that, though the capuchin monkeys in
the studies by Westergaard & Suomi [15] did learn
to throw, their behaviour was explicitly shaped by the
investigators by initially having the subjects throw an
object into a bucket containing peanut butter (a pre-
ferred food). The peanut-butter-covered object was
then handed to the subject and thereby the monkeys
were reinforced with food for throwing. Thus, the
acquisition of throwing by capuchin monkeys (at
least in this study) appears to be mediated by a differ-
ent type of reward when compared with the
chimpanzees we have described in this paper.

There are limitations to the present study that war-
rant some discussion. First, it could be argued that the
associations we found between throwing and WM
reflect inherent differences in cortical organization
rather than developing as a consequence of learning
to throw. In other words, it may be the case that chim-
panzees that learn to throw have inherently higher
levels of WM within the KNOB and IFG regions
and that this enabled them to learn to throw (rather
than the increased WM emerging as a consequence
of their experience). Similarly, though we found an
association between throwing ability and communi-
cation skills on the PCTB tasks, it is not clear
whether increased communication abilities are a con-
sequence of learning to throw or vice versa. Neither
of these alternative explanations can be ruled out
based on the findings reported here.

One approach to address this issue would be to
identify THROW2 apes that differ with respect
to WM volumes or asymmetries and then train them
to throw. If inherent differences in WM explain the
results reported here, then the prediction would be
that individuals with larger WM volumes would
acquire throwing abilities much faster than individuals
with smaller volumes. In terms of communication, a
similar approach could be used by performing a pre–
post-test of communication abilities in two groups of
apes, where one group is taught to throw and the
other group is not. If learning to throw enhances com-
munication abilities, then apes taught to throw should
perform significantly better on the communication
tasks in the post-test compared with apes that are
not taught to throw.

Second, we examined the proportion of GM and
WM within gyri comprising the regions of interest in
this study (IFG and KNOB). This is a relatively
crude measure of WM organization. Ideally, studies
comparing THROWþ and THROW2 apes using
more sensitive measures of WM connectivity, such as
DTI, would be more informative of the possible
changes in cortical connectivity between the IFG and
KNOB in these cohorts of apes [58,59].

In summary, we believe that this is the first evidence
linking throwing with aspects of cortical organization
and asymmetries in non-human primates as well as
with differences in communicative abilities. The brain
areas distinguishing right- and left-handed throwing
chimpanzees show considerable overlap with cortical
regions involved in language processing by humans.
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right-handed for throwing [4], and (ii) relative WM
volumes within two frontal lobe regions distinguish
right- from left-handed throwers suggest that the left
hemisphere was specialized for the planning of complex
motor actions prior to the split between the lines leading
to humans and chimpanzees. Increasing selection for
aimed throwing in a context of hunting or predator
defence in hominins may have refined the neural archi-
tecture of the left hemisphere so as to eventually support
other complex motor sequencing actions, including
language and speech.

All procedures used with the chimpanzees were approved by
the Institutional Animal Care and Use Committee of Emory
University.
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The ability to adjust one’s ongoing actions in the anticipation of forthcoming task demands is
considered as strong evidence for the existence of internal action representations. Studies of
action selection in tool use reveal that the behaviours that we choose in the present moment
differ depending on what we intend to do next. Further, they point to a specialized role for mechan-
isms within the human cerebellum and dominant left cerebral hemisphere in representing the likely
sensory costs of intended future actions. Recently, the question of whether similar mechanisms exist
in other primates has received growing, but still limited, attention. Here, we present data that bear
on this issue from a species that is a natural user of tools, our nearest living relative, the chimpanzee.
In experiment 1, a subset of chimpanzees showed a non-significant tendency for their grip prefer-
ences to be affected by anticipation of the demands associated with bringing a tool’s baited end to
their mouths. In experiment 2, chimpanzees’ initial grip preferences were consistently affected by
anticipation of the forthcoming movements in a task that involves using a tool to extract a food
reward. The partial discrepancy between the results of these two studies is attributed to the ability
to accurately represent differences between the motor costs associated with executing the two
response alternatives available within each task. These findings suggest that chimpanzees are
capable of accurately representing the costs of intended future actions, and using those predictions
to select movements in the present even in the context of externally directed tool use.

Keywords: motor planning; action selection; chimpanzee tool use; context sensitivity;
cerebral asymmetry
1. INTRODUCTION premotor cortex (dPMC) [3]. This network of regions
(a) Response selection versus action selection
In the late nineteenth century, Donders [1] conducted
a pioneering experiment in which he contrasted the
times required to execute a simple (respond to
the appearance of a stimulus) versus choice (select
one among two responses based on the identity
of the stimulus) response. The difference in response
latencies between these conditions was interpreted as
reflecting the additional time required for the cognitive
process of selection. One of the many things that we
have learned in the intervening century is that, inde-
pendent of the hand used, the human left cerebral
hemisphere plays a dominant role in this fundamental
process [2]. In right-handed adults (some 90% of the
population), increased activity is detected in the left
posterior parietal cortex (along the intraparietal
sulcus, IPS), inferior frontal sulcus extending into
the rostral middle frontal gyrus (rMFG) and dorsal
r for correspondence (povinelli@louisiana.edu).
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may form a core system for response selection.
In the typical response-selection task, the mapping
between sensory stimuli and motor responses is both
fixed and explicitly known by the actor (e.g. press
the left key when the light is blue, or the right key
when the light is red). This differs critically from the
demands that typify real-world action selection,
where there are often numerous potential responses
(movements) that could be used to solve the problem
at hand [4]. For instance, consider the range of hand
postures that might suffice to grasp a mug of coffee
and bring it to one’s mouth for a drink. While much
remains to be learned about how this degrees-of-
freedom problem is solved, it is generally accepted
that action selection is informed by predictions of the
motor costs that would accompany various response
options. To the extent that these forecasts are accurate,
they enable us to select actions that lead to successful
(rewarding) solutions to the problem while minimizing
costs [5].

This journal is q 2011 The Royal Society



(b) Neural substrates of response and action the bilateral engagement of dPMC and the SPL. In

(d) Context sensitivity in action selection
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selection

In order to gain further insights into the role of predic-
tion in action selection, we have used a simplified task
in which participants are required to choose whether
to engage an object (e.g. a handle) appearing in differ-
ent orientations in an under- versus over-hand grip (e.g.
a power grip). In all trials of these experiments either
grip is physically possible, the question is which is pre-
ferable. We consistently find that participants prefer to
grasp stimulus objects using the alternative that is per-
ceived as least costly (or awkward) during overt
execution. This is even true when they are asked to
make their choices under prospective grip-selection
(PGS) conditions, where movements are never actually
undertaken [6]. The degree of correspondence between
grip preferences in overt and PGS tasks suggests that
even in the complete absence of feedback, participants
are able to predict the likely motor costs of future
actions with high fidelity, and select actions accordingly.
Furthermore, this ability seems to be retained by many
patients even during periods of acute [7] or chronic
[8,9] limb disuse, or following amputation [10].

Our early functional magnetic resonance imaging
work on prospective power grip selection revealed
increases in the dPMC, superior parietal lobule (SPL)
and along the IPS [11]. More recent findings show
that prospective precision grip selection based on
either hand engages the entire core network of regions
implicated in response selection (left IPS, rMFG and
dPMC), as introduced earlier. In addition, we find
increases within a number of other brain regions includ-
ing the bilateral cerebellum, SPL, pre-supplementary
motor area, right dPMC, as well as in the left anterior
intraparietal sulcus (aIPS) and left ventral premotor
cortex (vPMC) [12]. After physical practice, these
same areas come to represent PGS decisions based on
the use of a formerly novel grasping tool that differs
mechanically and dynamically from the natural limbs.

One possible interpretation is that these regions par-
ticipate in estimating the motor costs associated with the
two grip alternatives: under- or over-hand. An emerging
view is that the cerebellum supports forward internal
models that predict the likely sensory consequences of
a motor command slightly in advance of the actual
sensory feedback that accompanies movement
[13,14]. These feed-forward predictions are thought
to update multi-sensory estimates of the state of the
body (e.g. posture of the upper limbs), represented in
the parietal cortex (particularly the SPL) [13,15]. An
interesting possibility is that these same predictive
mechanisms might play a role in forecasting the long-
range consequences of response alternatives [5,16,17].
This information could be valuable to action selection
by providing a means of estimating the motor costs
(energy expenditure, awkwardness) of candidate
responses and their potential to achieve the desired
reward state, representations that may be computed
subcortically in the basal ganglia and/or brain stem [18].
(c) Cerebral asymmetry
The left cerebral asymmetry for PGS responses in
vPMC and the aIPS is striking in comparison with
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humans, left vPMC is situated in the inferior portion
of the precentral gyrus located immediately caudal to
the pars opercularis (or Broca’s area), which is known
to be involved in a variety of language-, and a growing
list of action-related functions [19,20]. In monkeys,
rostral ventral premotor cortex (F5) is the putative
homologue for pars opercularis [21], and is implicated
in a variety of higher level motor functions including
the representation of action goals [22]. Caudal ventral
premotor cortex (F4), by contrast, is implicated in
constructing multi-sensory representations of periper-
sonal space and of limb and head movements [23].
Our present understanding of vPMC functions in the
human brain is limited. Though highly speculative,
it is possible that with the emergence of language
functions in rostral vPMC, the human left caudal
vPMC has become more heavily involved in the rep-
resentations of action goals. Some work demonstrating
increased activity in this region during action perception
appears consistent with this view [24].

There is mounting evidence for the role of the
human aIPS in action representation [25,26], and
more than a century of data exist implicating the left
parietal and frontal cortex in manual praxis [27,28].
Asymmetrical involvement of the left aIPS in these
planning tasks may be related to the fact that this
region has direct anatomical connections with the
vPMC [29], allowing these two areas to operate as a
functional unit. Following the line of reasoning
above, it may be that the left parietal asymmetry is a
consequence of changes in the role of caudal vPMC
precipitated by the emergence of language in rostral
vPMC. This is highly speculative; however, recent
findings do suggest that cerebral asymmetries in pos-
terior parietal action representations (Brodmann area
40) are correlated with lateralization of language in
Broca’s area (Brodmann area 44/45) and its right
hemisphere homologue [30].
In speech, it is well known that articulation of a
phoneme is affected by the identity of upcoming pho-
nemes. Analogous effects of task context have been
reported in a wide variety of manual behaviours
including: typing, handwriting, manual aiming and
prehension (see review in Johnson-Frey et al. [31]).
Action-selection tasks have proven to be especially
valuable in studying context effects [32], and have
shed light on the properties of underlying movement
representations [33]. Grip-selection tasks involving
tools have proven to be particularly useful in revealing
details of motor planning in human infants and adults
[34]. Context effects in manual action selection have
been shown to emerge during the first 2 years of life
[35–38], and development can be accelerated with
training [39]. While the physical properties of the
effectors may contribute to some context effects
[40], many of these findings are difficult to interpret
without acknowledging a role for internal represen-
tations of task demands that go beyond immediately
available sensory information [41,42]. This point is
critical to understanding behaviours where the choice



of a response can be influenced by the goal of the not known whether non-human primates show this
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larger action sequence in which it is embedded. As a
consequence, the responses that we choose in the pre-
sent moment differ depending on how they might
impact the costs of what we intend to do next.
(e) Evidence for predictive action selection in

2. EXPERIMENT 1: GRIP SELECTION IN A SELF-
non-human primates

Whether similar predictive mechanisms exist in other
species is an important and challenging question. A
first step is to ask whether evidence can be found for
context sensitivity in action-selection behaviours simi-
lar to those identified in humans. Several studies have
tested whether, like humans, monkeys show an end-
state comfort effect, i.e. whether they adapt their initial
grip of an object in a way that reflects anticipation of
movements required to achieve the subsequent goal
of the task [43]. Across two foraging tasks, Weiss
et al. [44] provided evidence for end-state comfort
effects in the grip preferences of cotton-top tamarins.
They later extended this finding to include lemurs, a
group of primates even more distantly related to
humans [45]. More recently, Nelson et al. [46]
demonstrated that after a limited number of trials,
most of the rhesus macaques they tested were able to
develop a grip to bring a baited spoon to their
mouths in an efficient manner (radial grip with the
thumbside of the hand towards the bowl of the
spoon) across 12 trials. An important issue is whether
these behaviours reflect the learning of stimulus-
response contingencies, or involve anticipation of
motor costs. Evidence shows that this efficient grip
was learned during the course of testing. This can be
derived from the fact that, on difficult trials, the mon-
keys’ performances improved from 28 per cent
efficient grips in the first session of testing to 94 per
cent in the second session. Of the six monkeys
tested, three switched hands depending on the side
towards which the bowl of the spoon was oriented;
the remaining three used the same hand (and grip),
but changed their body position relative to the
spoon. No monkeys switched from an over-hand grip
on the easy trials to an under-hand grip on the difficult
trials. After this rapid acquisition, the monkeys main-
tained these efficient strategies even 1 year later
when they were retested.

Given that several disparately related primate
species have shown some evidence for anticipatory
planning in action-selection tasks (i.e. the end-state
comfort effect), it is tempting to conclude that this is
a quite anciently evolved ability widely present in
non-human primates, and perhaps even other mam-
mals. While prospective planning abilities might be
critical for tool-use behaviours, they would seem to
have evolved in species that are not known to use
tools in nature [45]. However, the existing evidence
is currently limited to situations in which a simple
tool is directed to the subject’s mouth. In humans,
anticipatory planning in the context of self-directed
tool abilities emerges during the first 2 years of life
[38]. However, the development of planning in exter-
nally directed tool-use tasks is more difficult and lags
behind even when feedback is enhanced [37]. It is
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more advanced form of action planning. For example,
do they exhibit the end-state comfort effect when
grasping a tool and directing it towards a goal located
in extra-personal space?

Here, we report findings from studies (conducted
between 2001 and 2004) that we designed and con-
ducted to explore this question in our nearest living
relatives, chimpanzees. Unlike lemurs, tamarins or
rhesus macaques, chimpanzees both use and make
tools as part of their natural ecology, and the particular
individuals we tested had a long history of doing so in
the laboratory in a wide variety of tasks. Like humans,
chimpanzees regularly perform actions with tools that
are directed towards the self (e.g. eating termites
from a stick) and towards external targets (e.g. insert-
ing a stick into a termite nest). Our strategy was to use
an analogue of the procedure used by McCarty et al.
[38] to study the development of the end-state comfort
effect in spoon-feeding in toddlers (experiment 1), and
to then use these results as a platform to study
the more advanced abilities involved in using a
tool to obtain a food reward in extra-personal space
(experiment 2).
DIRECTED TOOL-USE TASK IN CHIMPANZEES
In our initial investigation, we sought to identify
whether our chimpanzees would display an end-state
comfort effect in their grip selection during a self-
directed feeding task with similarities to the one used
to test macaques following the study of Nelson et al.
[46]. The stimulus was a horizontal tool (dowel)
with either the left- or right-end baited. If action selec-
tion is influenced by the intended subsequent
movement (bringing the baited end of the handle to
the mouth), then we reasoned that subjects would
prefer the grip that places the thumbside of the hand
towards the baited end; i.e. they would prefer a
radial grip. Choosing the alternative ulnar grip would
be a more costly option, making it more difficult to
bring the food to the mouth. Grip preferences in this
test condition were compared with the control in
which the choice of grip was irrelevant because both
ends of the tool were baited.

(a) Method

(i) Subjects
Five adult female chimpanzees (age range ¼ 13 years,
seven months to 14 years, six months) participated in
the study. The subjects were housed at the University
of Louisiana and had participated in numerous
dowel-use studies over a period of over 10 years [47].

(ii) Apparatus
A 30 cm long dowel (plastic pipe) was used in the
experiment. In the experimental conditions, the
dowel rested horizontally on two L-shaped brackets
(approx. 20 cm apart and 50 cm above the floor) that
were attached to the wall of the subjects’ testing unit.
One or both ends of the dowel could be easily covered
with a highly desirable food reward (such as peanut
butter or honey).



(b) Procedure

T-1

(a)

(b)

Representing costs of future actions S. H. Frey & D. J. Povinelli 51

 on November 29, 2011rstb.royalsocietypublishing.orgDownloaded from 
(i) Orientation and food preference
We placed 14 (unbaited) replicas of the dowel in the
subjects’ indoor–outdoor living environment. This
allowed the chimpanzees to interact and familiarize
themselves with the tool. If the apes threw the
dowels out of the enclosure, then they were returned
by the caretakers. We made these replicas available
to the apes in their living environment every day
throughout all phases of the experiment.

One week after we introduced the dowels, the pri-
mary trainer and the caretaker (hereafter referred to
as the trainer) individually brought each ape into an
indoor testing unit. The test unit was connected to
an outdoor waiting area by a shuttle door that could
be remotely opened and closed to allow the ape the
opportunity to enter and exit the test unit. The apes
were highly familiar with this procedure (see Povinelli
[47]). The trainer inserted two dowels into the test
unit and held them as the ape approached. Each
dowel was baited with a different reward. The first
dowel chosen to eat from was recorded. Each ape
was administered 10 trials. The first reward chosen
seven or more times out of 10 was considered their
preferred reward. Any ape not exhibiting a preference
was given both rewards randomly and equally across
conditions throughout the study.
(ii) Test orientation

(c)

We conducted a series of unstructured three-trial ses-
sions in which the dowel was placed on the bracket
with food baited on both ends. The caretaker allowed
each ape to enter the test unit individually, or in pairs,
until such a time as they reliably took the dowel from
the bracket and consumed the food. The shuttle
door was opened as soon as the apes had finished
eating the bait and dropped the dowel, or after 1 min
from the time they entered the test unit. The apes
then began testing sessions.
(iii) Testing

orientations of the dowels on the test trials were not

(iv) Coding and inter-rater reliability

T-1

Figure 1. The subject Brandy grasps the dowel in the three
experimental conditions of experiment 1: (a) both-ends

baited, (b) right-end baited, and (c) left-end baited. Note
that her grip selection is the same in all three cases. Arrows
indicate position of the bait (peanut butter).
Testing took place in the test unit and consisted of 60
trials per ape, with a maximum of six trials per day.
Before each trial began, the trainer baited a dowel on
both ends and placed it horizontally on the brackets
on the wall to the ape’s left as he or she entered.
The ape then entered the testing unit and the shuttle
door was closed. After the ape grasped the dowel
and consumed the reward, the trainer opened the
shuttle door and allowed the ape to exit.

Testing consisted of two types of trials: (i) on test
trials only, one end of the dowel was baited (on half
of the test trials the right end was baited and on the
other half the left end was baited) and (ii) on control
trials both ends of the dowel were baited. Apes were
given 40 test trials (20 baited on the right end and
20 baited on the left end) and 20 control trials. The
trials were randomly administered within the following
constraints: (i) the same type of trial was not adminis-
tered on more than three sequential trials, (ii) the
numbers of each type of trial were equal for the first
and second halves of the study, and (iii) the left/right
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the same for more than two consecutive trials.
One experimenter was present in the rear of the test

unit to control the shuttle door. Every trial was
recorded on video with a view that allowed excellent
visibility regarding which hand the ape used to grasp
the dowel, the position of the hand while reaching
for the pipe and the type of grip used (figure 1).
A main rater scored all trials for the orientation of the
subject’s thumb (up or down). This allowed for an
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Figure 2. Grip preferences in experiment 1. Three of the par-
ticipants (Jadine, Kara and Megan) exhibit a trend towards
preferring to grasp the handle with the thumb towards the
baited end. This is consistent with what would be expected

if the animals were taking the desired end state into consider-
ation when selecting their grasps. These trends were not
statistically reliable (see text for details; black bars, thumb
towards bait; grey bars, thumb away from bait).

Table 1. Summary of thumb placement (in per cent of

trials) as a function of experimental condition.

thumb placement

conditions

control baited-left baited-right

Brandy
left 10 5 15
right 90 95 85

Jadinea

left 75 95 78
right 25 5 22

Candyb

left 89 79 87
right 11 21 13

Kara
left 100 100 95

right 0 0 5

Meganc

left 90 100 84
right 10 0 16

aOne trial was inadvertently not recorded.
bAn experimental error resulted in the administration of 18 control
trials and 19 baited left and 23 trials baited right test trials.
cOne trial was not codable owing to the obstruction of the stimuli
by the subject’s body.
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changed as a function of trial type (i.e. from over-
hand to under-hand) as a function of how the dowel
was baited (right end, left end and both ends). A sec-
ondary rater examined 25 per cent of the trials and
agreed with the main rater on 96 per cent of all trials.

(c) Results and discussion

The individual apes grasped the dowel in a variety of
ways (over-hand, under-hand, pincer grip, between
fingers). However, each ape exhibited a striking con-
sistency in how they did so regardless of the
experimental condition. For example, figure 1a–c dis-
plays the ape Brandy grasping the dowel across the
three-trial types: (i) both ends baited, (ii) right-end
baited, and (iii) left-end baited. Notably, she uses the
same hand and grip in each condition. Although all
apes exhibited some variation, the position of their
thumb upon initial grasp (towards the baited end or
away from the baited end) provided a highly reliable
measure of whether they switched grips as a function
of what end of the dowel was baited on the test
trials. Figure 2 displays the thumb position (towards
or away from the baited end) for each hand (right
and left). In seeming contrast to what would be
expected if the apes were selecting their actions
based on prediction of the motor costs that would be
experienced, as a group the apes did not strongly
alter their grip as a function of which end was
baited. Instead, they simply grasped the dowel in a
habitual fashion and inserted the baited end into
their mouths. The results of the control trials confirm
that the apes had a habitual grip preference: they did
not depart from what they displayed in the test trials
(table 1). In other words, we saw no evidence that
action selection is context-sensitive.

Three of the five apes, however, showed a preference
for the thumb towards the baited end of the dowel
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bias for the thumb towards the baited end (61.5% or
24/39 of trials; table 1). Interestingly, Jadine is the
one ape that showed fairly quick improvement in a pre-
vious test, wherein the apes needed to learn to grasp a
tool by a non-functional end in order to use the other
functional end (see experiment 2 below; [47], exper-
iment 13). Megan also exhibited a similar trend in
favour of placing the thumb towards the baited end
(59% or 23/39 of the trials; table 1). However, binomial
tests (one-tailed, chance ¼ 0.5) indicated that none of
the animals (including Jadine and Megan) exhibited a
statistically reliable difference between these two grip
options (p , 0.09 or smaller in all cases).

These results would appear to indicate that chim-
panzees were not representing forthcoming task
demands and modifying their initial grip preferences
accordingly. None of the individuals showed signifi-
cant differences between grip preferences in the test
condition and those exhibited in the control. This dif-
fers dramatically from results demonstrated by
toddlers when grasping wooden spoons for self-feeding
[38] and previous investigations with monkeys dis-
cussed earlier [44–47]. It is tempting to conclude that
these apes lack the ability to represent the costs of forth-
coming task demands and/or to adapt their responses
accordingly even in a self-directed tool-use task.
Indeed, in the test trials, the apes frequently wound
up with the dowel in what appeared to be an awkward
position. For example, an over-hand grasp (palm
down) with the thumb oriented away from the baited
end of the dowel left the apes in a biomechanically
awkward position when bringing the tool to the
mouth. However, the apes compensated for this by
further rotating their wrists, and/or by tilting their
heads. Although this appeared awkward to human



observers, nevertheless, the apes, were adept at eating

see Povinelli [47]). However, only one of these studies

T-1

Figure 3. In experiment 1, the subject Brandy has just used
an over-hand grip (palm down) with thumb pointing away
from the baited end of the dowel (figure 1c). As a conse-
quence, she must lift the dowel higher and rotate the

baited end towards her mouth. This involves considerably
more effort than the movement that results from the
thumb towards the baited end.

T-1

T-1

(a)

(b)

Figure 4. Experiment 2. (a) The apparatus with the dowel in
the 08 orientation. This set-up was used in the demonstration
and criterion phase, as well as during the 08 trials of the testing
phase. (b) An ape grasps the dowel in preparation to insert and
dislodge the goal/reward.
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the food off the baited end of the dowel in this
manner (figure 3). What we can say with confidence
is that in such cases, the ape was required to exert
greater motor effort in order to rotate the baited end
a longer distance to reach their mouths. Nonetheless,
any additional costs associated with ending the handle
rotation in an awkward posture may not have been
sufficient to result in anticipatory modification of the
initial grip. This issue arises in grip-selection studies
involving humans where participants show stronger
end-state effects when the levels of accuracy for final
object positioning are increased [48]. This possibility
is addressed in our second experiment where the costs
of choosing the incorrect initial grip would be maximal:
failure to complete the trial and obtain a food
reward. If we are correct, then the apes should exhibit
evidence for anticipatory grip selection in this more
challenging task.
3. EXPERIMENT 2: GRIP SELECTION IN A TOOL-

(ii) Apparatus
USE TASK DIRECTED TOWARDS AN EXTERNAL
TARGET IN CHIMPANZEES
In this study, chimpanzees needed to use a thick dowel
to dislodge and obtain a food reward. A critical feature
is that the task could only be completed if the animals
grasped the dowel with the thumbside of their hand
towards its centre. We tested for anticipatory effects
by analysing how the apes gripped the dowel when
presented in a variety of different orientations.

(a) Method

(i) Subjects
The five chimpanzees from experiment 1, plus two
other adult members of their group, participated in
the study. At the time the study began, the apes
ranged in age from 15 years, four months to 16 years,
three months. The apes had participated in numerous
studies similar to the one used here (i.e. using a
dowel or stick to dislodge a reward from a platform;
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had systematically altered the orientation of a tool
(see Povinelli [47], experiment 13). It is important to
note that this previous study (and several related
ones) was more cognitively demanding. It required
the apes to understand that one end of the tool was
functional and the other end was not, and to anticipate
this in their initial grasp. In the present study, both ends
of the tool were identical and equally functional.
The apparatus depicted in figure 4 was used. It con-
sisted of a dowel that rested on a bracket that could
be horizontally rotated, thus altering how the subject
could grasp it. The goal of the task was to grasp the
dowel, lift it off the bracket and poke it through a
hole in the Plexiglass box to dislodge an apple (or
some other round food reward). Once the ape tapped
the apple with the dowel, it rolled to within their reach.

The dowel was 46 cm long and 8 cm in diameter. In
order to deter apes from gripping the centre of the
dowel, a 10 cm wide Velcro strip was wrapped
around the dowel’s midpoint. (One ape was allowed
a slightly modified dowel, owing to her aversion to
the original stimulus. This dowel was 5 cm in diameter
and instead of a Velcro strip, two black lines were
painted on the dowel.)
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Figure 5. Grip preference results in experiment 2. All of the
participants show some evidence of preferring to grasp the
handle with the thumb towards the centre. This is consistent
with what would be expected if the animals were taking the
desired end state into consideration when selecting their

grasps (black bars, thumb towards centre; grey bars, thumb
away from centre).
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(i) Familiarization with the dowel
In several sessions in the test unit, each ape was
exposed to dowels of varying thicknesses, including
ones with Velcro around the centre. No apparatus
was present and the apes did not use the dowels to
obtain food of any kind. Rather, these sessions
simply helped us to identify the maximum thickness
the dowel could be and still allow the apes to easily
grasp it, and to ensure that the Velcro strip deterred
apes from grasping the dowel in the centre.
(ii) Demonstration of the task

The trainer brought each ape into the test unit indivi-
dually for a demonstration session in which the
experimenter demonstrated how to use the dowel to
dislodge the food reward from the apparatus. First,
the apparatus (figure 4) was positioned on the trainer’s
side of the Lexan partition with the dowel placed on
the bracket in a 08 horizontal orientation (i.e. perpen-
dicular to the apparatus; figure 4). The apparatus was
thus positioned directly in front of an opening in the
Lexan partition through which the chimpanzees
could reach and grasp the dowel. Next, the trainer
opened the shuttle door and the ape entered the test
unit. The trainer then closed the shuttle door and
demonstrated the task by picking up the dowel and
dislodging the food by poking it through the hole in
the apparatus. The trainer then handed the food to
the ape through the hole in the Lexan door. Finally,
the trainer opened the shuttle door and ushered the
ape out of the test unit.
(iii) Criterion

(v) Coding and inter-rater reliability

The criterion consisted of two-trial sessions that
immediately followed the demonstration session. The
trainer positioned the apparatus directly in front of
the opening in the Lexan partition and the dowel
was positioned on the bracket directly in front of the
response slot (centred in front of the opening in the
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For all criterion trials, the dowel was oriented at 08
(figure 4). After the shuttle door was opened, the
ape was given 1 min to enter the test unit and an
additional maximum of 1 min to initiate the trial by
touching a ready-to-respond (RTR) symbol. This
resulted in the hole in the partition opening, thus
allowing the ape to reach out and grasp the dowel. A
complete response was defined as the ape touching
the RTR symbol, grasping the dowel and inserting
it through the opening in the apparatus and dislodging
the food reward so that it fell down the ramp towards
the ape. If the ape did not touch the RTR symbol and/
or touch the dowel, then the trial was scored as no
response and was immediately re-run. If the ape
initiated a trial through the RTR procedure and grasped
the dowel but did not complete the response, then the
trial was scored as incomplete and not re-run. If any
of the following conditions were met, then the response
barrier was raised immediately, the ape was ushered out
of the test unit, and an incomplete response was
recorded: (i) the ape initially lifted the dowel off the
bracket using two hands, (ii) the ape displaced the
bracket from its place in the spacer board, (iii) the
ape touched the apparatus with their hand or arm
prior to completing the task, and/or (iv) the dowel fell
out of the ape’s reach before completing the task.

Any trials scored as incomplete were re-conducted
at the end of all testing sessions for all apes. The par-
ticipants were required to finish four complete trials
across two consecutive sessions in order to move into
testing.1
Testing consisted of 24 two-trial sessions per ape, for a
total of 48 test trials (eight for each of six dowel orien-
tations; see below). The configuration of the test unit
and procedure remained the same as in the criterion
phase except that the dowel was presented in one of
the six orientations. Before each trial, the dowel was
oriented at 08, 308, 608, 908, 2308 or 2608 (with 08
being perpendicular to the Lexan (one end pointing
towards the ape and the other end pointing away),
308 being a clockwise rotation, and 908 being parallel
to the Lexan partition). Each of the orientations was
presented in a randomized order with the constraint
that each orientation occurred once before any
repeat, and all orientations occurred four times
within the first and last half of the total number of
trials. A complete response was defined as the ape
touching the RTR symbol, grasping the dowel and
contacting the dowel to the Plexiglass panel on the
front of the apparatus and/or inserting the dowel
through the hole in the apparatus. All trials scored as
incomplete were re-run immediately. A camera was
mounted directly above the bracket and dowel in
order to obtain a clear view of the ape’s grip.
All trials were coded for the position of the ape’s
thumb: either towards the centre of the dowel or
away from the centre of the dowel. Critically, because
of the thickness of the dowel and the biomechanical



constraints of reaching through the Lexan partition orientations, our results also highlight the fact that the
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Figure 6. An illustration of the anticipatory grip-selection effect in the externally directed tool-use task: (a) the subject Kara

reaches out and selects the end of the dowel that is farthest away so as to have her thumb positioned towards the centre of the
dowel. (b–d) This allows the tip of the dowel to swing into a position aligned with the hole, thus allowing for easy insertion and
the dislodging of the apple.
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and orienting the dowel into the hole in the apparatus,
the apes could only dislodge the apple if they grasped
the tool with the thumb pointed towards the centre.
Two raters independently scored the video recordings
for thumb directions and agreed on 99 per cent
(332/335) of all trials (one trial was inadvertently not
recorded).
(c) Results and discussion
As is clear in figure 5, each of the apes displayed evi-
dence of anticipatory grip selection in this task. All
individuals exhibited a strong preference for grasping
the dowel with the thumbside of their hands towards
the centre of the dowel across orientations. Binomial
tests (one-tailed, chance ¼ 0.5) for each animal indi-
cated that all of the apes exhibited a statistically
reliable effect of grasping the dowel with thumb towards
the centre of the dowel (p , 0.001 in all cases). These
results demonstrate that as the dowel orientation was
manipulated, the subjects switched either the side of
the dowel they grasped (left or right) and/or their
hand orientation (palm up versus down) in order to
keep their thumb oriented towards the centre of the
dowel. If they had not performed so, then they would
have frequently grasped the dowel in a manner that
made it biomechanically impossible for them to insert
the dowel through the hole and dislodge the apple
(without first stopping to adopt a new grip). Thus, in
stark contrast to the results of experiment 1, these
data provide evidence that chimpanzees are capable of
anticipatory grip selection in a tool-use task. Because
the apes were at ceiling levels across all dowel
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apes did not learn to modify their grips in this
manner across trials. Rather, they exhibited immediate
evidence of grasping the dowel in the way that would
allow for successful manipulation and dislodging of
the apple.

As an example of the effect, consider figure 6a–d.
Here, the subject Kara reaches out to grasp the right
end of the dowel with her right hand (thumb pointed
towards the centre of the dowel), even though the
right end of the dowel is further away from her than
the left end. This allows her to swing the free end of
the dowel towards the hole through which the dowel
needs to be inserted. If she had instead grasped the
left side of the dowel with her right hand (thumb
pointed away from centre), then Kara would have
been unable to insert the free end into the Plexiglass
box and dislodge the apple. The facts that the dowel
was rotated 1808 across trials in a stepped fashion,
and that the apes virtually always grasped the dowel
with the thumb pointing towards the centre, show
that they selected the grip best suited to achieving
the action goal before grasping the dowel.

In sum, the results of experiment 2 establish that, in
the context of a tool-using task, chimpanzees select
from among two actions the one that will be successful.
Importantly, this behaviour does not seem to have been
learned over many trials. Instead, the apes’ grip prefer-
ences appear to involve anticipatory planning. We
hypothesize that they selected their responses through
the formation of internal representations of the motor
costs and probability of reward associated with the avail-
able response options. If this is correct, however, then
why were their grip preferences in experiment 1, an



ostensibly less difficult, self-directed task, not signifi- evolution of more sophisticated forms of tool manufac-
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cantly affected by changes in the task context? The
reason may be that the anticipated motor costs of
obtaining the reward by placing the thumb towards or
away from the baited end of the tool were simply too
similar and negligible to influence grip selection. Individ-
ual apes thus chose one approach and generally stuck
with it across all conditions.
4. CONCLUSIONS

ENDNOTE
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Various authors have suggested behavioural similarities between tool use in early hominins and chim-
panzee nut cracking, where nut cracking might be interpreted as a precursor of more complex stone
flaking. In this paper, we bring together and review two separate strands of research on chimpanzee
and human tool use and cognitive abilities. Firstly, and in the greatest detail, we review our recent
experimental work on behavioural organization and skill acquisition in nut-cracking and stone-
knapping tasks, highlighting similarities and differences between the two tasks that may be informative
for the interpretation of stone tools in the early archaeological record. Secondly, and more briefly, we
outline a model of the comparative neuropsychology of primate tool use and discuss recent descriptive
anatomical and statistical analyses of anthropoid primate brain evolution, focusing on cortico-
cerebellar systems. By juxtaposing these two strands of research, we are able to identify unsolved
problems that can usefully be addressed by future research in each of these two research areas.
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RODUCTION therefore become diagnostic of the cognitive ability

Archaeological evidence suggests that tool use has been
fundamental to hominin life for at least 2.6 Myr [1,2]
and probably more [3,4]. Stone knapping represents
the earliest known instance of toolmaking and tool use
by early hominins [5–10]. Stone tool production has
r for correspondence (blandine.bril@ehess.fr).
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and motor skills of extinct hominins [11–14]. Following
the first scientific report of chimpanzee tool use by Jane
Goodall in 1964 (the use of stripped leaf stalks for ter-
miting, sticks for ant-dipping and leaves for drinking
and self-wiping [15]), numerous observations have
also been made of tool use in non-human primates in
the wild, as well as in controlled experimental conditions
in captivity. Use of tools to crack nuts in forest-dwelling
chimpanzee groups has now been widely attested (early
reports included Beatty [16] in Liberia; Struhsaker &
Hunkeler [17], Rahm [18], Boesch [19] in the Tai
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forest, Ivory Coast; and Sugiyama & Koman [20] and nail, drumming, hitting a golf ball, cracking a nut, flak-
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Sugiyama [21] in Guinea).
In contrast with the use of stone hammers to pound

and crack the casings of hard food objects, stone flak-
ing to produce cutting tools appears to be a uniquely
hominin cultural trait [12]. Toth & Schick [22] suggest
that modern wild chimpanzees have not acquired
stone-flaking traditions because none of their feeding
objects need to be accessed by cutting. In contrast,
the hominins associated with Oldowan stone tools
were regularly feeding on animal prey for which such
cutting tools and techniques were essential [23]. The
earliest direct archaeological evidence of food item
processing using Oldowan stone tools is from animal
bones, which show cut marks associated with stripping
off edible soft tissue and also fractures associated with
cracking them open to obtain edible bone marrow.
Using stone tools to cut animal soft tissue is attested
from marks on the surfaces of bones in the earliest
archaeological record (2.5–2.6 Myr BP, associated
with the extinct hominin Australopithecus garhi [24];
possibly also at 3.4 Myr BP and associated with
Australopithecus afarensis [3], but see [25]).

Various authors have suggested behavioural simi-
larities between tool use in early hominins and
chimpanzee nut cracking, where nut cracking might
be interpreted as a precursor of more complex stone
flaking [20,26–28]. But does the production of stone
cutting tools require different skills, and different levels
of functional understanding, than the use of stone ham-
mers to fracture casings of hard food objects? If so, then
Oldowan stone tool production may be predictive of sig-
nificant differences in the associated cognitive abilities
and motor skills of modern chimpanzees and extinct
hominins.

In this paper, we bring together and review two
separate strands of research on chimpanzee and human
tool use and cognitive abilities. Firstly, and in the greatest
detail, we review our recent experimental work on behav-
ioural organization and skill acquisition in nut-cracking
and stone-knapping tasks, highlighting similarities and
differences between the two tasks that may be infor-
mative for the interpretation of stone tools in the early
archaeological record. Secondly, we outline a model of
the comparative neuropsychology of primate tool use
and review recent descriptive anatomical and statistical
analyses of anthropoid primate brain evolution, focusing
on the chimpanzee–human comparison. By juxtaposing
these two strands of research, we are able to identify
unsolved problems that can usefully be addressed by
future research in each of these two research areas.
2. FUNCTIONAL PARAMETERS OF PERCUSSIVE

(a) Nut-cracking techniques
TECHNOLOGIES
Percussion can be loosely defined as ‘a forceful,
muscle-driven striking of one body against another’
[28, p. 342], but this definition does not specify the
way in which force is controlled to transform an
object. A tool-assisted percussive task involves deliver-
ing a blow or a series of blows with an object, typically
held in the hand, in such a way that all the parameters
and constraints of the task are met. This definition
may be applied to activities such as hammering a
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ing a stone, etc. Mechanically speaking, success depends
on the properties of the object being struck and on the
value of the momentum of the tool (hammer, drumstick,
golf club, etc.), which is defined as the product of its mass
(m) and its velocity (v). For a biological system, the effi-
ciency of a blow can be defined in terms of potential and
kinetic energy. An object held in a person’s hand has
potential energy—energy of position—which converts
to kinetic energy—the energy of motion—if the actor
lets it fall to the ground. If no additional—i.e. muscu-
lar—energy is added to the system, the sum of kinetic
and potential energy stays constant. For a biological
system, an energy-efficient blow is one in which the mini-
mum of muscular energy is added to the system to
achieve the task goals. Indeed, for typical learned move-
ments, the external forces and passive forces of reaction
in the joints are by far the most used in movement con-
struction. Consequently, a minimum of muscular
energy is added to the system to achieve the task goal.

To characterize the skills needed for percussive
techniques of nut cracking and stone flaking, we differ-
entiate four layers of parameters [29] defining
(respectively) the functional and deterministic task
constraints, the parameters under the control of the
actor performing the task and the parameters that
determine effective regulation of these control par-
ameters and movement parameters (figure 1). The
functional parameters specify the topology of the task
through relevant geometric and dynamical parameters,
including kinetic energy, point of percussion, angle of
blow and (for stone knapping) exterior platform angle.
With regard to the dynamical parameter of kinetic
energy (Ek ¼ 1/2 mv2), the layer of control parameters
specifies two parameters, the velocity (v) at impact
and the mass of the hammer (m) that includes its sub-
stance and density, which are typically under the
control of the actor. Finally, given a specific hammer,
velocity can be regulated through various strategies,
which depend on the actor. For example, the movement
may be of large amplitude, relying on high potential
energy and low muscular energy, or the opposite, with
a small amplitude but with a large additional input of
muscular energy. Regulatory parameters can therefore
vary between actors who use alternative bodily move-
ments to achieve the same functional output [30].
Movement parameters are those parameters that can
be recorded and that allow the computation of regulat-
ory and control parameters. These include kinematics,
kinetics and muscular parameters that can be recorded
through various technical means. This level of analysis
will not be discussed here. For more discussion, see
Biryukova & Bril [30].
In the case of nut cracking, the blow must be delivered
in such a way that the shell cracks leaving the kernel
intact. To achieve this goal, the right amount of kinetic
energy must be generated and transferred to the nut in
order to produce an adequate deformation of the shell
so that it breaks. This depends on the hardness of the
nut shell: if the kinetic energy is too high, the nut will
be smashed and the kernel may be ruined, while if the



kinetic energy is too low, the shell will not crack. Nut to crack open the nut. For example, if the nut was lying
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Figure 1. The three layers proposed for percussive tasks. Except for the exterior platform angle, all the parameters in some way
or another have to be controlled in any percussive task. Only movement parameters are recorded and allow for computation of

regulatory and control parameters (adapted from Bril et al. [16]).
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shells have evolved to be resistant to fracture, to pro-
tect the seed from predation. Consequently, their
strength is largely independent of the point on the
external surface receiving the percussive strike, which
must therefore simply apply enough force to induce
fracturing. Nut shells can be very hard indeed—
macadamia nuts, for example, have an elastic modulus
(a measure of the material’s stiffness, or resistance to
permanent deformation under compressive loading)
of the order of 2–6 kN mm–2 [31], and require a
force of the order of 2 kN to fracture them [32–34],
while typical orally processed primate foodstuffs
given in captivity have an elastic modulus in the
range 0.1–350 N mm–2 [35]. The force required to
fracture nuts of the species used by wild chimpanzees
varies with the nut species and condition: typical forces
required to fracture such nuts range from 2.8 kN for
Coula edulis to 8.1 kN for Parinari excelsa, and between
9.7 and 12.5 kN for Panda oleosa ([36]; cf. [37]). Koya
[38], however, found that with a hammer and anvil
technique, repeated blows of much less than the
force required individually to induce fracturing will
still cause the palm nut shell to fail, because of the
induction of micro-fractures and subsequent fatigue
failure. This suggests that repetitive pounding, rather
than attempting to fracture a nut by a single forceful
strike, may be energetically a less costly strategy as
well as one less likely to accidentally crush the kernel.

Among non-human primates, banging the food
object against a hard surface is a frequently observed
technique to crack open nuts. Controlled experiments
as well as observations in the wild demonstrate the very
fine adjustment to the constraints of the task by capu-
chin monkeys (e.g. [39–41]) as well as chimpanzees,
to enable them to reach their goal. Wild chimpanzees
(e.g. [42]) and contemporary human foragers are
both reported as using a hammer and anvil technique,
in which the nutshell is forcibly compressed between
two hard surfaces. For energetic efficiency with the
hammer and anvil technique, the blow must be elastic,
the total impulse being constant before and after the
blow so that, in theory, all forces are used to generate
the deformation of the shell in such a way that it
cracks. If the blow is a non-elastic one, a part or all
of the energy will be dissipated, and it will be difficult
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on a soft surface or anvil, the energy would be
absorbed by the support and the nut would not
crack or would need a very high amount of energy in
order to reach its breaking point. In addition, the
direction of the blow must be more or less perpendicu-
lar to the surface on which the nut rests, since
otherwise it would be displaced laterally (the energy
being used to increase the velocity of the nut, and
not to attain the goal of cracking it!). Fracturing
these nuts using a stone hammer and anvil requires
however only the stable placement of the nut on a suf-
ficiently hard anvil, and delivery of a blow with a
velocity vector approximately perpendicular to the
plane of the anvil, of sufficient force to compress the
nut and induce fracturing.

The early archaeological record also contains evi-
dence of stone tool use in pounding or cracking open
hard food objects, using techniques that are much
more closely analogous to chimpanzee tool use than
the production of Oldowan stone flakes. Mora & de
la Torre [43] have reanalysed the stone tools from
the lowest levels at Olduvai Gorge and suggested that
the majority may relate to pounding hard food objects
(bones, nuts), and not to producing stone flakes. Stone
tool use to crack open bones would have been an
essential technique in the Oldowan hominin reper-
toire. Pitted stones that could have been used for
bone and nut cracking or for bipolar stone flaking
are found in Oldowan levels at Olduvai Gorge (Tanza-
nia) and also at Melka Kunture (Ethiopia), although
the nut-cracking function is not yet directly attested
for sites older than Gesher Benot Ya’aqov (Israel),
where nut remains have been found in association
with stones with surface pitting, and which dates to
oxygen isotope stage 19 (ca 780 000 BP; [44]).

Nut cracking by a stone hammer and anvil is also
found in contemporary human hunter–gatherers. The
!Kung of the Kalahari desert, one of the quintessential
hunter–gatherer groups of modern ethnography, pro-
cess mongongo nuts for about 28 per cent of their
food intake [45]. These nutshells are extremely hard
and must be processed by cracking them open in this
way, sometimes preceded by roasting to make the
shells more brittle. Stone tools used for cracking mon-
gongo nuts make up a disproportionately large fraction



of the tools found discarded at !Kung campsites [46]. through direct percussion using a hard stone hammer
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The skills involved are learned and continue to improve
with experience well into adulthood. Bock [47], in a
cross-sectional study conducted in 1994, experimen-
tally measured the rate at which !Kung foragers could
extract intact mongongo nut kernels from their outer
shells using stone tools, and found significant effects
of age (but not independently of strength) on processing
rates, with efficiency in mongongo nut cracking conti-
nuing to improve through the teenage years and
twenties and peaking among adults aged in the thirties
and forties. Similar techniques continue to be used by
subsistence and small-scale farmers: Koya & Faborode
[48] found that forces of about 2 kN or higher were
sufficient to induce fractures in palm nuts that are
used to extract palm oil (Elaeis guineensis), and which
are characteristically fractured individually by Nigerian
peasant farmers who ‘break the nuts, one at a time,
between two stones judging the magnitude of the
applied force by experience’ [48, p. 471]. However,
very often it is observed that cracking open a nut
necessitates several strikes.
(b) Stone-flaking techniques
The fracture mechanics of the stone-flaking task are
very different. Fine-grained stone typically has greater
compressive than tensile strength (i.e. it is brittle [49]),
which means that despite its hardness it can be frac-
tured easily if force is applied in the right location
and direction. The two main modes of fracture
initiation to be considered here are wedge-fracturing
and conchoidal fracturing [50,51].

Wedge fractures are initiated when force is applied
and either detrital particles become wedged into a
pre-existing flaw on the core surface, or the core sur-
face is plastically deformed by forceful contact from
a hard and sharp indenter; in both cases, the wedging
causes crack initiation. This is the predominant mode
of stone fracturing when the force is applied at a
location far from a platform edge, or if the edge
angle exceeds 908, or if the core has many internal
flaws [50, p. 688]. It is the typical fracture mode in
bipolar flaking, where a pebble is placed on a hard
anvil and hit with a hard hammer stone until it splits
(‘the method of bipolar flaking is much like cracking
a nut with a hammer’ [52, p. 131]).

Wedge fracturing corresponds to what Pelegrin [53]
calls ‘split breaking’, and is the mode of flaking that
seems to characterize the solutions that the captive
bonobo Kanzi has developed when taught stone knap-
ping. In split breaking, if a sufficient load is applied,
the stone will break no matter how and where it is
applied: essentially, all that is required is the localized
application of sufficient force to the core to initiate a
wedge. Consequently, the properties of the flake to
be detached cannot be finely controlled; this solution
is therefore fundamentally no more difficult than the
solution of the nut-cracking task. When Kanzi had to
face a situation where the goal was to cut through a
cord to open a box containing a desirable food
[54,55], he succeeded in discovering a way to produce
a chip with a sharp edge. However, while Kanzi was
encouraged to produce flakes with a sharp edge
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to strike the core, he developed his own technique to
get a sharp-edged piece of stone that would perfectly
fit his goal by throwing the core against a hard surface.
Although he was trained for quite a few years, he has
never developed a technique that allows him to pro-
duce conchoidal flakes intentionally. Throwing does
not seem to be a common technique to open nuts or
fruits although theoretically it should have comparable
functional properties to other percussive techniques,
and could allow for the production of greater kinetic
energy at contact (the full lever action of the whole
arm could be brought to bear, with a reduced require-
ment for accuracy in the trajectory of the throw).
Marchant & McGrew [28] relate the case of chimpan-
zees in the Parc National du Niokolo-Koba in Senegal
throwing baobab fruits against an anvil to smash them
open. However, this technique may be less likely to
work on fruit and nut shells than on stone cores,
because these materials differ in their elastic properties
(likelihood of bouncing off a hard surface).

Controlled conchoidal fracturing, in contrast,
requires a fuller understanding of the behaviour of
the stone core under dynamic impact loading ([50];
see [56]). Hence, successful flake detachment by con-
choidal fracture requires finding the appropriate point
of percussion and achieving a sufficiently high degree
of striking precision. Therefore, the properties of the
flake to be detached can be strictly controlled by the
knapper [56]. In terms of the fracture mechanics, con-
choidal fracture is typically initiated with a partial
Hertzian cone, caused by compression of the core at
the point of impact by a hard indenter, followed by
a crack propagation phase (figure 2). According to
Cotterell & Kamminga [50,51], the intrinsic stiffness
of the raw material means that cracks tend to propa-
gate parallel to the plane of the external flake
surface, which means that detachment is somewhat
insensitive to the precise angle of contact between
the platform and the percussor; when the direction
and magnitude of applied force cause the crack to pro-
pagate away from that plane, the intrinsic stiffness of
the material can still bring it back into that plane, pro-
ducing characteristic ripples or undulations on a flake’s
ventral surface. In Cotterell and Kamminga’s exper-
iments, flake length (dimensionless, scaled to
platform depth at the point of percussion) was found
to have a greater dependence on the external platform
angle and on the morphology of the dorsal surface of
the developing flake (however, new experiments by
Dibble & Rezek [57] suggest that the angle of the
blow can also be a relevant factor). Unsuccessful
flake detachment can occur when the force applied is
insufficient for the given location on the core. An
excess of outwardly directed force in the percussive
strike may cause a hinge fracture to develop [50].
Application of insufficient force may cause the flaking
energy to be consumed before the crack has propa-
gated to the distal edge of the core, causing a step
fracture; this may occur for example at locations on
the core with a wide flat external surface. Hinge and
step fractures are characteristic of novice stone knap-
pers (e.g. [58]), and reflect poor understanding of
the appropriate force needed to detach a flake with a
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Figure 2. (a) Conchoidal fracture resulting from an angle of percussion near 40–508, and an exterior edge angle at 70–808.
Bottom showing the characteristic feature of a flake: the swell at the point of contact or bulb of percussion is clearly visible
(reproduced with permission from Pelegrin [53, p. 24]). (b) Flaking terminology.
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core’s external surface. Experienced knappers will
typically choose the location much more carefully at
which to apply appropriate force, and may exploit
these properties of the raw material: for instance, in
blade removal, a longitudinal ridge on the dorsal sur-
face of the intended blade will be exploited because
it prevents the crack spreading laterally during stiff-
ness-controlled crack propagation [50].

In the case of percussive conchoidal flaking, similar to
nut cracking, the blow must be an elastic blow, deliv-
ered in such a way that a flake is detached from the
core responding to the mechanism of the conchoidal
fracture. However, the constraints of the task, i.e. the
functional parameters described above, are more
numerous than in nut cracking. The shape and size
of the flake depend on several parameters: the exterior
platform angle, the point of percussion, the angle of
the blow relative to the platform and the kinetic
energy that initiates the fracture. A peculiarity of the
kinetic energy necessary to produce a conchoidal frac-
ture is the existence of a threshold value. Once a
minimum effective quantity of kinetic energy is pro-
duced, an increase in this value has no impact on the
flake produced, except that a value far too large may
cause the flake to fragment into many pieces (reference
in [29]). As such, the characteristics of the flake (its
dimensions and form) depend on the convergence of
multiple interrelated variables [56,57,59].

A variety of techniques for conchoidal flaking are
known ethnographically, and studied experimentally
(e.g. [60, p. 31]), including direct percussion with a
hard or soft hammer; indirect percussion with a
punch either interposed between the hard hammer
and the core, or located on the opposite side of the
core to the hammer (‘counter-blow’); as well as non-
percussive pressure flaking techniques. In this paper,
we are mainly concerned with the techniques of
direct percussion with a hard hammer, which were
the primary flaking techniques used in Oldowan
toolmaking.
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OF PERCUSSIVE ACTIONS: EXPERIMENTAL
EVIDENCE
We now summarize a series of experiments designed to
establish some of the parameters involved in skilled
action in percussive tool-using tasks.

(a) Material and methods

We briefly present our methods and subject populations
here; more details can be found in our papers reporting
the primary results [29,32,33,56,61–66]. We designed
experiments to investigate how actors of various levels
of expertise develop specific behavioural traits concerning
movement precision, flexibility, smoothness, regularity
and optimization [67,68] (cf. figure 3). In the stone-
knapping experiments in Khambhat (Gujarat, India),
craftsmen of different levels of expertise have been
asked to knap beads of different shapes and raw material,
using an indirect percussion technique and with hammers
having different properties. In the Oldowan replication
study, modern experimental knappers having various
amounts of practice were asked to produce conchoidal
flakes of different sizes with hammers of various weights.
The nut-cracking experiments with humans as well as
chimpanzees were based on the same rationale, cracking
nuts of different hardness with hammers of various
weights. Children from 5 to 12 years of age and adults
stood for actors of different levels of expertise.

To be able to compare the movement in human stone
knapping and in nut cracking by humans as well as
chimpanzees, we used recording techniques that could
provide data as similar as possible in all cases.
Humans’ knapping and nut-cracking movements were
recorded with an electromagnetic recording system
(either a Polhemus system or a Flock of Bird system;
Ascension Technology Corporation) and an acceler-
ometer for the Indian craftsmen. Chimpanzees’ nut-
cracking movements were recorded using two cameras
positioned on the right and left of the animal with an
angle of approximately 1008. Figure 3 shows examples
of these experimental settings.
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Figure 3. Illustration of the experimental setting for the different experiments. (a) Craftsman knapping a bead by means of
indirect percussion by counter blow. (b) Modern experimental knapper producing a flake by direct hard-hammer percussion.

(c) Chimpanzee cracking a nut (GARI, Japan Copyright q S. Hirata). (d) An 8-year-old child cracking a nut.
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human adult subjects, sensors were attached with
tape to the acromion, the exterior surface of the
humerus, the posterior surface of the lower arm and
to the dorsal surface of the hand following the pro-
cedure used by Biryukova et al. [69]. For children
nut cracking, one sensor only was used (on the
dorsal surface of the hand). As active or passive
markers cannot be used for chimpanzees, we used a
two-camera video-based system that allows recon-
structing three-dimensional movement (figure 4).
The reconstructed three-dimensional movement of
the striking hand and the computation of functio-
nal parameters of the striking action necessitated
frame-by-frame analysis [32,33].
(b) Behavioural results I: control of kinetic
energy in adaptation to task conditions

Kinetic energy, which is a key functional parameter to
percussive tasks, involves two control parameters that
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hammer, and the velocity of the hammer at the time of
contact. In the wild, chimpanzees have been observed
selecting the appropriate tool, i.e. hammers and anvils
of particular size, shape and materials, suggesting that
they apprehend the functional properties of the nut-
cracking task [20,21,42,70]. This capacity of selecting
functional tools has also been shown in capuchins
[40,41,71]. However, this capacity to perceive the affor-
dances of objects as potential tools needs to be learned
through experience. In an experiment where children
were offered a set of 21 objects as potential tools of var-
ious degrees of functionality [61], potentially functional
hammers represented 52 per cent of the objects chosen
by 3 year olds, 90 per cent of the choices of 4/5 and 6/7
year olds and almost 100 per cent of choices of older
children. While we have not done similar experiments
exploring stone tool choice for stone knapping, exper-
iments with Indian craftsmen also suggest that the
recognition of subtle contrasts in suitability of possible
hammers depends on the level of expertise [72].
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energy depends only on the velocity at impact, which
is under the control of the actor. To what degree are
chimpanzees and humans able to adapt to the
hammer properties to crack nuts or to knap stone? We
conducted experiments to evaluate the capacity of the
actor to cope with the constraints of the task by compar-
ing the values of kinetic energy produced when the actor
had to use hammers of different weights [29,32,64]. All
actors (humans and chimpanzees) were able to modify
the velocity they produce to the changing constraints
of the task; in all cases—i.e. chimpanzees or children
cracking nuts and adult humans flaking stone—the vel-
ocity was systematically greater when using a lighter
hammer. However, in both tasks and in both species, a
higher level of expertise was associated with a reduced
velocity at impact. In the nut-cracking task, in both
species, there was also evidence of an ability to adjust
velocity to differences in hammer mass in order to deli-
ver a constant level of kinetic energy at impact (figure 5;
[32,64]). When looking at stone flaking, the results are
quite different. While all knappers showed greater vel-
ocity when using a lighter hammer, these variations do
not end up in the production of the same kinetic
energy when using a light or a heavy hammer. The adap-
tation to the hammer weight that was observed for
velocity does not transfer to kinetic energy, except for
experts (figure 6; [29,56]).

Our results undoubtedly show that experience is a
key criterion in the understanding of the constraints
of the task. Experts display exactly the same kinetic
energy while both intermediates and novices displayed
greater kinetic energy with lighter hammers, a result
that may be compared with those obtained with
chimpanzees. In another set of experiments, novices
produced values of kinetic energy more than three
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smaller flakes (figure 7). The dramatic differences in
the values of the kinetic energy at impact observed
between experts and novices in stone knapping contrast
with the relatively small differences observed in adults
and children when cracking nuts. Except for theyoungest
children aged 5–6 years in the more difficult situation
(cracking open Brazil nuts), all the participants were
able to adjust the kinetic energy delivered to the nut in
different conditions of hardness of the nut and weight
of the stone hammer. In the same way, in most cases
chimpanzees are able to adapt to both hardness of the
nut and weight of the hammer in the nut-cracking task,
even though in a less fine-tuned manner.
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be controlled in the case of nut cracking is much smal-
ler than in stone knapping. In nut cracking, the
amount of kinetic energy must be controlled to reach
the breaking point, while stone knapping is character-
ized by a threshold value that must be discovered by
the actor [29,56]. In nut cracking, two functional par-
ameters only have to be controlled, kinetic energy and
direction of the blow. As the nut is positioned on an
anvil, the direction of the blow is approximately verti-
cal. The exploration process necessary to find out the
efficient amount of kinetic energy may be conceived
as a succession of approximations that progressively
converge to the right value and necessitates the control
of one parameter only. The case of knapping conchoi-
dal flakes is entirely different. The interrelationship
of numerous variables to succeed in detaching the
planned flake makes the task incomparably more diffi-
cult, and consequently, the exploration process of the
task space will also be tremendously more complex.
(c) Behavioural results II: bimanual
coordination

We have also investigated asymmetric bimanual
coordination in a stone-knapping task. Previous
studies have provided substantial evidence of func-
tional asymmetries between the two hands and their
underlying neural structures [73–75]. Yet, the pro-
blem of how such asymmetric bimanual activities are
organized into the collective behaviour of a bimanual
system still remains incompletely understood [66]. In
one of the few papers addressing the issue of the
coordination between the asymmetric elements,
Guiard [76] proposed a ‘kinematic chain model’ to
explain functional coordination in human skilled
bimanual actions [75,77]. The essence of Guiard’s
[76,78] conceptualization is that he considers the
two hands as serially assembled, instead of following
a parallel assembly pattern. What is implied in serial
assembly is that two different layers of activities in
two hands are coupled with each other to contribute
to the same output. Guiard [76] hypothesized that
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results not only from role differentiation between the
two hands or the emergence of handedness but also
from the fact that between-hand division of labour is
typically functionally nested, with two hands working
at two different levels of resolution in a coordinated
fashion to yield a common functional outcome. In
his model, one hand and/or arm performs movements
that Guiard qualifies as high frequency, being more
temporally and spatially precise (i.e. being faster and
having a narrower target), whereas the other upper
limb is low frequency, acting as a stabilizer or support,
maintaining the spatial or temporal structure, and
moving earlier to define the spatial reference frame.
To define the group-level handedness that is specific to
humans, Guiard suggested that most humans tend to
learn the low-frequency role with the left hand and the
high-frequency component with the right hand. Such
human population-level right handedness is generally
explained by reference to a left hemisphere advantage
for fine temporal resolution of sensory input and
motor output. Carson [79, p. 481] discusses two poss-
ible explanations for this advantage. One is that the
left hemisphere may be more efficient in error correc-
tion using sensory feedback. The other is that the left
hemisphere may permit more precise control of net
forces and force durations (compare also [80,81]).

Non-human primates must also be observed
using their hands in complex asymmetric bimanually
coordinated tasks if the objective is to record hand pre-
ferences (e.g. [82]). The task that is most frequently
used at present to elicit such behaviours in captive
populations is the tube task [83], an extractive feeding
task involving an opaque polyvinylchloride (PVC) tube
containing smears of peanut butter that can be
extracted if one hand holds the tube while part of
the other hand is inserted into it. Hopkins et al. [83]
have found a population-level right-hand preference
in the tube task in three separate captive chimpanzee
populations, all with large sample sizes, although the
ratio of right- to left-handed individuals is lower than
in humans—typically 2 : 1 in chimpanzees, as com-
pared with 8 or 9 : 1 in humans—and, furthermore,
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ent chimpanzees than of ambipreferent humans [84].
A similar pattern has not been reported in wild chim-
panzees in nut-cracking tasks, although this may be
because that task is less complex in terms of bimanual
coordination.

We have not yet analysed bimanual coordination in
chimpanzees in the nut-cracking task. We have how-
ever analysed bimanual coordination in human stone
knapping, and this provides some insight into the cor-
relates of expertise. In this task, the two hands have
clearly differentiated functions. The hammering hand
needs to be controlled in such a way as to transmit
the appropriate amount of kinetic energy at impact
with considerable accuracy at the point of percussion.
On the other hand, the postural hand has to rotate and
adjust the position of a core or rough-out to prepare
for the following hammer strike, and stabilize the
core or rough-out against the shock of the blow.

Professional craftsmen from two classes of workshops
in Khambhat (Gujarat, India) participated in our exper-
iment [66]. In addition to carnelian stones typically
used in bead production, a new raw material—glass—
was also included. Among the sub-goals that make up
the task, 30 s sequences of calibration (standardization
of crests to prepare for fluting) and fluting (detachment
of long crests) were extracted from each trial. Depen-
dent variables calculated for each 30 s sequence were
used for the statistical analyses. The two sub-goal
sequences chosen for analysis have different functional
requirements. Fluting, through one strike, determines
the overall shape of the product by detaching a long
flake. On the other hand, calibration is more of a process
of standardizing the crest to prepare for fluting. Each
fluting sequence consists of small preparatory move-
ments and several forceful strikes to detach long flakes,
whereas each calibration sequence consists of a series
of detachments of a number of tiny flakes.

Previous studies from Khambhat have shown that the
end products produced by high-level expert craftsmen
(trained with a longer apprenticeship period) had signi-
ficantly greater sphericity and a smoother surface than
those produced by low-level expert craftsmen (trained
with a shorter apprenticeship period), and that such a
group difference was amplified in the novel situation
using glass rough-outs [62,63,65]. We studied asym-
metric bimanual coordination of professional bead
craftsmen from these two skill level groups in a naturalistic
situation using recurrence methods [66]. Our key findings
are that the movements of the two hands of craftsmen
were controlled, reflecting the functional requirements
of the task and the roles assumed by each hand, and
that the skill level difference appeared in the way they
were organized into a unified act. Regarding the func-
tional specificity, among others, evidence was found in
both groups that the dynamics of the displacement of
the hammering hand and that of the postural hand were
both relatively stable when glass was used, and that the
dynamics of the displacement of the postural hand was
relatively stable during fluting compared with calibration.
However, only the bimanual movement coordination
of highly skilled experts differentiated the functional
requirements of different sub-goals. Furthermore, the
dynamics of bimanual movement of high-level experts
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level expert craftsmen. These results suggest that what
is acquired in skilled bimanual action is adaptable and
flexible nesting of differentiated functions, in which
movements of two hands are modulated in such a way
as to meet various functional demands of the situation.

(d) Behavioural results III: understanding of

fracture mechanics

Anticipation is often considered to necessitate a high
level of cognitive ability. If we define anticipatory behav-
iour as behaviour that prepares for the forthcoming
goal, humans as well as other primates must be capable
of anticipatory behaviour. The choice of a hammer
adapted to the hardness of the nut prior to the actual
nut-cracking activity has been observed in capuchins
as well as chimpanzees [21,40,42,71]. Anticipation
may be observed at the level of the striking action as
well. We have been able to show how chimpanzees can
modulate the kinetic energy in a sequence of strikes to
crack open a macadamia nut [32]. Figure 8 shows the
11 strikes given to a nut before taking the kernel out.
While the value of potential energy is constant, the kin-
etic energy increases up to a certain value, and remains
constant for the last two hits, when probably the shell is
broken; then a few low-kinetic-value strikes are given
probably to take the bits of shell off. We hypothesize
that this striking strategy suggests that the chimpanzee
has some ‘understanding’ of the existence of a breaking
point that should not be passed over.

Anticipatory procedures are a great deal more complex
when looking at conchoidal flaking. When planning
to knap a flake with defined characteristics, a large
number of interrelated features of task constraints have
tobe taken into account, and behaviour has to be adjusted
accordingly. In a recent study, Nonaka et al. [56] have
shown that only very high-level expert knappers are
able to produce the flake they intended. The intentions
of the knappers were analysed prior to the actual flaking,
in terms of the expected shape of the detached flake and
the intended percussion point. Results showed that to
predict accurately the consequences of a strike entails
an acute exploration of the properties of the core and of
the hammer stone, to set up an interrelationship among
the variables in such a way as to comply with the task con-
straints. In our study, only experts with approximately
20 years of part-time experience in replicating archaeolo-
gical stone tools were able to predictflake dimensions that
significantly correlate to the detached flakes. The fact that
experts are able to accurately predict the flake to be
detached suggests that under such a part-time training
and practising regime, years of experience may be necess-
ary to understand the constraints of the conchoidal
fracture, and that it requires similar amounts of experi-
ence to be able to discriminate the feature of a core and
the functional properties of the action that affect the
morphology of the flake (figure 9).
CHIMPANZEES: ISSUES RELEVANT TO
TOOL USE
As outlined above, we have identified similarities and
contrasts in the structure and cognitive demands of
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and we have also discovered behavioural correlates of
experience and expertise in stone-knapping tasks.
These may be informative of evolutionary divergences
in the behavioural capacities of the chimpanzee and
human lineages. Our behavioural results reviewed
above can be seen as bridging the gap between work
reviewed elsewhere in this issue on monkey tool use
and social learning [85], and work on human tool
use and on the evolution of increasing cognitive
demands in hominin Palaeolithic stone tool traditions
[86,87]. Such work does not directly address African
ape–human cognitive and behavioural contrasts, nor
do we yet have any brain imaging observations even
for a human model of the circuits activated in a nut-
cracking as compared with a simple stone-flaking
task (see also [88,89]).

A number of potential anatomical contrasts have
been hypothesized that could explain differences in
human and chimpanzee tool-making skills, but some
of these have not yet been experimentally validated.
Stout & Chaminade [8] have identified activation of
the posterior parietal area (PP, caudal intraparietal/
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stone flaking by modern humans. The PP is generally
recognized as a site of major expansion and reorganiz-
ation in humans [90,91] and may thus constitute a
neural basis of what makes humans unique in tool-
making skills [92]. However, because we do not have
brain imaging data on areas that are activated in a
nut-cracking task, we cannot be confident that the
two tasks place qualitatively different demands on dif-
fering elements of cognitive systems (as opposed to
quantitatively different demands on the same elements
of the same cognitive systems), nor can we assume that
PP contrasts found when comparing humans and
monkeys will also be found when comparing humans
with chimpanzees. At a more peripheral level, Walker
[93] has recently proposed an explanation for the
difference in strength in the human and chimpanzee
limb systems (particularly the upper limb system)
that may also have implications for skill in percussive
task execution. He proposes that chimpanzees have
fewer and larger motor units (systems of motoneurons
signalling to the muscle fascicles to contract), which
enables greater simultaneous force to be exerted.
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greater range of motor units and more small units
(fewer muscle fibres per nerve), enabling us to recruit
muscles for more complex but less forceful tasks. If his
conjecture is correct, then chimpanzees are optimized
for strength in peak loading tasks (locomotion), while
humans no longer need to exert the same degree of
force in their upper limbs and have therefore evolved a
capacity for finer and more rapidly varying forces,
but with less maximal strength. Walker’s hypothesis,
however, has yet to be tested.

In contrast to such work, there is also substantial
evidence of continuity between humans and other
primates in many fundamental aspects of brain organ-
ization relevant to skilled tool use (see also [94]).
Imaging studies show that primate tool use activates
a distributed network of brain areas, localized in differ-
ent but interconnected anatomical structures. Brain
imaging studies in humans have shown that it is impor-
tant to differentiate circuits involved in conceptual
semantic knowledge about tool use (often based on
tasks like pantomime, visual evaluation of a tool
image, hearing tool manipulation, tool naming, etc.;
e.g. [95–97]), and those involved in the selection
and effective use of a functional tool to solve a mech-
anical problem [98,99]. Thus, human tool use
activates a fronto-parietal praxis network involved in
hand manipulation skills, as well as regions of the cer-
ebellum and the basal ganglia [95], while macaque
tool use also activates several cortical areas (intraparie-
tal cortex, presupplementary motor area, premotor
cortex) as well as the cerebellum and the basal ganglia
[100]. Human tool use also activates a network more
associated with conceptual aspects of tool use invol-
ving the left inferior frontal gyrus, left posterior
middle temporal gyrus and bilateral fusiform cortex
([95], cf. [101]), for which comparative analyses of
tool use in monkeys are presented elsewhere in this
issue (cf. [85]).

Our own recent comparative anatomical research has
focused on the coupled evolution of cortical and cer-
ebellar circuits in primates, and their implications for
the evolution of motor control systems. Motor control
has been described as the ‘Cinderella’ of psychology
[102], but research attention is increasing thanks to
a convergence of interest between psychology and
neuroscience, the rise of ecological psychology and of
dynamical systems approaches and an enhanced aware-
ness of the computational complexity of skilled
movement among scientists programming action
planning and execution routines in robotics [102]. In
parallel with this, there has been an enormous increase
in scientific research on the cerebellum, a structure
that contains more than half of the neurons in the
entire human brain and that has traditionally been
seen as mainly concerned with motor learning and
movement coordination, precision and timing, but
which is now also thought to be involved in higher
cognitive functions (e.g. [103]).

In an extension of recent evolutionary analyses of
cortico-cerebellar systems in primate brains (e.g.
[104–109]), our own recent work [110] has focused
on the systemic relationships of the lateral cerebellum
or ‘cerebrocerebellum’. The cerebrocerebellum is
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ments, in both feed-forward and visual feedback-
guided modes of regulation of ongoing movements in
action execution. It works in conjunction with primary
motor cortex and parietal association cortex (via the
pontine nuclei) in the organization of skilled manual
actions [103,109,111]. The cerebrocerebellum is also
involved in a frontal cortical circuit (primarily prefron-
tal) via the basal ganglia, which is involved in novel
motor sequence learning (‘incremental acquisition of
movements into a well-executed behaviour’ [112,
p. 252]). Imaging studies suggest that these circuits
are conserved: for example, recent brain imaging work
with macaques also shows activation of fronto-cerebel-
lar and fronto-parietal circuits in tasks requiring
extension of tool use to novel functional demands [113].

We have measured the volumes of the major cerebel-
lar substructures in 19 living anthropoid primate species
(including humans and chimpanzees), and have ident-
ified patterns of correlated and adaptive evolutionary
size change in separate components of cortico-cerebel-
lar systems within this diverse group (whose member
species have not shared a common ancestor more
recently than about 35 Myr BP) [110]. Our results indi-
cate two main patterns of correlated evolution,
indicative of selection acting repeatedly on integrated
brain systems: one set of correlations involves the pos-
terior neocortex, pons, cerebrocerebellum, dentate
nucleus and thalamus, and the other set involves the
frontal lobe, basal ganglia, cerebrocerebellum, dentate
nucleus and thalamus (figure 10). We have suggested
that these patterns of correlated evolution are specifi-
cally associated with selection acting to maintain the
functional integrity of the two cortico-cerebellar circuits
described above, and involved in the organization of
skilled manual actions and in learning novel motor
sequences. Our results therefore suggest that patterns
of covarying size changes in neural systems involving
profuse cortico-cerebellar connections are a major
factor in explaining the evolution of anthropoid brain
organization. We have also used phylogenetic compara-
tive methods to reconstruct patterns of evolutionary
divergence at successive phylogenetic branching events
in the lineage leading to humans and chimpanzees. We
infer that the Homo-Pan clade has come under strong
positive selection for relative expansion of the frontal
cortico-cerebellar system (with selection strongest in
the human-specific branch). The marked expansion of
the frontal cortico-cerebellar system in chimpanzees
and humans is consistent with their increased social
learning capacities, exemplified in their similar learning
strategies of fine motor skills such as tool use.

Studies of human motor-skill learning demonstrate
that the transitions from an initial effortful learn-
ing phase to more established performance levels
involve increased activation of the cerebrocerebellum
[114–117]. Motor adaptation (dynamic adjustment
to environmental changes during execution of a
learned motor sequence), in particular, is dependent
on the intact cortico-cerebellar system that links cere-
brocerebellar areas to parietal and motor cortex [118]
and is involved in both kinematic and dynamic aspects
of motor control [119]. Lesion studies have provided
further evidence for the role of global cerebellar



deficits in profound impairments of motor adaptation 5. CONCLUSIONS

0.69***
frontal neo

basal ganglia cerebrocereb

0.42**

0.39**

0.54***0.60***0.43**

0.34*

0.47**

0.26**

0.49***0.44***

dentate nucl

0.75***

0.55*** 0.72***

0.33**

thalamus

posterior neo

pons

Figure 10. A summary of statistically significant bivariate correlations showing the concerted evolution of functionally
inter-related structures across a sample of 19 anthropoid primate species’ brains. Values indicate partial r2 values in a phylo-
genetically controlled comparison. The correlations are significant at probability level: *p , 0.05, **p , 0.01, ***p , 0.001.

Each correlation represents the coevolutionary relation between two structures, partialling out the size of the rest of the
brain (adapted from Smaers et al. [110]).

70 B. Bril et al. Mastery of percussive technology

 on November 29, 2011rstb.royalsocietypublishing.orgDownloaded from 
(e.g. [120]). Such studies, which focus on the neuropsy-
chology of non-declarative, incremental motor-skill
learning (where ‘practice makes perfect’) and on the
acquisition of capacities for motor adaptation to varying
environmental constraints (analogous to the varying
hammer weights that we introduced in our behavioural
studies of skilled percussive action), identify roles for
brain systems and components of brain systems that
complement the cortical mechanisms of action under-
standing and action planning discussed by other
contributors to this volume. The main outcome of our
comparative anatomical study, as summarized in this
section, is its indirect confirmation of a fundamental
evolutionary continuity in the organization of such
cortico-cerebellar systems in anthropoid primates
(including monkeys, apes and humans). We would
expect such anatomical continuities to be reflected in
underlying continuities of behavioural potential for
motor-skill learning, although contrasts between species
in absolute brain size and (if found) in finer grained
aspects of brain architecture may affect individual
species’ aptitudes for learning and executing complex
motor sequences in particular behavioural domains.

Our behavioural studies have also identified contrasts
between the chimpanzee nut-cracking and the human
stone-flaking tasks in functional parameters relating to
understanding of the fracture mechanics of stone cores
(which are much harder to learn to predict than are the
fracture properties of hard casings of nuts). As discussed
above, it is worth keeping in mind that chimpanzees (or
bonobos such as Kanzi) somehow fall short in being
able to visualize the properties of the core so as to exploit
them to produce flakes [54,55]. A functional imaging
study of brain regions activated in human subjects
by physical reasoning in nut-cracking versus stone-
flaking tasks would elucidate this problem, but to our
knowledge, no such study has yet been conducted.
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We have reviewed our experimental work on the nut-
cracking and stone-flaking tasks, which has been
designed within a dynamical systems framework and
with reference to the ecological movement in psychol-
ogy [12]. In this framework, the mastering of a
technical skill depends on the capacity of an organism
to set up the constraints of the system according to the
task demand, and to mobilize adaptively the degrees of
freedom of the system. At a behavioural level, the
unfolding of the action may be viewed as an emergent
process, at the interface of environmental opportu-
nities available to the organism (affordances) and the
set of constraints associated with the task. Nut crack-
ing and stone knapping differ in task conditions
because conchoidal fracture of a stone core requires
more precise movement control, and an asymmetrical
use of both hands, characterized by the simultaneous
control of at least two variables (reciprocal orientation
of the core and of the trajectory of the hammer, which
keeps varying during the sequences of blows). We have
also shown that one of the features characterizing
expert stone knappers is the ability to predict accu-
rately the effect of a percussive strike on fracture
propagation in the core, which depends on properties
of the core, such as external platform angle and core
surface morphology, as well as properties of the exe-
cuted strike, such as kinetic energy at impact and
distance of the point of impact from the platform edge.

The neuroscience of such skilled movement, and of
the capacity for adaptive response to varying functional
opportunities (namely the affordances of the individ-
ual core), requires further investigation (cf. [87]). In
particular, it would be helpful to compare patterns of
brain activation in nut cracking and stone flaking in a
cohort trained in the skilful execution of both tasks.
An integrated approach to the concerted evolution of
systems of functionally interrelated brain structures is
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research. We expect that skilful task execution will
depend on subcortical as well as cortical circuits, and
we have discussed the evolutionary anatomy of the cor-
tico-cerebellar systems as an appropriate focus for
further comparative investigation.

Some of this paper was written when B.B. was a visitor at the
AHRC Centre for the Evolution of Cultural Diversity,
Institute of Archaeology, University College London. We
thank the AHRC for funding this visit. Most of the
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Long-standing speculations and more recent hypotheses propose a variety of possible evolutionary
connections between language, gesture and tool use. These arguments have received important new
support from neuroscientific research on praxis, observational action understanding and vocal
language demonstrating substantial functional/anatomical overlap between these behaviours.
However, valid reasons for scepticism remain as well as substantial differences in detail between
alternative evolutionary hypotheses. Here, we review the current status of alternative ‘gestural’
and ‘technological’ hypotheses of language origins, drawing on current evidence of the neural
bases of speech and tool use generally, and on recent studies of the neural correlates of Palaeolithic
technology specifically.
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1. INTRODUCTION contribute to a wide array of non-linguistic behaviours

Speculations regarding evolutionary relationships
between toolmaking and language have a very long his-
tory. Darwin [1] himself observed that ‘To chip a flint
into the rudest tool. . .demands the use of a perfect
hand’ and that ‘the structure of the hand in this respect
may be compared with that of the vocal organs’. This
analogy was greatly extended by subsequent research-
ers, who described commonalities in the motor control
of manipulation and articulation [2] and in the hier-
archically structured serial ordering [3] of manual
praxis and linguistic syntax [4–6]. Writing just a few
years after Darwin, Engels [7] argued that language
evolution was stimulated by ‘the development of
the hand’, which led to increasing ‘mutual support
and joint activity’ and finally gave ‘men in the
making. . .something to say to each other’. This social
thread was also picked up by subsequent workers,
who considered the possible role of language in the
transmission and coordination of early technologies
[8–10], and suggested similarities between the sharing
of arbitrary design concepts in the production of
formal tool ‘types’ and the sharing of arbitrary
symbolic associations in linguistic semantics [4,9].

In recent years, hypothetical links between vocal
language and manual praxis have received new support
from cognitive neuroscience. Although language pro-
cessing was long viewed as a functionally specialized
and anatomically discrete module within the brain, it
is now clear that the so-called ‘language areas’
r for correspondence (dwstout@emory.edu).
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[11], including tool use [12]. Indeed, one-to-one
brain-behaviour mappings of complex functions like
‘language processing’ have largely been replaced by
explanations of regional brain function in terms of
more abstract computational properties [11] and
context-specific interactions with anatomically dis-
tributed networks [13,14]. In this framework, it is
expected that complex behaviours will map onto
neural substrates in a flexible manner and that single
regions will participate in multiple different functional
networks [15,16]. From an evolutionary perspective,
this presents an ideal context for the co-option of
existing neural substrates to support new behavioural
phenotypes (i.e. ‘exaptation’ [17]). The intersection
of language and praxis networks in Broca’s area cur-
rently provides one of the best known examples of
such complex functional overlap in human neocortex.

Broca’s area was originally identified as a discrete
region of the left third inferior frontal convolution specifi-
cally responsible for ‘the faculty of spoken language’ [18].
However, it is now recognized that frontal ‘language-
relevant’ cortex extends across the entire inferior frontal
gyrus (IFG) and contributes to a diverse range of lin-
guistic functions involving the comprehension and
production of syntactic, semantic and phonetic structure
[19,20]. Furthermore, IFG is known to participate in a
range of non-linguistic behaviours from object manipu-
lation to sequence prediction, visual search, arithmetic
and music [13,21,22]. It has been proposed that this
superficial behavioural diversity stems from an under-
lying computational role of IFG in the supramodal
processing of hierarchically structured information
[23], leading to speculation that this function may have
evolved first in the context of manual praxis before
being co-opted to support other behaviours such as

This journal is q 2011 The Royal Society



language [20]. Thus, current evidence and interpretation The question of what exactly is shared during action
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supports and refines various ‘technological hypotheses’
positing neural and evolutionary connections between
language and technological praxis [2,4–6].

The fact that IFG participates in the perceptual com-
prehension as well as motor production of behaviour
[24] has also attracted a great deal of attention. In mon-
keys, individual neurons in area F5, a putative Broca’s
area homologue, have been shown to selectively respond
to the performance of a grasping action and to the obser-
vation of a similar action performed by another individual
[25]. It is widely believed that a homologous ‘motor res-
onance’ mechanism in humans enables understanding
of the actions and intentions of others through a form
of internal simulation [26]. This recalls earlier motor
hypotheses of speech perception [27], and has been
seen as an evolutionary precursor to the ability to make
and recognize intentional communicative gestures [28].

The Mirror System Hypothesis (MSH) [29] pro-
poses that this primitive action-matching system
underwent successive evolutionary modifications to
support imitation, pantomime, manual ‘protosign’
and ultimately vocal language, thus providing a neural
underpinning for ‘gestural hypotheses’ [30] of language
origins. The MSH does not specify the evolutionary
pressures leading these adaptations, but the specific
response of monkey F5 and human Broca’s area to
hand–object interactions [31], the predominance of
object manipulation and tool-use behaviours among
putative (e.g. [32]) instances of primate cultural (i.e.
imitative sensu lato) learning, and the importance
of complementary gesture and speech in the human
transfer of tool skills [33] are all directly compatible
with earlier hypotheses identifying the transmission
and coordination of tool use as a likely context for
the evolution of intentional communication and
language [7,9,10].

Despite this new supporting evidence, many unan-
swered questions and reasons for scepticism remain.
As Holloway [4] cautioned long ago, any motor activity
can be described as a hierarchically structured sequence
of behavioural units. The hypothesis of a special evolutio-
nary relationship between toolmaking and language
predicts more particular overlap in information pro-
cessing demands and/or neuroanatomical substrates
between these two behaviours. Early optimism [9] not-
withstanding, many Palaeolithic archaeologists have
seen this as unlikely in the face of apparent cognitive
dissimilarities between toolmaking and language. In par-
ticular, it has been argued [34–37] that toolmaking
behaviour is not ‘syntactical’ in the linguistic sense
because much of its structure derives from external
physical constraints rather than internal rules, and that
it is not ‘semantic’ in the linguistic sense because
shared cultural conventions of tool manufacture are con-
strained by function and learned through imitation
rather than being truly arbitrary and intentionally com-
municated in the way that shared symbolic reference is
thought to be. However, others (e.g. [38,39]) have main-
tained that at least some Palaeolithic toolmaking
methods are underdetermined by physical and func-
tional constraints and that their cultural reproduction
does imply sharing of abstract syntactical structures
and semantic content.
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observation and execution is also a key controversy in
cognitive neuroscience, and one of particular relevance
to the MSH. Although it has been argued that motor
resonance is a sufficient mechanism for the sharing
of intentions and the development of intersubjective
understanding [40], others question its ability to
convey this type of information [41] and particularly
its relevance to intentional communication [42].
The MSH proposes a transitional ‘protosign’ stage of
conventionalized, intentionally communicative panto-
mimes specifically to bridge this gap and establish
the ‘semantic space’ necessary for vocal language to
become adaptive [43]. Better understanding the kind
of meaning communicated during the imitative
‘apprenticeship’ [6] learning of technological skills
is thus of interest to archaeologists and cognitive scien-
tists alike, and is critical to evaluating alternative
hypotheses of language evolution.

In a recent series of articles, we have attempted to shed
light on some of these unanswered questions, including:
(i) the anatomical overlap of language and tool use in
Broca’s area [12]; (ii) the neural correlates [44,45],
manipulative complexity [46] and hierarchical organiz-
ation [47] of specific Palaeolithic toolmaking methods;
and (iii) the brain mechanisms involved in the observa-
tional understanding of these methods [48]. Here, we
review these results and assess the current state of gestural
and technological hypotheses of language origins.
TOOL USE
Speech and tool use are both goal-directed motor acts.
Like other motor actions, their execution and com-
prehension rely on neural circuits integrating sensory
perception and motor control (figure 1). An obvious
difference between speech and tool use is that the
former typicallyoccurs in an auditory and vocal modality,
whereas the latter is predominantly visuospatial, somato-
sensory and manual. Nevertheless, there are important
similarities in the way speech and tool-use networks are
organized, including strong evidence of functional–ana-
tomical overlap in IFG and, less decisively, in inferior
parietal and posterior temporal cortex (PTC).

Evidence of such overlap is open to at least three
alternative interpretations. First, it might be that the
apparent functional overlap actually reflects the pres-
ence of distinct but closely adjacent fields resolvable
only at a higher level of spatial resolution. In this case,
function might still be rigidly fractionated in terms of
modality, effector-system, cognitive process or some
other organizing principle, but in a complexly distribu-
ted and interdigitated manner (e.g. [49]). Second, it
might be that different overt behaviours do indeed use
the same neural substrates, and that the underlying
‘function’ of the relevant cortex needs to be re-
described in more abstract terms. Third, and perhaps
most reasonably, it might be that relatively large fields
of cortex can indeed be associated with particular
abstract computational functions but that within these
fields there will also be highly context-sensitive vari-
ation in the dynamic and overlapping neural groups
[50] recruited by specific tasks. We follow Adolphs



[51] in suggesting that these complex structure–
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Figure 1. Cortical networks involved in speech and tool use.
Green areas (posterior temporal cortex, PTC, inferior pari-
etal lobule, IPL, and ventral premotor cortex, vPM, which,
together with inferior frontal gyrus pars opercularis, Op, and
pars triangularis, Tr, form Broca’s area sensu lato) are pro-

posed to participate similarly in speech and tool use. Blue
areas are specific to speech perception (primary auditory
cortices, A1) and execution (vocal tract primary motor
cortex, M1). Orange areas are specific to tool use, including
visual perception (primary visual area, V1), somatosensory

perception (primary somatosensory cortex, S1), visuomotor
integration in the intraparietal sulcus (IPS, part of the dorsal
stream), as well as a primary motor cortex region involved in
hand actions (M1).
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function relationships will be most profitably explored
through an iterative research programme in which
neuroscience data inform the fractionation of psycho-
logical processes (cf. [52]) and the fractionation of
psychological processes motivates increasingly refined
neuroscientific investigation.

These alternative interpretations of functional
‘overlap’ have important implications for our under-
standing of brain structure, function and evolution.
However, all of them are at least theoretically consistent
with some form of evolutionary interaction between
the structures and functions in question. This includes
the possibility that adjacent and functionally similar,
but nevertheless distinct, adult structures could arise
through evolutionary and ontogenetic differentiation
from a common precursor (e.g. [6]) as well as the
more obvious potential for behavioural co-optation of
truly pluripotent (multifunctional) structures. Both
possibilities are consistent with current theoretical
views on the interaction of structural duplication,
differentiation and plasticity [53,54] with functional
degeneracy, redundancy and pluripotency [55] in cor-
tical evolution. Better understanding of the relevant
structure–function relationships in modern humans
(and other primates, although this is not a focus of
the current review) is a key step towards identifying
the actual evolutionary relationships, if any, between
specific behaviours like toolmaking and speech.

(a) Two ‘two-stream’ accounts

Tool use is currently understood within the framework
of a ‘two-streams’ account of visual perception
[56–58]. A ‘dorsal stream’ flowing from occipital
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lobe supports visuospatial–motor transformations for
action, whereas a ‘ventral stream’ from occipital to
ventral and lateral temporal cortices is involved in
mapping visual percepts to stored semantic knowledge
about tool function and use. The confluence of these
streams in the posterior [57] and/or anterior [59,60]
inferior parietal cortex is thought to provide the inte-
gration of action and semantic knowledge required for
the skilful use of familiar tools. This information is
communicated to the premotor cortices of the frontal
lobe, which are classically (e.g. [61]) seen as responsible
for generating sequential action plans to be sent to pri-
mary motor cortex for execution. However, it is
increasingly apparent that information flow within
these frontal-posterior action circuits is bi-directional,
with frontal ‘motor’ areas influencing perception of
action [62] and posterior ‘sensory’ areas involved
in coding specific motor acts [63]. Within this sensori-
motor continuum, IFG appears to play a critical
role assembling action elements into hierarchically
structured sequences during motor production [64]
and perceptual comprehension [65] of goal-oriented
actions, especially those involving objects [66].

It has recently [67] been proposed that speech dis-
plays a similar two-stream organization. In this model,
a dorsal stream flowing from the superior temporal
auditory cortex to a vocal tract auditory-motor inte-
gration area at the parietal–temporal junction and on
to posterior parts of Broca’s area support sensorimotor
transformations for articulation. A ventral stream from
superior to PTC and on to more anterior parts of
Broca’s area maps auditory percepts to stored seman-
tic representations. Much as in tool use, it is thought
that this sensorimotor and semantic information is
integrated in bi-directional frontal-posterior action
circuits [20] linking parietal and temporal cortex to
IFG [68,69], with IFG acting as a ‘unification space’
[19] for the assembly of lexical and phonetic elements
into hierarchically structured sequences during speech
production and language comprehension.

The most clear-cut distinctions between speech
and tool use lie at the level of primary sensory and
motor cortices, as expected for behaviours relying
on different sensory modalities and somatic effectors.
Intermediate processing stages display more simi-
larities, including a closely analogous bi-directional
frontal-posterior architecture in which sensorimotor
and semantic elements are integrated and assembled
into meaningful, goal-directed action sequences. For
example, inferior parietal cortex in particular seems
to play a common role in generating sensorimotor
transformations for both speech and tool-use networks.

(b) Inferior parietal lobe

It has been proposed that parietal function may be
anatomically fractionated into parallel effector systems
[70,71]. For example, cortex in the vicinity of the
parietal-temporal lobe junction (ventral supramarginal
gyrus/posterior planum temporale) has recently been
characterized as a sensorimotor integration area for
the vocal tract [72,73], whereas sensorimotor inte-
gration for manual prehension has long been
associated with more anterior portions of inferior



parietal cortex and intraparietal sulcus [74]. Thus, par- [92]. This suggests not only that inferior parietal

(c) Posterior temporal lobe
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ietal speech and tool-use regions might perform similar
computational functions but remain distinguishable
owing to reliance on different effector systems. This
interpretation is consistent with evidence that producing
a melody manually (using a piano) rather than vocally
(by humming) results in a shift of activation from the
parietal-temporal junction to the anterior intraparietal
sulcus [72] and that phonetic processing of a visuospa-
tial/manual (sign) language produces anterior inferior
parietal activation comparable with that involved in
pantomimes of object use [75].

On the other hand, there is a substantial literature
linking lesions in the vicinity of the parietal-temporal
junction (posterior supramarginal gyrus and angular
gyrus) to ideomotor apraxia [76], a disorder of skilled
manual action that includes tool use [77]. Imaging
studies similarly report activations of posterior inferior
parietal cortex in response to viewing and naming tools
[78], imagining the prehension of graspable objects
[79], imitating object manipulation [80] and planning
everyday tool use [81]. Conversely, anterior inferior par-
ietal cortex has been associated with tasks involving
(vocal) phonological short-term memory [82] and
discrimination [83]. Such evidence suggests that tool-
relevant and language-relevant cortex are quite wide-
spread and co-extensive in the inferior parietal lobe
and supports a general characterization of the inferior
parietal lobe as a supramodal processing region involved
in diverse auditory-motor [72,73]), tactile-motor
[84,85] and visual-motor [79,81] transformations.

One framework that can help make sense of this
supramodal processing is the computational model
for motor control relying on internal models. Briefly,
internal models are neural mechanisms that represent
relationships between motor command and their sen-
sory consequences. Forward models predict the
sensory consequences of an executed movement, and
can be used to cancel the perception of the sensory
consequences of our own actions, and are paired to
inverse models that map the desired sensory conse-
quences (the goal) to the motor commands that can
efficiently lead to these consequences [86]. The
inferior parietal cortex has repeatedly been associated
with such integration of sensory and motor infor-
mation, for example, in the central cancellation of
the sensory consequences of self-tickling in the parietal
operculum [84], and the ventral supramarginal gyrus’
involvement in object manipulation [87] and subvocal
articulation for speech perception [73].

Such integration is also critical to imitation, in
which the sensory consequences of the others’ actions
must be matched to appropriate motor commands for
self-execution [88], and numerous studies have
confirmed inferior parietal cortex involvement in imi-
tation (e.g. [89,90]). Inferior parietal cortex appears
to be especially important for the imitation of skilled
actions with objects [90], perhaps reflecting a specific
role in representing the body schema [89] in relation
to the complex prehensile and functional properties
of hand-held tools [90]. Inferior parietal cortex is simi-
larly involved in vocal imitation [91], and lesions of
this region are associated with conduction aphasia lead-
ing to deficits in speech repetition and production
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cortex plays an analogous role integrating perception
and action for both tool use and speech, but also
that this contribution may be important for imitative
processes involved in the social transmission of both
technology and language. In any case, current evi-
dence certainly does not suggest that the distinction
between ‘linguistic’ and ‘technological’ tasks is a natu-
ral break-point for fractionating inferior parietal
function. To the contrary, the motor control aspect
of both tasks and consequent similarities in their
underlying computational architecture provide an
integrated explanation for inferior parietal involvement
in the domains of language and manipulation.
Another region of possible functional/anatomical over-
lap is the PTC (figure 1a). Generally speaking, PTC is
involved in mapping diverse sensory percepts to supra-
modal semantic representations, for example in the
association of speech sounds with lexical information
[67,73,93,94] or the association of visually presented
tools with functional movement patterns [95–97]. Par-
alleling the broader dorsal/ventral ‘stream’ distinction
discussed above, PTC displays a rough functional gra-
dient from superior regions representing biological
motion to inferior regions representing object form.
Thus, the superior temporal gyrus/superior temporal
sulcus responds to sensory consequences of biological
movements, including the auditory consequences of
discrete speech gestures [98] and the visible patterning
of intentional face, hand and body motions [99,100];
the cortex spanning the superior temporal sulcus/
middle temporal gyrus supports the crossmodal inte-
gration of object form and motion cues [100,101];
and the inferior temporal gyrus is involved in
the supramodal representation of object form [102]
independent of motion [103].

These supramodal representations are ‘semantic’ in
the sense that they constitute general knowledge of
objects and motions that is not constrained to specific
instances or exemplars [104] and can be recruited
for tasks ranging from linguistic reference, to picture
recognition and action performance [20]. Indeed, it
is increasingly apparent that linguistic reference is sup-
ported by category-specific semantic circuits involving
many of the same brain regions involved in non-
linguistic perception and action [11,20]. It is thus
unsurprising that some of the best evidence of neural
overlap between language and tool use comes from
the semantic processing of tool words [105]. This
overlap occurs especially in posterior middle temporal
gyrus, a region commonly activated by tool-related
tasks [106], and may be easily understood in terms
of the distributed, category-specific organization of
semantic memory generally, rather than any special
relationship between language and tool use.

Interestingly, however, posterior middle temporal
gyrus is also one of several areas commonly activated
during auditory sentence comprehension, especially
when deciding if sentences are semantically plausible
[73,94]. Sentences used in such studies have not
been explicitly controlled for the presence/absence of



manipulable objects, but are certainly not limited to been suggested that this supramodal gradient tracks

(e) Lateralization of function
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instances of tool use (e.g. ‘the moon ripens the tree’s
branches’ [107]). This suggests that posterior middle
temporal gyrus function may be of more general rel-
evance to the semantic processing of language. For
example, one hypothesis posits a pre-linguistic origin
for sentential predicate-argument structure out of a
more general semantic system for the representation
of objects, actions and properties [108]. Along these
lines, a recent study [109] reported direct overlap
between visually presented ‘symbolic gestures’ (e.g.
downward motion with open hands) and their
spoken English glosses (‘settle down’) in posterior
middle temporal gyrus, providing additional support
for a characterization of this region as part of a more
generalized semiotic system.

Many questions remain about the specific func-
tional/anatomical organization of the brain’s semantic
systems [110,111] but, as in sensorimotor processing
in inferior parietal cortex, there is little evidence that
the distinction between ‘linguistic’ and ‘technological’
content/processes is a natural one for fractionating
posterior temporal function. Posterior middle tem-
poral gyrus in particular stands out as a focal point
of overlap between tool use and linguistic reference,
perhaps reflecting shared neural mechanisms and
evolutionary history [108,109].
(d) Inferior frontal gyrus
Perhaps, the best documented overlap between speech
and tool use occurs in IFG. This includes evidence of
direct overlap between verb production and the obser-
vation of object-directed actions [112] and between
tool-use action execution (using pencils, scissors
and chopsticks) and language comprehension (story
listening) [12]. This overlap is consistent with the
now widely held view that IFG acts as a supramodal
processor for hierarchically structured sequential
information (e.g. [21]), characterized by a posterior–
anterior processing gradient of increasing abstraction
[23,113,114]. This gradient, running from the ventral
premotor cortex of the precentral gyrus/sulcus through
the IFG pars opercularis to pars triangularis, is evident
both structurally and functionally. Anatomically,
the increasing representation of an internal granular
layer from the agranular motor cortex through the
dysgranular premotor cortex to the granular prefrontal
cortex of the IFG reflects an increase in local, recurrent
connections thought to be important for the processing
of incoming information [115]. This is complemented
by analyses of IFG connectivity using diffusion tensor
imaging [68,116,117] and resting-state activity correlat-
ion [69], which confirm the more narrow sensorimotor
profile of ventral premotor cortex and show the greater
connectivity of more anterior IFG with supramodal
regions of posterior parietal and temporal cortex (see
§2b,c) via the arcuate fasciulus.

Functionally, a wide variety of experimental manip-
ulations [23,113,114] provide evidence of a gradient
from relatively concrete stimulus-response mapping in
posterior IFG to increasingly abstract context-sensitive
action selection and association with conceptual/
semantic information in mid-to-anterior IFG. It has
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the localization of phonological, syntactic and semantic
language processing [19,69], as well as increasingly
abstract representations of manual action [118]. Such
a parallel organization is illustrated by numerous
studies, for example in reports that ventral premotor
activation is associated both with the kinematics of
basic hand–object interactions [119] and with phono-
logical processing [120], pars opercularis with simple
tool-use action sequences [12] and linguistic syntax
[121] and pars triangularis with more complex actions
[122] and syntactic/semantic integration [123].
Across modalities, IFG activation increases with the
complexity of tasks/stimuli presented at a particular
level of abstraction, for example in the increased
activation of pars opercularis in response to more syntac-
tically complex sentences [121] and to the observation
of more motorically complex manual actions [124].
There is thus good evidence for a supramodal fraction-
ation of function in IFG but, as in the inferior parietal
and PTC, clear distinctions between language- and
tool-relevant networks are not readily apparent.
Indeed, evidence of direct functional overlap [12] pro-
vides strong support for the hypothesis that these
networks are, at least in part, coextensive.
Although both language and tool use have classically
been associated with left-dominant networks
[11,81,106], there is increasing awareness of the
important and distinctive contributions of the right
hemisphere. In the case of linguistic processing, there
is evidence of right hemisphere dominance for affective
prosody and context-dependent meaning (i.e. discourse
level processing) [11,125,126], while in the case of tool
use, the right hemisphere appears to play a key role in
coordinating protracted, multi-step, manual action
sequences [127,128]. In both cases, right hemisphere
contributions pertain to the larger scale spatio-temporal
and/or conceptual integration of behaviour, which may
help to explain why these contributions have been less
apparent in neuroscientific and neuropsychological
investigations focusing on smaller scale (e.g. phonologi-
cal, lexico-semantic, syntactic) language processing or
on the simple use of everyday tools (e.g. pantomiming
the use of a hammer or comb).

In keeping with this general characterization of
hemispheric difference, damage to right inferior parie-
tal lobe is commonly associated with large-scale spatial
neglect, whereas left inferior parietal damage produces
ideomotor apraxia, a disorder of discrete action
execution. Importantly, deficits following right inferior
parietal lesions are not limited to spatial neglect of the
contralateral visual field but include non-lateralized
impairments of spatial working memory as well as
selective and sustained attention on both spatial and
non-spatial tasks, including auditory as well as visual
stimuli [129]. This suggests a more general, cross-
modal role for the right inferior parietal lobe in the
integration of perception and action over time, and is
consistent with evidence of right inferior parietal invol-
vement in processing affective prosody [126,130],
imitating speech rate during repetition [91], imitating



the sequential order of manual actions [128,131] issue is the behavioural context of uniquely human

(a) Oldowan toolmaking
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and representing action outcomes independent of
behavioural means [132].

An analogous pattern of functional lateralization
is apparent in the temporal lobe. For example, a
recent meta-analysis [133] highlighted right posterior
temporal lobe involvement in context-dependent
semantic integration, contrasting this with left hemi-
sphere dominance for more discrete lexico-semantic
tasks (e.g. object naming). This is consistent with an
earlier proposal that ‘coarse coding’ of semantic infor-
mation in the right hemisphere (i.e. stimuli generate a
large number of weak associations) facilitates the
identification of distant semantic relations during dis-
course comprehension, whereas left hemisphere ‘fine
coding’ (fewer, stronger associations) facilitates rapid
and constrained response selection. In the visuomotor
modality, right PTC is implicated in the perception of
biological motion [134] and consequent attribution of
intentions [135], inferential processes that rely on the
identification of complex, spatio-temporally extended
patterns of relative motion. In contrast, left PTC is
preferentially responsive to the simpler, rigid motions
of tools [95] and appears to support the binding
of synchronous perceptual attributes into discrete,
cross-modal object representations [136].

Finally, although left IFG dominance for phonolo-
gical and syntactical processing is well-known, IFG
involvement in hierarchical behaviour organization is
clearly bilateral [23]. Right IFG is more specifically
linked with the contextual processing of linguistic
semantics [125] and affective prosody [137] and with
task-set switching (i.e. updating action plans) in
response to the perception of contextually relevant
stimuli [138,139]. This is again consistent with the
suggestion that there is a general difference in hemi-
spheric-processing styles, with the left being
specialized for rapid, small-scale action control and
the right for large-scale, longer duration integrative
functions [15,140,141]. Indeed, this hemispheric ‘div-
ision of labour’ may be reflected anatomically in the
greater global interconnectedness of the right hemi-
sphere when compared with the more discrete, nodal
organization of the left hemisphere [142]. This struc-
tural asymmetry appears to be shared with macaques
[142], in keeping with the hypothesis that hemispheric
specialization predates both language and tool use
[143]; however, a recently reported rightward asym-
metry of pathways connecting posterior inferior
parietal cortex to frontal premotor cortex may reflect
more specific human adaptations for toolmaking [58].
3. STONE TOOLMAKING AND BRAIN EVOLUTION

The similarity of cognitive processes and cortical net-
works involved in speech and tool use suggests that
these behaviours are best seen as special cases in the
more general domain of complex, goal-oriented
action. This is exactly what would be predicted by
hypotheses that posit specific co-evolutionary relation-
ships between language and tool use (e.g. [4,6]),
but does not distinguish them from gestural origin
hypotheses stipulating a central role for explicitly com-
municative, rather than simply praxic, action [29]. At
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evolutionary developments that occurred since the
last common ancestor with chimpanzees and which
are thus largely inaccessible to comparative analysis.
To resolve such questions, it is necessary to turn
to the more direct evidence of human behavioural
evolution offered by the archaeological record.

Palaeolithic stone tools provide a relatively abun-
dant and continuous record of behavioural change
over the past 2.5 Myr that is of direct relevance to
technological hypotheses of language origins. Recon-
struction of the necessary behaviours involved in the
production and use of particular tool types can provide
evidence for the emergence of cognitive processes,
like those reviewed above, that are also important for
language. This in turn requires an interpretive frame-
work for deriving implied cognitive capacities from
observed technological behaviours (e.g. [144,145]).
We have attempted to develop such a framework
by identifying the neural correlates of particular
Palaeolithic toolmaking activities using [18F]-
fluorodeoxyglucose positron emission tomography
(FDG-PET) to assess brain activation during actual
tool production [44,45] and functional magnetic reson-
ance imaging (fMRI) to identify activation during the
observation of toolmaking action [48].

We focused on two technologies, ‘Oldowan’ and
‘Late Acheulean’, that bracket the beginning and end
of the Lower Palaeolithic, encompassing the first
approximately 2.2 Myr (90%) of the archaeological
record. Oldowan toolmaking is the earliest (2.6 Myr
old [146]) known human technology and is accom-
plished by striking sharp stone ‘flakes’ from a cobble
‘core’ held in the non-dominant (hereafter left) hand
through direct percussion with a ‘hammerstone’ held
in the right hand. Late Acheulean toolmaking is
a much more complicated method appearing about
700 000 years ago and involving, among other things,
the intentional shaping of cores into thin and symmetri-
cal teardrop-shaped tools called ‘handaxes’ [47]. We
compared these technologies: (i) with a simple biman-
ual percussive control task in order to identify any
distinctive demands associated with the controlled
fracture of stone, and (ii) with each other in order to
identify neural correlates of the increasing technological
complexity documented by the archaeological record.
Results (figure 2) indicate that Oldowan toolmaking is
especially demanding of ‘dorsal stream’ structures
(§2a) involved in visuomotor grasp coordination,
including anterior inferior parietal lobe and ventral pre-
motor cortex but not more anterior IFG [44]. This is
consistent both with behavioural evidence of the sensor-
imotor [147,148] and manipulative [46] complexity of
Oldowan knapping, and with the concrete simplicity
[149–151] and limited hierarchical depth [47] of Oldo-
wan action sequences. Attempts to train a modern
bonobo to make Oldowan tools [152] similarly indicate
a relatively easy comprehension of the overall action plan
but continuing difficulties with ‘lower-level’ perceptual-
motor coordination and affordance detection. In sum,
the appearance of Oldowan tools in the archaeological



record provides the first evidence of uniquely human

controlled fracture to remove large, thin flakes that

Figure 2. Parietal and prefrontal regions implicated in
Oldowan and Acheulean toolmaking. Overlap between the
two technologies is found in the inferior and superior parietal
cortex as well as the intraparietal sulcus bilaterally, and in left

ventral premotor cortex. Regions specifically involved in
Acheulean toolmaking can be found in the frontal cortex,
and in particular in the right hemisphere homologue of
anterior Broca’s area. Red circles, Acheulean only; blue
circles, Oldowan and Acheulean.
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capacities for manual praxis and these capacities can
be specifically related to increased demands on an
inferior parietal-ventral premotor circuit with important
anatomical and computational similarities to that
involved in phonological processing.

Such evidence cannot demonstrate an evolutionary
connection but does corroborate and extend techno-
logical hypotheses of language origins by documenting
a functional/anatomical link between a specific, archae-
ologically visible behaviour and a particular component
of language competence. This leads to the suggestion
[39] that selection acting on Oldowan toolmaking
capacities could have favoured the elaboration of a
praxic system that was subsequently co-opted to sup-
port the enhanced articulatory control required for
speech. This proposal is broadly compatible with the
evolutionary developmental scenario of Greenfield [6]
and with Arbib’s [29] MSH. It is distinguished from
these hypotheses by its behavioural and chronological
specificity and proposal that hominin adaptations for
‘simple’ individual praxis, not necessarily related to
mirror system resonance, imitation or the complexity
of abstract goal hierarchies, might also have contributed
to producing a ‘language-ready brain’.
(b) Late Acheulean toolmaking

4. INTENTIONAL COMMUNICATION
Late Acheulean handaxe production activates the
same dorsal stream structures implicated in Oldowan
toolmaking, but with additional recruitment of right
ventral premotor cortex and the dorsal portion of
right IFG pars triangularis (figure 2). As described
above (§2d), pars triangularis is associated with
more abstract action representation and hierarchical
organization, including semantic/syntactic integration.
Recently, the dorsal portion of left pars triangularis
has been specifically associated with working memory
underpinning the ability to process sentences with
long-distance structural separations between syntacti-
cally related elements [153]. This might be seen as
analogous to the increased separation between func-
tionally related technical actions seen in the relatively
complex goal hierarchies of Late Acheulean toolmaking
[47]. For example, the production of thin and sym-
metrical Late Acheulean handaxes requires highly
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travel more than half-way across the tool surface without
also removing large portions of the tool edge. This is
facilitated by preparation of the striking surface through
small-scale chipping and/or abrasion before percussion,
creating a long-range functional dependency between
temporally and structurally discrete operations. At
more abstract/superordinate levels of organization,
Late Acheulean toolmaking may also involve functional
dependencies between consecutive flake removals
and between different technological ‘sub-goals’ (e.g.
edging, thinning, shaping) creating further long-range
dependencies and ‘syntactical’ complexity.

Unfortunately, the study by Makuuchi et al. [153]
did not examine right hemisphere activity and so it
is not known whether portions of right dorsal pars
triangularis activated by Late Acheulean toolmaking
participate similarly in language-relevant working
memory processes. As reviewed above (§2e), right
IFG is known to be preferentially involved in larger
scale discourse and affective language processing as
well as in switching between different task sets in
response to contextually relevant perceptual cues.
Furthermore, right IFG may be preferentially involved
with visuospatial as opposed to phonological working
memory [154,155]. Preferential activation of right
IFG during Late Acheulean toolmaking, a complex
visuospatial task involving perceptually driven shifts
between distinct task sets associated with particular
sub-goals, appears likely to reflect these distinctive
right hemisphere-processing characteristics. Further
support for this interpretation comes from a recent
study [46] that used a data glove to record digital
joint angles in the left hand during experimental
Palaeolithic toolmaking. Results showed that, although
toolmaking in general is manipulatively complex, Late
Acheulean left-hand manipulation is no more complex
than that already present in the Oldowan. This indi-
cates that increased right IFG involvement in Late
Acheulean toolmaking does not arise from increased
manipulative complexity in the contralateral hand
and must instead be explained in terms of the higher
order behavioural and cognitive control characteristics
of the right hemisphere.

The archaeologically attested ability of Late
Acheulean hominins to implement hierarchically
complex, multi-stage action sequences during handaxe
production thus provides evidence of cognitive control
processes that are computationally and anatomically
similar to some of those involved in modern human dis-
course-level language processing. This provides a second
behaviourally and chronologically grounded functional/
anatomical link between technological and linguistic
capacities, further extending the plausible context for
co-evolutionary interactions (e.g. behavioural, develop-
mental and/or evolutionary co-option). Notably, this
link is independent of putative resonance mechanisms
and communicative intentions and thus additional to
rather than exclusive of gestural hypotheses.
Experimental studies of Lower Palaeolithic tool pro-
duction reviewed in §3 establish plausible evolutionary



links between individual technological praxis and par-

elements in the stimuli (involving posterior IFG) con-

5. CONCLUSION

prMFC

arMFC

oMFC

(a) (b)

Figure 3. Brain activation during the observation of Lower
Palaeolithic toolmaking. In technologically naive subjects
(a), increased technological complexity (from Oldowan to
Acheulean) is associated with increased motor resonance in

left posterior inferior frontal gyrus. In expert subjects (b),
increased technological complexity is instead associated
with an increase in posterior rostral medial prefrontal acti-
vation reflecting the attribution of intention (medial frontal
subdivisions in accordance with Vigneau et al. [133]: pos-

terior rostral medial prefrontal cortex, prMFC; anterior
rostral medial frontal cortex, arMFC, and orbital medial pre-
frontal cortex, oMFC).
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ticular aspects of speech and language processing.
They do not, however, directly address the origins of
intentional, referential communication that are the real
focus of gestural hypotheses. The MSH in particular
proposes that a ‘protosign’ system of intentionally com-
municative manual gestures, itself derived through the
conventionalization of iconic pantomimes, provided a
necessary scaffold for the later emergence of (proto-)
speech. Technological pedagogy does represent one
particularly likely context for the deployment of such
pantomimes and protosigns [6] but this is not stipulated
by the MSH. An alternative hypothesis [39] is that
technological pedagogy in itself, including intentional
demonstration and ostensive gestures [156] but not
pantomime or conventionalized protosign, would have
been an adequate scaffold for the evolution of inten-
tional vocal communication. The MSH maintains that
pantomime is fundamentally different from praxis
because pantomime requires the observer to infer
action goals and thus can be used to intentionally
influence the thoughts of another individual (i.e. to
communicate information). Praxis is considered insuffi-
cient for this purpose because it remains directly tied
to observable instrumental goals, thus making panto-
mime a necessary transitional stage in the evolutionary
sequence. The alternative ‘technological pedagogy’
hypothesis proposes that in sufficiently complex
praxis, goals are so distal and abstract that they must
be inferred rather than observed. This provides a
context for purposeful communication through
demonstrations intended to impart generalizable (i.e.
semantic) knowledge about technological means and
goals [156], without necessarily involving pantomime.
Thus, the technological pedagogy hypothesis removes
a major theoretical motivation for positing a transitional
pantomime stage but is not itself incompatible with the
presence of such a stage.

A key prediction of the technological pedagogy
hypothesis is that observation of complex technologi-
cal praxis, without accompanying linguistic or
pantomimic contextualization, should be sufficient to
induce high-level goal inference. It is not obvious
that this should be the case, because the very ‘opacity’
and ambiguity of the goals involved raises questions
about the extent to which they can be shared through
simple observation. It has been proposed that motor
resonance is a sufficient foundation for such sharing
[40], but this is open to question [42]. To investigate
this issue in the specific context of Lower Palaeolithic
technological transmission, we collected fMRI data
from subjects of varying expertise observing an
expert demonstrator producing Oldowan and Late
Acheulean tools [47]. At the first level of analysis, con-
trasts with a simple percussive control condition
produced activations remarkably similar to those
observed in FDG-PET studies of toolmaking action
execution [44,45], including the association of right
anterior IFG activation with Acheulean but not
Oldowan toolmaking. This corroborates previous
results and confirms the general importance of reson-
ance mechanisms in toolmaking observation. In
subsequent analyses, we found that technologically
naive subjects responded to relatively low-level action
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sistent with the MSH account of praxic action
observation. However, we also found that expert sub-
jects, specifically when viewing the more teleologically
complex Late Acheulean action sequences, activated
portions of rostral anterior medial prefrontal cortex
(figure 3) associated with the attribution of intentions
[157]. These effects of expertise and technological
complexity suggest a model of complex action under-
standing in which the iterative refinement of internal
models through alternating observation (i.e. inverse
aspect of internal models) and behavioural approxi-
mation (i.e. practice comparing forward models with
real feedback) allows for the construction of shared prag-
matic skills and teleological understanding. The specific
association of Late Acheulean action observation with
inference of higher level intentions provides support
for the technological pedagogy hypothesis and links it
with a specific, archaeologically visible context.
Accumulating evidence is increasingly supportive of
technological hypotheses of language origins, and goes
a long way towards allaying concerns that the similarity
in the hierarchical, combinatorial organization of the
two domains is a superficial one or that the ‘imitative’
learning of toolmaking skills is fundamentally dis-
tinct from intentional communication. In particular,
evidence of intention attribution during the observation
of stone toolmaking provides support for a ‘techno-
logical pedagogy’ hypothesis, which proposes that
intentional pedagogical demonstration could have
provided an adequate scaffold for the evolution of inten-
tional vocal communication. This hypothesis is
consistent with the widespread view that increasing
reliance on social learning and pedagogy was a key
factor in hominin brain and cognitive evolution [158–
160] and removes one of the major motivations for posit-
ing a transitional pantomime stage as seen in current
formulations of the MSH. Importantly, however, the
technological pedagogy hypothesis is not incompatible
with the presence of such a stage.



Interestingly, functional imaging studies of Lower evidence from neuropsychology and fMRI. In Broca’s
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Palaeolithic toolmaking have yet to reveal significant
activation of ‘ventral stream’ semantic representations
in the posterior temporal lobes. This may be because
experimental paradigms to date have strongly empha-
sized the ‘dorsal stream’ visuo-motor action aspects
of tool production. However, if this trend continues
in more diverse experimental manipulations, it may
provide some support for the view that Lower Palaeo-
lithic technology is relatively lacking in semantic
content [35,36], and suggest that this aspect of
modern human cognition evolved later and/or in a
different behavioural context.

We thank James Steele for organizing and editing this volume
as well as Ralph Holloway and an anonymous reviewer for
helpful comments. fMRI and data glove research discussed
here was funded by the European Union Project
HANDTOMOUTH.
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Scientists seek to use fossil and archaeological evidence to constrain models of the coevolution of
human language and tool use. We focus on Neanderthals, for whom indirect evidence from tool
use and ancient DNA appears consistent with an adaptation to complex vocal-auditory communi-
cation. We summarize existing arguments that the articulatory apparatus for speech had not yet
come under intense positive selection pressure in Neanderthals, and we outline some recent evi-
dence and analyses that challenge such arguments. We then provide new anatomical results from
our own attempt to reconstruct vocal tract (VT) morphology in Neanderthals, and document
our simulations of the acoustic and articulatory potential of this reconstructed Neanderthal VT.
Our purpose in this paper is not to polarize debate about whether or not Neanderthals were
human-like in all relevant respects, but to contribute to the development of methods that can be
used to make further incremental advances in our understanding of the evolution of speech
based on fossil and archaeological evidence.

Keywords: Neanderthal; vocal tract; hyoid; quantal vowels; evolution of speech
1. THE SPEECH, HANDEDNESS AND TOOL-USE version of this model by Corballis [5,6] proposes that

NEXUS IN OUR CLOSEST EXTINCT RELATIVES:
THE NEANDERTHALS
The evolution of the human cognitive systems that
underlie praxis, tool use, language and speech, is
the thematic focus of this Special Issue. Numerous
attempts have been made to reconstruct the evolutionary
trajectory leading to human language. In one recent
example, Arbib [1,2] has proposed a ‘mirror system’
model in which the language system evolves from com-
plex imitation of manual praxis (involving the capacity
for social learning of longer sequences of novel and
hierarchically organized actions), via a manual protosign
stage (involving pantomime gestures by the signaller,
with conventionalized gestures to disambiguate the
meaning of these pantomimes), to a protolanguage
stage in which vocal gestures accompany and ‘invade’
the communicative domain of these manual gestures.
The last stage (fully grammatical linguistic structure)
may then have been reached by cumulative cultural evol-
ution (and not by genetic adaptation: [3,4]). Another
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left-hemisphere lateralization of language processing
(and human-handedness) may have been associated
with the shift to the vocal channel in the sixth ‘protolan-
guage’ phase. Left-hemisphere lateralization of cortical
vocal perception circuitry is held to be phylogenetically
old and widespread in extant primates, so that as
Corballis ([5], p. 197) puts it, ‘language may have gone
from hand to mouth, while lateralization went from
mouth to hand’. In Corballis’ [5,6] version of the
model, the emergence of a bias towards right-handedness
in the archaeological record is, therefore, a diagnostic
marker of a vocal protolanguage.

At the time of writing we have archaeological and fossil
anatomical evidence of population-level right-handed-
ness in tool use in Homo heidelbergensis, Neanderthals
and anatomically modern Homo sapiens [7–9]; these
hominins are all relatively large-brained. We also have
suggestive evidence of speech-relevant adaptations in
the same three species from hyoid bone morphology
[10,11], from analysis of the thoracic spinal canal [12],
and from ancient DNA (the presence of the human
form of FOXP2 in Neanderthals: [13]). Thus, we have
no a priori reason to doubt that Neanderthals had at
least reached the vocal protolanguage stage.

However, the level of grammatical structure of Nean-
derthal vocal utterances remains speculative: we do not
know whether or not the required biological and/or
cultural preconditions were in place for the stable
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seen in human societies today. Some scientists have
suggested that clues can be gleaned from the hierarchical
and compositional organization of Neanderthal tool-
using behaviour (cf. [14,15]); for instance, Ambrose
[16] notes that by about 300 kyr BP, there was an accel-
eration of cultural evolution both in the populations
ancestral to Neanderthals and in the African popula-
tions ancestral to early anatomically modern humans
(MHs), including the appearance of composite tools
(evidence of hafting of stone projectile points and other
tools) requiring the assembly of at least three elements
(the stone tool, the haft and the binding material). He
suggests that such compositional assembly rules may
be analogous to those of linguistic grammars. Others
[17] have suggested that evidence of knot tying would
provide a more exact analogy with (and marker for) the
cognitive operations required for grammar. The evidence
is, however, as yet too sparse to characterize the binding
methods used by Neanderthals in tool hafting, and more-
over, if fully grammatical languages emerged through
cumulative cultural evolution, then such evidence could
only indicate the presence of cognitive pre-adaptations.
Further experimental analysis is required of the cognitive
and behavioural organization of Neanderthal stone tech-
nologies (cf. the methodologies of Pastra & Aloimonos
[18] and Stout & Chaminade [19]). In this paper, we
shall focus instead on methods for assessing fossil evi-
dence for the evolution of the Neanderthal vocal tract
(VT), and thus of one aspect of Neanderthals’ potential
capacity for articulate speech.
(a) Hominin vocal tract morphology as evidence
of selection for articulatory potential

Current work on fossil evidence for the evolution of fully
grammatical speech must inevitably recognize the
towering influence of the work of Philip Lieberman.
Writing at a time when Chomsky’s ideas were in the
ascendant, and when cognitive science was flowering,
Lieberman demanded that attention be given not just
to syntax and semantics, but also to acoustic and articu-
latory phonology. In a tour de force of synthesis, he set out
a new hypothesis about the Darwinian evolution of
language under natural selection, proposing that he
could identify adaptive and unique features of human
VT anatomy, which were necessary for and diagnostic
of spoken language. The evolution of these features
could also be traced, Lieberman argued, in the hominin
fossil record. The basic Lieberman hypothesis (e.g.
papers reprinted in Lieberman [20]) states that speech
perception characteristically requires listeners to
decode a stream of varying, serially ordered acoustic
output issuing at an exceptionally fast rate from the
speaker’s VT. In terms of syntactic and semantic con-
tent, this very rapid stream of articulatory gestures
(which is speech-specific) enables enormous amounts
of information to be compressed by a speaker into a
single breath group, and to be then held in the listener’s
working memory, while its syllabic structure and
meaning are decoded.

The Acoustic Theory of Speech Production [21]
proposes that sound production in speech arises from
the excitation of an acoustic filter composed of the
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source (for example, the vibrations of the larynx for
vowels). The source and filter are considered as line-
arly independent and the filter shape may be varied
by motion of the articulators (tongue, teeth, lips and
velum) to vary its acoustic properties. For vowels,
different articulator configurations give rise to a VT
filter with different resonances, known as formants,
and hence to different phonemes. The formants, in
particular the two with the lowest frequencies, F1
and F2, are critical to the identification of the per-
ceived vowel with one or another target vowel
category (/a/, /i/, /u/, etc.). The space delimited by
the range of F1 and F2 values an individual or species
can achieve is known as their vowel space. In MHs, this
space is approximately triangular and the corners are
associated with the quantal vowels: /a/, /i/ and /u/
[22]. To a first approximation, the acoustic properties
of the VT for a given target vowel may be represented
by two concatenated tubes of different lengths and
cross sections and the frequency of each of F1 and
F2 may be estimated, at least for the quantal vowels,
from the geometric properties of one of these pairs
of tubes [23].

The quantal vowels /a/, /i/ and /u/ are distinctive in
that their acoustic pattern is perceptually stable
across a reasonably large range of variability in the pre-
cise points of articulation, and perhaps for this reason,
these tend to be the most common of the targeted
vowel sounds used in human languages. Lieberman
argues (from the acoustic analysis of simulated VT
resonances) that production of the quantal vowels
requires a VT anatomy that enables independent con-
striction of two cavities, front and back, and which can
produce abrupt transitions between open and con-
stricted sections at or near the midpoint of its length
(with a ratio of cross-sectional area of the order of
10 : 1). He points out that the human adult VT is
uniquely well-adapted for this, because the lowered
larynx and hyoid bring the posterior tongue down
into the pharynx, so that this part of the tongue
dorsum can act as a movable anterior pharyngeal
wall (independently constricting or enlarging the
back cavity, the latter by contracting genioglossus
and related muscles). The right-angled bend in the
tongue dorsum at the back of the oral cavity separately
enables constriction at that point (by contracting stylo-
glossus to approximate the tongue surface towards the
nasopharynx). The front cavity can meanwhile be
independently constricted or enlarged by movement
of the tongue blade and by opening or closing the
jaw. Lieberman argues that non-human primates
(monkeys and apes) cannot produce these quantal
vowel sounds because their tongues are horizontally
oriented and located entirely in the oral cavity. This
anatomical pattern limits phonetic potential to a
single-tube model: the tongue’s intrinsic muscles and
elastic properties then mean that other primates
cannot achieve sufficiently sharp discontinuities in
cross-sectional area near the midpoints of their VTs
to produce human-like ‘two-tube’ vowel formants.

Lieberman proposes that the distinctive descended
larynx position in the MH VT must be an adaptation
to speech, because no other selective advantage for a



lowered larynx could have outweighed the disadvan- the anterior digastric, insertion of the posterior digas-
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tage of a permanent separation of epiglottis from
velum (which increases the risk of accidentally choking
when a swallowed object gets lodged in the pharynx—
Lieberman was composing his theory at a time when
the Heimlich manoeuvre was very much in the
news). Lieberman & Crelin [24] undertook an analysis
of the reconstructed VT anatomy of Neanderthals.
The Neanderthal larynx was placed high in the neck
by analogy with the configuration found in non-
human adult primates and newborn humans, on the
basis that numerous aspects of the Neanderthal cranial
base and mandible were more like the human newborn
than adult forms.

Modelling of the potential acoustic capability of
Neanderthal VTs was carried out by Lieberman et al.
[24,25] based on their three-dimensional reconstruc-
tion of the La Chapelle-aux-Saints fossil. Silicon
rubber casts of the VT of specimens of an adult male
and a newborn MH and of a chimpanzee were made
together with a cast of the predicted VT of the Nean-
derthal specimen as reconstructed by Lieberman &
Crelin [24]. They noted that, owing to the assumption
that the Neanderthal larynx is placed relatively higher
in the VT than that of an adult MH, the Neanderthal
tract is more similar to that of the newborn MH and
chimpanzee than to that of the adult MH specimen.
Acoustic modelling was confined to predicting the first
three formants of the quantal vowels, /a/, /i/ and /u/.
Area functions (the cross-sectional area at each point
along the length of the VT) for the configurations of
the chimpanzee VT said to be the ‘best’ approximations
to /a/, /i/, /u/ were derived, and the corresponding for-
mant frequencies were estimated using the algorithm
developed by Henke [26]. Similarly, the formants
for the newborn MH and the Neanderthal specimen
were estimated. In each case, a comparison was made
between the estimated formants and those measured
by Peterson & Barney [27] for the American English
vowel set in 76 children and adults. It was observed
that the chimpanzee and newborn MH VTs both pre-
dicted substantially reduced vowel spaces compared
with the Peterson and Barney data. The prediction for
the Neanderthal vowel space was also smaller than for
the MH dataset, being closer to that for the chimpanzee
and newborn human specimens.

Lieberman & Crelin [28] concluded that Nean-
derthals could not produce the quantal vowel forms
(/a/, /i/ and /u/) because they lacked independent varia-
bility of the pharyngeal cavity (which humans achieve
by antero-posterior movements of the dorsal tongue).
Lieberman [29] listed other fossil skulls that were
morphologically similar to either the La Chapelle-
aux-Saints Neanderthal or to the MH configuration,
indicating that in each case the phonetic potential was
expected to match that of the relevant comparator.1

As more direct supporting evidence for his recon-
struction, and having previously proposed that the
Neanderthal styloid process (as also in human new-
borns) is characteristically less vertically aligned than
in adult humans reflecting the more superior position
of the point of insertion of the Neanderthal stylohyoid
muscle, in a subsequent paper, Lieberman [29] also
proposed that if the mandibular facets at the origin of
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tric, and origin of the geniohyoid muscles are angled
to minimize sheer stress, then the human adult chin
could be seen as an adaptation to the lowered position
of the hyoid (since it enables these facets to be more
inferiorly oriented); in Neanderthals as in human new-
borns, however, these facet orientations are consistent
with a horizontal alignment of these muscles—again
implying a more superiorly positioned hyoid. Lieber-
man, therefore, argued that selection on VT anatomy
for stable and complex speech output had occurred
among early MHs, but not among Neanderthals.

A number of studies have been carried out to test
particular aspects of Lieberman’s hypothesis, of
which we summarize here only those most relevant
to the focus of the remainder of this paper.

The argument that it is the resting profile of the
tongue and the position of its muscle attachment
points, rather than its fundamental muscle architec-
ture, that differentiates the articulatory potential of
the human and chimpanzee tongues has been sup-
ported by Takemoto [30,31], who has shown by
dissection that the basic organization and orientation
of muscle fibres is the same in both species. The
major difference between the human and the chimpan-
zee tongue is the greater antero-posterior curvature of
the surface of the human tongue, which gives it more
degrees of freedom in feeding and in articulatory
manoeuvres: the chimpanzee tongue, being essentially
flat along most of its length, is largely restricted to
protrusive and retrusive movements. However, the
argument that the resting profile of the MH tongue
must be explained by an evolutionary descent of the
larynx under selection for speech capability has been
separately addressed in a series of studies of the devel-
oping monkey, chimpanzee and human VT by
Nishimura et al. [32–36], and these new studies have
tended not to support that hypothesis. Nishimura
et al.’s studies suggest that the two-tube configuration
identified by Lieberman as central to the human
VT’s phonetic potential may have evolved as a second-
ary consequence of changes in mandible shape and of
facial flattening, and not as a primary object of natural
selection for phonetic potential.

With regard to Neanderthal/MH contrasts, initially
it had been suggested that basicranial flexion (which
is greater in MHs than in Neanderthals) might also
be a marker of laryngeal descent [24,37,38], but
subsequent anatomical studies have disproved this
[39,40]. A different approach to Neanderthal VT
reconstruction was taken by Boë et al. [41] who main-
tained that the Neanderthal larynx and hyoid bone sat
lower in the VT than in Lieberman’s reconstruction
(using a prediction model for larynx height based on
its correlations with various skull and mandible dimen-
sions in an MH reference sample). Implications for
speech were examined using a statistical approach to
generating the maximal Neanderthal vowel space,
based on the articulatory model of Maeda [42].
This method defines the principal components that
underlie a defined proportion of the variance in a set
of observed articulatory gestures in a corpus. By sys-
tematically covarying these components within a
defined range, it is possible to predict all possible



articulatory gestures, within that range. Boë et al. In this paper, we report a new study of the speech
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[41,43] have modified Maeda’s model to allow for
adjustment of the laryngeal height for any particular
VT by means of a laryngeal height index: broadly a
coefficient relating (horizontal) palatal distance to
(vertical) pharyngeal height. They used an acoustical
model [44] based on the set of possible VT geometries
to explore the maximal F1–F2 vowel space for MHs ran-
ging in age from newborn to adult (male and female) as
well as for an adult Neanderthal VT geometry estimated
from the La Chapelle-aux-Saints fossil as reconstructed
by Heim [45]. They estimated the larynx height index
of the Neanderthal to be of the same order as that
of a 10 year old child (in other words, with a long oral
cavity relative to laryngeal height, the Neanderthal
oral cavity being some 2 cm longer than in the reference
adult human). This value for the index does not prevent
10 year old children from producing quantal vowels, and
Boë et al. (having no reason to assume that it would have
prevented Neanderthals from articulating quantal
vowels) concluded that the modelled Neanderthal maxi-
mal vowel space did not significantly differ from that of
an adult MH.

De Boer & Fitch [46] have critiqued Boë et al.’s
approach on the grounds that their focus on estimating
Neanderthal laryngeal height does not properly validate
the inference of a similarly lowered position of the hyoid
and tongue root. Further they suggest that, because Boë
et al. have started from a theoretical model [47] that
incorporates all possible MH VT shapes, the estimates
of the Neanderthal vowel space they obtain from it
may be biased towards a MH-like vowel triangle.
Meanwhile, de Boer [48,49] has investigated the
effect of larynx height on potential vowel space using
Mermelstein’s [50] model of the direct motion of the
articulators, which is based on the integrated effect of
the action of their associated muscles. This model
permits direct control of the location and/or shape of
the larynx, pharynx, hyoid, velum, tongue body,
tongue blade, jaw and lips. De Boer considered VT
mid-sagittal cross sections corresponding to an adult
male MH and an adult female MH (and also a ‘mixed’
male VT model with female perilaryngeal anatomy at
the level of the larynx). Area functions were generated
from the mid-sagittal cross sections using the formulae
given by Mermelstein [50] derived from X-ray data.
A large number of VT configurations (10 000) were gen-
erated by random selection of the control parameters of
the model to define the potential vowel space. Where a
parameter set resulted in occlusion of the VT, the area
was re-set to 0.1 cm2. The formant frequencies predicted
using Kelly & Lochbaum’s [51] method were plotted on
an F1–F2 diagram and an estimate of the complete
vowel space was made by calculating the convex hull of
the cloud of data points so derived. The results showed
that the female VT was predicted to have a larger vowel
space than the male VT, given the same articulatory
constraints. De Boer concluded that a VTwith approxi-
mately equal lengths for its horizontal and vertical
segments was optimal for maximizing articulatory
range, and that the further descent of the larynx in the
MH post-pubertal male must have been driven by a
selection pressure other than enhancement of speech
communication (such as size exaggeration).
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potential of Neanderthals, based on reconstructions
of the positions of the hyoid and tongue root (and
thus addressing the critique of Boë et al. [41] made
by de Boer & Fitch [46]), and a software articulatory
model that also allows us to explore the effects on
vowel space of varying the position of the hyoid and
other articulators. Data obtained in other domains
(e.g. handedness as inferred from tools and skeletal
parts; ancient DNA) provide suggestive but indirect
evidence of the potential for complex vocal communi-
cation in Neanderthals. We propose our new approach
as a way of incrementally building understanding of
more direct evidence for Neanderthal speech poten-
tial, while avoiding the polarization and polemic that
have tended to characterize this debate.
(a) Anatomical reconstructions

For the Neanderthal VT reconstructions, we predicted
cranio-caudal and dorsoventral distances to a hyoid
landmark from skull and mandible landmarks or
reference planes. These Neanderthal hyoid position
reconstructions are based on prediction equations
obtained by analysing a human reference sample,
which use three-dimensional interlandmark distances
describing face, skull base and mandible dimensions
as the independent variables.

(i) Human sample
Our MH data consist of computed tomography (CT)
scans produced from 10 female and 10 male volunteer-
ing healthy adults aged between 20 and 65. The data
were provided by the Laboratory of Functional Anat-
omy of the University Paris René Descartes [52].
Study subjects were scanned in dorsal decubitus pos-
ition, teeth in occlusion and tongue held against the
palate. Image acquisition occurred parallel to the Frank-
furt plane. CT scans were acquired using a Somatom
Sensroation16—Siemens scanner (slice thickness
0.75 mm, pixel matrix 512 � 512, Inc. 0.48 mm, tube
voltage 120 kV, tube current base line 200 mA, FOV
160 mm) at Ouest Parisien Medical Imaging Centre.
Based on the exploration of the range of dorsoventral
and cranio-caudal hyoid positions observed in this
MH sample, we defined an envelope of anatomically
observed human vertical hyoid positions in relation to
the vertebral column, and horizontal hyoid positions
in relation to the skull base (see electronic supplemen-
tary material, figure S1). Neanderthal hyoid position
reconstructions were considered more anatomically
plausible if they fell within the boundaries set by the
MH sample projected onto the Neanderthal skulls and
vertebral column reconstructions (see below).

(ii) Neanderthal sample
The fossil sample consisted of CT scans (industrial
and medical scanners, various sources) and surface
laser scans (NextEngine 3D Scanner, accuracy 0.4–
0.7 mm) of skulls and/or mandibles of eight adult (La
Ferrassie, La Chapelle-aux-Saints, Gibraltar 1, Guat-
tari, Shanidar 1, Abri Bourgeois, La Quina 9 and
Regourdou) and one subadult (Le Moustier) specimen



and one case of an adult hyoid (Kebara). CT scans and

and visualize the Neanderthal three-dimensional hyoid

Table 1. Coefficients of determination (R2), expressed as a

percentage, for all hyoid distance regression models in the
adult human reference sample. SS, based on stepwise
selection from skull-only set of possible independent variables;
FS, based on stepwise variable selection from full set including
mandible dimensions; bold type, models selected for further

analysis according to best-fit criterion, subject to the
requirement that the dependent and independent variables
also reference landmarks, which survive and can be identified
on the three-dimensional scans of the fossil skulls.

orientation area distance human R2

vertical mandible hyoid–gonion (FS) 78.3%
hyoid–condyle (FS) 80.1%

hyoid–coronion (FS) 79.8%
hyoid–infradentale (FS) 97.4%
hyoid–gnathion (FS) 88.5%

skull hyoid–palatal

plane

(FS) 64.9%

hyoid–porion (FS) 89.6%

hyoid–sella (FS) 80.3%
hyoid–nasion (FS) 88.5%
hyoid–prosthion (FS) 96.9%
hyoid–ANS (FS) 96.3%

hyoid–rhinion (FS) 92.6%

horizontal mandible hyoid–gnathion (FS) 75.1%
hyoid–infradentale (FS) 69.5%

skull hyoid–nasion (FS) 41.9%
hyoid–prosthion (SS/FS)

91.5%

hyoid–basion (FS) 66.0%
hyoid–PNS (SS/FS)

58.0%
hyoid–ANS (FS) 89.3%
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stereolithography interface format (STL) models were
acquired from museum casts and reconstructions
or—where possible—from original bones. In cases
where the fossil specimens had not already been fully
reconstructed and/or crucial pieces were missing, we
conducted additional reconstructions. This was neces-
sary in order to obtain the full set of measurements.
Two types of reconstructions were applied. We added
missing pieces using boundaries defined by the contour
of the remaining bone material. This technique was
useful to reconstruct a lost coronoid process or mandib-
ular angle (gonion) or nasal bone (rhinion). For
specimens consisting of partial mandibles or skulls, we
used mirror image techniques to copy the surviving
pieces. The mirrored pieces were then fitted together
in the three-dimensional image space using anatomical
expertise and a best-fit approach.

(iii) Computed tomography scan data processing,
distance measurement definition and collection
From the CT scans, we segmented three-dimensional
representations of the skull, mandible and—in the
case of the MH reference sample—the hyoid bone.
From the STL models, we simply produced three-
dimensional surface representations. The software
suite AMIRA (Visage Imaging) was used in both
cases. We chose 35 standard osteological measure-
ments describing face, cranial base and mandibular
dimensions (see electronic supplementary material,
table S1). On the MH sample, we also defined and
collected 19 hyoid distance measurements (12 vertical
and seven horizontal, see table 1), which describe the
position of the hyoid in relation to landmarks on the
mandible and skull, measured parallel or orthogonal to
the Frankfurt plane. The reference point on the hyoid
was always the posterior-most point in the mid-sagittal
plane on the superior rim of the hyoid body. All measure-
ments (both mandible and cranial dimensions and hyoid
distance measurements) were collected after skulls were
orientated in the Frankfurt plane, using the Software
suite AMIRA (Visage Imaging) and TPSdig2 [53] for
measurement collection.

(iv) Human regression models and application
to Neanderthal reconstructions
Neanderthal hyoid positions were reconstructed using
prediction equations (multiple linear regression models)
obtained in an analysis of the MH sample. From an
original set of 19 such prediction equations we retained
five to use in predicting Neanderthal hyoid position (i.e.
the offset distances to a mid-sagittal hyoid landmark
from a skull or mandible landmark/reference plane in
the x and y axes, dorsoventral and cranio-caudal). Selec-
tion criteria for these five regression models were as
follows: R2 values greater than 80 per cent, and all skull
and mandible dimension measurements retained (follow-
ing stepwise variable selection) as independent variables
in the regression equations had to be based on land-
marks which survived and could be identified on the
three-dimensional scans of the fossil skulls.

We then used the predicted hyoid distances for
two adult Neanderthal specimens (La Ferrassie and
La Chapelle-aux-Saints (La Chapelle)) to reconstruct
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position. This also served as a test to see whether
predicted Neanderthal hyoid positions fell within the
position envelopes observed in the MH sample in
relation to skull and vertebral column. We did not
have access to CT scans of Neanderthal cervical ver-
tebrae; however, earlier studies show that humans and
Neanderthals are very similar in overall cervical spine
length [54,55]. Therefore, the largest male cervical
spine including C1 to C6 from our in vivo human
sample, was selected and used as a proxy for the Nean-
derthal visualizations. In the three-dimensional shape
space, we placed the human cervical spine in the correct
anatomical position and in contact with the cranial con-
dyles under the Neanderthal skulls orientated in the
Frankfurt plane. For the Neanderthal hyoid, we used
an STL scan of the Kebara hyoid [10].

(b) Acoustic modelling

Simus_Neanderthals is a software modelling tool that
allows evaluation of potential Neanderthal VT geome-
tries in terms of estimates of the vowel space they can
produce. It draws on previous data and software devel-
oped for modelling human speech articulation by
Badin and co-workers (cf. [56]). The model is flexible,
allowing a variety of hypotheses to be tested depending
on the selected modelling parameters and assumptions.
The output of the model is an estimate of the formant
frequencies F1 and F2 of a vowel from a Neanderthal
VT analogous to that specified by a given reference



human VT. Modelling starts from the three-dimensional

For the Neanderthal (N) and the reference human

Figure 1. Three views of the Neanderthal mesh based on high-resolution CT scans of the fossil sample La Ferrassie. The hyoid

bone mesh comes from an STL scan of the Kebara hyoid [10] and its location is based on the human reference equation as
described in §3. The mesh of cervical spine is a scan of a human sample located within the Neanderthal mesh using anatomical
landmarks as described in §2.
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Figure 2. Mid-sagittal cross section through the Neanderthal
mesh (red) and mid-sagittal cross section of corresponding
modern human bony architecture (blue) with its associated
modern human vocal tract (green). Black lines show the

location of the 16 selected bony landmarks in each sample
from which the transformation vectors are derived.
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mesh models of Neanderthal bony anatomy of the skull,
jaw and hyoid together with a human cervical spine
sample as described above and shown in figure 1. The
use of the human spine is discussed above.

The location of the hyoid bone for the Neanderthal
mesh and the degree of opening of the jaw are user-
selectable parameters of the model, and choosing
different positions for these features allows testing of
hypotheses about the effect of varying their location
on the acoustical output from the VT. To make the
acoustical model, the mesh is first cut in the mid-
sagittal plane. The resulting outline is plotted on an
arbitrary reference grid with the lower edge of the
upper incisors located at (x ¼ 5, y ¼ 10). The x-axis is
oriented from anterior to posterior and approximately
in the occlusal plane, and the y-axis from feet to head.
A mid-sagittal section of a reference human skull,
hyoid, jaw and spine is plotted on the same reference
grid with the same orientation and incisor location as
shown in figure 2. A reference human VT is associated
with the reference human bony architecture.
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(R) cross sections, 16 landmarks are identified in the
bony architecture to form a set of transformation vec-
tors. Selection of the landmarks was based on the set
of most clearly identifiable features within the bony
architecture of the Neanderthal and the reference
human. The set of landmarks consists of three points
on the hard palate (one at the most anterior point,
one at the most posterior and one midway in between),
eight points on the anterior upper and lower corners of
each cervical vertebra, one point on the lower margin of
the skull (occipital condyle), three points on the hyoid
bone (the most inferior point, the most posterior point
and the centre of the area) and one landmark on the
most superior point of the anterior mandible. The user
may choose whether the landmarks are considered in
groups or individually according to the preferred model-
ling assumptions. A spatial transformation vector from
each R landmark to the corresponding N landmark is
calculated. If landmarks have been grouped, the mean
of the transformations for each landmark in the group
is applied to all members of the group.

Next, the reference VT is divided into user-defined
sections, and each section is associated with a landmark
or group of landmarks. The decision regarding which
section of the VT is associated with which landmark
or group of landmarks forms a further set of modelling
assumptions. Each section of the VT is then defor-
med, point by point, using the transformation for its
associated landmark or landmark group. Following
transformation, junctions between VT sections are
linearly smoothed to eliminate any boundary disconti-
nuities or abrupt geometry changes. A boundary
condition preventing the tongue crossing the upper
VT margin is also applied. These two processes are
jointly referred to as boundary conditioning.

From the transformed VT, an area function is
calculated by sectioning the VT into a sequence of
short, contiguous, cylindrical tubes using a standard
grid (e.g. [21,44]) and then applying the alpha-beta
model of Soquet et al. ([57], p. 176, table 3) for an
adult male to obtain estimates for the cross-sectional
area of each tube based on the height of its sagittal sec-
tion. Any completely occluded sections of the tract are
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Figure 3. (a) Hyoid position as observed in the MH adult reference sample, and (b,c) as predicted for two adult Neanderthal
specimens ((b) La Chapelle-aux-Saints; (c) La Ferrassie). The green shading shows the range of positions of the hyoid observed
in the adult human reference sample, measured as vertical and horizontal offsets from skull base and cervical vertebral land-
marks. The coloured images of the hyoid in the Neanderthal specimens are positioned as predicted from alternative human

reference equations (tables 1 and 2; hyoid–condyle, blue; hyoid–porion, red; hyoid–palatal plane, yellow; hyoid–
rhinion, purple). The predicted vertical offsets are shown in profile view in the left-hand column, and the predicted horizontal
offset (estimated from the single-used regression model) is illustrated in plan view in the right-hand column.
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then reset to a minimum area of 0.2 cm2. The output of human reference equations places it within or very

Articulatory capacity of Neanderthals A. Barney et al. 95

 on November 29, 2011rstb.royalsocietypublishing.orgDownloaded from 
this stage of the modelling process is the estimated N area
function derived from the transformed R VT geometry.
Linear acoustic modelling (e.g. [58]) is then applied to
the area function giving an estimate of the formant
frequencies for the Neanderthal analogue under the
chosen set of modelling parameters and assumptions.
3. RESULTS

(b) Results 2: acoustic analysis
(a) Results 1: Neanderthal vocal tract

reconstruction

(i) Modal qualitative horizontal and vertical hyoid
positions in human computed tomography reference sample
The empirically observed range of the adult human
hyoid positions in our CT reference sample was
recorded in relation to landmarks on the cranial base
(horizontal offset) and cervical spine (vertical offset;
figure 3). In the antero-posterior axis, the modal
human position for the reference point on the hyoid
body is found in a plane passing through the posterior
nasal spine orthogonal to the Frankfurt horizontal
(55% of the sample) or slightly (less than 5 mm)
anterior or posterior to it (35%). This plane also bisects
the mandible at the deepest point of the intercondylar
notch. In the supero-inferior axis, the reference point
on the hyoid body is mostly found aligned on a plane
parallel to the Frankfurt horizontal that passes through
the inferior endplate of cervical vertebra C3 (females)
or the superior endplate of C4 (males).

(ii) Reconstructed Neanderthal hyoid position
The human regression models (tables 1 and 2) resulted
in Neanderthal estimates with similar patterns of hyoid
to skull and mandible distances as those observed in the
human sample (table 3 and figure 3). We have also
included vertical distances to hyoid from the palatal
plane, although the fit of the regression model is quite
poor in the human reference sample, because this is a
plane that has been used for similar purposes in previous
studies [41]. The predicted means for Neanderthal ver-
tical hyoid distances were not significantly different to
the observed mean distances in the adult human
sample, but the predicted mean distances to the hyoid
in the antero-posterior axis were significantly greater
in Neanderthals (table 3).

For the subsequent acoustic analyses, we chose
the most MH-like hyoid position as reconstructed
using the hyoid–porion (cranio-caudal) and the hyoid-
prosthion (dorsoventral) regression equations. The
hyoid–porion model was chosen because it resulted in
both the La Ferrassie and the La Chapelle-aux-Saints
specimen in a cranio-caudal hyoid position which fell
within the cranio-caudal hyoid position range in relation
to the vertebral column observed in the MH sample,
when this was projected onto the mid-sagittal plane in
those two Neanderthal digital three-dimensional images
of the skull and mandible (with the human vertebral
column added as described in §2; see figure 3).

(iii) Visualization of reconstructed Neanderthal hyoid
position
In La Chapelle, three-dimensional reconstruction
of horizontal hyoid position (figure 3) based on the
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close to the range found in the human reference
sample. Vertical distances fall within the distribution
space of the human reference sample with the exception
of hyoid–condyle and hyoid–rhinion. This reflects the
weight given by those prediction equations to this fossil’s
very wide mandible (GOW) and long cranial base (FL2).
The predicted horizontal hyoid distance of the La Fer-
rassie Neanderthal three-dimensional reconstruction
(figure 3) based on the human reference equation is
slightly anterior to the positions recorded in the human
reference sample, reflecting this fossil skull’s relatively
long cranial base and oral cavity (which have negative
weights in the reference human multiple regression
equation). Vertically, the predicted hyoid distance is
within the range for the human reference sample with
the exception of hyoid–rhinion distance, which has an
excessively high predicted value. This is because cranial
dimensions in the regression model include total face
height (THF), piriform aperture height (PAH) and
upper face height (UFH), all of which contribute sub-
stantially to facial shape differences between humans
and Neanderthals.
As an example of how the model may be used, we can
consider a specific case study using the Neanderthal
mesh from the La Ferrassie sample (shown previously
in figures 1 and 3) and a MH reference. Three VT
reference configurations will be considered, one for
each of the quantal vowels /a/, /i/ and /u/ [22], which
are considered to acoustically delimit the extremes of
the attainable MH vowel space [59]. The output of
the model is an estimate of the formants of the analogue
of these vowels for the Neanderthal VT. The effect on the
Neanderthal analogue of these vowels owing to varying
the jaw opening and the hyoid position will be explored.
Initially, the hyoid bone for the Neanderthal VT was
placed in the location designated anatomically predicted
(i.e. the position reconstructed using the hyoid–porion
(cranio-caudal) and the hyoid–prosthion (dorsoventral)
regression equations.). The 16 bony landmarks were
grouped into six groups designated as palate tip (one
landmark), palate mid (one landmark), palate back
(one landmark), spine (nine landmarks), hyoid (three
landmarks), and jaw (one landmark), respectively. The
VT sections were associated with landmark groups
as shown in figure 4. This figure represents the raw trans-
formation prior to boundary smoothing and
conditioning. The transformed mid-sagittal VT section
for each of the vowels after boundary conditioning is
shown in figure 5 together with the MH version used to
obtain the transform.

For each transformed VT, the area function was
then calculated as described in the previous section.
Examples are shown in figure 6a together with the
corresponding MH area functions. Also calculated
and shown in figure 6b are the acoustic transfer func-
tion estimates for the Neanderthal and MH VTs.
These indicate the energy that would be transferred
from laryngeal vibrations to the lips for each frequency
and the peaks correspond approximately to the
formant frequencies of the tract.



In figure 7, the red triangle shows the vowel space for with coordinates +0.5 cm in the x-direction and

4. DISCUSSION

Table 3. Summary of mean hyoid distances (in centimetres) between humans and Neanderthals. Significant differences p ,

0.01 (i.e. 0.002, Bonferroni corrected) shown in italics; no other differences exceeded the Bonferroni-corrected p , 0.05
threshold. Mean observed human distances based on n ¼ 20; mean predicted Neanderthal distances obtained from human
regression models based on n ¼ 3 for all distances except for hyoid–prosthion distance, n ¼ 6. PP, palatal plane.

mean distance condyle (vertical) porion (vertical) PP (vertical) rhinion (vertical) prosthion (horizontal)

humans 7.058 7.972 5.617 9.845 6.724
Neanderthal 7.81 8.081 4.516 10.643 8.296
difference 0.752 0.109 21.101 0.795 1.572

Table 2. Summary of multiple regression equations for the five hyoid position prediction models selected for further analysis.
All five models were statistically significant at a ¼ 0.001. Abbreviations: MFD, middle face depth; GOW, gonion width;

OCWmd, oral cavity width (mandibular); ZMW, midface width; ANS–hormion, anterior nasal spine to hormion; THF,
total face height; PAH, piriform aperture height; UFH, upper face height; FML, foramen magnum length; FL2, face
length2; IOW, interorbital width; OFD, total face depth; PAW, piriform aperture width; OCL, oral cavity length; PHL1,
oropharynx length1.

hyoid distance regression equation

condyle ¼ (1.399 �MFD) þ (0.422 �GOW) þ (26.512)

porion ¼ (0.884 �MFD) þ (0.539 �GOW) þ (20.412 � OCWmd) þ (0.318 � ZMW) þ (24.259)

palatal plane ¼ (1.366 � ANS–hormion) þ (20.81 � OCWMd) þ (20.2)

rhinion ¼ (1.035 � THF) þ (2.23 � PAH) þ (22.16 � UFH) þ (1.055 � FML) þ (22.95)

prosthion ¼ (1.726 � FL2) þ (1.427 � IOW) þ (21.519 � OFD) þ (1.658 � PAW)

þ (20.431 � OCL) þ (0.326 � PHL1) þ (1.087)
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the reference VT (MH) and the dark blue triangle shows
the vowel space for the VTafter transformation (N). The
axes are the values of the formants F1 and F2 and are
plotted on the Bark scale which ranges from 1 to
24 Barks, corresponding to the first 24 critical bands of
MH hearing with the conversion from a frequency, f,
to the equivalent value in Bark, b, given by:

b ¼ 13 arctanð0:00076� f Þ

þ 3:5 arctan
f

7500

� �2
 !

: ð3:1Þ

Note that implicit in this representation is an
assumption that it is reasonable to plot the predicted
Neanderthal formants on the Bark scale, which is
based on the psychoacoustic perceptual capabilities of
the MH ear. It is of course possible that a Neanderthal
hearing system would have a different psychoacoustic
profile and the Neanderthal would perceive these
vowels differently to a MH.

The ellipses (shown partially in the figure) are based
on the Peterson & Barney [27] data for the vowels /a/,
/i/ and /u/, which show the range of typical F1 and F2
values for a sample of speakers of American English. It
is notable that for the transformed VT, /i/ and /u/ have for-
mants close to the human reference values, but /a/ does
not. Also plotted in the figure are the Neanderthal
vowel triangle estimates from the predictions of
Lieberman & Crelin [28] and Boë et al. [43].

As an example of the effect of changing the model-
ling assumptions, figure 8 shows the effect on the
vowel triangle of moving the hyoid bone from the
location designated anatomically predicted to locations
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+1.0 cm in the y-direction relative to the anatomically
predicted location.

Figure 9 shows the effect on the predicted vowel
triangle of opening the jaw a distance of 20.5, 21.0
and 21.5 cm in the y-direction relative to the posi-
tion in the original mesh. The hyoid bone was at the
anatomically predicted location for each of these trials.

For illustrative purposes, in the electronic sup-
plementary material, we include three sound files of
the simulated adult human quantal vowels /a/, /i/ and
/u/ and three sound files of the simulated Neanderthal
quantal vowels /a/, /i/ and /u/ (obtained for the
hyoid position reconstruction designated anatomically
predicted; see blue triangle, figure 7).
Consistent with previous investigators [37,41], we have
extrapolated soft tissue parameters of the Neanderthal
VT from cranial and mandibular morphology, based
on observations of their relationships in a human refer-
ence sample. Our results permit a reconstruction of the
vertical position of the Neanderthal hyoid that places it
within the range of empirically observed locations on
this axis (the y-axis) in the human reference sample.
However, our extrapolations of Neanderthal hyoid pos-
ition in the antero-posterior axis (the x-axis) predict a
distance to hyoid from the anterior margin of the oral
cavity, which is significantly greater (by 1–2 cm) than
in our human reference sample, and even then, the pre-
dicted location in relation to cranial base landmarks is
further forward from the posterior pharyngeal wall
than we would expect in a MH. This difference has
also affected our acoustic analysis, since the



reconstructed anterior placement of the hyoid relative to affiliation depending on the precise articulatory geo-
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the posterior pharyngeal wall limits constriction of the
pharyngeal cavity in the /a/ vowel articulation. We do
not believe that we have discovered a key physical
property of the Neanderthal VT in this respect: rather,
this difference reflects the limitations of our method
of using a MH reference sample given underlying
differences in the morphology of the Neanderthal skull
and mandible. MHs are characterized by greater facial
flattening (shorter oral cavities), although the reasons
for this remain unclear [60,61]. This places limits
on fine-grained inference of hyoid-craniofacial hard
tissue spatial relationships in a fossil species, when our
living reference model (MHs) differs in global skull
shape properties that determine the soft tissue
reconstruction.

For our case study using Simus_Neanderthals, with
the jaw in its default position and the hyoid in the
anatomically predicted location, figure 7 shows that F1
and F2 are close to the MH range for both /u/ and
/i/. F2 is also close to the MH range for /a/, but for
this phoneme, F1 is significantly under-predicted.
One reason for this may be the relatively larger pharyn-
geal cavity predicted for the N VT when compared
with the MH VT, observable in the top left of
figure 6. For /a/ Apostol et al. [23] show an affiliation
between the Helmholtz resonance of the back cavity,
and F1 that would, therefore, tend to lower values
for larger pharyngeal volumes. On the other hand,
Badin et al. [62] show that /a/ is a focal point, where
F1 affiliation can equally be a quarter wavelength res-
onance of the front cavity for /a/ and may switch
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metry adopted. It appears to be this affiliation to the
front cavity that we are observing when, as the jaw
opens, we see an increase in F1, consistent with the find-
ings of Sundberg [63] for soprano singers. Figure 9
demonstrates this, although we were unable to find
reasonable jaw opening widths that resulted in an F1
as high as that found in MHs. Further, in our case, as
F1 increased with jaw opening, F2 increased above the
Peterson & Barney [27] range for /a/.

Comparing our predictions with those of Lieberman &
Crelin [28], neither our predictions nor those of
Lieberman & Crelin produce a good match to a MH /a/
reference, but in our case, the value for F1 is significantly
lower than expected, whereas their F1 compareswellwith
the MH values. Their F2 prediction for /a/ gives a value
higher than the MH range, whereas ours is within the
ellipse. Comparing the area functions for /a/, the enlarged
pharynx that we predict is not replicated in their model
suggesting the basis for their acoustic prediction differs
from ours, and perhaps has a different association
between formants and cavities. The predictions of Boë
et al. [43] are within the ellipses for all the quantal
vowels. Clearly, the output of any given model is
significantly dependent on the choice of modelling
assumptions used to derive the VT geometry.

For our case study, figure 8 shows that moving the
hyoid from a posterior to a more anterior position
reduces F1 with the largest effect occurring for /i/,
especially when the hyoid is also positioned low. Rais-
ing the hyoid also decreases F1, especially for /i/ when
the hyoid is also positioned posteriorly. For F2,



moving the hyoid to a more anterior position causes an MH frequencies. There is also an increase in F2 for
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increase in frequency, with a larger effect for /a/ when
the hyoid is also raised, and raising the hyoid causes a
small increase in frequency. No reasonable position for
the hyoid bone increases F1 for /a/ sufficiently to give a
good comparison with the MH data under this set of
modelling assumptions.

Opening the jaw for a fixed hyoid location (figure 9)
has little effect on F1 for /i/ or /u/, but does increase F1
for /a/ quite significantly although it is still not raised to
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both /u/ and /a/.
In figures 8 and 9, each predicted vowel triangle uses

a fixed choice for hyoid location and jaw opening for all
three phonemes. A best match between the vowel tri-
angle for MH and N could perhaps be achieved by
optimizing the pairing of jaw opening and hyoid location
for each phoneme individually. Note that the predicted
vowel triangle has corners that have the N analogue of
the MH vowels. It may not be identical to the maximal



vowel space for a Neanderthal VT, since vowels with for- When considering the results of this case study, it
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mants closer to the MH /a/, /i/ and /u/ may be achievable
from different MH reference tracts.
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should be remembered that the hyoid location desig-
nated anatomically predicted in §3 is in fact only one of a



range of possible locations predicted by the regression ana- Soquet et al.’s [57] paper. In the absence of soft tissue
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lyses. Although we have examined the effects of some
horizontal and vertical displacement of the hyoid from
that predicted by the chosen regression equation, we
have not yet conducted a systematic sensitivity analysis
of the acoustic and articulatory implications of position-
ing the hyoid at locations estimated from alternative
regression models. Additionally, Simus_Neanderthals
has a number of fixed parameters that may influence
the outcome of the acoustical predictions. The 16
bony landmarks were chosen as identifiable locations
observable in both the MH and N mid-sagittal cuts
through the mesh. We have not been able to test whether
this set is in any way either necessary or sufficient to
achieve an optimum set of transformation vectors. We
have chosen to use linear smoothing after VT transform-
ation. No test has been made of smoothing algorithms
other than linear, although the choice of smoothing
method will affect the detail of the VT shape to some
extent. Further, since anatomical considerations point
to a smooth VT outline, it might be argued that the
need to smooth at all is a facet of an inadequate trans-
formation process. A similar case might be made
regarding the hard constraint required to keep the
tongue within the VT boundaries and the need to
adjust for a minimum VTarea when transformation pre-
dicts complete occlusion of the tract. Our treatment of
these unrealistic predictions has been largely pragmatic
and based on typical methods used in modern articula-
tory models. Further analysis of the sensitivity of the
transformation to landmark choice and smoothing pro-
cess should be undertaken. The VT area functions are
calculated using the male adult alpha-beta from

Phil. Trans. R. Soc. B (2012)
data from Neanderthals, this seems a reasonable
choice, although other parameter sets could be used if
preferred. As well as the fixed parameters, there are a
number of user-selectable parameters: in particular,
relating to how bony landmarks are grouped and how
sections of the MH VT are associated with them to
define their transformation vectors. There is scope for
a systematic study of the effect of different groupings
and affiliations on the estimates of the formants.

The options for further exploration with the Simus_
Neanderthals model are wide. We envisage studies with
meshes from scans of other Neanderthal fossils, and sys-
tematic studies of the effects of different combinations of
modelling assumptions and parameter choices on VT
acoustic outputs. We should emphasize that we view
the model as a tool for hypothesis testing rather than as
a definitive answer to the question of Neanderthal VT
anatomy. It offers the opportunity for an incremental
approach to the question of speech potential in fossil
hominins and moves away from the more categorical
approach found in much of the historical literature.
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ENDNOTE

1The fossil specimens matched with the non-human primate/neonatal

human/Neanderthal condition included australopithecines (Australo-

pithecus africanus, Paranthropus robustus, Paranthropus boisei), and also

other classic Neanderthal specimens (Saccopastore 1, Monte Circeo,

Teshik-Tash infant, La Ferrassie 1, La Quina infant, Pech-de-l’Azé,

Shanidar 1), as well as Solo 2. The fossil specimens matched with

the adult human condition included Steinheim, Broken Hill,

Skhul 5, Djebel Qafzeh and Cro-Magnon ([29], p. 83).
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Language and action have been found to share a common neural basis and in particular a common
‘syntax’, an analogous hierarchical and compositional organization. While language structure analy-
sis has led to the formulation of different grammatical formalisms and associated discriminative or
generative computational models, the structure of action is still elusive and so are the related com-
putational models. However, structuring action has important implications on action learning and
generalization, in both human cognition research and computation. In this study, we present a bio-
logically inspired generative grammar of action, which employs the structure-building operations
and principles of Chomsky’s Minimalist Programme as a reference model. In this grammar,
action terminals combine hierarchically into temporal sequences of actions of increasing complex-
ity; the actions are bound with the involved tools and affected objects and are governed by certain
goals. We show, how the tool role and the affected-object role of an entity within an action drives the
derivation of the action syntax in this grammar and controls recursion, merge and move, the
latter being mechanisms that manifest themselves not only in human language, but in human
action too.

Keywords: generative grammar of action; tool use; action syntax; action decomposition;
temporal sequence; minimalist grammar
1. INTRODUCTION action, in particular, abounds; for example, two-year-

The repertoire of human actions is infinite, starting
from the simplest intentional body movements such
as stretching a leg to creative dancing routines, to inter-
action with tools and objects such as grasping a knife,
to even more complex series of actions that formulate
events, such as preparing a salad or cleaning the house.
Uncovering the structure of action has been a quest
in many disciplines, including cognitive science and
artificial intelligence. How could one generate or
parse actions of any complexity avoiding at the same
time overgeneralization? The question is similar to an
analogous problem in language analysis: How could
one generate or parse all and only the grammatical
sentences of a language?

The quest for the structural principles of visual and
motoric action goes back at least to the early fifties and
suggestions made by the psychologist Lashley [1] that
syntax may apply not only to language but also to other
forms of behaviour, such as goal-directed action. From
another perspective, the archaeologist Andrė Leroi-
Gourhan argued that bipedality led to technology
and technology (tool making and use) reflects a capa-
bility (for derivation of structures) that may link
human action and language [2]. Since then, corrobor-
ating experimental evidence on the relation between
action and language and the hierarchical structure of
r for correspondence (kpastra@csri.gr).
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old children have been found to be able not only to
parse hierarchically organized actions [3], but also to
copy and reproduce such actions [4]. Complex
action structure (analysed as means-end parse trees)
has also been found to be represented abstractly, i.e.
independently of the actual semantics of the actions
[5]. More strikingly, neurobiological evidence on the
nature of neural circuits in the traditionally related to
language-production area of the human brain (i.e.
Broca’s area) provides a growing number of sugges-
tions regarding the characteristics of an action
grammar, such as the role of body parts/effectors, of
tools and object type, and the role of the notion of
‘goal’ in human action representation [6,7].

However, specifying an action grammar that will
generate thousands of actions is still elusive. There
are only very few attempts for developing an action
grammar in computational research [8–10] and these
are recognitive rather than generative approaches.
There is a need for developing a generative grammar
of action that will have both computational expressivity
and simplicity, and a biological basis; the former will
allow for employing the grammar in artificial intelli-
gence applications, while the latter may prove to be
the key for action learning and generalization.

In this study, we employ a formal language analysis
framework as a reference model for presenting a gen-
erative grammar of action. In particular, we employ
the generative grammar framework, for crossing over
human language, to human action. Although there is
a variety of grammars for describing the structure of
language, we choose the Chomskyan approach and

This journal is q 2011 The Royal Society
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(MP) [11], because it is the culmination of an attempt
to describe and explain language syntax in terms of
more general principles and operations that are not
tightly tied to the idiosyncrasies of the human language
system, but instead may have counterparts in other
biological systems [12]. This perspective allows one
to look for universals not only within the structures
of different human languages, but also across natural
language to non-symbolic sensorimotor spaces, such
as human action.

We present the characteristics and components of
this grammar of action, many aspects of which are cor-
roborated by neurobiological findings. We argue that
the notion of ‘tool use’ drives action syntax derivation
and through examples, we present how this takes place
when employing the suggested action grammar.
2. RESEARCH ON THE STRUCTURE OF ACTION

(b) Computational grammars of action
The structure of visual and motoric action has been
explored by a number of disciplines, including neuro-
science, psychology, computer vision and robotics. In
this section, we make a concise presentation of neuro-
biological and computational research related to the
existence and implementation of a grammar of action.

(a) Neurobiological approaches on action

grammar

Recent years have seen an increasing body of exper-
imental evidence suggesting that Broca’s area, the
human brain area traditionally linked to language
production, is involved in representing complex hier-
archical structures regardless of modality, such as
those involved in action execution and observation
[13]. In other words, Broca’s area has been suggested
as the neural locus of an action grammar [14], an area
where goals are represented and hierarchical motor
chains are planned [7]. The findings indicate a
common syntactic-like structure between language
and action that has led to speculations that ‘this
capacity evolved from motor and premotor functions
associated with action execution and understanding
such as those characterizing the mirror neurons’ [13].

At a behaviour level, action syntax has been shown
to comprise simpler elements (motor primitives) that
are connected to each other either serially or in parallel
(i.e. simultaneously; [15–19]). Researchers have con-
centrated on the analysis of many different actions,
such as reaching and grasping, gait and balance, pos-
ture and locomotion. Reaching movements appear to
be coded in terms of direction and extent, and
appear to be composed of discrete submovements,
all with a similar stereotypical, serially concatenated
shape and overlapping in time [20–22]. Human and
monkey grasping and object manipulation has been
studied extensively and has been described as consist-
ing of sub-actions executed as a unified coordinated
complex act (e.g. [23]). Parallel syntax, on the other
hand, involves the simultaneous activation of several
muscles that produce a torque about a joint or a
force in a particular direction. Electromyogram
recordings from frog hind limb muscles have been ana-
lysed to test whether natural behaviour shows synergies

Phil. Trans. R. Soc. B (2012)
natural behaviours [18,24–26]. Similar attempts have
been made to find muscle synergies during human
posture and locomotion [27,28].

In some approaches, motor primitives basically
amount to motor schemas or control modules that
may be specific to a task; for example, in the ‘motor
ideas/schemas’ approach, coordinated control pro-
grammes regulate coactivation of perceptual and
motor schemas and the passing of action parameters
from one to another to determine hand–environment
interaction [29,30]. Within this approach, perceptual
schemas represent objects that are involved in an
action, while motor schemas represent the actual
motor programme to be executed.

Sequential or parallel, the combination of action
primitives or schemas into complex actions has been
explored, but has not led yet to a grammar that will
allow one to generate thousands of actions, incorporating
the ever-growing body of related biological evidence.
At a computational level, there is really not much pre-
vious work on the subject, i.e. on a computational
motoric grammar for action. A system that comes closest
in spirit to a grammar for action was developed in
Juhola [31] more than 15 years ago for handling eye
movements. By turning the eye movement data into a
string of symbols, they developed a finite automaton
(the equivalent of a regular grammar) for representing
the data. However, some researchers have come close
to the idea of motoric primitives of action and primi-
tives are, indeed, the first step to a grammar. A
number of data transformations have been employed
to derive a limited number of motor primitives that
are then combined through a well-defined set of rules
to form more complex actions (see, for example, the
movements of del Vecchio et al. [32] or the modules
of Jenkins & Mataric [33]). Primitives in these cases
may be kinematic, dynamic or kinematodynamic
[16,18,34,35], and are extracted using statistical tech-
niques such as principal component analysis or
hidden Markov models (HMM), and others.

In a recognitive (rather than generative) approach to
action analysis, decomposition of action sequences
into primitives has taken many forms. Finger move-
ments and forces have been decomposed into basic
synergies based either on the idea of uncontrolled
manifold or on inverse dynamics computations
[35,36]. Hand gestures also consist of primitives or
more complicated sequences that can be decomposed
into a series of more elementary units of activity
[37]. In Fod et al. [38], primitives were extracted by
k-means clustering the projection of high-dimensional
segment vectors onto a reduced subspace, while in
Kahol et al. [39] the local minimum in total body
force was used to detect segment boundaries. In
Nakazawa et al. [40], similarities of motion segments
were measured according to a dynamic programming
distance and clustered with a nearest-neighbour algor-
ithm. In Wang et al. [41], gestures were segmented
with the local minima of velocity and local maxima
of change in direction. These segments were



hierarchically clustered into classes using HMM to com- corresponding rule (hence context-free). In applying
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pute a metric. Grammar induction techniques were
applied to both motion capture data and images (silhou-
ettes) to produce a human activity language [10,42], thus
formalizing and unifying several prior approaches.

The development of a generative grammar for
action, i.e. one that can be used both for visual
action analysis and for generation of goal-directed be-
haviour, is of primary importance for both computer
vision and robotic applications. Clearly, such grammar
is not only missing in state-of-the-art computational
approaches to action analysis, but is also elusive
at a formal analysis (theoretical) level. This is the
contribution of our study: the development of a gen-
erative grammar of action and in particular, of a
grammar with computational applicability and with
biological bases, the latter being for us a prerequisite
for scalability and generalization of a computational
approach.
3. HOW IS ACTION STRUCTURED?

In order to answer this question, we employ a formal
analysis framework that has been developed for
language. It is the latest formulation of the Chomskyan
tradition of generative grammars, the MP [11]. The
MP and the generative grammar paradigm in general
have, indeed, many details and intricacies for dealing
with a number of phenomena in language. There are
many ways of implementing the theory and represent-
ing information in the parse trees, with versions of the
theory before the MP being implemented and elabo-
rated more extensively. In this study, we do not wish
to go into the details of the representation and the
theory, or to follow strictly one or another approach
in parse tree representation. Our aim is to present
the basic framework, so that it becomes obvious how
we employ it as a reference model for developing a
grammar of action. Therefore, in this section, we will
first introduce this formal analysis approach and then
we will present our use of the principles and syntactic
operations described in the framework to formulate a
generative grammar of action.

(a) The Chomskyan tradition of generative

grammars

Generative grammars have been used extensively for
the analysis of the structure of human language.
Simply put, a generative grammar comprises a set of
elements and a set of production (rewrite) rules that
correctly predict which combinations of elements
form grammatical sentences. A particular type of gen-
erative grammars are the phrase structure grammars or
else context-free grammars, which have recursive rules,
i.e. they allow for nesting of elements in same type
elements, accommodating thus for embedded struc-
tures. These grammars comprise a set of terminals
(e.g. lexical categories such as noun, verb, adjective),
a set of non-terminals (i.e. the phrases, such as noun
phrase, verb phrase, etc.) and a set of production
rules of the form X! y, where X is a single non-
terminal symbol, and y is a string of zero or more
terminals and/or non-terminals. The context of X
within a structure does not affect the use of the
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the grammar for the analysis of a certain structure, a
parse tree is produced, in which non-terminal symbols
are the nodes, terminal symbols are the leaves and each
node expands (through successive application of the
production rules) into the next level of the tree [43].

Although highly expressive, this type of grammar
cannot account for natural language phenomena
such as agreement (e.g. case, number, gender agree-
ment) and reference (e.g. anaphora, relative clauses).
These are cases of either ‘discontinuous elements’ or
long-distance dependencies between constituents of a
sentence [44,45]. The Chomskyan tradition of genera-
tive grammar deals with such phenomena through the
use of a number of processes (transformations) on
the output of context-free grammars [46]. The latest
evolution of the Chomskyan grammar tradition is the
MP [11], a framework that reduces transformation
grammar to a simple, powerful computational mech-
anism imbued with the principle of economy/
minimalism in both derivation and representation
of syntactic structures; this minimalism advocates
that: (i) minimal derivation processes run for producing
the syntactic structure (only those transformations
needed to fully interpret the constituents of the
structure) and (ii) minimal representations of syntactic
structures are produced (only what is needed to satisfy
grammaticality).

The language that has a generative grammar
consists of:

— a finite set of terminals T, i.e. leaf nodes in a parse
tree, or else minimal projections, the actual lexical
units that make up a sentence; in the MP, these
are characterized through a number of morpho-
syntactic features F, such as their part of speech,
case, type of complement, etc.;

— a finite set of non-terminals NT, i.e. phrase types,
syntactic categories of the terminals such as
noun phrases, verb phrases, etc. such that T >
NT ¼ ø; and

— a finite set of production rules R, i.e. rewrite rules
that are applied to terminals and non-
terminals recursively (i.e. a rule rewrites as a pre-
vious rule or as itself) producing an infinite
number of grammatical structures (see table 1).

The generative grammar rules in table 1 work as
follows. X is the minimal projection of a language
unit (the actual word), none of the features of which
have been checked (has been attributed a value). X0

is an intermediate level projection in which some of
the features of the unit have been checked, and
X00 is the maximal projection of the unit, in which
all its features have been checked. Y is a specifier
when it precedes X, i.e. a terminal or non-terminal
that modifies the meaning of X, and a complement
when it follows X, i.e. a terminal or non-terminal
that complements the meaning of X. Parenthesis
denotes that its presence is optional. Table 1 shows
that such grammars can be used for the derivation of
complex language structures involving sentences
within sentences (second column), which may be



analysed down to the level of noun and verb phrases

three action features that drive merging, namely

(i) Tool complement (tc)

Table 1. Generative grammar rules.

general case
instantiation
for sentences

instantiation

for noun
phrases

instantiation

for verb
phrases

X00 ! (y), X0 S00 ! (y), S0 N00! (y), N0 V00! (y), V0

X0 ! y, X0 S0 ! y, S0 N0 ! y, N0 V0 ! y, V0

X0! X0, y S0 ! S0, y N0 !N0, y V0 ! V0, y
X0 ! X, (y) S0 ! S, (y) N0 !N, (y) V0 ! V, (y)
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forming a sentence. The structure of noun and verb
phrases themselves is also analysed in terms of maximal
projections (third and fourth column, respectively).

In the MP framework, the derivation of a syntactic
structure starts bottom-up; a Merge function checks the
features of a terminal (lexical unit) and for those features
with un-attributed values (i.e. variables), it initiates a
Search for another unit whose feature-values can be uni-
fied with the variables. This merging creates binary
structures and is applied recursively until all features
are ‘interpreted’ (have a value) [47]. For example, in
a simple request such as ‘grasp the knife’, the verb
‘grasp’ has an object-complement feature object
complement (Oc) with category type ‘nominal’, case
‘accusative’ and semantic type ‘graspable object’;
merging initiates a search for a lexical item with these
features, i.e. [þnominal, þaccusative, þgraspable] in
order to fill in the object-complement variable Oc.
The determiner ‘the’ initiates a further search for satis-
fying its own features, which leads to the creation of the
noun phrase ‘the knife’. This noun phrase can now
satisfy the ‘grasp’ search for an element or structure
that interprets its own feature variables; so a further
merging takes place. Every merged set of elements
(phrase) has a label (the head of the phrase) that deter-
mines the properties of the phrase, e.g. fthe fthe,
knifegg, fgrasp fgrasp, the knifegg. These properties
allow certain projections and eliminate alternatives.

One form of merging is the Move operator. It is
‘merging’ of one morpho-syntactic element with
itself (internal merging). For internal merging to take
place, a probe–goal relation must hold between at
least one feature of an element and a corresponding
feature of another element [11]. For example, in the
sentence ‘which knifei has John grasped Øi?’ there is
an internal merging between the moved element
‘knife’ (normally expected after the verb, where the
‘null’ element with trace ‘i’ is) and its co-indexed
trace (i).
(b) A minimalist grammar of action
In employing a generative grammar for the analysis of
the structure of human action, one needs to define the
set of terminals, features, non-terminals and pro-
duction rules in the sensorimotor domain. So, which
are these terminals and non-terminals, which are
their ‘morpho-syntactic’ features and how do they
merge creating more and more complex actions?

In what follows, we will present a minimalist gram-
mar of action that consists of action primitives
(terminals), action ‘phrases’ (non-terminals) and
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the tool complement of an action, the affected-object
complement and the goal of the whole action structure.

In our analysis, we consider a human action to be a
serial or parallel conjunction of perceptible movements car-
ried out by one or more actors with a certain goal. We
identify three main ‘morpho-syntactic’ features that
characterize human actions and that we employ for
defining action terminals and non-terminals. These
‘morpho-syntactic features’ are actually parameters
that affect the execution of actions and distinguish
one action type from another; they go beyond move-
ment execution features (e.g. direction, velocity, etc.)
that they modify though, as soon as a movement is
embedded within action context. We will go through
these parameters, referring in parallel to an example
action parse tree shown in figure 1.
This is the effector of a movement, this being a body
part, a combination of body parts or the extension of
a body part with a graspable object used as a tool.

Actions are always being executed through the use
of an effector (body part) or its extension, i.e. an
instrument (artefact). Being a body part or artefact,
the ‘tool’ used changes the execution of the action in
terms of configuration of the effector, force exerted,
etc. For example, grasping something with the hand
is different (in its motoric execution and complexity)
from grasping it with pliers, which is different from
grasping it with tweezers and so on. What we refer to
here is a merging in the motoric space, in which any
action necessarily/inherently requires a ‘tool comp-
lement’ so, a search for the entity that interprets this
variable is initiated for deriving a first binary action
structure. See for example, the action-tool binary
branches of the tree in figure 1.

Any graspable entity can be used as a tool in the
realization of an action (e.g. use of a book to pound
something). In some cases, the particular use of the
entity is common (e.g. use of a hammer for pounding);
in other cases it may be uncommon, but still possible
(e.g. the case of book for pounding). We consider
this an essential feature of any human action, which
is syntactic, i.e. it is explicitly present in the perception
or execution of an action, as an independent
constituent.

We have to note that under the notion of a ‘tool
complement’, we include both body parts and arte-
facts/instruments, suggesting essentially that our
body part effectors are tools (means for performing
actions) in the same way as other objects/artefacts
may be used as ‘means’ for achieving a task. This is
corroborated by neurobiological experiments that indi-
cate that tools are indeed perceived as extensions of
one’s own body part [48,49]; so there is an intricate
relation between body parts and other objects through
the attribution of a ‘tool role’ to them. Recent exper-
imental findings have also shown that in visual
information processing, humans differentiate grasp-
able objects consistently faster than non-graspable
ones, and among graspable ones, prototypical tools
(e.g. hammer) are differentiated faster than natural



kinds (e.g. carrot) [50]; more importantly, this differ- too, i.e. when the top node of the action tree is
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entiation was found to be mediated by the activation
of motor areas (cf. also [6], on the visuomotor neur-
ons). This evidence suggests that the ‘toolness’ of an
object may be an important differentiation parameter
in an action grammar.
(ii) Object complement (Oc)

This is any object affected by a tool use action. This is
another syntactic feature of action; it is the object of
interaction, to which the effects of an action are trans-
ferred. It may be any entity. This feature actually calls
for a further merge operation, between the action-tool
structure and the affected object. It results in faction-
tool, objectg binary structures such as the ones shown
in figure 1 between branches of the tree related
through the action-object relation, e.g. fgrasp with
hand1, knifeg. The object that is affected by an
action differentiates the action itself; for example,
grasping a pencil with the hand is different from grasping
a glass with the hand, not only because the goal may be
different but also because of the characteristics of the
object grasped. Biological evidence of strict congru-
ence of action type with object type (e.g. discharge
of ‘precision grip neurons’ when small objects are
observed in canonical visuomotor neurons in area
F5) [6] suggests that object complements are indeed
differentiation parameters for actions.
(iii) Goal (g)

This is the final purpose of an action sequence of any
length or complexity. Another important feature of
actions that modify their execution is their goal. This
is a morphological feature, i.e. it is not an explicit,
independent syntactic constituent of the action
phrase, but instead an ‘inflectional’ feature, a par-
ameter that modifies the execution of the
constituents of an action in terms of effector configur-
ation and spatial interaction with tool and object
complements. The execution of a movement is modi-
fied according to the action sequence in which it is
embedded, i.e. according to the final goal of the
action. An analogy to the phenomenon of agreement
in sentences can be drawn here: person and number
agreement of words, for example, modify the words
of a sentence themselves; for a grammatical sentence,
all words must be in agreement. Similarly, in action,
all sub-actions must agree in terms of the final goal
to be served. Thinking of a word or phrase stripped
of any agreement indicators is as artificial as thinking
of a purposeless action. This is related to what Luria
called ‘kinetic melody’ [51], i.e. the fluidity of motor
acts as they follow one another.

Going back to the example in figure 1, in the action
parse tree, the goal feature is attached to a null-
constituent and dominates the whole action sequence
and its sub-actions. In producing the action tree
bottom up (i.e. as the action evolves in time), the
goal feature of the sub-actions remains unspecified; it
is only when all other features have been checked
and no more actions can be merged into a common
complex structure that the goal feature can be checked
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reached; the goal is the final action.
This role of the goal feature in our grammar is sup-

ported by experimental findings that show that certain
neurons discharge only during goal-directed action
[6], and many of them have categorization, generaliz-
ation and specificity characteristics—for example,
they go beyond effector differences [6,52]. In Fogassi
et al. [7], it was shown in the monkey brain that certain
neurons go beyond object type differences when the
same movements share a goal, and that the intention
of an action sequence is reflected already in its first
sub-action [7]. The latter was also shown to be the
case in the human brain; in Cattaneo et al. [53], a for-
ward activation of motor sequences was shown in
typically developing children (as opposed to children
with autism). In these experiments, increased activity
of the muscles involved in mouth opening was found
before grasping takes place in ‘grasping to eat’ action
sequences (versus grasping to displace ones), during
both action observation and action execution; such
activation denotes that the final goal of the action
sequence was predicted (and actually ‘experienced’)
from the very first phases of the sequence.

In other words, these findings point to important
aspects of the role played by the final goal of an
action structure:

— the realization of the same movement type with the
same tool and object complements changes when
the goal of the action changes, e.g. grasping a
pencil in order to displace it is different from grasping
a pencil in order to write;

— the realization of the same movement type with
different tool and/or affected object changes, even
if the goal of the action remains the same, e.g.
grasping an apple to displace it is different from grasp-
ing a cube to displace it (though in such cases effects
of the expected/common goal of an object seem to
be present, cf. [7]); and last

— the final goal of an action sequence is predicted
from the very first sub-action(s) of the sequence;
for example, sub-components of the grasping
activity such as to ‘extend the hand towards the
pencil’ involve a configuration of the effector that
depends on the final goal. Actually, the corre-
sponding ‘grasping neurons’ begin to discharge
before the object-hand contact [6], while the pre-
shaping of the fingers also takes place during the
transfer of the hand [30].

We need to note that this ‘goal’ feature that governs
all constituents of an action structure is the global goal
(the final goal) of the action structure. One may argue
that each sub-action of an action structure may have its
own local/immediate goal too; for example, in figure 1,
extending hand1 towards something has the immediate
goal of enclosing in hand1 this object (i.e. grasping it);
its immediate goal is the next action that it enables. In
artificial intelligence, traditional planning techniques
for the analysis/execution of a task divide the task
into sub-goals, i.e. into steps with their own immediate
goals. However, the neurobiological evidence men-
tioned earlier points to the fact that the final goal of



a complex action is evident even in its very first phases; Entity non-terminals

A¢¢ (grasp with hand1 knife to slice)

A¢3 (grasp with hand1 knife)

A¢1b (extend hand1 to i) A¢2b (enclose with hand1 knife)

knife

A¢2

hand1enclosehand1extend

E¢¢A¢1 E¢¢

A E¢¢A E¢¢

Δ

Δ

action-object

action-tool

action-object

action-tool

tempConj:sequ

[+goal:slice]

[+reference:i] [+reference:i]

Figure 1. Part of an action tree for ‘grasp with hand1 knife to slice’; A stands for action primitives (terminals), A0 for action struc-
tures (non-terminals), A00 for the maximal projection of an action structure. E00 is the maximal projection of an entity structure.
Triangles in the tree denote that the corresponding part of the tree is not fully analysed for keeping the figure simple. Parentheses

present the morphological features of the corresponding tree nodes, in an ‘attribute:value’ format; the plus sign denotes the
presence of such features, and a minus would denote the absence of a feature. The exact type of relation between branches of
the tree is clearly denoted for clarification purposes; ‘action-tool’ and ‘action-object’ are complements of an action and as
such they are inherently related to the corresponding action structure. Sub-actions of a complex action are sequential or parallel
in time, i.e. they are related through the corresponding ‘temporal conjunction’ type (tempConj:sequ, or tempConj:par).
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it affects the motoric execution of the sub-actions and
it is evident in the early activation of muscles that are
related to final action constituents of the action
sequence. As shown in the next section, our minimalist
grammar of action makes no use of sub-goals; instead,
it is the final goal of an action structure that is required
for deriving the maximal projection of an action (i.e.
A00 in the action tree).

Other ‘morpho-syntactic’ features of action are
modifiers that denote the location/scene an action
takes place at, or an object that is used as the location
of an action (e.g. ‘slice bread on the table’); these do not
inherently affect the execution of the action itself, and
they specify the setup of the action. So, their presence
is optional.

The tool and object complements as well as the
modifiers are entities; these entities have their own per-
ceptual (e.g. visual or other) grammar, the terminals
and non-terminals of which could be defined in
terms of the action grammar. Elaboration on a percep-
tual (e.g. visual) grammar of objects is beyond the
scope of this paper; however, some general
definitions should be in place:
Entity terminals

These are the simplest entities (objects) that can be
defined as perceptible entities that participate in at
least one motor programme and do not comprise
other entities themselves. They are distinguished
from each other through their perceptible features
(colour, shape, texture, etc.) and the role they play in
the motor programmes in which they participate (i.e.
tool-complement, object complement or location-
modifier). Body parts and natural kinds are expected
to form the set of such entities.
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These are perceptible entities that consist of entity
terminals in certain spatial configuration. They partici-
pate as complements or modifiers in more than one
motor programme. Scenes are included in this set,
and they participate in motor programmes as modi-
fiers of actions (i.e. they denote the location in which
an action takes place).

Having presented the basic action features, we can
now turn to the definition of the ‘vocabulary’ of the
action grammar:

Action grammar terminals
These are the simplest actions, i.e. perceptible move-
ments carried out by an agent to achieve a goal,
which have (one or more) body part tool-complements
and no object complements. They have no action con-
stituents themselves and they may be circular/repetitive.
This is the set of all possible human body movements,
such as limp, sprint, extend arm, raise hand, stretch leg,
open/close hand, etc., i.e. the set of intransitive biologi-
cal actions. Action terminals are further distinguished
from each other through their perceptible motor
features such as speed, force and direction. For
example, the leaf movement nodes of the action parse
tree in figure 1 comprise the ‘extend’ (hand1) terminal
and the ‘enclose’ (hand1) terminal.

Action grammar non-terminals
These are perceptible action phrases that consist of
action terminals (or other non-terminals) in a certain
temporal configuration; they may have both tool-
complements and object complements. They involve
interaction with objects beyond one’s own body or
with other agents, for attaining a particular goal/task,
such as grasp_knife, slice_tomato, etc. Searching for
the value of an action phrase’s complement using the



values of a subsequent action phrase complement

to decide when merging stops and a new action

Table 2. Generative action grammar production rules. A,

action terminal; A0, intermediate action structure; A00, maximal
action structure; g, goal; m, modifier; tc, tool complement; oc,
object complement; parentheses, optional presence.

rules

4 A00 !g, A0

3 A0 ! (m), A0

2 A0 ! A0, (oc)
1 A0 ! A, tc
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guides the merging process (i.e. it determines the
boundaries of the complex action, the top node). The
latter implies that we define events as actions in tem-
poral conjunction (sequential or parallel) that share
features (see more details in the following section).

(c) Action grammar rules

Having defined the constituent elements of the action
grammar, we can now present the production rules.
These are presented in table 2.

In table 2, the action grammar production rules
express the fact that no matter how simple or complex
an action is, it has a compulsory goal specifier and
a compulsory tool complement. The presence of
affected object complements is optional and so is the
presence of location modifiers. One will note that in
this grammar, there is no explicit reference to the
agent that performs the action, as in the language
trees for example, where the actor (subject of the
verb) may be denoted explicitly (corresponding noun
phrase) or implicitly (through person agreement).
This is so, because of the body-part tool complements
of the action terminals; an action is inherently per-
formed by an agent and since the terminals of the
grammar incorporate necessarily a (human or
animal) body-part complement, the agent information
does not need to be explicitly present as a separate,
non-tool complement.

Going back to the action tree in figure 1, the tree can
be derived bottom-up, through recursive application of
the grammar rules. Traditionally, parsers apply a gram-
mar for the analysis of a certain structure, i.e. their
input is the whole structure (e.g. sentence) to be ana-
lysed, segmented into tokens (terminals); when more
than one sentence is to be parsed (i.e. a paragraph or
whole text), automatic segmentation of the text into
sentences is also provided in advance. In the language/
symbolic space, the automatic segmentation of a text
into sentences (i.e. structures to be considered separ-
ately for derivation of syntactic trees) and tokens
(terminals) is a straightforward process owing to the dis-
crete nature of the data to be analysed, whereas in the
sensorimotor space, this is not the case1. Segmentation
of a continuous stream of visual and/or motoric action
into ‘sentences’ (i.e. groups of sequential or parallel
actions that combine into an action tree) is a very chal-
lenging task [54]. Tokenization of such ‘action
sentences’ requires a number of sensorimotor proces-
sing technologies to be employed, such as image
segmentation, object recognition and action recog-
nition; these technologies face a number of challenges
and their output cannot be taken for granted when
developing an action parser. On the contrary, a parser
that applies the minimalist grammar of action can actu-
ally use the grammar to guide the segmentation of visual and
motoric action:

— for ‘tokenization’: the parser can provide an
‘attention-guiding’ strategy for selecting those
objects in a scene that are related to the actions as
tools or affected objects (or even locations), while

— for ‘sentence segmentation’, the parser can use the
minimalist action grammar operators and features
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structure starts.

In what follows, we sketch such a dynamic parser,
which applies the rules of the minimalist grammar of
action bottom-up along with related segmentation
criteria in order to derive the parse tree(s) of
non-previously segmented sensorimotor input.

Step 1:
— Find the first action A01 such that its start time is

on/after the start time of the visual/motoric input
Amax, and it has a body-part tool complement.

In other words, get the first body part that is in motion in
the input stream Amax and keep its motoric character-
istics as those pertaining to an action terminal A. This
is a merging of an action terminal A with its effector,
i.e. an entity that has a semantic type feature, the value
of which can be unified with the tool-complement fea-
ture value of A, e.g. A¼ ‘extend’ [tc-body_part:
Variable1] merges with E00¼ ‘hand1’ [þ body part].
This creates the first binary action structure of the
form: A01 ¼ fA, E00g, e.g. A01¼‘extend hand1’. Up to
this point, rule 1 of the action grammar has been applied.

— Search for an entity that could satisfy an object
complement feature of A01, i.e. for an object affected
by the A01 action-tool binary structure (and no other
action), and perform one more merging, creating
the action structure A01b; if no such object
complement is present, then a null object
complement is derived.

This applies rule 2.

— If an object complement is present, get its location
and create the action structure A01c which
comprises A01b and the location as its modifier.

This applies rule 3 of the grammar, only in cases
when an object complement is present. At this stage,
the parser does not proceed to applying rule 4, i.e. attri-
buting a goal to the action structure; instead, it checks
for what follows in order to decide whether to merge
the following actions into a larger action structure.

Step 2:
— For as long as Amax extends in time beyond the end

of the thus far derived structure A01b (i.e. as long as
visual/motoric input is fed to the parser), find an
action A02 that follows (or is parallel in time with)
A01b, such that A01b and A02 share the same tool
complement, or the tool complement of one is



the same with the object complement of the other; if — If the action that follows a thus far derived struc-

Step 3:
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so, relate the two actions through temporal conjunc-
tion and apply the grammar rules from the start.

For example, in the action parse tree in figure 1, the
action ‘enclose hand1’ (i.e. opening/closing hand for
grasping) follows the ‘extend hand1’ action; the fact
that they share the same tool complement (i.e.
hand1) indicates that the two of them together form
a more complex action unit. This is used as a criterion
for continuing the merging of subsequent actions into
the same action tree. Rule 1 is applied for the for-
mation of A02 and rule 2 is applied too for
interpreting all its complement features expanding it
into A02b. So, a further merging takes place between
the ‘enclose hand1’ structure and the object that inter-
prets its object complement feature, the ‘knife’.
Therefore, the A02b action structure derived is ‘enclose
with hand1 the knife’.

Since the merging of the subsequent actions has
been decided, the parser performs another check:

— if A01b had a null object complement, then attribute
a ‘reference’ feature to this null complement and
bind it with the A02b object complement.

This is a binding between the object that the first
action is directed to and the object that is indeed
affected by the subsequent action; in other words,
the direction of the first action of the sequence (e.g.
‘extend hand’) functions as a deictic reference to
something that becomes obvious when the subsequent
action is executed (i.e. the object ‘knife’ in our
example—see reference feature in the parse tree in
figure 1). Such decision regarding the deictic nature
of an action can only be taken once the subsequent
related action is found; i.e. the difference between
‘extending a leg’ and ‘extending a leg towards X’ is
determined by the actions that follow these, such as
‘extending another leg’ (e.g. to stretch one’s body)
and ‘kicking a ball’, respectively.

The rules of the grammar may be applied recursively
as actions combine in time-sharing complements; for
example, the ‘grasp with hand1 knife’ action shown
in figure 1, may be followed by a ‘pin with knife
apple’ action that extends the derived action structure
further, adding one more constituent. This constituent
is not just following the previous one in time, but
its tool complement is shared with the object comp-
lement of the previous one. One can imagine infinite
recursive applications of step 2 of our parser, e.g.
adding one more constituent to our example, such as
‘push with apple the plate’ (an action whose tool comp-
lement is shared with the object complement of the
previous one). Recursion in step 2 is guided through
the correlation of the tool complement of subsequent
actions; so, an action ‘merges’ with its tool (and option-
ally with an affected-object complement) and then
‘merges’ with a subsequent (or parallel) movement if
they have the same tool complement (e.g. extend
hand—grasp with hand X), if the object complement
of the preceding one is the tool complement of the
one that follows (e.g. grasp with hand knife—cut with
knife bread) or vice versa.
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ture does not share a tool or object complement
with the preceding one, a new action substructure
of Amax is created and processed applying the
grammar rules bottom-up.

For example, the action sequence fextend hand1—
enclose with hand1 knifeg may be followed with
fextend hand2g. In this case, no clues exist that this
action forms part of the thus far derived structure
and therefore a new action substructure in Amax is cre-
ated (i.e. a second group of action constituents) and
parsing starts again applying rule 1.

Step 2 is applied until no more actions are available in
the input visual/motoric stream. In this sense, Amax-

comprises an ordered set of action substructures, each
substructure being an ordered set of actions itself.

In order for the parser to make the final decision
regarding the merging of the action substructures,
and thus, the derivation of one or more maximal
action structures, two more steps are undertaken.
These steps are the ones that lead to the application
of rule 4 of the grammar, i.e. the attribution of the
final goal to the maximal action structures.
— For each set Asimple of constituents of Amax, which
comprises only of the merging of an action terminal
and its effector, find the first subsequent action-con-
stituent set Asubsequent whose first element F is not a
simple action and shares the same tool complement
with the Asimple action. Expand Asimple with a trace
that is linked to F and is temporally combined to
Asimple; the object complement of F is also bound
with the null object complement of the Asimple

constituent through a reference feature sharing.

This step is applied in cases such as the one
depicted in figure 2; there are two grasping actions
(grasping a knife and grasping an apple) that take
place in the following order: ‘extend hand1’, ‘extend
hand2’, ‘enclose with hand2 apple’, ‘enclose with
hand1 knife’ and so on. The action ‘enclose with
hand1knife’ has a tool complement that is not shared
with the preceding action, but it is shared with the
first one. This is a case of a discontinuous action struc-
ture, a long-range dependency (see also section on
action characteristics). This step of the action
grammar implementation deals exactly with such
phenomena, applying a transformation, on the derived
action structure that allows a further merging of
discontinuous actions (figure 3).

— For each set Acomplete of constituents of Amax,
find the first subsequent action-constituent set
Asubsequent that comprises of at least one action
structure with a tool complement common with
an object complement of a constituent of Acomplete.
Link the two sets into the same complex action
structure, though discontinuous in time.

This case of step 3 deals with disruption phenom-
ena between more complex structures than the ones
presented earlier (cf. also examples in §4).



Step 4: contact with another. So, the tool of an action is any

A¢¢ (slice apple with knife)

A¢4

A¢1 A¢3

enclose hand1 knife reach with knife apple slice with knife apple

A¢3cA¢3bA¢3aA¢1a

extend hand1 tracei

A¢1b tempConj:sequ

discontinuity

tempConj:sequ tempConj:sequ

[+goal:slice]
Δ

Figure 3. Action parse tree of the structure after applying step 3, i.e. after the move operation has been applied. A03a shares the

same tool complement with A01a (hand1) and its object complement (knife) is referred to by A01a: Therefore, its expected pos-
ition is semantically exactly after A01a in position A01b. However, owing to the disruption by other actions, this position is empty;
the action is in position A03a. Thus, a ‘trace’ of the action is left in position A01b; which is linked with the action in position A03a.
The two structures A01 and A03 are not temporally combined, they are discontinuous; the actions that intervene in between may
or may not be part of the same action structure. This is what step 4 checks.

extend hand1

A¢1

A¢2

A¢2a A¢3a A¢3b

A¢3

A¢3cA¢2b

extend hand2 towards apple

tempConj:sequ tempConj:sequ tempConj:sequ

enclose with hand2 apple enclose with hand1 knife reach with knife apple slice with knife apple

Figure 2. Incomplete parsing of the sequence: ‘extend hand1’, ‘extend hand2’, ‘enclose with hand2 apple’, ‘enclose with hand1

knife’, ‘reach with knife apple’ and ‘slice with knife apple’. After step 2 of the action parser, three stand-alone action structures
are derived rather than one structure comprising all three of them with the final goal of slicing.
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— Conclude with merging subsequent constituents of
Amax, that share one or more object complements.

This last step is needed (i) for deciding whether actions
that intervene (in terms of time sequence) between
linked discontinuous action structures, belong to the
same maximal action structure (figure 4), and (ii) for
unifying action structures that share object comp-
lements at any distance, as usually the case in events
with a loose structure (loose in terms of temporal
sequence of constituents and presence/absence of
some constituents), e.g. rinse tomato, grasp knife, bring
bowl, cut tomato with knife, pour oil into bowl, etc. for
preparing a salad.

— When no more merging can take place, check the
goal feature of each maximal action structure (i.e.
apply rule 4 of the grammar) and exit.

Functions related to finding the tool of an action and
the affected object are needed for the algorithm to
work and are actually vital. As shown earlier, perceptual
(e.g. visual) identification of body parts is a sine qua non
requirement in this process and so is the notion of
spatial intersection. The latter refers to a recursive ‘mer-
ging’ of body parts and objects as one comes into

Phil. Trans. R. Soc. B (2012)
object that is either a moving body part or a moving
object spatially intersected with an effector and in syn-
chrony with the effector. In the suggested algorithm,
body parts and their intersection with other objects
define not only the tools of an action, but also the
affected objects, i.e. objects that are spatially intersected
with a tool but they do not have the same motoric
characteristics (e.g. one is not moving the other is, or
they are both moving though not synchronized).

Note in the earlier-mentioned text that the tool
complements of the action constituents of an action
structure is an ordered set of entities that cannot be
empty (it is defining for any action); a body part is
the simplest tool, while its extension with other arte-
facts through a number of (tool-making) actions may
form an infinitely complex tool.

Constraints on the use of body parts/effectors and
their natural motors synergies should be incorporated
in the algorithm sketched in this section, so that gener-
ation of correct and only correct action structures is
guaranteed. The repertoire of possible motor synergies
in human action should be taken into consideration.
The suggested algorithm can deal with parallel
syntax with slight modifications (e.g. checking not
only for action constituents in a sequence, but in
parallel timings too).



The algorithm can be used beyond human action In the action grammar presented earlier, both types

A¢¢ (slice apple with knife)

A¢4

A¢1

A¢1a A¢1b A¢2a A¢2b

A¢2 A¢3

enclose hand2 apple reach with knife apple slice with knife apple

A¢3a A¢3b A¢3c

extend hand1 extend hand2 enclose hand1 knifetracei

tempConj:sequ

tempConj:sequ tempConj:sequ

tempConj:sequ

tempConj:sequ tempConj:sequ

[+goal:slice]
Δ

Figure 4. The maximal action structure for the sequence: ‘extend hand1, grasp with hand2 apple, grasp with hand1 knife, reach

with knife apple, slice with knife apple’. After linking the discontinuous sub-action constituents in step 3 of the parser, a
decision is taken regarding the action structure A02 that intervenes temporally causing the disruption: in applying step 4 of
the parser, structure A02 is found to share an object complement with constituents of the action structure A03 (i.e. the
apple). This is enough for considering A02 to be a constituent of the more complex action structure A04. Thus, the three inde-
pendent action structures presented in figure 2, which were not combined into a common structure owing to a disruption

phenomenon, are now all linked into a sequence with a common final goal.
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to animal action. For non-biological actions, the
‘tool’ of the action is any natural force exerted on
an object (e.g. a door closing because of the wind);
employing methodologies for identifying such
forces (e.g. the use of language for describing what is
going on in a video) can lead to use of the earlier-
mentioned algorithm for analysing non-biological
actions too.
4. ACTION GRAMMAR: RECURSION, MERGE,

This

This

In
MOVE AND THE NOTION OF TOOL USE
We have used a minimalist framework for defining a
generative grammar of action; however, is such a
type of grammar really necessary? Would not a regular
grammar or a context-free grammar be adequate for a
formal analysis of the structure of action? In other
words, is recursion, merging and move, all necessary
for an action grammar?

Recursion is an important feature of generative
grammars and has been shown to manifest itself in
human language both:

— as tail recursion, a procedure that invokes another
instance of itself as a final step, or in grammar
terms, the embedding of a structure at the end of
a structure of the same type [55], e.g. ‘the man
who knows your sister who works at the
bookshop’. This is a complex noun phrase in
which an anaphoric sentence (‘who works. . .’) is
embedded at the end of another anaphoric
sentence (‘who knows. . .’);

— as nested or true recursion, a procedure that
invokes another instance of itself in mid-
computation and then must resume the original
procedure from where it left off, or in grammar
terms, the embedding of a structure at the centre
of a structure of the same type [55], e.g. ‘the cat
the boy saw left’. This is a sentence in which a sen-
tence of the same type is embedded, interrupting
its structure, and thus, creating a discontinuous
structure with long-distance dependencies.
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of recursion take place and they are both guided by the
tool-use notion:

— tail recursion: this is recursion that takes place at
step 2 of the algorithm presented above; it is the
extension of an action with tool T and object O,
with a following action with tool O on object X,
which may be further extended with another
action with tool X on object Y and so on; e.g.

‘extend hand1—grasp with hand1 knife—cut with knife
bread’, or in language terms:

‘extend hand1, which grasps knife, which cuts bread’.

is a complex action sequence, in which the third

sub-action (‘cut . . .’) is embedded at the end of the
second sub-action (‘grasp. . .’). The role of the tool
used in an action structure is vital in determining the
recursion.

— true recursion: this type of recursion may appear in
action sequences, in cases when one starts doing
something before finishing off with something else;
e.g.

‘extend hand1—extend hand2, grasp with hand2 ball—
grasp with hand1 glass’.

is an action sequence in which the ‘grasp glass’

action is interrupted in its execution by another
action (‘grasp ball’) of the same type; this results in a
discontinuous structure and creates a long-distance
dependency between part of the ‘grasp glass’ action.
Such true recursion may manifest at action structures
of a varying degree of complexity, i.e. at complex
events such as preparing a salad:

‘grasp with hand1 knife—grasp with hand2 cutting
board, press with cutting board cloth—cut with knife

bread’, or in a more complex level:

‘grasp with hand1 knife, pin with knife bread—grasp

with hand2 fork, pin with fork cheese, lick with

tongue cheese—bite with teeth bread’.

this case, the embedding disrupts the sequence

of grasping a knife and actually using it, with an



action structure of the same type. Thinking of every- be found and linking the trace with the constituent in

5. DISCUSSION

Figure 5. Using techniques from machine learning, one can develop new nonlinear filters that—when applied to an image—
produce a new image, where the intensity of a pixel is proportional to the probability that the pixel lies inside the image of a
specific category, e.g. silverware. On the left is the image, and on the right the output of the filter.
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day tasks, such embeddings seem quite frequent; of
course, given that in the motor space some actions
can take place in parallel, such embeddings are not
always found in a neat sequence with the discontinu-
ous elements, but rather part of them overlaps in
time. Considering interaction with other people for
performing a task, the phenomenon becomes even
more frequent; actions of one agent ‘interrupt’ those
of another or, seen from another perspective, one
agent compensates for missing needs for completing
a task before the other agent asks for them (e.g.
brings a cutting board for cutting the bread). It is a
case of true coordination between actors.

Step 3 in the earlier-mentioned algorithm addresses
such discontinuous cases. Again, the notion of tool use
is employed for guiding the combination of discontinu-
ous elements; it is the tool complement of different
actions that binds them together, though discontinuous
in time.

Recursive merging in human language initiates a
search for elements that solve variables in morpho-
syntactic features of words/phrases; this is fundamental
in the suggested action grammar too, because it guides
all derivation. Through this search and merge mechan-
ism, actions combine with tools and affected objects
and with other actions through unification of their
features. Going beyond the merging of actions and cor-
responding tools/objects, merging in the action
grammar takes place between elements of the same
type too; this is what has been called in the minimalist
framework ‘internal merging’ or ‘move’ [47]. Com-
pare with, for example, the ‘extend hand to X’
sub-action in figure 1, in which there is clearly a refer-
ence to an object complement. The actual object
complement forms part of a subsequent action. This
is a probe–goal relation between the object comp-
lement feature of one action and the corresponding
feature of a subsequent one. Feature binding is
common in action (owing to object permanence); how-
ever, the reference mechanism manifests itself only in
those cases that involve directed motion towards
objects, but no contact with them. Furthermore, all
‘disruption’ cases (true recursion) mentioned earlier
are ‘internal merging’ cases too. Step 3 of the parsing
algorithm makes use of the move operation, leaving a
trace at the position the constituent should normally
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its actual position in the action structure.
On the basis of all the earlier-mentioned accounts,

we suggest that the generative grammar of action
must necessarily allow for both tail and true recursion,
and the use of merging and move operators. In such
grammar, tool use plays an important role for the
derivation of action structures.
In employing a generative grammar for describing the
structure of action, one substantiates experimental evi-
dence on the common biological basis of language and
action, and feeds the long-standing debate on language
evolution and what makes human language unique
[12,56,57]. However, why would one need a grammar
of action and what does it mean, if tool use is indeed
the computational structuring principle of action?

As shown already, a grammar of action has been
sought for in both artificial intelligence and cognitive
science; generalization, learning and prediction of
action in both human cognition and computation
depends on identifying a structure of action that
guides action-related processing in both action recog-
nition and action generation. Starting with artificial
intelligence, event recognition and visual scene under-
standing have been the applications most interested in
identifying a perceptual grammar of action for endow-
ing robots and machines with the skills to recognize
and interpret human behaviour. Large-scale video-
processing depends on robust tools that perform
visual object and visual action recognition; according
to the suggested action grammar, recognition of
human body parts ([58]; figures 4 and 5) is the key
to such applications and drives action recognition
and in particular motor primitive recognition. Recog-
nition of the spatial intersection of body parts and
other objects is the next most important tool needed;
this is technology that segments objects robustly
([59]; figures 6–9) going beyond the visual merging
of objects (e.g. the extension of a body part with the
grasped object) and identifying not necessarily the
type of object but instead its role as tool or object of
interaction according to its spatial relation to a body
part or an extended body part. On the basis of these
two technologies, the action grammar can be used



Figure 6. Just like we can learn filters for objects, we can also learn them for body parts, legs, arms, heads, torsos and hands.
On the left is the image; on the right is the output of filters for body parts denoted in different colours.

Cartesian (x,y) to polar (r,q)

the optimal cut separating
inside from outside

Figure 7. By fixating at a part of a scene (selecting a point in the image), we can segment the object containing the fixation

point, in this case a glue bottle from a hands and crafts activity. Images and video courtesy of Johns Hopkins Workshop on
Vision and Language.

pen

glue

paper

Figure 8. By using the filters described in figures 5 and 6, we can process videos of human activity to segments hands, tools and
objects participating in actions. Top row: left: image from a ‘drawing’ activity; middle: segmentation of hands; right: segmenta-

tion of the object in the hand (pen). Bottom row shows results from another activity. Images and video courtesy of Johns
Hopkins Workshop on Vision and Language.
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for parsing actions of any complexity, without ever our action grammar, it is indeed the tool and affected

image of activity scissors and hand filter scissors segmentationhand segmentation

Figure 9. Image of the activity (cutting paper with scissors), scissors and hand filter output, hand segmentation, scissors
segmentation using the technique of figure 5 and the filter output. Images and video courtesy of Johns Hopkins Workshop

on Vision and Language.
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going into full identification of the objects involved
in these actions. All recognition is based on the
pragmatic roles of the objects.

Going to action generation, robotics is interested in
advanced motor control that allows an agent to plan
the execution of an action (global control strategies)
by combining motor primitives into actions that lead
to attaining the final goal. In this task, putting actions
in sequence and coordinating the use of the robot’s
effectors linearly or parallel in time for achieving a
task is usually hard-coded and strictly dependent on
the exact action that is to be executed. The suggested
action grammar can be used as a sophisticated motor
control planner that will generate correct and only cor-
rect sequences of actions depending on objects that the
robot sees in its environment, experimenting with the
different roles (tool or object of interaction) to be
assigned to each object and with the execution of
motor primitives; this is a guided object manipulation
and exploration that can be used as a method by the
robot to learn new behaviours, without necessarily
being able to identify the exact type of objects. The
grammar provides a way to determine the endpoint
of a sequence of actions, without relying on knowledge
of the exact action type.

As shown in the previous sections, the minimalist
grammar of action comprises of features whose impor-
tance in an action grammar is corroborated by
neurobiological evidence and so is the hierarchical
and compositional nature of action structure. Action
structures in our grammar are derived through merging
which is a very basic operation, that of composition,
and so is the move operation (since it is defined as
‘internal merging’). However, what drives the merging
in our action grammar, calls for thorough exploration
through experimentation. In the human action space,
this question is in many ways equal to the question
of what actually drives attention. In the minimalist fra-
mework, it is the features that drive the merging. In
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object complements that drive all merging, with the
former playing a major role in all derivations.

In human cognition, there is a growing literature on
the importance of the notion of tool use [13,60].
However, no experiments have been reported on the
role of this notion for structuring action. If our argu-
ment that ‘tool use’ as the structuring principle of
action has a biological basis (rather than merely a
computational one), one would expect that an inability
in humans to attribute the ‘tool’ role to an object
within an action would be associated with inability
to recognize or produce the hierarchical, recursive
structure of an action.

Closer to the envisaged experiments are ones that
show aphasics having problems in sequencing biological
actions (e.g. to serve a cup of tea), while they have no pro-
blem in sequencing non-biological events (e.g. a bicycle
falling) [14]. In this study, patients were also found to
have severe problems in naming tools and tool use,
while they understood the global meaning of what they
had seen. In a follow up of this work, it has been found
that it is the ordering of transitive and ‘syntactic’ biological
actions in particular that is affected by virtual lesions in
the left Broca’s area 44 [61]. These actions involve
hand–object interaction (i.e. tool–object interaction,
e.g. cutting something, as opposed to non-transitive
ones such as ‘getting up’), and have a compositional
structure; they correspond to the ones that are derived
through recursion in our action grammar.

So is it the attribution of the tool role or the mechan-
ism of recursion that is affected in such cases, or even
both? Tool use and language have been claimed to
share computational mechanisms for processing com-
plex hierarchical structures [60], a capacity that exists
in primates with no language (of the complexity of
human language) and that could have been exapted to
support human grammatical ability [62]. Tool making
in particular has been speculated to have provided to
action representation the capacity of recursion [13].



Through the minimalist grammar of action, we argue 17 Mussa-Ivaldi, F. & Bizzi, E. 2009 Motor learning
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that action structure is recursive and it is tool use that
drives both merging (including move) and recursion.

Work reported in this study is being funded by the
POETICON Project Grant (FP7-ICT-215843), European
Commission, Framework Programme Seven. We thank the
POETICON consortium for our stimulating interaction
and in particular, Prof. Luciano Fadiga for inspiring
discussions on the neuroscience of action.
ENDNOTE

1We refer to tokenization in text, on which parsers normally run; in

speech, the tokenization difficulties owing to the ‘continuous’ nature

of the data processed become more evident.
REFERENCES

1 Lashley, K. 1951 The problem of serial order in behav-

iour. In Cerebral mechanisms in behaviour (ed. L.

Jefress), pp. 112–137. New York, NY: Wiley.
2 Leroi-Gourhan, A. 1964 Le geste et la parole, vols. 2. Paris,

France: Albin Michel.
3 Bauer, P. 1995 Recalling past events: from infancy to

early childhood. Ann. Child Dev. 11, 25–71.

4 Whiten, A., Flynn, E., Brown, K. & Lee, T. 2006 Imitation
of hierarchical action structure by young children. Dev. Sci.
9, 574–582. (doi:10.1111/j.1467-7687.2006.00535.x)

5 Allen, K., Ibara, S., Seymour, A., Cordova, N. &

Botvinick, M. 2010 Abstract structural representations
of goal-directed behavior. Psychol. Sci. J. Am. Psychol.
Soc. 21, 1518–1524. (doi:10.1177/0956797610383434)

6 Fadiga, L., Fogassi, L., Gallese, V. & Rizzolatti, G. 2000
Visuomotor neurons: ambiguity of the discharge or

‘motor’ perception? Int. J. Psychophysiol. 35, 165–177.
(doi:10.1016/S0167-8760(99)00051-3)

7 Fogassi, L., Ferrari, P., Gesierich, B., Rozzi, S., Chersi,
F. & Rizzolatti, G. 2005 Parietal lobe: from action
organization to intention understanding. Science 308,

662–667. (doi:10.1126/science.1106138)
8 Aloimonos, Y., Guerra-Filho, G. & Ogale, A. 2009

The language of action: a new tool for human-centric
interfaces. In Human centric interfaces for ambient intelli-
gence (eds H. Aghajan, J. Augusto & R. Delgado),

pp. 95–131. New York, NY: Academic Press.
9 Aloimonos, Y. 2008 HAL: human activity language.

J. Vision 8. (doi:10.1167/8.6.1050)
10 Guerra-Filho, G. 2007 A sensory-motor linguistic

framework for human activity understanding. PhD
thesis. Department of Computer Science, University of
Maryland, College Park.

11 Chomsky, N. 1995 The minimalist program. Cambridge,
MA: MIT Press.

12 Chomsky, N. 2005 Three factors in language design. Lin-
guist. Inq. 36, 1–22. (doi:10.1162/0024389052993655)

13 Fadiga, L., Craighero, L. & D’Ausilio, A. 2009 Broca’s area
in language, action, and music. Ann. NY Acad. Sci. 1169,
448–458. (doi:10.1111/j.1749-6632.2009.04582.x)

14 Fazio, P., Cantagallo, A., Craighero, L., D’Ausilio, A.,
Roy, A., Pozzo, T., Calzolari, F., Granieri, E. & Fadiga,
L. 2009 Encoding of human action in Broca’s area.
Brain 132, 1980–1988. (doi:10.1093/brain/awp118)

15 Flash, T. & Hochner, B. 2005 Motor primitives in ver-

tebrates and invertebrates. Curr. Opin. Neurobiol. 15,
660–666. (doi:10.1016/j.conb.2005.10.011)

16 Viviani, P. 1986 Do units of motor action really
exist? In Generation and modulation of action patterns
(eds H. Heuer & C. Fromm), pp. 201–216. New York,
NY: Springer-Verlag.

Phil. Trans. R. Soc. B (2012)
through the combination of primitives. Phil. Trans. R.
Soc. B 355, 1755–1769. (doi:10.1098/rstb.2000.0733)

18 Hart, C. & Giszter, S. 2004 Modular premotor drives
and unit bursts as primitives for frog motor behaviours.
J. Neurosci. 24, 5269–5282. (doi:10.1523/JNEUROSCI.
5626-03.2004)

19 Stein, P. 2005 Neuronal control of turtle hind limb

motor rhythms. J. Comput. Physiol. 191, 213–229.
(doi:10.1007/s00359-004-0568-6)

20 Roitman, A., Massaquoi, S., Takahashi, K. & Ebner, T.
2004 Kinematic analysis of manual tracking in monkeys:

characterization of movement intermittencies during a
circular tracking task. J. Neurophysiol. 91, 901–911.
(doi:10.1152/jn.00261.2003)

21 Pasalar, S., Roitman, A. & Ebner, T. 2005 Effects of
speeds and force fields on submovements during circular

manual tracking in humans. Exp. Brain Res. 163,
214–225. (doi:10.1007/s00221-004-2169-6)

22 Fishbach, A., Roy, S., Bastianen, C., Miller, L. & Houk, J.
2005 Kinematic properties of on-line error corrections in
the monkey. Exp. Brain Res. 164, 442–457. (doi:10.1007/

s00221-005-2264-3)
23 Jeannerod, M. 1994 Object oriented action. In Insights

into the reach and grasp movement (eds K. Bennett &
U. Castiello), pp. 3–15. London, UK: Elsevier Science.

24 d’Avella, A., Saltiel, P. & Bizzi, E. 2003 Combinations of

muscle synergies in the construction of a natural motor
behaviour. Nat. Neurosci. 6, 300–308. (doi:10.1038/
nn1010)

25 Tresch, M., Saltiel, P. & Bizzi, E. 1999 The construction

of movement by the spinal cord. Nat. Neurosci. 2,
162–167. (doi:10.1038/5721)

26 Cheung, V., d’Avella, A., Tresch, M. & Bizzi, E. 2005
Central and sensory contributions to the activation and
organization of muscle synergies during natural motor

behaviours. J. Neurosci. 25, 6419–6434. (doi:10.1523/
JNEUROSCI.4904-04.2005)

27 Ting, L. & MacPherson, J. 2005 A limited set of muscle
synergies for force control during a postural task. J. Neuro-
physiol. 93, 609–613. (doi:10.1152/jn.00681.2004)

28 Ivanenko, Y., Cappellini, G., Dominici, N., Poppele, R. &
Lacquaniti, F. 2005 Coordination of locomotion
with voluntary movements in humans. J. Neurosci. 25,
7238–7253. (doi:10.1523/JNEUROSCI.1327-05.2005)

29 Arbib, M. 1992 Schema theory. In The Encyclopedia of
artificial intelligence (ed. S. Shapiro), pp. 1427–1443.
New York, NY: Wiley Interscience.

30 Jeannerod, M., Arbib, M., Rizzolatti, G. & Sakata, H.
1995 Grasping objects. The cortical mechanisms

of visuomotor transformation. Trends Neurosci. 18,
314–320. (doi:10.1016/0166-2236(95)93921-J)

31 Juhola, M. 1995 A syntactic analysis method for eye
movements of vestibule-ocular reflex. Comput. Methods
Programs Biomed. 46, 59–65. (doi:10.1016/0169-2607

(94)01599-B)
32 del Vecchio, D., Murray, R. & Perona, P. 2003

Decomposition of human motion into dynamics-
based primitives with application to drawing tasks.
Automatica 39, 2085–2098. (doi:10.1016/S0005-1098

(03)00250-4)
33 Jenkins, O. & Mataric, M. 2003 Automated derivation of

behavior vocabularies for autonomous humanoid
motion. In Proc. Int. Conf. Autonomous Agents Multi-
Agent Systems, Melbourne, Australia, July, pp. 225–232.

(doi:10.1145/860575.860612)
34 Rohrer, B., Fasoli, S., Krebs, H., Hughes, R., Volpe, B.,

Frontera, W. R., Stein, J. & Hogan, N. 2002 Movement
smoothness changes during stroke recovery. J. Neurosci.
22, 8297–8304.



35 Grinyagin, I., Biryukova, E. & Maier, M. 2005 Kin- 50 Mantovani, G., Bufalari, I., d’Ausilio, A. & Fadiga, L.

The minimalist grammar of action K. Pastra & Y. Aloimonos 117

 on November 29, 2011rstb.royalsocietypublishing.orgDownloaded from 
ematic and dynamic synergies of human precision-grip
movements. J. Neurophysiol. 94, 2284–2294. (doi:10.

1152/jn.01310.2004)
36 Kang, N., Shinohara, M., Zatsiorsky, V. & Latash, M.

2004 Learning multifinger synergies: an uncontrolled
manifold analysis. Exp. Brain Res. 157, 336–350.
(doi:10.1007/s00221-004-1850-0)

37 Jerde, T. & Flanders, M. 2003 Coarticulation in fluent
fingerspelling. J. Neurosci. 23, 2383–2393.

38 Fod, A., Mataric, M. & Jenkins, O. 2002 Automated
derivation of primitives for movement classification.

Auton. Robots 12, 39–54. (doi:10.1023/A:1013254
724861)

39 Kahol, K., Tripathi, P. & Panchanathan, S. 2004 Auto-
mated gesture segmentation from dance sequences.
Proc. IEEE Int. Conf. Autom. Face Gesture Recognit.
883–888. (doi:10.1109/AFGR.2004.1301645)

40 Nakazawa, A., Nakaoka, S., Ikeuchi, K. & Yokoi, K.
2002 Imitating human dance motions through motion
structure analysis. Proc. IEEE/RSJ Int. Conf. Intell.
Robots Syst. 2, 2539–2544. (doi:10.1109/IRDS.2002.

1041652)
41 Wang, T., Shum, H., Xu, Y. & Zheng, N. 2001 Unsuper-

vised analysis of human gestures. Proc. IEEE Pacific Rim
Conf. Multimedia 2195, 174–181.

42 Ogale, A., Karapurkar, A. & Aloimonos, Y. 2007 View

invariant modeling and recognition of human action
using grammar. Lect. Notes Comput. Sci. 4358, 115–126.
(doi:10.1007/978-3-540-70932-9_9)

43 Chomsky, N. 1956 Three models for the description of

language. IRE Trans. Inf. Theory 2, 113–124. (doi:10.
1109/TIT.1956.1056813)

44 Chomsky, N. 1957 Syntactic structures. Berlin, Germany:
Mouton de Gruyter.

45 Chomsky, N. 1965 Aspects of the theory of syntax.
Cambridge, MA: MIT Press.

46 Chomsky, N. 1993 Lectures on government and binding: the
Pisa lectures. Berlin, Germany: Mouton de Gruyter.

47 Lasnik, H. 2002 The minimalist program in syntax.
Trends Cogn. Sci. 6, 432–437. (doi:10.1016/S1364-

6613(02)01977-0)
48 Iriki, A. & Sakura, O. 2008 The neuroscience of primate

intellectual evolution: natural selection and passive and
intentional niche construction. Phil. Trans. R. Soc. B
363, 2229–2241. (doi:10.1098/rstb.2008.2274)

49 Iriki, A., Tanaka, M. & Iwamura, Y. 1996 Coding of
modified body schema during tool use by macaque post-
centralneurones. Neuroreport 14, 2325–2330.
Phil. Trans. R. Soc. B (2012)
2011 The brain representation of objects and tools.
POETICON Project, D3.2b, Athens, Greece.

51 Luria, A. 1973 The working brain. London, UK: Penguin.
52 Cangelosi, A. et al. 2010 Integration of action and

language knowledge: a roadmap for developmental
robotics. IEEE Trans. Auton. Mental Dev. 2, 167–195.
(doi:10.1109/TAMD.2010.2053034)

53 Cattaneo, L., Fabbri-Destro, M., Boria, S., Pieraccini,
C., Monti, A., Cossu, G. & Rizzolatti, G. 2007 Impair-
ment of action chains in autism and its possible role
in intention understanding. Proc. Natl Acad. Sci. USA
104, 17 825–17 830. (doi:10.1073/pnas.0706273104)

54 Li, Y. & Aloimonos, Y. 2009 The action synergies: build-
ing blocks for understanding human behavior. In Proc.
IEEE Int. workshop on social signal processing, Amsterdam,
The Netherlands, pp. 1–7. (doi:10.1109/ACII.2009.

5349506)
55 Pinker, S. & Jackendoff, R. 2005 The faculty of language:

What’s special about it? Cognition 95, 201–236. (doi:10.
1016/j.cognition.2004.08.004)

56 Hauser, M., Chomsky, N. & Fitch, W. 2002 The faculty of

language: What is it, who has it, andhowdid it evolve? Science
298, 1569–1579. (doi:10.1126/science.298.5598.1569)

57 Fitch, W., Hauser, M. & Chomsky, N. 2005 The evolution of
the language faculty: clarifications and implications. Cogni-
tion 97, 179–210. (doi:10.1016/j.cognition.2005.02.005)

58 Summerstay, D. & Aloimonos, Y. 2010 Learning to
recognize objects in images using anisotropic nonpara-
metric kernels. In Proc. 1st Annu. Meet. Biologically
Inspired Cognitive Architectures (BICA) Society (eds A. V.
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The increasing body of research into human and non-human primates’ gestural communication
reflects the interest in a comparative approach to human communication, particularly possible scen-
arios of language evolution. One of the central challenges of this field of research is to identify
appropriate criteria to differentiate a gesture from other non-communicative actions. After an intro-
duction to the criteria currently used to define non-human primates’ gestures and an overview of
ongoing research, we discuss different pathways of how manual actions are transformed into
manual gestures in both phylogeny and ontogeny. Currently, the relationship between actions
and gestures is not only investigated on a behavioural, but also on a neural level. Here, we focus
on recent evidence concerning the differential laterality of manual actions and gestures in apes in
the framework of a functional asymmetry of the brain for both hand use and language.
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1. INTRODUCTION lifetime of one individual. In both cases, however,

Dolphins are one of the most gracile and elegant crea-
tures of the sea. However, before dolphins became
what they are today, they underwent a remarkable
transformation. The terrestrial ancestor of dolphins
was a hippopotamus-like creature that walked on all
fours and lacked the stylized forms, and presumably
the elegant movements, of its marine descendant.
Over the last 50 million years, dolphins have been
evolving into what they are today. This remarkable
transformation teaches us an important lesson.
Complex structures such as legs and snouts can be
transmuted over time into equally complex and func-
tionally equivalent structures such as fins and
blowholes, respectively.

The relation that exists between gesture and action
is in some ways analogous to the relation that exists
between fins and legs or between noses and blowholes.
A central thesis of this contribution is that many of the
gestures displayed by apes began their existence as
actions devoid of a communicative function, but over
time they became co-opted and transformed into com-
municative devices that accomplished similar
functions [1]. Moreover, just like fins and legs, this
change took place over evolutionary time, but in the
case of gestures, it can also take place during the
r for correspondence (katja.liebal@fu-berlin.de).
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one can find clues that inform us about their origin.
Comparing the communicative repertoires of monkeys
and apes with those of humans can play a crucial role
in the quest for the roots of human language, and more
specifically in the role that gestures might have played
in the evolution of language.

The focus of this paper is twofold. First, we will
explore the question of how actions are transformed
into gestures both from a phylogenetic and an onto-
genetic perspective. To this end, we will present the
latest advances in ape gestural communication, includ-
ing some of the controversies in the field. We will begin
by defining gestures, briefly presenting some of the
features of the apes’ gestural repertoires and discussing
three ways in which individuals can acquire gestures.
Second, having established the connection between
actions and gestures, we will turn our attention to
the role that gestures may have played in language
evolution. First, we will note the increasing interest
in gestural communication of our closest living pri-
mate relatives in the framework of the proposed close
link between action and language in humans. Then
we will link recent data on ape laterality in gestural
use with language hemispheric specialization.
2. GESTURE ORIGINS (OUT OF ACTIONS)

(a) Defining a gesture

Human gestures are usually very broadly referred to as
the ‘manner of carrying the body’ and ‘movements of
the body or limbs as an expression of feeling’ ([2],
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p. 476). According to Kendon [3], a gesture is a form gestures the subtle touches and presses that dancers

(b) Gestures of non-human primates
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of non-verbal communication in which visible bodily
actions communicate particular messages, either in
place of speech or together and in parallel with
spoken words. Before children start to speak, they
use a variety of gestures to communicate with their
carers, such as showing objects and pointing to
objects, events or persons in their environment [4–
7]. Even when they acquire their first words, gestures
are not simply replaced but are incorporated in their
verbal communication [8,9].

In adults, a substantial body of research addresses the
kinds of manual gestures produced by humans while
speaking [3,10–12]. If spoken language is not possible,
then manual gestures can convey very specific and
complex information, even replacing spoken language,
thus becoming a form of a highly conventionalized
sign system [13,14]. Thus, in humans, gestures can
vary in their degree of conventionalization and therefore
the degree to which they are linked to or even replace
spoken language ([15], pp. 37–40). Therefore, research
into human gestures is a highly diverse field, since it
covers very different kinds of gestural communication,
such as speech-accompanying gestures, gestures of pre-
linguistic children or even gestures co-occurring with
sign language. The question arising here is whether
non-human primate species, which are clearly lacking
spoken language but with bodies and particularly fore-
limbs sharing many characteristics with human beings,
use gestures to communicate with conspecifics. To
tackle this question and to enable any comparison with
humans at all, we need to focus on human gestures not
used in combination with language (either spoken or
signed) and thus on the gestural communication of pre-
linguistic children. By adopting the corresponding cri-
teria, a gesture is defined as a behaviour that unlike an
action is motorically ineffective. It requires the active par-
ticipation of a partner to fulfil its purpose, it is produced
in the presence of an audience and is tailored to the atten-
tional state of the audience. Furthermore, it involves gaze
alternation or visual checking between social partners
and distant objects or events, is characterized by the sen-
der’s waiting for the recipient’s response and displays
persistence and elaboration of communicative behaviour
when communicative attempts fail [16–19].

As our previous introduction to the term gesture
pointed out, gestures are not restricted to the use of
hands, but often include movements of limbs and
also head and body movements, as well as postures.
Some scholars even include facial expressions as ges-
tures [20,21]. However, here we only focus on
manual gestures in non-human primates, that is, ges-
tures produced with the whole arm or hands. We
also mainly discuss studies of gestural communication
in great apes; this is not to neglect gibbons and mon-
keys, but so far there is still little evidence of hand
use for the purpose of communication in non-great
ape species ([22], but see [23–25]).

One of the biggest challenges in gestural research
lies in determining when an instrumental action has
crossed the threshold and becomes a gesture. Some
gestures are easy to distinguish from instrumental
actions, but there are others that are much more diffi-
cult to differentiate. For instance, we would include as
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use to inform their partner about their impending
actions or to direct them in a certain way. In contrast,
we would not consider as gestures holding an infant
when she is beginning to walk because here the main
function would be to help the infant to maintain her
equilibrium.

The problem of deciding between gestures and
actions is further compounded when multiple species
are considered. Although the potential for confusing
actions and gestures represents a potential analytic
weakness, it can become a strength since it tells us
something about the origin of gestures. In particular,
it suggests that at least some gestures may have
begun their existence as actions before they were
transformed into a communicative function.

From a more practical point of view, one approach
that we find useful in distinguishing actions from ges-
tures is to consider how many of the criteria outlined
above are met. Thus, faced with a potential candidate
as a gesture, we must ask whether (i) it is motorically
ineffective, (ii) there is response waiting, (iii) gaze
alternation, and (iv) persistence. The more criteria
are met, the more sure we can be that a given behaviour
qualifies as a gesture. One cannot be 100 per cent
sure but at least this method can help in reducing our
uncertainty.

In the next two sections, we present a brief overview
of the gestural communication of the great apes (see
[18] for a more detailed treatment) and then discuss
their potential origins.
Unlike research into human gestures mostly restricting
the focus on the visual channel [3], researchers inves-
tigating primate gestures also consider tactile gestures
such as push or throw objects and gestures with an audi-
tory component such as hand clap and chest beat.
Including gestures that transfer information via non-
visual channels captures the richness and subtleties
of non-vocal communication. However, it also raises
potential problems when it comes to distinguishing
gestures from instrumental actions. For instance, a
gesture called reach that consists of extending an arm
in the direction of a conspecific is easier to identify
as gesture than a gesture called touch-side that consists
of touching an individual on her side to make her
move. The reason for this is simple. The lack of phys-
ical contact between the two interacting individuals
automatically makes reach motorically ineffective, one
of the first criteria to identify a gesture as such. After
all, it is conceivable that the touch-side gesture involved
enough force to make the individual move, thus
making this action motorically effective and automati-
cally disqualifying it as a gesture. In sum, researchers
investigating non-human primates have faced a trade-
off between capturing the richness and subtleties of
non-vocal communication in primates at the expense
of making the distinction between gestures and instru-
mental actions less clear-cut than in human research.

In a recent summary of a systematic comparison of
the four great apes, siamangs and Barbary macaques,
Call & Tomasello [18] concluded that those species
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their gestures. They reported between 20 and 35
different gesture types depending on the species,
which meet the above-mentioned criteria of being
motorically ineffective and are accompanied by
response waiting and/or gaze alternation, as well as
persistence in case the recipient did not react. Out of
those reported gestural repertoires, at least 50 per cent
of each species’ repertoire consisted of manual
gestures, with the highest proportion found in gorillas
(73%). (It is important to note that those numbers
refer to the total repertoires found across different
groups of one species, not average proportions.)
For example, tactile gestures, which included some
kind of physical contact with another individual (e.g.
touch, pull or slap), were used by all great apes, siamangs
and Barbary macaques [18]. Auditory gestures often
included the individual’s own body used to produce
that noise, such as hand clap in chimpanzees [26], and
chest beat and body beat in gorillas [27]. Alternatively,
noise can be produced by using objects while perform-
ing gestures such as ground slap, push objects or throw
objects, which are gestures particularly reported for
chimpanzees [26]. On the other hand, examples for
silent gestures not involving physical contact include
gestures like extend arm (reach), arm raise and wave
arm [18]. As opposed to bonobos, siamangs and
Barbary macaques, chimpanzees and orangutans often
incorporated objects in their gestural displays (15% of
the gestures). For example, orangutans offer food to
other individuals by extending one arm with food in
their hand to another individual [28] and chimpanzees
use branches, which they shake vigorously to get the
attention of another group member [26]. The higher
values for gestures involving objects for chimpanzees
and orangutans are interesting in light of their higher
propensity to use tools in the wild than the other
species and may be indicative of a common neural
substrate for tool use and gestural communication.

So far, we have mostly presented the results of our
own research project on gestural communication of
non-human primates that started with the work by
Tomasello et al. [29]. Of course, there are many
more scholars working on the question of which ges-
tures non-human primates use, how they acquire
them and what the underlying socio-cognitive skills
are, both in wild and captive settings. The first pio-
neering field studies report several gestures as parts
of ethograms for orangutans [30], gorillas [31], chim-
panzees [32] and bonobos [33], but also for gibbons
[34,35] and monkeys [36]. Lately, there is an increase
in more systematic, mostly observational studies inves-
tigating gesture use within social groups of great apes
[37,38] and monkeys [22,24,39–41]. This increasing
body of research reflects the interest in the role ges-
tures might have played for the evolution of human
language [42–45], although studies addressing facial
expressions or vocalizations still outnumber studies
concerning gestures [46].

However, the reported gestural repertoires for the
different species vary considerably between studies.
For instance, while Pika et al. [27] described 33 ges-
tures for gorillas, Genty et al. [37] reported more
than 100 gestures for this species. Furthermore, very
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behaviour, complicating comparisons across studies
and species. These discrepancies may be attributed
in part to the sampling effort and the differences in
the detail of the coding schema across studies [47],
but it remains a fact that gestures are, first of all, diffi-
cult to differentiate from actions, and second, although
the majority of gestures are not gradual signals like in
the case of facial expressions, they are difficult to cat-
egorize because of the often different criteria used
across studies to define a gesture. This is closely
related to a third reason, namely that gestures are
often defined based on their function or the context
they are used in (e.g. food offer), resulting in a confla-
tion of form and function rather than referring to
form and meaning as separate variables.

However, although the paucity of data in terms of
the number of species and groups investigated and
also in terms of consistency of definitions used across
studies prevents us from concluding that there are
any systematic differences between species (yet), at
the very least we can say that hands play an important
role in gestural communication among primates.

Considering the function of gestural communi-
cation, monkeys and apes use the majority of their
gestures to request actions like grooming, play or
mating. They use their gestures in a dyadic way and
usually not to communicate about events or objects
outside their dyad, but to request certain actions,
expecting an immediate response [48]. In case the
recipient is not reacting, they will continue to gesture
until they finally receive the appropriate response of
their social partner [49–51]. Apes do take into
account the visual access of others (see [52] for a
review), use visual gestures only if the recipient is
attending [18,53], or use other strategies like moving
into someone’s visual field before starting to gesture
[50,54]. In other words, they take into account the
behaviour of others and adjust their communicative
means accordingly. However, there are inconsistent
results as to to what extent apes are actually able to
alter their gestures if their first gesture was not success-
ful—for chimpanzees and orangutans, it is shown that
most often the same gesture is repeated [50,55], while
gorillas seem to show more flexibility in alternating the
gestures they use to achieve a certain goal [49]. It
should be considered that for interactions with a
human experimenter, both chimpanzees and orangu-
tans were shown to not only substitute, but also
elaborate their gestures depending on the behaviour
of a human in case their goal was not met [19,56].

Another much-debated topic is the question of
pointing in non-human great apes. In captivity, great
apes and also some monkey species point to request
food, tools or particular actions from humans
[57–61]. Pointing in great apes represents a flexible,
intentional behaviour, since the use of this gesture is
adjusted to the attentional state of the human and it
occurs in combination with other signals such as
facial expressions and vocalizations [19,57,62,63].
Pointing is also frequently used by language-trained
apes [60,64,65], where it often resembles the form of
the pointing gesture of Western cultures with the arm
and index finger extended [66].



However, unlike human infants that also point to (c) Gesture origins

(d) Phylogenetic origins

Review. Gesture origins K. Liebal & J. Call 121

 on November 29, 2011rstb.royalsocietypublishing.orgDownloaded from 
show objects, to share attention upon things, or even
inform others [67], non-human primates usually
point to request things or actions in their interactions
with humans. The vast majority of great apes’ pointing
gestures therefore fall within the category of so-called
imperative gestures, which consist of the ape using
the gesture to obtain something that they want from
the human (see [68] for a review). Great apes also
inform a human by pointing to the location of a
hidden tool, but with the aim that the human can
use it to retrieve food for the ape [61]. Unlike
humans, however, non-human primates rarely (if
ever) use pointing or other gestures aimed at sharing
an attitude about the designated referent (expressive
declaratives sensu Tomasello [69], e.g. [70,71]).

Most importantly, pointing for conspecifics and
thus the sharing of information is a rather rare event in
non-human primates [72]. There is one report about
one incidence of pointing in wild bonobos [73], and
some studies with language-trained apes mention the
use of pointing gestures in interactions with other apes
[65]. However, note that the communicative behaviour
of those language-trained apes is largely influenced
by their raising history and thus their close proximity
to the human culture [66,74]. Therefore, pointing for
other conspecifics is extremely rare among wild and
captive, non-enculturated apes. The flexible and inten-
tional use of this gesture has been only systematically
documented for interactions with humans. Gómez
[75] argues that captive non-human primates are
restricted by cages and therefore use humans as tools
to make them do things for them. Interestingly, an
uncaged hand-reared gorilla grabbed the hand of the
human and took him to the desired object or target of
action and therefore preferred contact gestures instead
of pointing [70]. Therefore, it seems unlikely that they
simply learn to point by trial and error, but it is
suggested that they recruit existing cognitive skills into
this referential form of communication [75]. For
monkeys, the situation seems to be different, since
pointing seems to be ritualized from previously reaching
for the food [75].

To summarize, great apes and to some extent also
gibbons and monkeys use a variety of manual ges-
tures to communicate with other group members,
mostly to request immediate actions of their social
partner. Thus, they use their gestures mostly in a
dyadic, imperative way to get others to do something
for them. Interestingly, Bard [76,77] referred to ges-
tural communication as ‘social tool use’, which is also
reflected in the use of pointing gestures in inter-
actions with humans. Unlike humans, non-human
primates do not point for conspecifics and their ges-
tures are often derived from functional actions
rather than created as arbitrary ones for communica-
tive purposes ([15], pp. 37–40; [78]), although there
are single reports about iconic gestures in gorillas and
the use of pantomime in orangutans [79,80]. One
possible explanation for those observed differences
between different groups of great apes may be
based on the different ways in which gestures are
acquired. In the next section, we turn our attention
to this issue.
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Since the focus of this paper is on hand-based gestures,
we begin this section with a brief description of how
hands are used for the purpose of communication by
great apes and monkeys. Hands did not evolve as com-
municative devices in the first place. In fact, the hands of
primates are characterized by an extraordinary degree
of primitiveness [81], since the basic, five-fingered
appearance is shared not only with other mammals,
but even other vertebrates. Still, only in primates
does the hand serve a variety of functions including
locomotion, manipulation and communication [82].
Moreover, each of these functions is represented by a
variety of forms. Thus, locomotion can include things
like walking, climbing, jumping or brachiating. Manipu-
lation can include actions such as touching, holding or
grasping and more complex forms that combine these
basic forms with other more elaborate actions that
enable primates to engage in a range of fine-grained
activities such as grooming and tool use.

From an evolutionary point of view, Napier ([81],
p. 14) noted a ‘. . .trend . . . to emancipate the hands
from weight-bearing to sensitive and delicate multipur-
pose tools’. However, those different functions are
not representative for all primate species but very
much depend on the differentiation of the hand in the
different taxa. While many monkeys and apes have
prehensile hands with nails and in some cases even
independently movable or opposable thumbs, other
primates such as marmosets and tamarins lack those
features. Moreover, the gradual shrinkage of the
hands’ palmar pads in phylogeny correlates with an
increase in prehensility and tactile sensitivity [81].
With the emancipation of forelimbs for manipulatory
purposes, the stage is set for the development of hands
as communicative devices. Indeed, it is not hard to
find potential commonalities between manipulative
activity and communicative displays. For instance,
monkeys and apes touch, push or pull other’s fur
during communication. Apes beg for food by placing a
cupped hand under the chin of a potential food donor
as if to catch food that may fall out. Even in the case
of locomotor activity, we can find connections between
locomotion and communication.

An intriguing and contentious issue refers to the
origin of those communicative displays. One possibility
is that they evolved over evolutionary time solely for
communicative purposes or that they originally evolved
for one function (e.g. locomotion) and were co-opted
and reused for a communicative function. Alternatively,
communicative gestures may have become ritualized
not over evolutionary time but in interactions between
individuals and thus over a much shorter time span,
an individual’s lifetime. Next, we turn our attention
to the possible changes involved in gesture origin
depending on whether changes take place over
evolutionary time (phylogenesis) or an individual’s
lifetime (ontogenesis).
Animal communication can be very complex and highly
ritualized. Perhaps the most famous example is the
bee ‘language’ consisting of different dances to indicate
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the hive [83]. Ritualized communication is not only
found in invertebrates. There are many examples from
vertebrates, including the complex mating display
dance of the stickleback or some lek breeding birds
[84,85]. In some cases, the communicative displays
are composed of a set of discrete actions that follow a
fixed sequence, while in other cases they are constituted
by single units. Such signals are displayed by all
individuals of the species under a set of predetermined
conditions and, critically, they appear even if individuals
had no opportunity to observe or interact with other
individuals to acquire them.

Whereas some communicative displays seem to
have evolved for communicative purposes only, other
displays appear to have been ‘borrowed’ from other
contexts and thus from movements that previously
had no communicative function via a process called
phylogenetic ritualization [86]. For instance, domi-
nance signals such as mounting in monkeys are likely
to have evolved from mating behaviour, while some
courting displays in birds include elements of foraging
behaviour. This principle of derived activities [87] refers
to actions that originally served a different function but
were borrowed and modified to some extent to accom-
plish a communicative function, in some cases even in
a different context from its original one.

If we assume that phylogenetic ritualization is the
main mechanism underlying gestural communication
in non-human primates, then repertoires of each species
should be highly uniform and species-specific gestures
should be used even if individuals never had contact
with another conspecific. Gestures appear fully formed
even when subjects have not had a chance to interact
with other individuals. Ground-slapping and chest-
beating would be examples of these behaviours [88].
However, that they are phylogenetically ritualized does
not mean that they are totally inflexible because, at the
very least, they are deployed in the right circumstances
and the existence of appropriate substrates/elements
determines their appearance. A phylogenetic origin of
gestures would mean that all members of a given species
should inherit their gestural repertoire, as is the case for
vocalizations and, provided with the right conditions, all
members of the species would display them. However, it
is important to consider that some gestures might be
limited to certain developmental stages, resulting in
species-typical gestures that are restricted to particular
age classes.
(e) Ontogenetic origins
An alternative mechanism for the origin of gestures
entails individuals acquiring them during their inter-
actions with conspecifics during their lifetimes rather
than inheriting them as postulated above. One such
process that involves two individuals mutually shaping
each other’s behaviour during the course of repea-
ted interactions is called ontogenetic ritualization
[29,89]. Initially, individuals use functional behaviours
to affect their partner’s behaviour. For instance, when
they want to embrace their partner, initially they
simply pull their partner towards themselves and
when they are within reach, they embrace them.
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pate the individual’s goal and react before the
individual actually has a chance to pull the partner.
Next, the individual (anticipating that their partner
will react appropriately) does not actually pull but
gives an even more abbreviated version of the pull
and their partner reacts. Once this stage is reached,
we can say that the instrumental action of pulling
has become ritualized into a communicative signal.

Ontogenetic ritualization as the main mechanism
of gesture acquisition would result in a high degree
of variability of individual repertoires and particularly
in the occurrence of idiosyncratic gestures, which are
exclusive for single individuals only [27]. Idiosyncratic
gestures, which were found in all great ape species (for
an overview, see [18]), seem to rule out phylogenetic
ritualization and thus a genetic determination of an
individual’s gestural repertoire, since those instances
clearly indicate that new gestures can be acquired
during an individual’s lifetime. Although we still
know very little about how such an individually
learned new gesture spreads across other group mem-
bers, there is some evidence that such a transmission
takes place, as was shown for the grooming handclasp
in a captive group of chimpanzees [90].

Variability between groups is evident in the occur-
rence of group-specific gestures, which are used by
the majority of individuals in one group, but are
absent in another group. Although group-specific ges-
tures are infrequent, they are reported for chimpanzees
[26], gorillas [27,38] and orangutans [28] in captive
settings, but also in wild populations, like the grooming
handclasp of wild chimpanzees [91].

Two basic kinds of gestures have been described
in this context: intention movements and attention-
getters [92]. Intention movements result from the
abbreviations of full-fledged behaviour. For instance,
the gesture arm raise has been hypothesized to orig-
inate from play hitting, initially a functional
behaviour that acquires a value as a signal of impend-
ing actions. Intention movements typically convey a
clear message and are used in a restricted set of
social contexts. Moreover, their meaning and origin
can be deduced based on use in those contexts. The
second kind of gesture is the so-called attention-
getter. It is true that the name attention-getter is not
very fortunate because unlike what its name suggests,
attention-getters are not just designed to capture
attention. In fact, their main function may be to trigger
others into action, not to call their attention. That they
also serve to capture attention may be a by-product.
However, there are inconsistent results in terms of
whether great apes actually use their gestures to attract
the attention of others. In interactions with conspeci-
fics, chimpanzees use either poke at or throw stuff—
both heavily tactile gestures—to attract the attention
of the unattending individual [92]. However, this
seems to account only for those particular gestures,
since further research found that chimpanzees also
use auditory gestures more often towards an attentive
recipient and tactile gestures were used regardless of
the attentional state of the recipient [26,50]. In other
words, tactile and auditory gestures are not used par-
ticularly often if the recipient is not attending.



However, in interactions with humans, orangutans, the presence of idiosyncratic gestures developed
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gorillas and chimpanzees do use attention-getting
behaviours more when they interact with a human
who is facing away compared with situations when the
human is facing them [53,93–95]. The different find-
ings for interactions between conspecifics on the one
hand and interactions with humans on the other hand
might also be explained by the constraints of the
captive setting. When apes encountered a human with
her back turned and they were given a choice between
positioning themselves in front of the human or using
an auditory gesture to call the human’s attention, all
great apes species preferred to walk in front of the
human to gesture [54]. Thus, similar to the use of
pointing gestures, the use of attention-getters might
depend very much on the restraints of captivity.

Compared with intention movements, attention-
getters appear to be less context-dependent as they
appear in multiple contexts for multiple purposes.
Additionally, unlike intention movements, it is not
easy to envisage a history of ontogenetic ritualization
from pre-existing social behaviours as their origin, so
that they are possibly also phylogenetic in origin.

There is a second way in which individuals could
acquire gestures during ontogeny without requiring
ritualization: learning gestures by observation. One
possibility is that the individual would copy the ges-
tures that another individual is directing to her
(second-person imitation). Another possibility is that
the individual could observe two individuals gesturing
to each other and acquires those gestures herself with-
out directly interacting with others (third-person
imitation). Interestingly, gestures learned by obser-
vation walk an opposite path from those that are
ontogenetically ritualized. They are acquired fully
formed, the individual does not transform an existing
behaviour into a streamlined version that becomes
the gesture. The individual copies the streamlined ver-
sion. The resulting outcome would be a high degree of
uniformity within the group, paired with substantial
differences between groups because each group may
have developed their own idiosyncratic gestures and
transmitted them across generations. This is clearly
the case in humans but it is unclear whether that is
also the case in non-human primates.
(f) Phylogenetic versus ontogenetic origins of

3. LANGUAGE ORIGINS (OUT OF ACTIONS)
gestures?

There is currently some debate about what may be the
most likely origin of gestures. We have indicated three
potential origins for gestures. Historically, observational
learning had been proposed as a main mechanism
for gesture acquisition. However, there are very little
data supporting the idea that apes learn gestures,
especially visual gestures, by imitation [26]. Note
that the variability in gestural use within groups is as
large as between groups. This is not what one would
expect based on imitation and cultural transmission
since between-group variability should be higher than
within-group variability as is the case in humans.

Unlike observational learning, ontogenetic rituali-
zation can explain this pattern of results because
the homogeneity within groups would be reduced by
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by some individuals but not others. The reason for
idiosyncrasy stems from the fact that certain dyadic
interactions between individuals are unique, for
instance, mothers and infants may follow different
caregiving routines. In fact, according to Tomasello
et al. [29], the presence of idiosyncratic gestures is a
key indicator of ontogenetic ritualization and evidence
against a phylogenetic origin of gestures.

Genty et al. [37] have recently challenged this idea
and proposed that ape gestures are not ontogenetically
ritualized but appear fully formed in individuals. This
phylogenetic origin of gestures leaves no room for modi-
fication over time. They argue that the differences
between groups and the idiosyncrasy that has been
described are a consequence of the sampling methods
that have been used. In particular, not enough
hours have been observed to be able to obtain the
whole repertoire of gestures. Thus, idiosyncrasy results
from a low sampling effort as opposed to individualized
experiences with other conspecifics. An increase in the
sampling effort showed that all individuals used the
same gestures and virtually eliminated idiosyncratic
gestures from the sample. This result casts some
doubt not only on ontogenetic ritualization but also
on observational learning as acquisition mechanisms
because there were no differences between groups.

However, one limitation of this and many other
studies is that they are not longitudinal and therefore
they cannot detect change either within an individual’s
lifespan or across generations. So, although all individ-
uals use the same gestures, this does not prove that
gestures have not undergone an ontogenetic ritualiza-
tion process. What is needed are long-term studies
actually investigating whether the gestures of great
apes (and monkeys) change over time. Additionally,
studies that have investigated gestural acquisition of
apes in contact with humans have described the rituali-
zation process [96]. One could argue that apes in
contact with humans would be different, but this is
hard to reconcile with the idea that human-reared
apes were requesting the same things (e.g. go to another
location) as the ones living with their biological
mothers. Nevertheless, it is true that the case for onto-
genetic ritualization may have been overstated because
as Genty et al. [37] point out, it is difficult to envisage
a history of ontogenetic ritualization for some gestures
such as chest beating or ground slapping, although it
is also true that ontogenetic ritualization may still be a
viable alternative for other gestures such as gentle
touch or arm raise.

After discussing the origins of gestures in non-human
primates and their close link to actions, we will now
briefly refer to some of the current theories on language
evolution and the role gestures might have played,
before we address the question of laterality in gesture
use in non-human primates.
(a) Gestural origin of human language

The origin of human language is a fiercely debated
question, with some scholars favouring a vocal origin
(e.g. [97]) and others emphasizing gestures as



precursors to human language (e.g. [43]). To our species level [112,113]. So far, there is little evidence
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knowledge, there is no coherent theory currently avail-
able that has attempted to reconcile the two opposing
sets of theories, which usually see themselves as
mutually exclusive [46]. Gestural theories usually
refer to the very flexible use of gestures across different
contexts and the fact that new gestures can be learned
and incorporated into a species repertoire [98]. The
discovery of a mirror-neuron system for grasping in
monkeys [99] has nourished a variety of evolutionary
scenarios focusing on the role of gestures in this
process, since mirror neurons represent the link
between manual, practical actions and communication.
(b) From action to language
Mirror neurons allow macaques to establish a link
between performing an action and being able to recog-
nize it [99]. Interestingly, these neurons are located in a
brain area that is homologous to Broca’s area in the
human brain responsible for processing language.
Mirror neurons therefore might have played an impor-
tant role in the evolution of human language, since
they were already present in our ancestors representing
the neural prerequisite for the development of inter-
individual communication and finally of speech [100].
Next, we will give a brief overview of theories suggesting
a gestural origin, and second, we will turn to the latera-
lization of hand use while gesturing and the evidence
currently available for non-human primates.
(c) Gesture and laterality

4. CONCLUSION
Gestural theories of language evolution often refer to
the link between lateralization of hand use and language
[43]. In humans, the motor systems controlling both
manual and oral movements are usually lateralized to
the left hemisphere [101]. Therefore, the majority of
the human population is right-handed, with the left
hemisphere controlling movements of the right hand.
Furthermore, both language production and compre-
hension are located in distinct areas of the left brain
hemisphere [102]. The close link between language
and manual actions becomes evident in studies showing
that while speaking, humans gesture significantly more
with their right hand compared with their left hand
[103]. This suggests that the functional asymmetry
is not specific for one modality only, and that the
production of speech apparently also activates motor
areas in the left hemisphere, resulting in an increased
use of the right hand [104].

Comparable evidence has been found for non-
human primates since they show a preference for
using their right hand for different manual actions
including gestures while vocalizing [105,106]. These
findings suggest that the lateralization of manual and
oral movements represents a trait shared by both
humans and other primates.

However, results for the preference for one hand
and particularly the right hand are not completely con-
sistent [107,108]. Although a hand preference is found
in many monkey and ape species for different manual
actions such as carrying, tool use and locomotion
[105,109–111], hand preference is often task-specific
and often only evident on an individual, but not
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that gestures used to communicate with conspeci-
fics—and thus not in interactions with humans when
begging for food—are mainly produced with the
right hand. To our knowledge, there is only one
study showing that baboons use their right hand
while they gesture, but not when they perform non-
communicative actions [22]. In interactions with
humans, however, there is clear evidence that chim-
panzees use their right hand preferentially while
gesturing [114–116], and they also used their right
hand significantly more while producing gestures com-
pared with other manual actions. Hopkins et al. [117]
therefore concluded that the left-hemisphere specializ-
ation for language may have evolved initially from
asymmetries in manual gestures in the common ances-
tor of chimpanzees and humans, rather than from
hand use associated with other, non-communicative
motor actions such as tool use and bimanual actions.
The laterality of hand use in chimpanzees is also
reflected in neuroanatomical asymmetries, since chim-
panzees that preferably gesture with their right hand
also have larger inferior frontal gyri in the left hemi-
sphere than those apes that do not show consistent
hand use while gesturing [118].

To summarize, those studies indicate that manual
gestures of at least chimpanzees are lateralized, and
this functional asymmetry is also associated with asym-
metries in the corresponding neural substrate.
Hopkins et al. [117] therefore suggest that the domi-
nance of the left hemisphere for language has evolved
from a gestural communication system already latera-
lized in the left hemisphere in our common ancestor
5–7 Ma.
In our contribution, we wanted to highlight that the
hands of non-human primates, and particularly those
of the great apes, are suitable tools to perform a variety
of gestures of different modalities. They are used to
achieve a range of different social goals and display a
high degree of flexibility as indicated by the possibility
of acquiring new gestures often outside of what would
be the species-specific repertoire. Still, gestures of
non-human primates are different from human ges-
tures in many aspects, since they are mostly used in
a dyadic and imperative way, and they also lack the
high level of abstraction typical for human gestures.
Thus, gestures of non-human primates may emerge
from actions via three potential pathways.

The high degree of variability between individual
repertoires, the occurrence of idiosyncratic gestures
and thus the creation of new gestures support the
idea that ontogenetic ritualization may be involved
in the origin of some gestures. However, other gestures
appear more or less fully formed even in the absence
of conspecifics, thus indicating a strong genetic predis-
position to develop certain gestures. Finally, some
form of social learning might also be implicated
either in the form of facilitating the appearance of
some gestures or perhaps even the acquisition of
novel gestures, although this still needs to be sup-
ported by empirical evidence.
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actions and gestural communication, we turned to the
question of whether gestures of non-human primates
are lateralized as many human manual actions includ-
ing certain gesture types are. There is some evidence
for right-handedness at least in captive chimpanzees,
and, interestingly, they use their right hand even
more while vocalizing, thus suggesting a close link
between the manual and oral movements. This fact
is often used to support a gestural origin of human
language, since the functional asymmetry of hand
use while gesturing is also present in the neural sub-
strate of chimpanzees, suggesting some continuity in
our phylogenetic history. However, one must keep in
mind that the evidence of laterality in chimpanzees
and other non-human primate species at the popu-
lation level is quite mixed. This means that it may be
too early to generalize a right-hand preference for ges-
ture use in our closest relatives.

There is much to be done in the future to trace the
origins of gestures. Longitudinal studies are especially
important as they can throw light on how gestures
actually emerge in both monkeys and apes. Some
research effort devoted to non-great ape species would
be particularly welcome. Otherwise the field runs
the risk of underestimating what aspects of gestural
communication that are common to human and non-
human apes are already present in monkeys. Finally,
there is much work to be done in terms of unifying
concepts and criteria across the various disciplines
that conduct research on gestural communication.

We would like to thank Michael Tomasello, Simone Pika and
Cornelia Mueller for fruitful discussions on this topic, and
Daniel Haun as well as Erica Cartmill and an anonymous
reviewer for their very helpful comments on the manuscript.
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1 Gómez, J. C. 1990 The emergence of intentional

communication as a problem-solving strategy in gorilla.
In ‘Language’ and intelligence in monkeys and apes (eds

S. T. Parker & K. R. Gibson), pp. 333–355.
Cambridge, UK: Cambridge University Press.

2 Simpson, J. A. & Weiner, E. S. C. (eds) 1998 The
Oxford English Dictionary, 2nd edn. Oxford, UK:

Oxford University Press.
3 Kendon, A. 2004 Gesture: visible action. Cambridge,

UK: Cambridge University Press.
4 Liszkowski, U., Carpenter, M., Henning, A., Striano, T.

& Tomasello, M. 2004 Twelve-months-olds point to

share attention and interest. Dev. Sci. 7, 297–307.
(doi:10.1111/j.1467-7687.2004.00349.x)

5 Butterworth, G. & Grover, L. 1988 The origins of refer-
ential communication in human infancy. In Thought
without language (ed. L. Weiskrantz), pp. 5–24. Oxford,

UK: Clarendon Press.
6 Franco, F. & Butterworth, G. 1996 Pointing and social

awareness: declaring and requesting in the second
year. J. Child Lang. 23, 307–336. (doi:10.1017/S0305
000900008813)

7 Carpenter, M., Nagell, K. & Tomasello, M. 1998 Social
cognition, joint attention, and communicative compe-
tence from 9 to 15 months of age. Monogr. Soc. Res.
Child Dev. 63, 176. (doi:10.2307/1166214)

8 Volterra, V., Caselli, M. C., Caprici, O. & Pizzuto, E.
2005 Gesture and the emergence and development

Phil. Trans. R. Soc. B (2012)
M. Tomasello & D. Slobin). Mahwah, NJ: Lawrence
Erlbaum Associates.

9 Capirci, O., Montanari, S. & Volterra, V. 1998 Gestures,
signs, and words in early language development.
New Dir. Child Dev. 79, 45–60.

10 Alibali, M. W., Kita, S. & Young, A. J. 2000 Gesture
and the process of speech production: we think, there-

fore we gesture. Lang. Cogn. Proc. 15, 593–613.
(doi:10.1080/016909600750040571)

11 Goldin-Meadow, S. 2002 Constructing communication
by hand. Cogn. Dev. 17, 1385–1405. (doi:10.1016/

S0885-2014(02)00122-3)
12 McNeill, D. 2000 Language and gesture. Cambridge,

UK: Cambridge University Press.
13 Goldin-Meadow, S. 2003 The resilience of language: what

gesture creation in deaf children can tell us about how all
children learn language. New York, NY: Psychology
Press.

14 Senghas, A., Kita, S. & Özyürek, A. 2004 Children
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The movements we make with our hands both reflect our mental processes and help to shape them.
Our actions and gestures can affect our mental representations of actions and objects. In this paper,
we explore the relationship between action, gesture and thought in both humans and non-human
primates and discuss its role in the evolution of language. Human gesture (specifically represen-
tational gesture) may provide a unique link between action and mental representation. It is
kinaesthetically close to action and is, at the same time, symbolic. Non-human primates use gesture
frequently to communicate, and do so flexibly. However, their gestures mainly resemble incomplete
actions and lack the representational elements that characterize much of human gesture. Differences
in the mirror neuron system provide a potential explanation for non-human primates’ lack of rep-
resentational gestures; the monkey mirror system does not respond to representational gestures,
while the human system does. In humans, gesture grounds mental representation in action, but
there is no evidence for this link in other primates. We argue that gesture played an important
role in the transition to symbolic thought and language in human evolution, following a cognitive
leap that allowed gesture to incorporate representational elements.

Keywords: gesture; mental representation; evolution of language; embodied cognition;
primates; mirror neurons
1. INTRODUCTION non-human primates. We begin by reviewing studies

A growing body of evidence suggests that movements of
the body not only reflect processes of the mind but can
also influence them. We focus here on one particular
type of movement—representational gesture. These
gestures have the potential to provide a link between
action and thought because gesture offers a vehicle not
only for representing information about action, but
also for representing that information outside of the
context of real-world acts. Representational gestures
are hand movements that often resemble the actual
movements involved in acting on objects (e.g. rotating
the hand in the air as though twisting a jar lid). However,
gestures represent rather than replicate actions. Unlike
actions, gestures do not bring about physical change in
the environment (the twisting motion does not actually
open the lid). They can, however, change how we (and
others) think and speak, and may have played a central
role in developing the human ability to think and speak.

In this paper, we review and discuss the relationship
between action, gesture and mental representation
in humans, and assess the comparative evidence
for a link between action, gesture and thought in
r for correspondence (cartmill@uchicago.edu).
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of action’s influence on thought, focusing on evidence
that experience doing actions affects the mental
representations of those actions. We then turn to a dis-
cussion of human gesture. After describing how and
when gesture is used, we address gesture’s relationship
to action. Representational gestures can depict action
in a number of different ways—for example, the hand
can represent the hand of an agent performing an
action on an object, the object itself or the trajectory
of the motion. We end our discussion of human gesture
by exploring gesture’s influence on mental represen-
tation, and conclude that gesture can have a stronger
influence on thought than action itself. In fact, it has a
unique ability to act as a bridge between thought and
action because it is both kinaesthetically close to
action and yet also symbolic.

In the final section, we turn to action representation
and gesture in non-human primates (specifically, mon-
keys and apes). We review evidence that non-human
primates are adept at understanding and performing
actions, but suggest that they are not able to represent
actions symbolically in gesture. We focus on the naturalis-
tic (i.e. not human-taught) gestures of great apes and
compare them with human gestures. Although there are
many differences between human and ape gestures (syn-
chronization with vocalization, systematic patterning,
social motivation to share information), it is the ability
to represent action through gesture that seems to be

This journal is q 2011 The Royal Society



unique to humans and key to the differences in non-vocal co-activation during physical and mental tasks [9].

130 E. A. Cartmill et al. Review. Action, gesture and language

 on November 29, 2011rstb.royalsocietypublishing.orgDownloaded from 
communication. Non-human primates can use gesture
in complex ways, but their gestures are often abbrevia-
ted versions of actions, and are not representational or
‘symbolic’ in the way that many human gestures are.
Moreover, unlike the human mirror neuron system, the
monkey mirror system does not respond to manual
representational gestures, suggesting that the mirror
system may play an important role in distinguishing the
way action and gesture are processed in humans versus
non-human primates. We conclude that gesture does
not serve as a bridge between action and cognition in
non-human primates and that building this bridge may
have been an important step in human evolution.
2. ACTION AND THOUGHT

(b) How does action experience affect action
(a) The relation between action and thought

The mind and the body have historically been studied
as separate entities, leading to the view that cognition
and action are independent domains (see [1,2] for dis-
cussion). Recent theories of human cognition suggest
that the mind is not an isolated system but rather is
integrated into the body’s sensorimotor systems, and
that our representations of objects and events are
linked to our experiences of acting on the world (e.g.
[3–7]). This embodied approach to cognition places
a heavy emphasis on the idea that our mental repre-
sentations of objects, events and many types of
information we encounter arise from (and are linked
to) our physical experiences interacting with the
world. For example, when asked to make preference
judgements between non-sensical letter sequences,
skilled typists preferred pairs of letters that are typed
with different fingers on different hands (letters that
would be physically easier to type if one were to type
them) than letters typed with the same finger.
Novice typists with little previous typing experience
had no such preference [8]. Importantly, neither
group could explain the differences between the
letter pairs, suggesting that the skilled typists’ prefer-
ence was unconsciously based on their previous
motor experience of how easy or hard it was to type
the presented letters. All else being equal, we generally
prefer what is easiest to act on, perceive, read, etc. Our
prior sensorimotor experiences are so tightly linked to
our mental representations that they can influence our
thinking about objects or events even in scenarios far
removed from relevant actions (e.g. [8]).

Despite growing evidence that action influences
thought, the process through which action interacts
with representation is not well understood. Some pro-
pose that neural representations of objects and events
are built upon neural activations that arose during
past experience interacting with objects and events in
the world (e.g. [3]). Under this view of embodied cog-
nition, mental representations of objects and events
reflect, and to some extent rely on, traces of neural
activation (or ‘perceptual symbols’) caused by past
real-world interactions (for a review, see [6]). Others
propose that the physical limitations of brain size
require that areas primarily responsible for one type
of ability be reused for a range of purposes and that
these overlaps are primarily responsible for neural

Phil. Trans. R. Soc. B (2012)
Under this view, concepts of particular objects need
not be grounded in the actions a person has performed
on that object, but rather in the exaptation of one area of
the brain for use in another area. For example, finger
sensitivity and mental arithmetic involve the same area
of the sensorimotor cortex, and disruption of the
shared area leads to both acalculia and finger agnosia
[10]. Under the neural reuse view, this co-activation
might arise because the shared circuit is specialized for
sequencing information or representing arrays, rather
than because mental arithmetic is grounded in counting
on one’s fingers [9]. The neural reuse theory does not
deny that action can influence thought, but the theory
stresses that not all thought is necessarily grounded in
action. The disagreement is one of degree, not of kind.
representation?

The theory of embodied cognition maintains that the
processing or representation of particular actions
relies on prior experience doing those actions. In this
view, action representation grows out of action experi-
ence. The theory predicts that experience with an
action should affect subsequent thought relating to
that action. Research shows that experience perform-
ing an action can influence thought about that action
in at least three different ways. It can affect (i) percep-
tion of the action, (ii) discrimination of the action, and
(iii) comprehension of language related to the action.

Experience performing an action can change how
that action is processed in the brain when it is observed
(i.e. how the action is perceived). Studies using func-
tional magnetic resonance imaging (fMRI) found
that when experts in one dance style were shown a
video of that style, areas of their brains involved in
action observation and production showed greater
activation than when they watched a video of an unfa-
miliar dance [11,12]. By testing male and female ballet
dancers who perform different moves but are familiar
with the moves of their partner, a follow-up study
demonstrated that it was the dancers’ experience of
doing an action, rather than their experience of watching
their partner perform an action, that accounted for the
greater neural activation [13]. These studies suggest
that the neural systems involved in action production
influence the neural systems involved in action
perception; specifically, having previous experience per-
forming an action is correlated with activation of
sensorimotor brain regions when observing that action.
Previous motor experience also influences memories of
items or objects that we have encountered in the past
and the degree to which we like the objects in question
[8,14,15].

The kinetic experience of performing an action can
help people identify that action even if they have not
seen it performed. Casile & Giese [16] blindfolded
participants and taught them to swing their arms as
if walking using an atypical gait pattern (one with a
phase difference of 2708 between the left and right
arms rather than the typical 1808). Participants who
had the kinetic experience of performing the arm
motions corresponding to the atypical gait were more



successful at visually discriminating videos of unfami- convey information on its own. For example, listeners

(a) What do human gestures look like?
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liar gaits that had phase differences similar to the one
they had experienced in training than were partici-
pants who had not received the training. However,
they were not better at discriminating unfamiliar
gaits with other phase differences. These results indi-
cate that specific experience of performing an action
improves the ability to visually recognize that particu-
lar action—even when the person has never seen the
action before.

Previous experience of performing an action can
also affect how language related to the action is under-
stood and processed. Using fMRI, Beilock et al. [17]
measured the comprehension and processing of
language related either to ice-hockey movements or to
everyday actions. Half of the participants had extensive
experience playing ice hockey; the other half had none.
The authors found that both groups showed similar
comprehension and processing of language related to
common actions. However, the group with hockey
experience showed greater comprehension of language
related to hockey moves than the group without
hockey experience. Importantly, the relation between
experience and comprehension was mediated by
neural activation in the dorsal premotor cortex (believed
to be responsible for the selection and planning of well-
learned motor sequences [18,19]). The more hockey
experience individuals had, the greater their level of
activation in this area, and thus the greater their com-
prehension of hockey-related language. This finding
demonstrates that when people hear language related
to actions they have previously performed, brain regions
involved in planning those actions are activated, which
may help them process the language faster and interpret
the meaning more accurately than individuals who
have not had experience performing the actions. The
findings also support previous studies that point to the
importance of the left dorsal premotor cortex in audi-
tory comprehension of language related to familiar
actions [18–22].

Taken together, the studies outlined above provide
support for the embodied cognition framework—
namely that the internal representations used to perceive,
discriminate and comprehend action and action-based
language are associated with the sensorimotor system
used to perform these actions [6]. Greater experience
performing a certain action strengthens the recruitment
of the sensorimotor system in internal representations
of information about this action—even in the absence
of the overt action itself.
3. GESTURE AND THOUGHT

Gesture forms an integrated system with speech
and contributes to the meaning listeners glean from
speech [23–25]. For example, listeners are more likely
to grasp the message conveyed in speech if it is
accompanied by a gesture conveying the same message
as speech than if it is accompanied by no gesture at all.
Conversely, listeners are less likely to grasp the message
conveyed in speech if it is accompanied by a gesture con-
veying a different message than if it is accompanied by
no gesture at all [26,27]. But gesture goes beyond mod-
ulating the listener’s comprehension of speech—it can
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can extract information from gesture even if that infor-
mation is not found anywhere in the accompanying
speech [26,27]. Not surprisingly, since gesture forms
an integrated system with the speech it accompanies,
gestures produced in the context of speech are often dif-
ficult to interpret when presented in an experimental
situation without speech [28].

There is considerable evidence that gesture plays a
role for the speaker as well as for the listener—that it
has cognitive as well as communicative functions.
Speakers gesture when their listeners cannot see their
gestures (e.g. on the phone or when speaking to a
person behind a barrier over an intercom [28,29]).
More strikingly, congenitally blind speakers (who
have never seen anyone move their hands when they
talk) gesture and do so even when addressing blind
listeners [30]. Findings such as these indicate that ges-
turing serves a function not only for listeners, but also
for speakers themselves. Indeed, speakers are more
fluent, producing fewer errors and verbal hesitations,
when they are permitted to gesture than when they
are prevented from gesturing [31,32]. Gesturing
while speaking also frees up working memory: speak-
ers find it easier to remember a list of unrelated
items when they gesture while talking than when
they do not gesture [33–35]. Gesturing also provides
kinaesthetic and visual feedback that can directly aid
problem-solving. People can use gesture to work
through different solutions to a problem and gather
information about the alternatives through the visual
and motor feedback of their own gestures [36].
Gestures take many forms. They can be performed with
the hands, head or other parts of the body, direct atten-
tion towards or away from the speaker and have
culturally shared forms or vary according to the speak-
er’s representations. For example, deictic gestures draw
attention to objects, people or locations in the environ-
ment (e.g. pointing at an object or holding it up for
display). Conventional gestures (or ‘emblems’) use a
standardized form to convey a culturally specific mean-
ing (e.g. an upward movement of the head used to mean
no in Turkey). Representational gestures capture aspects
of an action, object or idea either iconically (e.g.
moving two fists in the air as though beating a drum)
or metaphorically (moving two open hands in the air
as though weighing two sides of an argument). These
representational gestures are generated on the spot
rather than stored in a lexicon (as conventional gestures
are), and convey information about a gesturer’s thought
process or mental representation of an event [25,37].

Representational gestures that depict actions or
objects through an iconic mapping to real-world events
may be performed from either a first- or third-person
perspective. Gestures performed from a first-person per-
spective are referred to as character-viewpoint gestures
[25]. In these gestures, the gesturer assumes the role of
the person performing the action and his hands represent
the character’s hands—for example, swinging a closed
fist as if gripping the handle of a tennis racket as the ges-
turer describes a stroke he made when playing tennis.



Gestures performed from a third-person perspective are the gestures a car mechanic made while talking about
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referred to as observer-viewpoint gestures [25]. In these
gestures, the gesturer does not assume a role in the
action but views it from the outside; his hands then
represent participants and objects in the event—for
example, tracing the path of a tennis ball as he describes
hitting it over a fence.

Not all representational gestures depict aspects of
real-world physical events. Representational gestures
can also be used to represent abstract ideas. When they
do, they are usually described as metaphoric because
they map abstract ideas onto physical actions or features.
The gestures themselves are not metaphoric; they convey
physical features, movement or space. Rather, the meta-
phor is contained in the relation between gesture and
speech, where speech communicates an abstract concept
and gesture adds a physical element to the concept, often
providing a link to an action that grounds the abstract
language in physical experience. For example, a person
might say, ‘we need to think about the future’ and
extend a hand forward, thereby displaying a temporal
metaphor in which the future is ahead of the speaker.
In one common type of metaphoric gesture, the speaker
gestures as if holding a solid object in one or more hands
while talking about an abstract concept or idea. By ges-
turing as if holding onto the idea, the speaker indicates
that she is treating the idea as a physical object, as
though it were a thing that can be given from one
person to another, lost, taken apart, etc. Metaphoric
gestures can also convey abstract relations by emphasiz-
ing parts of the accompanying speech or surrounding
physical environment. In one study of mathematical
problem-solving, children indicated that the two sides
of an equation should receive equal treatment by pro-
ducing the same sweeping motion under each side of
a mathematical equation during their explanations
[38]. Although the children’s gestures did not convey
traditional metaphors, they did highlight an abstract
relation (the notion of equivalence) by gesturing to
each side of the written equation in exactly the same
way. Examples such as these demonstrate how gesture
can ground even abstract ideas in physical actions.
(b) Gesture can represent action
Representational gestures are thought to be a type of
simulated action (e.g. [25,39]). Recently, Hostetter &
Alibali [40] proposed that these gestures result from a
direct extension of mentally simulated action and per-
ception. In their view, gesture arises when activation
spreads from the areas involved in action planning to
those involved in action execution. Character-viewpoint
gestures provide support for the view that gesture
is rooted in action simply because they resemble the
kinematics of actions on objects in the real world.

In character-viewpoint gestures, the actions of the
gesturer’s hands closely mimic the movements she
would make when performing the action in the real
world. This similarity may be used, in certain circum-
stances, to enact familiar action sequences while
reasoning or talking about real-world action. The pro-
prioception of performing familiar movements may
activate detailed mental representations of objects by
simulating acting on the world [41]. Streeck describes
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problems with different cars. Because the mechanic fre-
quently encountered the same types of problems, he had
developed a set of ‘habitualized’ gestures he used when
faced with familiar problems. These gestures had similar
forms every time he used them (such as turning an invis-
ible ignition key or shifting an imaginary car into second
gear) and were closely based on the motor patterns he
used when solving the problems in the real world.
These types of routinized gestures lie somewhere
between iconic representational gestures and conven-
tional gestures because they use the same movement
pattern every time.

Peoples’ gestures tend to reflect their own experience.
For example, Cook & Tanenhaus [42] found that the
gestures people produced when talking about a particu-
lar task (the Tower of Hanoi puzzle) reflected their
kinematic experience solving the problem. The Tower
of Hanoi is a challenging task in which people are pre-
sented with an array of three pegs in a row and are
asked to move a stack of discs of different sizes from
one peg to another in a particular order so that larger
discs are never placed upon smaller ones and only one
disc is moved at a time [43]. Cook & Tanenhaus [42]
had adults solve the task and then asked them to explain
how they had solved it. When people completed the task
on an actual tower before describing how they solved it,
they used many character-viewpoint gestures in their
descriptions: cupping and moving their hands as if hold-
ing and transferring discs up and over the peg. When
people solved the task on a computer, they produced
fewer grasping handshapes during their descriptions
and the trajectory of their gestures was more likely to
reflect the horizontal path that the mouse followed
(i.e. they moved horizontally from peg to peg rather
than moving up and over each peg). Gestures represent-
ing actions on or by objects thus reflect the speaker’s
previous experience with those objects.

Gestures representing the use of objects in actions (as
in tool use) are cognitively complex. They require that
the gesturer represent not only the motion of the
action (say hammering) but also the object involved in
the action (the hammer). To depict the use of an
object, a gesturer must either gesture as if holding an
imaginary object, or use a body part (usually the hand
or finger) to represent the object involved in the action.
Imaginary object gestures are a type of ‘character-
viewpoint’ gesture because the hands are representing
the hands of the agent holding the object. Gestures in
which a body part represents an object are ‘observer-
viewpoint’ gestures because the gesturer does not act
as an agent manipulating an object but instead depicts
only the action of the object. Imaginary object gestures
more closely resemble the actions made when acting
on real-world tool objects (e.g. moving the hand
shaped as though holding a toothbrush back and forth
across the mouth when describing brushing one’s
teeth). However, they require that the gesturer have a
strong mental representation of the tool object involved
in the action because there is no physical placeholder
standing in for the tool. In contrast, gestures in which
a body part represents an object rely on physical substi-
tutes for the object involved in the action (e.g. rubbing
the index finger across one’s teeth during a description



of tooth brushing) and thus might require a less strong or associated with narrative development in speech.

(c) Gesture can influence thought
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detailed mental representation of the tool object than
imaginary object gestures.

Gestures depicting tool use have not been studied in
spontaneous conversation, but there is an extensive
experimental literature on the types of manual represen-
tations people produce when asked to pantomime how
tools are used. Adults pantomime these types of events
as if holding an imaginary tool in their hand most of
the time [44]. But 3- and 4-year-old children frequently
use body parts as stand-ins for the tool object rather than
manipulating an invisible tool [44–46]. For example,
they run their fingers through their hair when asked to
portray a hair-combing act, rather than pretending to
hold a comb and move it over their hair. One possibility
is that the children are not using their hands to represent
action, but are instead merely performing the act
with their fingers (i.e. literally combing their hair with
their fingers). The same phenomenon has been found
in aphasics [47] and schizophrenics [48], individuals
whose symbolic representation systems have been
disrupted.

It is unclear whether pantomimes elicited to portray
tool use are cognitively different from gestures spon-
taneously produced to communicate about tool use.
Some have argued that tool-use pantomimes involve
different neural substrates from those involved in pro-
ducing communicative gestures (see review in [49]), a
distinction supported by the fact that apraxic patients
who have difficulty producing tool-use pantomimes
have fewer (or no) problems producing conventional
gestures or meaningless hand shapes [50,51]. In contrast,
Frey [49], who finds no differences in activation dur-
ing tool-use pantomimes and communicative gestures,
argues that difficulty producing tool-use pantomime
is due to the cognitive demands of representing
absent objects.

Gestures in which hands represent hands (and act
upon imaginary objects) intuitively seem less cognitively
complex than those in which hands represent other
things. However, it is clear from the research on tool-
use pantomimes that manipulating imaginary objects
in gesture is a non-trivial task and involves more than
simply recreating the motor patterns performed during
actions on the real world. Mental representation of
non-present objects is difficult, and people with incom-
plete linguistic representation systems often rely on a
body part to stand in for the absent object. These diffi-
culties highlight the difference between performing a
movement sequence as part of a real-world action and
performing the same sequence as part of a represen-
tational gesture. The kinetic movements may be very
similar, but using movement to represent action adds
an additional level of complexity.

Gesturing from a first-person perspective (as in
imaginary object gesture) may be complex not only
because the gesturer needs to mentally represent an
imaginary object, but also because the gesturer needs
to take the perspective of the agent in the depicted
event. Character-viewpoint gestures as a whole seem
to involve a more sophisticated mental representa-
tion of events than observer-viewpoint gestures
because of the need to take the agent’s perspective
into account. This perspective-taking ability is
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Young children’s ability to produce character-view-
point gestures is associated with better concurrent
narrative skills and predicts improvements in narrative
skill in the future [52].
A great deal of research has shown that the spon-
taneous gestures speakers produce provide a window
onto their thoughts (see [37] for a review). But there
is growing evidence that gesturing can go beyond
reflecting thought and can play a role in changing
thought. In order to demonstrate that gesturing is cau-
sally involved in thinking, we need to manipulate the
gestures that speakers produce.

Broaders et al. [53] asked children to gesture while
explaining their solution to a math problem and sub-
sequently gave them instruction on the problems.
Children who were asked to gesture before the lesson
were more likely to benefit from the subsequent lesson
than children who were not asked to gesture. Many of
the children conveyed strategies in their gestures that
they had not expressed before being asked to gesture.
Being forced to gesture activated previously unex-
pressed concepts. In turn, this expanded repertoire led
the children to profit from subsequent instruction.

Gesturing can convey cognitive benefits to the
speaker even when speakers are told precisely how to
move their hands. Ehrlich et al. [54] gave a mental-
rotation task to two groups of children, each instructed
to gesture in a different way. In the task, children were
shown two unconnected shapes and were asked to
choose from an array of images the shape the two separ-
ated pieces would make if they were moved together.
The unconnected shapes needed to be moved horizon-
tally or vertically or rotated to create the final shapes.
During a mental-rotation lesson, one group was told
to show the experimenter with their hands how they
would move two pieces together. Children in this
group produced both character-viewpoint gestures
(e.g. rotating their hands as if moving the pieces) and
observer-viewpoint gestures (e.g. tracing the trajectory
that the pieces would take). The other group was told
to point to the two pieces. The children who produced
gestures (either character- or observer-viewpoint ges-
tures) representing the movement of the pieces
learned more from the mental-rotation lesson than did
children who produced pointing gestures [54].

As another example, Goldin-Meadow et al. [55]
taught children to gesture in a particular way during a
lesson on mathematical equivalence. The gestures (in
which a pair of numbers was grouped together by pla-
cing a ‘V’ handshape underneath them) conveyed a
novel ‘grouping’ strategy that none of the children had
used before. The children were then given a lesson on
mathematical equivalence and were told to perform
the gestures they had learned. Importantly, the new
grouping strategy was never used by the teacher, in
either gesture or speech. Children who had been told
to gesture using the grouping strategy improved more
from the lesson than children who were not told to ges-
ture. Moreover, the children who improved were very
likely to express the grouping strategy in speech on the



post-test, even though they had never heard it expressed the problem a second time in the switch group

134 E. A. Cartmill et al. Review. Action, gesture and language

 on November 29, 2011rstb.royalsocietypublishing.orgDownloaded from 
in speech during the lesson. Gestures can thus instil new
ideas in learners—creating thought in addition to
reflecting it.
4. GESTURE AS A BRIDGE BETWEEN ACTION

5. ACTION AND GESTURE IN NON-HUMAN
AND THOUGHT
Both action and gesture can affect the mental represen-
tation of actions and objects, but gesture’s ability to
represent action offers a way to ground abstract ideas in
concrete actions. Gestures that represent action are
actions performed within an imagined world. When ges-
tures simulate action on or by objects, the objects
involved in the event must be represented mentally.
Actions, on the other hand, are performed on the phys-
ical environment. The objects they act on are present
and do not need to be represented mentally. Thus,
when we perform actions on objects, we are able to off-
load some properties of the task onto the environment.
However, when we use gesture to represent action on
or by objects, we must rely on mental sensorimotor rep-
resentations of the objects involved. This is particularly
true for gestures in which the gesturer’s hands manip-
ulate imaginary objects. Gestures in which a body part
is used to represent an object involved in an action are
symbolically complicated because they use one thing
(e.g. a hand) to stand for another thing (e.g. a tooth-
brush), but they also allow some cognitive offloading
because the hand serves as a physical placeholder for
the object.

Simulating an action on an imagined object in ges-
ture seems to strengthen the link between the action
and the mental representation of the object, and does
so more than performing the action on the object in
the physical world. Beilock & Goldin-Meadow [56]
asked participants to solve the Tower of Hanoi puzzle
with real discs, and then describe how they solved the
puzzle to another person. The largest disc was on
the bottom of the stack and needed two hands to lift;
the smallest disc was on the top and could be lifted
with one hand. Following their explanation, participants
were divided into two groups and given the task again.
One group solved the task with precisely the same
discs (no-switch); the other group solved the task with
discs whose weights had been reversed (switch)—now
the smallest disc on the top was the heaviest and
needed two hands to lift. Participants in the switch
group who had gestured with one hand when describing
moving the smallest (and lightest) disc found it harder
to execute the task the second time than the first. More-
over, their performance on the reverse weight task was
predicted by the number of one-handed gestures they
made during their explanation of the first task—the
more one-handed gestures they produced, the worse
they did on the task when the weights were reversed
and the smallest disc required two hands to lift. The ges-
tures produced by participants in the no-switch group
had no relation to their performance on the second
task. These findings suggest that people who used
one-handed gestures to represent moving the small
disc represented the disc as light, even though weight
was not a relevant factor in solving the task. Represent-
ing the small disc as light causes problems when solving
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(where the small disc is no longer light), but not in the
no-switch group (where the small disc is still the lightest).
Importantly, when additional participants were given
the same tasks but without the explanation phase
in between, there were no differences between the
no-switch and switch groups—that is, switching the
weight of the discs had an effect on subsequent perform-
ance only when the participants gestured prior to the
performance, and only when those gestures were incom-
patible with the performance. In a follow-up study,
Goldin-Meadow & Beilock [57] found that gesturing
about the task more strongly influenced mental rep-
resentations of the actions involved in the task than
performing the task again (i.e. than acting on the
objects). These studies add weight to the claim that
representing action in gesture embeds embodied infor-
mation into mental representations of action. In fact,
when the effects of gesturing about action and acting
were pitted against one another, gesturing appeared to
have a stronger effect on the mental representation of
the action than performing the action itself had.
PRIMATES
Non-human primates (specifically simians, hereafter
referred to as ‘primates’) are extremely adept at per-
forming manual actions. Although not as dexterous
as humans, primates are nonetheless able to execute
a great number of manual tasks requiring fine motor
control (e.g. extractive foraging, delicate grooming
and tool use). They are also able to extract information
(including how to accomplish certain tasks) from
watching others perform actions. Moreover, some pri-
mate species, great apes in particular, use a wide range
of gestures in communication. Their gestures are used
flexibly and intentionally, and at least some communi-
cate specific meanings (see review in [58]). However,
the gestures that primates produce lack the represen-
tational elements of human gesture. Whereas many
human gestures symbolize actions and objects, ape
gestures primarily indicate the gesturer’s future actions
by performing an abbreviated part of the action that
would, in its full version, fulfil his or her goal.

(a) What do primates know about actions?

Primates are able to recognize particular movements in
themselves and to determine when their movements
are the same as those of others. They can easily learn
to perform new actions. However, they are more
likely to focus on the goal and the primary method
of an action than on the details of specific movements
used to achieve the goal [59]. This observation has led
some (e.g. [60]) to consider primates ‘emulators’ and
human children ‘imitators’, although meta-analysis
across studies shows that primates are capable of
both goal emulation and process imitation (see
[59,61] for discussion). Even though primates tend
to focus on obtaining desirable outcomes rather than
on a specific means for achieving those outcomes,
they are able to detect small details in movement.
For example, some ape species can recognize when
an experimenter is copying their movements exactly



[62] and, like humans, apes that are being copied will or gesture to plan their actions. The more common

(b) Primate gesture
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sometimes try to trick the copying individual into
performing bizarre actions or making a mistake. The
ability to recognize and learn both the kinematics
and goals of actions from others suggests that primates
have a mental representation of what action needs to
be performed on a particular object, and can form or
modify that representation without acting on the
object themselves. There is no evidence, however,
that primates are able to actively manipulate their rep-
resentations and rehearse their actions before they
attempt an action.

When solving unfamiliar tasks, primates are able to
modify their techniques and strategies in response to
information acquired during trial-and-error learning,
but there is little evidence that they reason through
multiple solutions to a problem (so-called ‘mental
rehearsal’) before undertaking any actions ([63]; but
see [64]). It is, of course, impossible to say exactly
what is going on inside the minds of non-human
primates during problem-solving, but they do not
exhibit the external behaviours that are associated
with mental rehearsal in humans, such as gesturing
or practising actions out of their functional contexts.

Early studies with great apes (e.g. [65]) suggested
that primates might, indeed, consider different poss-
ible outcomes when faced with difficult problems,
but there has been no consistent evidence of primates
either gesturing through or acting out different ver-
sions of their actions before they act. Kendon [66]
notes that several chimpanzees tested by Köhler [65]
on problem-solving tasks behaved as though they
were ‘acting out the wished-for state of affairs in a situ-
ation that [they treated] as analogous to the actual one’
([66], p. 210). In the examples Köhler and Kendon
describe, chimpanzees were presented with a challen-
ging task (stacking boxes, uncoiling a rope, lifting a
cage) that they had to perform to gain access to a
food item. Köhler describes several cases in which an
ape, when confronted with a problem, performed
non-functional actions or hand movements that were
not directed towards solving the problem at hand.
These actions or gestures were thought to be an indi-
cation of ‘working through’ the problem before
attempting a solution. In one such case, a chimpanzee
was presented with a room full of boxes and a banana
suspended in the air out of reach. The chimpanzee
moved one box underneath the fruit and then eyed
the distance from the box to the banana. Then he
retrieved a second box, ‘but, instead of placing it on
top of the first, as might seem obvious, began to ges-
ticulate with it in a strange, confused, and apparently
quite inexplicable manner. He put it beside the first,
then in the air diagonally above, and so forth’ ([65],
pp. 46–47). Kendon argues that the aborted actions
are ‘pre-enactments’ of different scenarios, and that
the chimpanzee ‘embarks on a course of action with
the second box, but each time foresees that its out-
come will not suit his purposes, so he cuts off,
changes course and tries again’ ([66], p. 210).

These examples are intriguing, but they were made
as real-time observations during problem-solving tasks
and there have been no comparable observations since
that would allow us to conclude that apes do use action
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view is that apes do not rehearse actions. In fact,
their lack of rehearsal has been used as evidence that
primates are incapable of ‘mental time travel’ (i.e. ima-
gining performing actions in the past or the future
[67]). Primates, like many animals, do perform modi-
fied versions of actions (such as biting, fighting or
courtship) during play interactions [68,69]. However,
while behaviours ‘rehearsed’ during play may help
young primates perfect adult behaviours and learn to
negotiate social situations, they differ from the tar-
geted mental rehearsal involved in thinking through
different versions of an action during action planning.
It is difficult to directly compare reports of gestures in
humans and primates because researchers working in
the two areas define gestures differently and often address
different questions. Researchers studying primates define
gesture as including not only visual movements of the
hand, face and body (visual gestures), but also move-
ments that come into contact with other individuals
(tactile gestures) and movements that produce audible
sounds (audible gestures). Primate researchers are also
more likely to focus on gestures that are directed towards
other individuals and discount similar movements made
when an animal is solitary. These decisions make it par-
ticularly hard to determine whether primates ever use
gesture as a cognitive aid outside of communicative con-
texts. The communicative gestures primates produce
can be directly compared with communicative gestures
produced by humans, although the challenges of deter-
mining when a gesture is intentionally communicative
and what the gesturer aims to communicate are more
difficult when observing primates.

Like humans, primates frequently use facial,
manual or whole-body signals in communication.
But primate gestures differ considerably from human
gestures, particularly when it comes to symbolic rep-
resentation of the world. Many non-vocal primate
signals appear to be involuntary responses to internal
emotional states like fear or excitation [58]. Involun-
tary signals can be effective in communicating the
presence of recurring events or goals (e.g. signalling
the presence of a predator or asking to mate), but
they cannot be employed strategically and almost cer-
tainly do not provide a cognitive aid in the way that
human gesture does. However, some types of primate
gestures are used flexibly in communication. These
gestures, observed predominantly in great apes, are
often referred to as ‘intentional gestures’ [70,71].

All great apes gesture to communicate. A large cross-
species comparative study of great ape gesture found
more similarities than differences in the types and
uses of gesture across species ([71]; see also [72–75]).
Each species had a comparable repertoire size of
20–30 visual and tactile gestures. Subsequent studies
have recorded species repertoires of up to 100 gesture
types (e.g. [76]), but these differences can largely be
attributed to how narrowly each gesture type is defined
in each study [77].

Great apes use gesture in purposeful and socially com-
plex ways. Their choice of when and how to gesture,



particularly their choice of the tactile versus visual [the] systems become’ ([86], p. 292). Thus, systems
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modality (whether they touch or do not touch others),
is sensitive to whether they can be seen by others (e.g.
[71,76,78–80]). This finding is thought to be evidence
that apes take the visual attention of others into account
when choosing how or when to gesture. There is also evi-
dence that apes gesture to achieve particular goals. They
expect responses from others and often wait for a
response if a recipient does not respond immediately
(see results from several species in Call & Tomasello
[71]). Moreover, at least some ape gestures have specific
meanings, and apes often repeat, change or elaborate
their gestures when a recipient responds in an undesired
way [70]. When a recipient fails to respond at all to an
attempted gesture, apes will persist and elaborate their
gestures according to whether or not the recipient can
see them [81]. There is also some evidence that apes
(at least orangutans) tailor their communicative strat-
egies to how successful their initial communicative
attempt was, so that they repeat gestures more often
when communication has been partially successful and
use a wide range of gestures when communication has
failed completely [82].

(c) Comparison to human gesture

Though apes display a sensitivity and flexibility in their
gestures that indicate they can use gesture to communi-
cate intentionally, their gestures are distinctly different
from the gestures used by humans. Human and ape
gestures differ in the degree to which they are combined
in structured ways, whether they can communicate a
wide range of meanings, and whether they represent or
reference real-world events in the same way.

(i) Structure
Apes can combine gestures with one another, and two
apes can produce gestures in response to one another
in a communicative exchange. However, there is no indi-
cation that these sequences of gestures are combined
according to systematic patterns—either to attract atten-
tion before communicating a particular desire, or to
communicate a more complex meaning than is possible
using a single gesture. Apes’ gesture combinations are
typically either repetitions of the same gesture or different
types of gestures with the same meaning [83,84].

Humans rarely combine the spontaneous gestures
that they produce along with speech into gesture
sequences [25]. However, when humans gesture with-
out vocalizing (which is the typical situation for apes,
who rarely produce their gestures along with voca-
lizations), they not only routinely combine different
manual gestures with one another, but they do so follow-
ing a systematic pattern; in other words, they use devices
characteristic of human language. The clearest example
is the sign languages of deaf communities handed down
from generation to generation (e.g. [85]). However,
hearing individuals will also develop complex patterns
of gestures when they interact in circumstances where
speech is either impossible or inappropriate (e.g.
workers exposed to high noise levels or people following
religious conventions prohibiting speech), although
these systems rarely achieve the complexity character-
istic of sign languages. Kendon notes that ‘the more
generalized [the] circumstances are, the more complex
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restricted to a specific type of interaction—say, operat-
ing heavy machinery—do not face pressures to adopt
greater complexity because they are not used frequently
enough, and in enough different scenarios to require
significant modification. When human gesture systems
are used frequently in a variety of situations—as in
the case of the sign languages of the Plains Indians
and Australian Aborigines—they begin to take on the
complexities of spoken language.

Strikingly, humans will combine gestures in language-
like ways even when they have never been exposed to the
structures of a conventional language (spoken or signed).
For example, deaf children whose hearing losses prevent
them from acquiring the spoken language that surrounds
them, and whose hearing parents have not exposed them
to a conventional sign language, invent gestures to com-
municate with the hearing individuals in their worlds.
These gestures exhibit many of the properties found in
human language, including a simple syntax based on ges-
ture order [87–91]. As another example, when hearing
adults with no knowledge of sign language are told to
describe a series of events using only their hands, the
sequences of gestures they produce tend to follow a sys-
tematic order [92,93]. Interestingly, all hearing adults
tested in this way display the same order (subject–
object–verb), an order that is found in half of the
world’s spoken languages, and they do so whether or
not the order is predominant in their spoken language
[94–97].

(ii) Meaning
In contrast to human gestures, ape gestures are almost
universally requests for a particular response from the
recipient. Tomasello & Camaioni [98] used this obser-
vation to draw a sharp contrast between ape and
human gestures, characterizing apes’ gestures as impera-
tive and children’s gestures as declarative. Where humans
(even infants) will gesture to draw attention to an object
or to comment on an aspect of the world, apes gesture
primarily to request others to interact or leave. Most of
the gestures of one ape genus (orangutans) can be cate-
gorized into only six types of requests: affiliate/play,
move away, share food/object, stop action, co-locomote
and take food/object [70]. Other ape species use gesture
to communicate fairly similar meanings (e.g. [76]). So,
whereas human gestures can communicate a potentially
boundless number of meanings, primate gestures appear
to be restricted to initiating, ending and moderating
frequent kinds of social interactions.

(iii) Representation
Another striking difference between ape and human
gesture is the lack of deictic and representational
elements in apes. Humans use deictic gestures to draw
attention to objects in the environment and represen-
tational gestures (i.e. character-viewpoint, observer-
viewpoint and metaphoric gestures) to refer to objects
or events. Great apes almost never use gestures deicti-
cally to draw attention to things in conspecific
interactions, although deictic gestures are sometimes
used by captive apes communicating with humans
([99,100]; for an example of deixis in the wild, see
Pika & Mitani [101]). Most importantly, the gestures



apes use in their natural communication systems, even chosen from a pre-existing repertoire. This tendency
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when produced to communicate with humans, do not
seem to have any of the representational elements
found in human gestures. Many gestures appear to be
an incipient action reduced from a full-blown action
that evoked a particular response from a recipient in
the past; a process called ontogenetic ritualization
[71,98]. For example, a shoving action eventually
becomes the gesture ‘nudge’ or ‘shoo’ as the recipient
learns to predict the gesturer’s behaviour from the
start of the action and responds appropriately.

It seems likely that most ape gestures began as actions
and were co-opted into communicative devices either
during ontogeny (via ritualization) or over evolutionary
time [102]. Indeed, even the few ape gestures that have
been reported to be iconic could have been ritualized
from functional actions rather than representing actions
in the same way that human gesture does. One com-
monly cited ‘iconic’ gesture involves an ape’s gesturing
to indicate the direction it would like another to move
by brushing along the recipient’s body or swinging an
arm in the desired direction (e.g. [103–105]). It is poss-
ible that these gestures indicate the direction of desired
movement through iconic representation of the action.
But they also may be incipient actions or other move-
ments ritualized into gestures from what were once
effective pulling or guiding actions. If the latter is the
case, then the similarity between the movement of the
gesture and the desired action would be incidental
rather than an iconic representation of action.
(d) Could gesture serve as a bridge to thought

6. GESTURE AND MENTAL REPRESENTATION IN
in primates?

It is clear that humans gesture not only to communicate
but also to aid their own cognition. The fact that humans
gesture to themselves (outside of communicative con-
texts or when they cannot be seen) has been taken
as evidence of gesture’s cognitive function. Unlike
humans, naturally reared apes have not been found to
gesture when alone or when they are behind a barrier.
In fact, apes choose not to use manual gestures when
they cannot be seen and instead switch to vocal signals
or auditory gestures (e.g. [79,81]). One methodological
difficulty in making this comparison between apes
and humans is that most studies of ape gesture require
that a manual movement be directed towards another
individual in order for it to be counted as a gesture
[102]—in other words, if an ape were to produce a ges-
ture-like movement in the absence of a partner, it would
not meet one of the criteria for a gesture.

Although we cannot conclude that the gestures apes
use have no effect on their cognition, it seems safe to
say that their gestures do not contribute to building
mental representations the way humans’ gestures can.
There is no evidence that apes use gesture in a truly rep-
resentational way. Their action-like gestures ‘represent’
actions through learned association, not by design.
Many, if not most, of the gestures apes use are ‘species
typical’ and do not differ across individuals or groups
[70,71,76]. Apes can use their gestures flexibly in
response to social and communicative contexts (varying
when and where they gesture and which gestures to use),
but the underlying forms of their gestures are probably
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to use the same gestural forms every time differs sharply
from humans’ use of representational gestures, in which
the exact forms are spontaneously generated during
communication; they are not emblems or lexical
forms—they have no ‘wrong’ forms.

Primates are excellent observersof actions and signals.
They can extract information about the world by learn-
ing relationships between the signals and subsequent
actions of other individuals or between others’ signals
and events in the external environment [106]. They
can understand, interpret and predict actions of others,
even when those actions occur out of view [107]. They
are able to learn complex novel actions through observ-
ing others [108], and this ability to socially learn
manual actions probably contributes to ‘cultural tra-
ditions’ in food processing or manipulation of objects
[109,110]. However, even though primates can process,
learn from and replicate actions, there is no evidence that
they can represent actions using gesture.

When placed in the right environment, apes can
acquire symbolic communication systems, learning
the associations between objects in the world and sym-
bols representing those objects. If apes are taught
human-designed communication systems (such as
modified American Sign Language or computer-
based symbols), their communication resembles, in
some but not all respects, the communication of a
2-year-old child (e.g. [111–114]). Moreover, there is
some indication that when apes are given access to a
symbolic representational system, they can use the
system for more than communication. For example,
one of the most proficient ape signers, Washoe, used
her signs appropriately when she was alone, signing
‘quiet’ when sneaking into a room or signing to her
dolls [115]. However, the vast majority of the com-
munication that language-trained apes produce not
only is directed towards another, but is also used to
get that individual to do something (i.e. to make a
request [116]).

We do not claim that primates are incapable of men-
tally representing actions or objects, but it is clear that
they do not represent actions or objects in their gestures.
Without representational gestures, primates cannot link
action to mental representation in the same way humans
do. It is noteworthy, however, that when primates are
taught a symbolic communication system, they do at
times exhibit behaviours—such as using communi-
cative signals outside of communicative contexts—that
suggest they may be able to use symbols to aid or
complement cognition (see, for example, [117,118]).
Language-trained apes provide an interesting compari-
son to both humans and non-language-trained apes
because they demonstrate the level of abstract cognition
apes can reach when reared in human-like conditions
and highlight the importance of rearing environment
in the development of cognitive and communicative
abilities.
THE EVOLUTION OF LANGUAGE
The gestures primates use in their natural communi-
cation systems have only little in common with the
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paper (deictic, conventional and representational).
However, they do resemble human language more
than primate vocalizations do. Unlike humans, pri-
mates cannot learn new vocalizations (their vocal
repertoires are essentially fixed) and their vocalizations
seem to be elicited by emotional states rather than
employed intentionally to communicate particular
goals [119]. Primates have greater flexibility and con-
trol in manual communication than they do in vocal
communication. They can easily learn new hand
movements, and use gestures flexibly in response to
the visual attention and reactions of others. In fact,
this flexibility in primate gesture is often cited as
support for the theory that human language originated
as a gestural system.

Many have proposed that human linguistic struc-
ture first emerged in gesture and only later spread to
vocalization (e.g. [66,120–123]). The prevalence of
co-speech gesture in human language [25] and find-
ings that gesture precedes and predicts children’s
development of spoken language [124,125] demon-
strate that gesture is an integral part of modern
human language and not something layered on top
of an older verbal system. Representational gesture,
in particular, has been suggested as having provided
a means of communicating complex events before
human ancestors developed the ability to use shared
symbols [121]. Indeed, some argue that represen-
tational gesture (or, rather, pantomime) was a critical
stage in a progression from manual action to spoken
language and propose the mirror neuron system as a
neural foundation for this transition [126].
(a) Mirror neurons

(b) A cognitive leap?
The discovery of mirror neurons provides a possible
device through which primates might identify similarities
between their own movements and the movements
others produce. Mirror neurons are visuomotor neurons
found in area F5 (and other connected areas) of the
primate premotor cortex (roughly analogous to Broca’s
area in humans). They are unusual in that they discharge
both when a primate performs an action directed towards
an object and when it watches another individual
perform that same action [127–129]. These neurons
provide a link between perceived and performed actions
and are one possible mechanism through which observed
action could become simulated action.

The majority of work on primate mirror neurons
has been done on macaque monkeys using single-cell
recording techniques. These studies have found several
different types of mirror neurons distributed in dif-
ferent areas of the brain. Some neurons respond
primarily to the goals of actions (e.g. picking up an
object), whereas others respond to both the goals
and specifics of the movements (e.g. picking up an
object between two fingers) [130]. Primate mirror
neurons are primarily activated by the movements or
goals of grasping, placing or manipulating actions,
and most are specific to one of these actions (i.e.
they are activated by only one type of action [131]).
Importantly, however, most monkey mirror neurons
respond only when these actions are directed towards
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(such as gesture) that simulate goal-directed actions
in the absence of those objects [107]. Monkeys do not
have to see the object to activate the mirror system,
but they do have to ‘believe’ that the object is present.
For example, if a monkey is first shown an object and
the object is then hidden by a screen, the monkey’s
mirror neurons will fire when a grasping hand reaches
for the now-hidden object (although the response will
be smaller than when the object is visible [132]).
If the monkey is shown the grasping hand reaching
towards a screen without having first seen the object
behind the screen, the monkey’s mirror neurons will
not fire [132]. Thus, if a grasping movement is direc-
ted towards an empty space (as it would be during a
representational gesture), primate mirror neurons
will either not fire or produce only a weak signal
[131,133].1 Interestingly, primate mirror neurons
respond to the sounds made by manipulating specific
objects (e.g. ripping a piece of paper [135]) though
neither the action nor the object is visible. This
strengthens the argument that is it the ‘belief ’ that an
object is present, rather than the physical presence of
the object, that activates the mirror system.

Evidence for a mirror neuron system in humans
comes primarily from imaging studies (such as fMRI)
and techniques stimulating areas of the brain during
behavioural tests (such as transcranial magnetic stimu-
lation) [107,130]. The human mirror system appears to
have many of the same properties as the monkey mirror
system. It fires for specific motor patterns as well as the
goals of motor acts [130]. However, the monkey and
human mirror neuron systems differ in at least one criti-
cal respect: the monkey mirror neuron system does not
fire unless an object is present (or the monkey thinks the
object is present); the human mirror neuron system
does. The human mirror system responds to empty-
handed gestures, that is, to movements made in the
air, simulating actions made on an object but without
having the object present (though the brain areas that
respond to representational actions are not entirely
the same as those that respond to object-directed
actions [136,137]; see also Skipper et al. [138], who
find activation of the human mirror system during pro-
cessing of co-speech gestures). This neural response to
simulated action in the absence of objects may provide
the foundation for understanding gestures as represen-
tations of actions on or by objects. The important point
from the point of view of our discussion here is that this
type of neural response is found in humans but not
in monkeys.2
Arbib [139] proposes that the ability afforded by the
mirror neuron system to draw parallels between actions
of the self and others paves the way for complex imita-
tion and provides a foundation for the evolution of
neural mechanisms supporting representation through
pantomime. Pantomime, he argues, was a necessary
precursor to protosign, which when combined with
vocalizations, evolved into protolanguage in the human
lineage. The ability to recognize and imitate the
manual actions of others is undoubtedly necessary for
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but it remains unclear how, when and why human
ancestors began using gesture to represent elements of
the world around them.

In the wild, primates are never exposed to represen-
tational gestures. Though many primate species have
a rich repertoire of facial, manual and bodily signals,
primate gestures lack the representational elements
characteristic of many human gestures. Although
some primate gestures have predictable meanings,
the meanings are not iconically represented (as many
human representational gestures are) nor are they cul-
turally variable (as human conventional gestures are).
Moreover, although primates can learn new gestures,
they do not seem to acquire them through cultural
transmission. The majority of gestures used by par-
ticular primate species do not vary greatly among
captive populations. Idiosyncratic gestures unique to
individual animals are frequently observed, but they
do not spread through populations to become group-
specific gestures as you would expect if gestures were
acquired via cultural transmission (e.g. [73–76]).
For primate gestural systems to have developed over
time to produce anything resembling pantomime or
conventional gestures, primates would have had to
develop the ability to add gestures to their communi-
cative repertoires by observing others. There is no
evidence that primates have this capacity.

Using manual gesture to simulate and represent
actions and objects outside of the context of acting on
real-world objects represents a cognitive leap in hominid
evolution. It is possible that increased demand for accu-
rate tool manufacture and use in human ancestors
drove many cognitive developments, including neural
lateralization, more complex mental representations
and complex manual imitation. These changes could
have altered the nature of the gestural communication
system, allowing human ancestors to acquire new
gestures through imitation and link them to repre-
sentations of actions. It seems likely, however, that
sweeping social changes would also have been necessary
for human language to develop. Studies in which
apes are taught human communication systems have
demonstrated that apes can learn new gestures or
symbols and use them referentially (although not
combinatorially), but even when acquiring symbolic
communication, apes do not develop the social and rep-
resentational milestones, such as theory of mind and
pretend play, that accompany language development
in young children.

The extent to which rearing environment, linguistic
development and cognitive development interact with
one another is a topic of great interest in human
research and is not at all understood in primates
[58]. A handful of studies have shown that apes
raised in a human-like environment exhibit cognitive
skills that apes reared in their natural social groups
do not exhibit [140,141]. However, it is not clear
which aspects of the rearing environment are most
influential and whether the cognitive abilities of
human-reared apes are truly different from those of
naturally reared apes; apes could differ from humans
in their external behaviours because they differ in
their motivation to participate in certain types of
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apes in human environments. Given that juvenile pri-
mates (especially humans) have an extremely long
period of maturation and dependence [142], there is
great potential for interaction between the rearing
environment and neural, cognitive and communicative
development.

We know that the role gesture plays in human
language development is complicated. Gesture both
responds to and influences linguistic and environmental
variables. Parents’ gesturing predicts children’s gestur-
ing, which, in turn, precedes and predicts child speech
[143]. Children’s gesturing also alters the environment
for the child by facilitating interaction with parents
and thus enriching the child’s linguistic input [144].
Comparative developmental research is necessary to
investigate and tease apart the respective contributions
of environment, action, gesture and cognition to non-
human primate communication systems. That said, rep-
resentational gesture (and the cognitive advantages it
brings) appears to be a uniquely human ability. It is
unclear, however, which pieces of the puzzle are missing
in extant primates. We do not know whether primates
lack a neural substrate enabling complex mental rehear-
sal, the cognitive ability to connect gesture to mental
representation or the social motivation to create a rear-
ing environment that would foster the development
of these abilities. We hope that future studies on pri-
mates will investigate the relationships among action,
gesture and cognition during development. Such
studies will not only help us understand how these vari-
ables influence one another in primates, but also shed
light on the relationship among action, gesture and
representation in human evolutionary history.
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Hypotheses about the emergence of human cognitive abilities postulate strong evolutionary links
between language and praxis, including the possibility that language was originally gestural. The
present review considers functional and neuroanatomical links between language and praxis in
brain-damaged patients with aphasia and/or apraxia. The neural systems supporting these functions
are predominantly located in the left hemisphere. There are many parallels between action and
language for recognition, imitation and gestural communication suggesting that they rely partially
on large, common networks, differentially recruited depending on the nature of the task. However,
this relationship is not unequivocal and the production and understanding of gestural communi-
cation are dependent on the context in apraxic patients and remains to be clarified in aphasic
patients. The phonological, semantic and syntactic levels of language seem to share some
common cognitive resources with the praxic system. In conclusion, neuropsychological observations
do not allow support or rejection of the hypothesis that gestural communication may have con-
stituted an evolutionary link between tool use and language. Rather they suggest that the
complexity of human behaviour is based on large interconnected networks and on the evolution
of specific properties within strategic areas of the left cerebral hemisphere.

Keywords: action; language; brain damage; gesture; pantomime; tool use
1. INTRODUCTION hand for fine motor skills [1]. These converging cer-

Language and complex actions or praxis, including
tool use, are cognitive functions that, although present
to some degree in many animal species, are uniquely
developed in humans. In addition to being distinctive
human traits, these two behaviours are mainly con-
trolled by the left cerebral hemisphere in the vast
majority of individuals, as demonstrated by neuro-
psychological observations. This lateralization is
reminiscent of the very strong population-level bias
for dextrality in the human species, whereby approxi-
mately 90 per cent of individuals favour their right
r for correspondence (agnes.roby-brami@parisdescartes.fr).
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tive perspectives on primate tool use, gesture, and the

n of human language’.

144
ebral asymmetries have led researchers to consider
the left hemisphere as dominant for language as well
as for motor functions [2], and have triggered interest
in the potential evolutionary and functional links
between manual preference, tool use and language.

The origin of the left hemisphere specialization for
language and praxis, including tool use, and its relation
to manual preference, is still disputed. For example,
some argue that dextrality might have emerged first
[3], while others propose that it appeared under selec-
tive pressure for common handedness as an advantage
for learning tool use through imitation [4]. Other
authors suggest that human dextrality is simply a mere
consequence of the ancient left lateralization of the cer-
ebral control of vocalization, as seen in many species
from birds to mammals. According to this hypothesis,
the progressive incorporation of vocalization into an

This journal is q 2011 The Royal Society



originally gestural language would have led to a left spontaneously grasp familiar tools [24]. Importantly,
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hemispheric specialization for language and motor
control [5].

Regardless of its relationship with manual preference,
the study of the link between language and tool use is
highly relevant to the understanding of the development
of these two unique human abilities and the origins of
our species. According to archaeological records, tool
use emerged about 2.5 Ma, starting with simple beha-
viours such as modifying rocks for pounding [6] and
then progressing towards the construction of more and
more refined and complex compound tools through
cumulative evolution [7]. In parallel, language is
thought to have emerged owing to the social interactions
required by the development of human technology, in
particular by learning tool-related behaviours through
imitation [8]. An increasingly hierarchical organization
of language would then have appeared thanks to a
pre-existing left hemispheric specialization for hierar-
chically and sequentially ordered behaviours, initially
developed for the manufacture and use of tools [4].
Developmental studies investigating language and
object combination behaviours in young children, as
well as work carried out in primates and apes, suggest
that language and tool use do indeed share some
common functional and neural foundations both phylo-
genetically and ontogenetically during the first years of
development [9].

The cerebral basis of tool use in monkeys as well as in
humans has been extensively investigated over the past
two decades. Iriki et al. [10] first demonstrated that
simple tool use, i.e. using a rake to retrieve food
placed out of reach, is accompanied in macaques by
plastic changes of sensory responses of neurons in the
parietal cortex. This seminal work, together with sub-
sequent studies done in monkeys (e.g. [11]), led Frey
[12] to propose that simple tool-use behaviours, in
which the tool merely constitutes a functional extension
of the limb [13,14], rely on experience-dependent
changes in areas within the dorsal stream of visual
processing [15,16], known to be essentially involved
in sensory-motor transformations for the control of
actions [17]. Recent studies in humans [18] and in mon-
keys [19] support this hypothesis. In contrast with
simple tool use, complex tool use, like most everyday
familiar actions, is a uniquely human skill whereby the
use of a tool ‘converts the movements of the hands
into qualitatively different mechanical actions’ [20].
This ability depends not only on sensory-motor trans-
formations for the control of action, but also on access
to acquired semantic knowledge about the tool and its
common uses [21]. So, complex tool use draws upon
the collaboration between the aforementioned dorsal
stream and the ventral visual pathway [12] thought to
be responsible for object recognition and the building
and storage of semantic knowledge [16]. Accordingly,
data obtained from brain imaging studies of various
complex tool-use tasks in able-bodied subjects show
that these behaviours recruit a large distributed network
within the temporal, parietal and frontal areas, prima-
rily lateralized to the left hemisphere [22,23]. Further
evidence for this integration of semantics into sensory-
motor control of action can be found in the fact that
conceptual knowledge influences the way people

Phil. Trans. R. Soc. B (2012)
this effect can be disrupted in patients with left but
not right side brain damage [25]. Based on these find-
ings, it has been proposed that the unique human
abilities of designing and using complex tools originate
from adaptations of sensory-motor networks and their
integration with cognitive processes pertaining to
semantic knowledge about tools, the agent’s intentions
and contextual information about the task, most of
these being also supported by the left hemisphere [26].

The emergence of language, on the other hand, is
often conceived of as depending critically on the recei-
ver’s ability to decode the sender’s message or
intentions, subserved by some common representations
between the two [27]. The discovery of mirror neurons
in the monkey [28] might have provided the link
between action execution and recognition that is neces-
sary for communication in general. Mirror neurons fire
not only when the monkey executes specific grasping
actions, but also when it perceives the same action
being performed by another individual. These neurons
have been observed in area F5 of the ventral premotor
cortex of macaques as well as in the inferior parietal
lobule, where some of these neurons also show sensi-
tivity to the goal of the action, independently from
the motor details of its execution [29]. These two
brain regions are known to be reciprocally connected,
and are part of the dorsal visual stream subserving the
sensory transformations involved in the control of reach-
ing and grasping actions. Interestingly, in the context of
the emergence of language, the putative human homol-
ogue of area F5 is the caudal part of the inferior frontal
gyrus, which corresponds, on the left side, to Broca’s
area, known for its involvement in many aspects of
language, from phonology to syntax and from produc-
tion to comprehension [30,31]. In addition, evidence
for the existence of a mirror system in humans has
been reported [32], providing a possible neural basis
for action understanding [33]. This human analogue
of the monkey mirror neuron system may in addition
support a variety of complex socio-cognitive phenom-
ena, including language [34], although this view is
challenged by recent work [35,36]. Regarding the evol-
ution of language, and following Liberman’s proposal
mentioned earlier [27], the mirror neuron system
would thus have allowed the mapping of the sender’s
message and intentions onto the receiver’s own rep-
resentations, laying the bases for a primitive gestural
form of language [5,37]. If this is the case, then
Broca’s area as we know it now would have developed
‘atop a mirror neuron system for grasping’ through
increasingly complex stages of gesture recognition and
imitation [38].

Independently from the potential involvement of a
mirror neuron system, the relationship between praxis,
gesture and language has to be further examined on
the basis of recent neuropsychological data [39]. The
lateralization to the left hemisphere seems to be the
key phenomenon for evolution of both language and
complex action systems in humans. Indeed, clinical
observations gathered for more than a century have
demonstrated that a lesion of the left hemisphere may
induce a disruption of language (aphasia) [40] and of
complex action systems (apraxia) [41]. These disorders



are very often associated in brain-damaged patients

This is an acquired disorder: the term excludes devel-

WernickeBroca

Figure 1. Localization of Broca’s and Wernicke’s areas.
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[42]. Classical neuropsychological analyses rely on the
clinical dissociation of the elementary impairments
constituting the aphasic and apraxic syndromes and
their confrontation with post-mortem neuroanatomy
in order to describe brain–behaviour relationships.
This classical approach has led to the elaboration of
cognitive models of language and action. Nowadays,
neuropsychology has largely benefited from progress
in brain imaging, which allows precise investigations
of the neural bases of higher brain functions and the
mechanisms of their dysfunction.

Here, we will first outline the clinical picture and
the first interpretations of aphasia and apraxia. In §3,
we will present the more contemporary theoretical
accounts of these disorders, contrasting the early loca-
lizationist approaches with current views that these
behaviours are supported by widespread, dynamic
neural networks. Then, we will examine the link
between praxis and language by reviewing the effects
of brain lesions on several relevant behaviours such
as action recognition, repetition and imitation, and
gestural communication. We will attempt to compare
these alterations despite the fact that most clinical
studies in the literature focus on either aphasia or
apraxia, and use generally different clinical approaches
and different theoretical backgrounds. Finally, we will
examine the possibility that both action and language
share common cognitive resources.
2. CLINICAL DESCRIPTION AND ORIGINAL

ACCOUNTS OF APHASIA AND APRAXIA
(a) Early interpretations of aphasia and the

concept of brain localization

Language refers to a system of signs (indices, icons, sym-
bols) used to encode and decode information so that the
pairing of a specific sign with an intended meaning is
established through social conventions. Language pre-
sents several aspects: phonological, semantic, syntactic,
prosodic and pragmatic, which can be differentially
impaired after brain lesions [43]. The phonological
level refers to the sounds used in the language. Each
language thus has a different phonology, as certain
sounds will be present in one language but not in another.
Semantics refers to the meaning of language, and syntax
represents the principles and rules for constructing
sentences. The phonological, semantic and syntactic
aspects of language are to a vast extent specific to
humans. Prosody refers to the voice modulation that
accompanies different emotional content or intention,
and is classically attributed to the right hemisphere
[44,45]. Finally, the pragmatic aspect of language refers
to the complex combinations of symbols used to transmit
complex ideas and includes many other cognitive
functions, supported by both hemispheres [46].

Aphasia corresponds to impairment, following a
brain lesion, of phonological, syntactic and/or seman-
tic processing, either in isolation or in association,
and may concern either language production or com-
prehension, or both. These three aspects of language
usually being essentially supported by the left hemi-
sphere in right-handers [47], aphasia follows left
brain damage in the vast majority of patients [48].
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opmental language disorders in children.

(i) The concept of localization
Historically, the topic of aphasia was at the centre of the
debate between localized versus holistic explanations of
psychological functions of the brain. Franz Joseph Gall
was the first to propose separate brain localizations
for different behaviours. Broca [40] presented the first
clinical case in which focal brain damage was associated
with altered language production (figure 1). Later, Carl
Wernicke described the defect of language comprehen-
sion after a lesion of the posterior section of the superior
temporal gyrus. The localization of language functions
was then challenged by the holistic theory, which pos-
ited a single language function performed by the left
hemisphere (review in [49]). Geschwind [50,51] recon-
sidered localization and proposed that the impairments
were the result of disconnection between brain areas
(review in [52]).

(ii) Types of aphasia
Since the work of Broca & Wernicke in the nineteenth
century, the definition and different types of aphasia
[53] have been refined. Broca’s aphasia (also referred
to as non-fluent or agrammatic aphasia) is caused by
damage to anterior regions of the brain, in particular
to Broca’s area, corresponding to the caudal part of
the left inferior frontal gyrus (Brodmann areas 44 and
45). It is characterized by reduced, non-fluent agram-
matical spontaneous speech with relatively spared
comprehension. Fluency impairments include reduced
phrase length, altered melody and articulation, reduced
word flow or agrammatical sentences. Some over-
learned social phrases may paradoxically be preserved
and fluent. Comprehension is usually preserved as
long as simple, semantically non-reversible sentences
are used; however, patients’ performance may drasti-
cally drop when tested with syntactically complex
sentences [54–57]. The severity of Broca’s aphasia
varies greatly. When the vascular damage includes the
anterior insula, the linguistic deficit is accompanied by
a motor deficit (the so-called apraxia of speech) charac-
terized by disrupted articulation and prosody [58–61].
Wernicke’s aphasia (also called fluent aphasia), on the
other hand, is caused by neurological damage to the
posterior part of the superior temporal gyrus (Brodmann
area 22). It is characterized by paragrammatic, fluent
but relativelymeaningless spontaneous speechexpressed
with the appropriate melody or intonation. Spoken
language may be limited to jargon with many neolo-
gisms, paraphasias or non-words. The comprehension
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Figure 2. Topography of left hemisphere lesions leading to the three types of apraxia according to Liepmann [41]. 1: Melokinetic
apraxia; 2: ideokinetic or ideomotor apraxia; 3: ideational apraxia.
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poor: patients are typically not aware of their errors. A
combination of Broca’s and Wernicke’s aphasia may
be observed in the case of large lesions. The major
language impairment observed in those patients is
referred to as global aphasia.

Aphasia can also occur without damage to Broca’s
or Wernicke’s areas. Transcortical aphasias are thus
due to lesions surrounding these areas. The respective
language syndromes are similar to Broca’s or Wernicke’s
aphasia, except that word repetition is preserved.
By contrast, conduction aphasia is characterized by a
predominant impairment of word repetition, as well
as frequent phonemic paraphasias with unsuccessful
attempts at self-correction (‘conduite d’approche’),
naming difficulties with relatively well-preserved audi-
tory comprehension and fluent, grammatically correct
spontaneous speech production. This particular pattern
of deficit, leaving unimpaired the linguistic comprehen-
sion and production, has led Ardila [62] to suggest that
conduction aphasia might not be a linguistic deficit per
se. This conception is not new. Indeed, Luria [63] pro-
posed to interpret conduction aphasia as a segmental
ideomotor apraxia. Along the same line, Benson et al.
[64] reported ideomotor apraxia as a secondary charac-
teristic of conduction aphasia. We will come back to the
specific case of conduction aphasia and its relation to
apraxia shortly. Regardless, while conduction aphasia
has been traditionally viewed as a disconnection between
Broca’s and Wernicke’s areas owing to damage of the
arcuate fasciculus [52], recent brain imaging studies
have underlined the role of the supramarginal gyrus
and neighbouring cortical territories in word repetition
[65,66]. This region of the brain is also regarded as
central in the cerebral organization of praxis.

(b) Apraxia and the localization of higher

motor functions

Apraxia is a disorder of learned, purposive skilled move-
ment that is not explained by deficits of the elemental
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impairment [67]. The symptoms are bilateral although
they are caused by unilateral, predominantly left-sided,
brain lesions. The main symptoms of apraxia are most
obvious during performance of meaningful gestures as
recognized since Liepmann’s original description [41].
The literature on the subject of apraxia distinguishes
two types of meaningful gestures: ‘transitive’ gestures,
which involve a tool or an object (including tool-use pan-
tomimes), and ‘intransitive’ gestures, which, in fact, are
mainly symbolic and communicative (e.g. waving good-
bye). Impairments may vary according to the mode of
elicitation of the action (i.e. executed either on com-
mand or on imitation), and may also affect action
recognition. Specific impairments can be selectively
observed in the case of focal lesions, but they are more
frequently combined. The skilfulness of the patient’s
movements depends on the conditions and context of
their elicitation [68].

(i) Types of apraxia according to Liepmann
Liepmann proposed that performing a gesture is based
on the collaborative interaction of central processes.
From a visuokinaesthetic image of an intended
motor act, a ‘formula’ of movement is derived within
the left posterior cortical areas. During gesture per-
formance, this representation is ‘transcoded’ to
activate the appropriate muscle groups supported by
‘kinaesthesic memories’ of learned movements stored
in the sensorimotor cortex. This step requires the
existence of intact connections between the posterior
cortical areas and the sensorimotor cortex [41].

Liepmann distinguished three types of apraxia
(figure 2). Ideational apraxia corresponds either to a
disturbance in the ‘movement formula’ or to a lack of
access to this representation. It is characterized by
inadequate use of objects or by the wrong arrangement
of the various steps of sequential actions. Ideomotor
apraxia corresponds to a disconnection between the
formula and ‘kinaesthesic memories’ owing to a lesion



within the left posterior parietal lobe. The ‘innervatory mainly on visual processing of perceived gestures, con-
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patterns’ are preserved, but their activation by the
formula is impossible or impaired. It is characterized
by adequate movements, performed in response to a
command or self-generated, but their performance
is degraded. Melokinetic apraxia corresponds to a gene-
ralized clumsiness owing to a lesion of kinaesthetic
‘memories’ stored in the sensorimotor cortex.

(ii) Other neuropsychological models of apraxia
Geschwind [50,51] reconsidered the question of localiz-
ation and confirmed that in right-handed persons, the
left hemisphere is dominant for complex gestures.
However, he focused more on the importance of white
matter lesions, than on stored representation of gestures.
For him, the inability to pantomime the use of an object
upon verbal command is rather the consequence of the
disconnection of frontal premotor areas from Wernicke’s
area owing to a lesion of the left arcuate fasciculus.
Geschwind [50] proposed the same interpretation and
anatomical correlates to account for conduction aphasia,
a syndrome that bears many functional and anatomical
resemblances with ideomotor apraxia.

More recently and in line with Liepmann’s original
proposal, Roy & Square [69] proposed a two-system
action model: a conceptual system, including semantic
knowledge of tools, objects and actions, and a production
system representing the sensorimotor knowledge of
action as well as perceptuo-motor processes that allow
its organization and implementation. The conceptual
system defines the action plan according to the knowl-
edge of objects and tools, the context-independent
knowledge of action and the knowledge of the arrange-
ment of simple actions in a sequence. The production
system includes motor programmes independent of
the effectors, which permit the action to be carried out
according to the context and needs. Praxic disturbances
can thus be interpreted in terms of impairment of the
conceptual system (ideational apraxia) and/or the pro-
duction system of action (ideomotor apraxia). In
ideomotor apraxia, knowledge pertaining to objects
and tools is preserved and patients can therefore
describe and identify actions associated with tools
and appreciate their adequacy, while being unable to
perform them adequately.

Heilman & Rothi (review in [70,71]) proposed a cog-
nitive model inspired by models of the language system,
in order to account for all the dissociations observed in
patients depending on which modality is used to elicit
gestures (verbal command, presentation of objects, imi-
tation, etc.). This model is constituted of several
modules, which process specific information and are
centred on an action semantic system. They propose
that sensory information accesses the system via an
action input lexicon that contains information about
the physical attributes of perceived actions (mainly
visual representations). The semantic action system
then integrates information transferred from the action
input lexicon and is at least partially independent from
other forms of semantic knowledge. The action output
lexicon subsequently includes information pertaining
to the physical attributes of an action to be performed
(mainly kinaesthetic representations). Apart from this
indirect lexical route, a direct, non-lexical route, based
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trols the imitation of meaningless or unfamiliar
gestures, with a possible dissociation between those
routes. Based on the observation that visual recognition
of action and movement can be impaired in some
apraxic patients with posterior lesions, Heilman et al.
[72] proposed that two forms of ideomotor apraxia
exist: one owing to posterior lesions, destroying the
areas containing visuokinaesthetic engrams (and thus
also impairing gesture recognition) and the other
owing to more frontal lesions, potentially disconnecting
motor areas from visuokinaesthetic engrams, therefore
preserving gesture recognition.

De Renzi & Luchelli [73] investigated ideational
apraxia with specific tests: multiple-step tasks, and
tasks requiring the understanding of tool and/or object
properties (tool selection, alternative tool selection,
gesture recognition). They found that the scores for mul-
tiple and single tool-use tasks were correlated with each
other but not with the results of a test assessing ideomo-
tor apraxia. They concluded that ‘ideational apraxia is
an autonomous syndrome, linked to left hemisphere
damage and pertaining to the area of semantic memory
disorders rather than to that of defective motor control’.

An important characteristic of apraxia is the well-
known ‘automatic/voluntary’ dissociation whereby
patients fail to perform adequate gestures on command
while their performance on similar self-initiated actions
in daily life is preserved, showing that the full context of
action is particularly important for the retrieval and
execution of adequate gestures. This dissociation has
been confirmed by experimental methods [74]. This
observation is reminiscent of the relative sparing of
over-learned social phrases described in non-fluent
aphasic patients [53].

Early theories of the cerebral bases of praxis and
language have thus focused on localizing different
aspects of these faculties to specific areas, interpret-
ing apraxic and aphasic disorders in terms of either
damage to one of these areas or disconnection between
them. However, these conceptions have failed to
account for many disorders exhibited by brain-damaged
patients, leading to the emergence of more complex and
integrated conceptions of the brain bases of these
complex cognitive faculties.
CEREBRAL ORGANIZATION OF LANGUAGE
AND PRAXIS
Beyond the neuropsychological approach, more recent
work has attempted to explain the different manifes-
tations of apraxia as dysfunctions of the sensorimotor
systems for action and object manipulation, as recently
identified by electrophysiological studies in monkeys
[75]. In particular, Buxbaum [76] proposed a model of
gesture production aimed at reconciling the classical
neuropsychological interpretations of apraxic disorders
with this more recent neurophysiological framework
(review in [77]). In line with classical neuropsychological
models [41,78], this model assumes the existence of ges-
ture engrams, which are conceived of as memory-stored
sensorimotor (i.e. non-verbal) representations of fam-
iliar gestures, involved in both gesture production and



recognition [72]. These engrams are thought to be imitation and gestural communication, which, as we
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stored in the left inferior parietal lobule [79] at the inter-
face between the ventral and dorsal streams of visual
processing. The evocation of a familiar gesture, for
example by verbal command or presentation of the
associated tool, would thus activate the appropriate ges-
tural engrams via the lexical semantic system, located
primarily in ventral regions. Gesture execution would
then be controlled by a dynamic system constituted of
the parieto-frontal networks of the dorsal stream. In
accordance with this view, patients with damage to the
inferior parietal lobule may be able to normally grasp
objects based solely on their physical properties (i.e.
affordances), while being impaired when asked to
grasp the same objects in order to use them, which
requires integration of conceptual knowledge of tools
and their function [80,81]. More recently, Frey [26] pro-
posed a more dynamic conception of the role of the left
inferior parietal cortex. Rather than storing gesture
engrams, this region would assemble praxis represen-
tations in order to fit all the constraints imposed by
conceptual knowledge about tools and their function,
the task context, the agent’s intentions, etc.

Recent conceptions on the functional anatomy of
language have also largely departed from the classical
localizationist views exposed in §2, now favouring the
idea that language might be organized in networks
rather than specialized brain areas. Indeed, the classical
concept according to which the frontal lobe is respon-
sible for speech production and temporal areas for
language comprehension could not account for the
cases of patients presenting, for example, a syndrome
of Broca’s aphasia with no lesions to Broca’s area, or def-
icits of speech comprehension associated with a lesion in
Broca’s region [54,55,57]. Furthermore, recent studies
have confirmed, for example, the involvement of Broca’s
area in language comprehension in healthy individuals,
at the phonological [31,82,83], lexical [31,84] and syn-
tactical levels [85–87]. These observations, together
with the development of neuroimaging techniques,
have led researchers to consider that different, partially
overlapping networks of superior temporal, posterior
parietal and ventral prefrontal areas underpin the pho-
nological, semantic and syntactic levels of language
[47].

Current theoretical accounts of language and praxis
thus favour the conception that these complex cognitive
faculties are subserved by neural networks widely dis-
tributed in the left hemisphere. The recruitment of
different neural systems would then depend on the
exact nature, constraints and context of the task
[26,88]. The multiple aspects of aphasia and apraxia
would therefore result from disruption of, or the imbal-
ance in, the interactions between parts of these
networks, rather than from localized damage to a brain
area supporting a specific function. Regardless of this
evolution of the theoretical framework for the functional
neuroanatomy subserving language and praxis and their
disorders, it appears clearly that both cognitive abilities
rely on largely overlapping networks, with critical
nodes located in the superior temporal, rostral inferior
parietal and ventral premotor cortices.

We now turn to examine the implications of
language and praxic disorders for action recognition,
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highlighted in §1, might have constituted critical abil-
ities for the propagation of human technology and
language evolution.
GESTURAL COMMUNICATION IN APHASIA
AND APRAXIA
(a) Action recognition

As mentioned above, Heilman et al. [72] showed that
the recognition of transitive tool-use gestures was
impaired in some patients with ideomotor apraxia,
who were therefore also impaired for the execution of
these gestures. These findings were later confirmed
[89,90]. Neuroimaging experiments also showed a
similar interaction between action observation and
production (and imagination) in healthy humans
[91]. The observation of meaningful actions activates
the left hemisphere in the frontal and temporal regions
while the observation of meaningless actions involves
mainly the right occipito-parietal pathway [92].

The link between observation and imitation of
object-related actions in apraxic patients has been
recently re-examined by Buxbaum et al. [93] and
Pazzaglia et al. [94] with advanced lesion reconstruction
techniques. Buxbaum et al. observed a close relationship
between performance in pantomime recognition tasks
and imitation of object-related actions. Further, in line
with Heilman et al. [72], the neuroanatomical analysis
showed that lesions located in the inferior parietal lobe
and in the intraparietal sulcus were significantly associ-
ated with deficits in the recognition of transitive
gestures. Pazzaglia et al. also observed a close correlation
between action execution and recognition in a subgroup
of apraxic patients. However, the impairment of recog-
nition in their sample of patients was correlated with
lesions at the level of the left inferior frontal gyrus, not
of the inferior parietal lobe. The authors of these studies
have argued that the discrepancies in their main findings
were probably due to different task structures. Pazzaglia
et al. thus proposed that their recognition task required
judgement of the ultimate goal of transitive gestures (or
the symbolic meaning of intransitive gestures), while
Buxbaum et al.’s experiment relied more on identifying
kinematic cues. In addition, Buxbaum & Kalenine [77]
suggested that the response in Pazzaglia et al.’s action-
recognition task might have been based on structural
rather than functional cues. While this question remains
open, these two studies confirm the involvement of the
left inferior parietal and ventral premotor cortices in
action recognition, possibly at different levels, as well
as a tight, although not absolute, functional relationship
between action recognition and imitation.

Aphasia has also been known for a long time to
induce deficits in the recognition of symbolic gestures
and pantomimes in some patients [95]. The question
of the comprehension of non-verbal signals by aphasic
patients raises an important theoretical issue: is aphasia
an impairment specific to the linguistic domain, or is it
due to a more general cognitive disorder affecting the
use of symbols and signs (asymbolia)? The asymbolia
hypothesis has been supported by the experimental
work of Duffy & Duffy [96], which showed strong
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and recognition, and language tasks. However, another
study concluded that the deficit in pantomiming
observed in some aphasic patients might be due to
associated apraxia rather than to asymbolia [97]. Apha-
sic patients are indeed impaired in the comprehension of
pantomime in comparison to healthy subjects, but with
some dissociation (review in [98]). The left, predomi-
nantly frontal, localization of lesions impairing action
recognition was confirmed by Tranel et al. [99]. A
recent controlled study by Saygin et al. [100] compared
the recognition of actions described by either linguistic
(written sentences) or non-linguistic (pictures) cues.
Aphasic patients tended to show deficits in both
domains, but they were more impaired with linguistic
cues, and were also more sensitive to semantic distrac-
ters. The authors thus rejected the interpretation of
aphasia as fully caused by asymbolia, but nonetheless
acknowledged the existence of strong but variable links
between linguistic and non-linguistic processes involved
in action recognition. Furthermore, the impairment of
action recognition in these patients was associated
with lesions involving the left inferior frontal areas, in
line with Tranel et al.’s conclusion. The involvement of
the left inferior frontal gyrus in action recognition has
also been shown in other tasks. For example, Fazio
et al. [101] reported that Broca’s aphasic patients,
though not apraxic, had specific impairment in action
and tool naming with respect to object naming, thus
supporting the idea that frontal regions might be crucial
for action and tool recognition [102]. This specific def-
icit underlines the double competence of Broca’s region,
which is not only a language area relating to various
aspects and levels of language, but is also a part of the
premotor cortex, and as such, is involved in action rep-
resentation [103]. This consideration has to be regarded
in the actual context of embodied language comprehen-
sion. Indeed, the processing of action verbs describing
leg, mouth or hand movements has been reported to
activate motor and premotor areas in a somatotopic
manner [104], and may interfere with or facilitate move-
ment execution [105]. These findings suggest that
cortical motor regions are involved in action word
representation.
(b) Gesture imitation and speech repetition
Defective imitation of meaningful or meaningless
gestures has often been considered a distinctive sign of
apraxia [71,73], and has thus been studied quite exten-
sively. The observation that apraxic patients may be
impaired for the imitation of meaningless gestures
while being able to reproduce meaningful ones flaw-
lessly [106] has prompted researchers to investigate
the processes underlying the imitation of both types of
gestures. It has thus been proposed that gesture imita-
tion may be subserved by two distinct routes: a first
semantic and indirect route, and a second direct and
non-semantic route [106,107]. The former is thought
to support imitation of meaningful gestures, while the
latter would allow imitation of meaningless gestures by
matching the perceived action to the appropriate
motor plans. The direct route, however, might subserve
the imitation of meaningful gestures in case of damage
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Goldenberg and co-workers [106,108] showed that
apraxic patients impaired in the imitation of meaning-
less gestures also showed a deficit in matching the
experimenter’s posture on a manikin. According to
Goldenberg, this demonstrated that the transposition
by the direct route of an observed posture into a
motor scheme requires the movement to be coded on
the basis of a general knowledge of the human body
structure. A deficit in imitation of meaningless gestures
would thus result from the disturbance of this structural
body knowledge, a conceptual body representation that
would be independent of the body involved in reprodu-
cing a movement (i.e. the subject’s, the examiner’s or a
manikin). This representation is probably supported by
the left inferior parietal lobule, which was selectively
damaged in Goldenberg and Hagmann’s patients [106].

Recently, Schwoebel et al. [109] sought to further
investigate the involvement of different types of body
representation in meaningful and meaningless gesture
imitation. Scores on tasks evaluating semantic body
knowledge and the body schema (i.e. a dynamic rep-
resentation of the current relative position of body
parts for guiding actions) strongly predicted left
brain-damaged patients’ performance on imitation
and production of meaningful gestures. In contrast,
imitation of meaningless gestures depended only on
the body schema. These findings confirmed the prefer-
ential use of a semantic route for the imitation of
meaningful gestures, and the existence of a direct
route bypassing semantic knowledge for the imitation
of meaningless gestures. Taken together, these obser-
vations suggest that imitation of meaningless gestures
is more complex than a direct matching between
bodies, and is likely to involve both dynamic and
more abstract representations of the body.

Gesture imitation is not often evaluated in aphasic
patients. However, in the linguistic domain, speech
repetition may be conceived of as an equivalent to
imitation for manual gestures. According to this idea,
speech repetition would be an auditory rather than a
visuomotor form of imitation. As mentioned earlier,
the idea that language perception relies on audio-
motor decoding is not recent and has been defended
by Liberman & Mattingly [27] in their motor theory
of speech perception. Recent experimental data seem
to confirm the existence of a motor resonance of the
phonemic percept [110,111]. Speech repetition is
often impaired in aphasia, in particular in the case of
conduction aphasia. Interestingly, for the purpose of
comparing the processes involved in the control of ges-
tures and language, conduction aphasia seems to be
associated with lesions of the supramarginal gyrus
and the neighbouring planum temporale [65,66], a
region also thought to be critically involved in gesture
imitation. In addition to impaired repetition, patients
with conduction aphasia often exhibit a particular
behaviour known as ‘conduite d’approche’, character-
ized by repeated attempts to get closer and closer to
the correct utterance. The errors made by these
patients are mostly phonemic paraphasias (sound-based
speech errors) in which articulators are erroneously
selected (e.g. ‘basecall’ for ‘baseball’, the /c/ being
posterior with respect to the anterior /b/ in terms of



the articulators involved). This is similar to the diffi- complex verb argument structure [114], thus favouring
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culties seen in patients with ideomotor apraxia when
trying to match the position of their hand with respect
to other body parts to that demonstrated by the exper-
imenter [106]. This parallel between imitation and
repetition fits very well with the case described by
Ochipa et al. [107], of a patient with a lesion restricted
to the inferior parietal lobule and the posterior
superior temporal cortex, who exhibited conduction
aphasia and apraxia with a particular deficit for imitat-
ing tool-use pantomimes. Based on the fact that
gesture recognition was preserved in this patient, as
speech comprehension usually is in patients with con-
duction aphasia, the authors even proposed to term
this deficit ‘conduction apraxia’. Recently, strong sup-
port in favour of common functional and anatomical
bases for repetition and imitation came from an inves-
tigation in patients suffering from primary progressive
aphasia who often show various degrees of impairment
in different aspects of language and praxis. In their
study, Nelissen et al. [112] showed that their patients’
deficit in speech repetition correlated strongly with
their impairment of gesture imitation and discrimi-
nation. Lesions in the left rostral inferior parietal
lobe, extending to the posterior superior temporal
cortex, were significantly associated with these com-
bined impairments. Further, tractography analyses
showed that the region most often involved in the
lesion was the relay for indirect connections between
the superior temporal cortex and the inferior frontal
gyrus, offering convincing evidence for a shared
neural substrate for gesture imitation and speech rep-
etition and a central role of the left inferior parietal
cortex in these abilities.
(c) Pantomime and gestural communication
In apraxic patients, meaningful intransitive gestures
have been much less studied than transitive gestures
involving object or tool use. This may appear paradoxi-
cal given that intransitive gestures, as they are commonly
tested, are in fact symbolic gestures (e.g. waving good-
bye) strongly related to gestural expression and thus
potentially linked to language. However, as argued by
Goldenberg et al. [113], pantomimes of transitive
gestures are also of interest for the present purpose,
as they also constitute a link between tool use and com-
municative manual actions. Indeed, these gestures
symbolize the tool and the associated action, and may
be used to communicate or to demonstrate proper use
of the tool. Pantomimes may thus have been essential
in the development of human technology and of a
gestural language.

In the context of examining the links between the cer-
ebral control of gestures and language, it is interesting to
note that the concepts of transitivity and intransitivity
also apply in language to verb argument structure.
Indeed, verbs can be differentiated as a function of the
number of arguments they require. Intransitive verbs
only need an agent, while transitive verbs need an
agent and an object. Verbs can even be ditransitive,
and require an agent, an object and a recipient.
Broca’s aphasic patients, whose linguistic production
is agrammatic, tend to produce simple rather than
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intransitive rather than transitive verbs, as apraxic
patients do with gestures (see below). Brain imaging
investigations of the neural network underlying the pro-
cessing of verb argument structure have highlighted not
only the role of anterior language areas (i.e. the inferior
frontal gyrus), but have also put forward the decisive
role played by the parietal cortex, and especially the
angular gyrus [115,116].

In line with classical reports of studies in apraxic
patients, Mozaz et al. [117] showed that apraxic patients
are less impaired when performing intransitive than
transitive gestures. This was later confirmed by
Buxbaum et al. [118], who found, in addition, a much
weaker relation between imitation and recognition of
intransitive gestures. In agreement with this, Heath
et al. [119] found that a similar percentage of patients
with right or left hemispheric damage were impaired
for performing meaningful intransitive gestures,
suggesting that these gestures are neither unequivocally
linked to apraxia nor strongly lateralized. Impairment of
tool-use pantomimes would thus be more specific of
apraxia than that of intransitive gestures. However,
recent studies have challenged the classical view of
distinct anatomo-functional bases for the production
of transitive and intransitive gestures. Instead, these
reports [117–119] suggest that both categories of
gestures might rely on the same mechanisms, with tran-
sitive gestures being simply more difficult to perform
than intransitive ones. Tool-use pantomime is a particu-
larly complicated task since it requires motor imagery
and cognitive analysis of the gesture before producing
it in detail. In contrast, actual tool use may be guided
by the structure of the object itself (affordances) as
well as sensory information during hand–object inter-
action. Accordingly, as pointed out by Carmo &
Rumiati [120], no double dissociation has been found
between the performance of transitive and intransitive
gestures in left-brain-damaged patients: while some
patients have been described with impaired transitive
and preserved intransitive gestural performance, the
reverse profile has, to our knowledge, never been
reported (see Stamenova et al. [121] for cases in right-
brain-damaged patients). Carmo & Rumiati thus
analysed the performance of healthy individuals on an
imitation task involving transitive and intransitive ges-
tures, and found that they were better at imitating
intransitive than transitive movements, in accordance
with apraxic patients’difficulties with transitive gestures.
In keeping with this idea, Frey [26] and Kroliczak &
Frey [122] observed that, in healthy individuals,
transitive and intransitive gestures activate the same,
hand-independent network in the left hemisphere,
suggesting indeed that the same mechanisms might be
at play in both conditions. Regarding the neural sub-
strate for the ability to pantomime tool-use actions,
recent findings challenged the long-standing notion
that pantomimes were primarily supported by the left
inferior parietal cortex, thought to store praxic represen-
tations [41,72,93]. Indeed, a recent study in apraxic
patients showed, using current lesion reconstruction
and mapping techniques, that the critical region for
the ability to pantomime tool-use actions is rather the
posterior part of the left inferior frontal gyrus [113].



In sum, the ability to pantomime, which constitutes a communication [125,126]. Other studies claim that

5. COMMON RESOURCES FOR PRAXIS
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link between manual tool use and communication, is
very often disrupted in apraxia, and seems to rely
mainly on the integrity of the left inferior frontal gyrus.
The impact of brain damage and apraxia on intransitive
communicative gestures, however, requires further
investigation. While neuroimaging studies in healthy
individuals suggest that they are supported by the
same neural substrate, recent neuropsychological
reports suggest that intransitive, symbolic gestures
might be less tied to left hemisphere function than tran-
sitive gestures [119,121]. In particular, their relation to
genuine gestural communication, language in general,
and tool-use gestures, still needs to be explored.

Gestural communication, and the link between
language and gestures, has been more largely studied
in aphasic patients. These studies have considered
several classes of communicative gestures, in contrast
to the specific case of pantomime illustrated above
and extensively examined in apraxic patients. McNeill
[123] proposed a classification of these communicative
gestures, organized along a continuum. He distinguishes
co-speech gestures, spontaneously used during com-
munication, ‘language-like gestures’ (grammatically
integrated into the utterance), pantomimes (where
speech is not necessary), emblems (which have a stan-
dard of well-formed-ness, like the sign ‘ok’) and finally
sign languages used by the deaf. Along this continuum,
idiosyncratic gestures are progressively replaced by
socially regulated signs, the obligatory presence of
speech declines (i.e. co-speech gestures accompany
spoken language but are not sufficient to convey mean-
ing by themselves, in contrast to sign languages), while
language properties embedded in gestures increase.
On the contrary to co-speech gestures, sign languages
have genuine linguistic properties, with distinctive
semantics and syntactic rules, like spoken languages do.

Co-speech gestures are frequent in human com-
munication and have diverse functional roles with
large cultural variations [124], but cannot be con-
sidered as linguistic gestures by themselves [123].
They are idiosyncratic and individual, and convey
meaning by different ways (iconic, metaphoric, deictic,
beats, cohesive, etc.) that are radically different from
language. First, co-speech gestures are global and syn-
thetic (i.e. neither combinatorial nor hierarchical).
Second, they have no standard of form. Third, they
lack duality of patterning (in contrast to words where
sounds and meanings are both separately structured
and arbitrarily linked). However co-speech gestu-
res are intimately linked to language since gestures
and speech are synchronous and ‘semantically and
pragmatically co-expressive’. According to McNeill’s
hypothesis [123] ‘speech and gesture are elements of
a single integrated process of utterance formation in
which there is a synthesis of opposite modes of
thought. Utterances and thought realized in them are
both imagery and language’. Regarding the impact of
aphasia on co-speech gestures, while it is recognized
that aphasic patients may spontaneously use them,
there is still no agreement on their level of gestural
impairment relative to the level of verbal impairment.
For some authors, gestural and verbal expressions are
both impaired, owing to a common deficit in
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gestural expression is less impaired than language, or
even that it is more developed than in healthy individ-
uals, perhaps as a result of compensation [46,127].
The neural bases of expressive gestures in healthy indi-
viduals have attracted much attention in recent years
[128]. However, little is known about the control of
expressive gestures in aphasic patients. Several clinical
trials have analysed the use of gestures for the rehabi-
litation of aphasic patients but the results are still
unclear [129–133].

At the opposite end of McNeill’s continuum, other
studies have investigated the impact of brain lesions on
the ability to sign. Poizner et al. [134,135] observed
deaf signers who became aphasic for sign language.
Importantly, the impairment was specific to the linguis-
tic components of sign language and dissociated from
the production or recognition of non-linguistic gestures
and the general ability to use symbols. Studies using
functional neuroimaging in neurologically intact deaf
signers demonstrated that the neural systems supporting
signed language were lateralized to the left hemisphere
and very similar to the systems supporting spoken
languages, with the additional involvement of the left
parietal lobe [136].

In sum, a direct comparison between the impact of
apraxia and aphasia on gestural communication is diffi-
cult based on the existing literature. Indeed, genuine
co-speech gestures are usually examined only in relation
to aphasia, without a clear analysis of the impact of
potentially associated apraxia. In addition, the impact
of apraxia on intransitive gestures, which are mostly
emblems as classically assessed in the clinical examin-
ation, needs further investigation. Conflicting data in
the literature on the impact of aphasia on communicative
gestures may also be due to confusion between different
categories of motor behaviours along McNeil’s conti-
nuum, bearing very different relationships with speech
and language. In addition, little is known about the
spontaneous use of different kinds of communicative
gestures in aphasic and apraxic patients. Despite these
limitations, however, some links between gestures
and language have been demonstrated. In particular,
spoken and signed languages are supported by largely
overlapping networks [136] (although they both can be
dissociated from the production and recognition of
non-linguistic gestures [134]). In addition, pantomime
of tool use relies mainly on the brain region encompass-
ing Broca’s area [113]. Together, the findings reviewed in
this section clearly show that if the networks subserving
the various aspects of language and praxis are not identi-
cal, they largely overlap, with key nodes in the left inferior
frontal, inferior parietal and superior temporal cortices.

Further, several studies suggested functional links
between language and praxis, raising the possibility of
shared processes between both cognitive abilities. In
§5, we will try to provide clues as to whether language
and praxis may indeed share some common resources.
AND LANGUAGE
The left cerebral hemisphere is considered to play a
dominant role for many aspects of praxic and linguistic



behaviours. It is certainly true that some functions shows large inter-individual variability at many levels.
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related to praxis (e.g. naturalistic multi-step actions
[137]) or language (e.g. pragmatic communication
[46]) seem to be supported by both hemispheres, or
even to be lateralized to the right hemisphere (e.g.
matching of finger postures [138] or prosodic proces-
sing [44]). However, most praxic and linguistic
processes appear consistently lateralized to the left
hemisphere. As reviewed earlier, this is true for phono-
logical, semantic and syntactic processing for speech
comprehension and production [47]. As for praxis, the
following functions depend on the left hemisphere: pan-
tomime [93], actual tool use [68], gesture imitation and
recognition [93,107,112] and conceptual knowledge
about action and tools [73]. In sum, while cases of aty-
pical cerebral dominance for praxis and language have
been described in the neuropsychological literature
[138,139], it remains that aphasia and apraxia are
both caused by left hemispheric lesions in the vast
majority of patients [48,71]. With respect to the evol-
utionary hypotheses outlined in the introduction, it is
interesting that the cerebral lateralization for praxis is
more strongly linked to the dominance for language
than to manual preference [138,140,141]. This might
be due to the necessary interactions between praxic
representations and other linguistic-related processes,
such as semantics and conceptual knowledge [26,76].

Beyond the observation that these symptoms usually
arise after lesions to the same hemisphere, it is striking
that apraxia and aphasia are very often associated
in right-handed patients with left brain damage [71].
However, the frequent co-occurrence and common
hemispheric lateralization are not sufficient to conclude
that aphasia and apraxia reflect the same impairment.
For example, apraxic patients may exhibit deficits that
are linked to non-linguistic processes, such as mechan-
ical reasoning. Indeed, they often have difficulties in
solving mechanical puzzles, which require inferring
the function of a tool or of an object solely from its
structure [142], or in technical reasoning [143]. Thus,
praxis implies some left lateralized cognitive ability
important for actual tool use but independent from
linguistic capacity.

The frequent association of aphasia and apraxia is
often seen as the mere consequence of the fact that
the cortical regions mediating language and praxis
overlap and are vascularized by a common arterial
blood supply; thus, there is a high probability that
they will both be damaged in the case of stroke. The
fact that the co-occurrence of aphasia and apraxia is
almost systematic [144] has brought some support to
this conception. A clinical study specifically aimed at
evaluating the frequency of the co-occurrence of
apraxia and aphasia in a large sample of left-brain-
damaged right-handed patients indeed reported the
existence of a double dissociation between these two
disorders in a minority of cases: of 699 patients, 10
had apraxia without aphasia, and 149 were aphasic
but not apraxic [42]. In neuropsychology, the exist-
ence of a double dissociation between two disorders
is usually considered as evidence for a functional
independence of the two corresponding cognitive fun-
ctions (e.g. [145]). However, as argued by Iacoboni &
Wilson [146], it is well known that cerebral organization
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It is thus possible that the minority of patients showing
this double dissociation between aphasia and apraxia,
especially in such low proportions as for apraxia with-
out aphasia, may rather represent the two tails of the
probabilistic distribution of inter-individual variability
for the anatomo-functional organization of language
and praxis systems. According to this view, a large
majority of individuals would actually have shared
neural networks for both abilities. Other interpret-
ations of the frequent association of aphasia and
apraxia have thus proposed that both disorders reflect
the disturbance of common mechanisms, which may
be conceived, for example, as a global communicative
or semantic competence [96], or as a left hemisphere
specialization for the control of complex sequences
[2,124,147]. While it seems unlikely, in light of the lit-
erature reviewed here, that apraxia and aphasia strictly
reflect a common disorder, many findings coming
from neuropsychology and other fields suggest that
language and praxis networks may actually intersect
and share some common processes.

In particular, the motor aspects of speech and praxis,
especially their requirements for sequentially selecting
and combining successively different effectors, have
long been considered to be potentially underpinned by
a common specialization of the left hemisphere for such
behaviours [147]. Furthermore, as we have discussed
previously, speech repetition and gesture imitation, in
addition to bearing similarities as gestural or linguistic
imitative behaviours, seem to share common anatomo-
functional bases. Indeed, the left inferior parietal
cortex, and in particular the supramarginal gyrus, is criti-
cal for gesture imitation [79,107,112,148] as well as for
repetition [65,66,112]. In addition, functional magnetic
resonance imaging studies have allowed a network sub-
serving audio-motor transformations and phonological
processing, which are necessary for speech production
and repetition, to be delineated [47,149]. This network
links the anterior part of Broca’s region (see also Kotz
et al. [31] for the involvement of Broca’s area in phonol-
ogy perception) to the posterior part of the planum
temporale and the supramarginal gyrus. A similar net-
work has also been implicated in gesture imitation
[113]. In line with these observations, a common under-
lying mechanism for repetition and imitation has recently
been proposed by Iacoboni & Wilson [146]. In their
model, the left inferior parietal cortex is thought to have
the critical role of reinforcing associations between the
appropriate forward and inverse models for language
and gestures perception and production. Inverse model-
ling, allowing the translation of perceived speech or
actions into motor plans, is implemented by connections
(via inferior parietal areas) between the superior temporal
cortex (which encompasses Wernicke’s area), involved in
the perception of speech and actions, and ventral pre-
motor areas (including Broca’s region), which support
motor planning and programming for speech and gesture
production. Forward modelling, on the other hand,
allows the sensory consequences of the intended motor
acts, critical for online motor control, to be predicted.
These forward models are thought to be implemented
by projections, again via the inferior parietal cortex,
from the ventral premotor cortex to superior temporal



areas. In this framework, damage to the inferior parietal proposed that Broca’s aphasics’ impairment in syntac-
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lobule would thus cause difficulties in updating the
inverse model based on the forward model, resulting in
impaired repetition and imitation.

Furthermore, language and praxis also seem to inter-
act strongly at the semantic level. Recent studies have
shown that the semantic system is much more distribu-
ted than originally thought. Binder et al. [150] carried
out a meta-analysis of functional neuroimaging studies
on semantic processing in healthy individuals. They
concluded that the semantic system clearly depends
on large networks distributed in the temporal, frontal
and parietal cortices, predominantly, but not exclu-
sively, in the left hemisphere. This network is
constituted of heteromodal association areas, similar
to the ‘default network1, but with little overlap with
the distributed network activated by sensorimotor
activity. Valuable insight into the cerebral bases of
semantic processing has also been provided by neuro-
psychological investigations in brain-damaged patients.
These studies have shown that some patients with very
focal brain lesions may present with selective impair-
ment of naming objects of specific semantic categories
(e.g. living things versus inanimate objects), thus
allowing inferences about the precise semantic function
supported by the damaged area. In particular, a double
dissociation has been shown between the capacity to
name verbs or nouns ([151], review in [152]). Interest-
ingly, while naming nouns involves cortical areas closer
to the regions activated by object recognition tasks,
naming verbs is supported by areas closer to the frontal
motor regions [153]. This suggests that the motor
system may be involved in action representation,
which could serve action recognition with the aim of
pantomiming or imitating, or with the aim of denomi-
nating [34]. In this context, a recent study in healthy
subjects showed that symbolic gestures and spoken
language activated the same left lateralized network,
corresponding to Broca’s & Wernicke’s areas. According
to the authors, this suggests that this system ‘is not com-
mitted to language processing but may function as a
modality-independent semiotic system that plays a
broader role in human communication, linking meaning
to symbols’ [154]. In line with this, MacSweeney et al.
[136] also identified this network, with the addition of
the left inferior parietal cortex, as the neural substrate
for signed language in deaf individuals.

Finally, as suggested earlier, another potential func-
tional relation between praxis and language lies in the
hierarchical organization of those behaviours. Is syntax
exclusive to the linguistic domain, or are complex
actions and music endowed with hierarchical rules
akin to linguistic syntax [155,156]? In the domain of
language, Broca’s aphasia is classically qualified as
‘agrammatic’ owing to impairment in producing gram-
matical sentences and in processing syntactic markers.
Accordingly, a wealth of brain imaging studies has
reported the activation of the caudal part of Broca’s
area (Broadmann area 44) in tasks involving syntactic
processing [85–87]. In accordance with these obser-
vations, Grodzinsky & Santi [157] proposed that
abstract linguistic abilities are neurologically coded,
and that Broca’s area might play a specific role in
syntax processing. However, other authors have
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tic processing might rather be due to a lessening of
available resources [56], and that the role of Broca’s
area might instead be to bind together the semantic,
syntactic and phonological levels of language [158].
In the praxic domain, on the other hand, complex
actions can be conceived of as structured according
to three levels of organization: hierarchical (goals and
subgoals), temporal (action sequences) and spatial
(embodiment of tools). This structure could be paral-
leled with the organization of language [34,38].
Interestingly, the hierarchical control of action appears
to involve Broca’s region and its right homologue
[159,160]. This is consistent with the fact that
planning deficits, characteristic of dysexecutive syn-
dromes, are attributed to lesions of the frontal lobes
[161] and that both complex sequential actions (e.g.
preparing a cup of coffee) [137] and pragmatic com-
munication in a social context [46] seem to depend
on both hemispheres. In addition, there is evidence
for a convergence between language and praxis at the
syntactic level as well. For example, Fazio et al. [101]
have recently provided support for the existence of a
link, potentially supported by Broca’s area, between
language syntax and sequential organization of observed
actions. These authors have demonstrated that agram-
matic patients with lesions involving Broca’s area are
also impaired in a non-linguistic test consisting of order-
ing action sequences. This functional relation between
action recognition and language perception has recently
been confirmed and further characterized by Sitnikova
et al. [162], who examined event-related potentials in
an action structural violation paradigm. In this study,
healthy participants were presented with movies depict-
ing everyday familiar tasks involving the use of tools.
The authors found that the introduction of a tool irrele-
vant to the action context (e.g. an iron in the context of
cutting bread) elicited a neurophysiological response
usually linked to syntactic processes and violation detec-
tion. Interestingly, the stimuli used in this paradigm are
highly reminiscent of the errors made by some patients
with conceptual apraxia. These patients may indeed
be unable to judge the appropriateness of the gesture
demonstrated by an experimenter in association with a
given tool or object [78], or they may also make simi-
lar errors when asked to demonstrate the gestures
themselves, either choosing the wrong tool in a given
context or executing the wrong action in response to a
visually presented object [73].
Several hypotheses on the emergence of human culture
and cognitive capacities have proposed a close evol-
utionary link between praxis, including tool use, and
language, which are uniquely developed in the human
species. Some of them have in addition proposed that
gestural communication, involving action recognition
and imitation, might have constituted an intermediary
stage between the development of tool manufacture
and use, and the emergence of spoken language.
These hypotheses predict a strong relationship between
the neural substrates and cognitive processes involved in
language and praxis. Here we have addressed this



question by reviewing the neuropsychological literature semantic and syntactic levels of language share some
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pertaining to the impairments of language and praxis
after brain lesions, respectively termed aphasia and
apraxia. In particular, we examined their impact on
action recognition, imitation and communicative ges-
tures, as well as the possible anatomo-functional links
between the two neural systems supporting the two
uniquely human cognitive abilities.

Research in brain-damaged patients as well as healthy
individuals has shown that the functional anatomy of
language and praxis is complex and organized in several
networks, mainly lateralized to the left hemisphere.
These praxic and linguistic networks partly overlap,
with critical nodes located in the superior temporal, ros-
tral inferior parietal and ventral premotor cortices. In
contrast to what has often been argued, the frequent
co-occurrence of aphasia and apraxia in left-brain-
damaged patients may not be only the mere consequence
of the proximityof the cortical areas involved. Rather, this
phenomenon might reflect the fact that praxis and
language networks actually intersect and share some
common functional processes. This view is compatible
with the existence of joint linguistic and praxic impair-
ments, reflecting common deficient mechanisms, as
well aswith the dissociationbetweenother manifestations
of aphasia and apraxia. One demonstrative example of
dissociation is the case of aphasic patients who previously
used sign language and have selective impairment of the
linguistic aspects of their gestures [134–136].

Accordingly, several recent studies in left-brain-
damaged patients have suggested strong links between
speech repetition and gesture imitation, which may
involve common neural substrates and mechanisms,
with a critical role played by the left inferior parietal
cortex. Both aphasia and apraxia may induce impair-
ments of action recognition, but some evidence
suggests that the mechanisms involved are at least par-
tially dissociable. Regardless, investigations in aphasic
and apraxic patients suggest involvement of the left
inferior frontal gyrus, including Broca’s area, as well
as the left inferior parietal lobe. As for gestural communi-
cation, the available literature does not allow comparison
of the consequences of the aphasia and apraxia, since
different categories of gestures have been studied in
relation to each syndrome. This question will thus need
further and more specific investigation. The available lit-
erature leads to the conclusion that the hypothesis of
asymbolia is too general to explain the complex relations
between gesture communication, aphasia and apraxia
[100,163,164]. However, evidence from neuropsycholo-
gical and neuroimaging studies converges to suggest that
tool-use pantomimes, which may have been critical for
the transmission and propagation of human tool manu-
facture and use, depend at least partly on the same
neural network as actual tool use and symbolic, intransi-
tive gestures. In particular, lesions involving the left
inferior frontal gyrus, known to be strongly involved in
speech production and comprehension, seem to be
especially associated with impairment of tool-use panto-
mimes. In sum, neuropsychological studies of linguistic
and praxic disorders show that both systems interact
more or less depending on the context and on which
aspects these complex cognitive behaviours are conside-
red. Mounting evidence suggests that the phonological,
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common cognitive resources with the praxis system.
This is consistent with the hypothesis of common phylo-
genetic and ontogenetic origins for language and praxis
[9]. However, neuropsychological data do not allow
confirmation or rejection of the hypothesis of an inter-
mediary stage of gestural communication between the
development of tool use and the emergence of language.

In addition to the development of long-range inter-
connected networks, evolution within some strategic
areas in the left hemisphere might have conditioned
the appearance and lateralization of complex human be-
haviour. The left lateralization might be attributed to an
asymmetry of the columnar micro-architecture of the
cortex inducing an asymmetry of some general processes
then leading to a differential development of functions
[165]. Along this line of reasoning, Goldenberg [67]
proposes that the specific role of the left parietal lobe is
based on categorical apprehension of spatial relation-
ships, consistently with the left hemisphere preference
for categorical coding (by opposition to coordinate
coding). Similarly, the hemispheric lateralization for
speech could result from an asymmetry of cortical
temporal tuning, itself inducing an asymmetry of
audio-motor processes [166]. According to this hypo-
thesis, the left hemisphere might be specialized for the
perception and production of sounds in the 28–40 Hz
frequency domain (i.e. perception of phonemes and
tongue movements) while the right hemisphere might
be specialized in the 3–6 Hz frequency domain (i.e.
syllabic rate and jaw movements). The role of Broca’s
area (or more generally speaking, the left inferior frontal
gyrus) is now being revisited and ardently disputed
[157]. In addition to its contribution to the human
mirror system [167], it could have a generic function
for hierarchical processing and nesting of chunks and
sequences [160], unification of the different aspects of
language [158] or binding meaning and symbol [154].
This kind of generic function might be a common
resource for action and language, grounded in the left
hemisphere and acting like a node in a complex and
bilateral distributed network. These processes probably
condition the richness and complexity of human activity.
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