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Preface

This second edition, entitled Logic, Mathematics, and Computer Science: Modern
Foundations with Practical Applications, has been adapted from Foundations of
Logic and Mathematics: Applications to Computer Science and Cryptography, ©
2002 by Birkhduser, from which Chapters 1-5 have been retained but extensively
revised. Chapters 6 and 7 have been added.

This text discusses the foundations where logic, mathematics, and computer
science begin. The intended readership consists of undergraduate students majoring
in mathematics or computer science who must learn such foundations either for their
own interest or for further studies. For a motivated reader, there are no technical
prerequisites: you need not know any technical subject to start reading this text.

Although the text does not focus on the history and philosophy of the founda-
tions, the material cites copious references to the literature, where the reader may
find additional historical context. Consulting such references is neither suggested
nor necessary to study the theory or to work on the exercises, but individual citations
document the material by original sources, and all the citations together provide a
guide to the variations and chronological developments of logic, mathematics, and
computer science. For example, Chapter 1 traces the origin of Truth tables to Charles
Sanders Peirce’s unpublished 1909 Logic Notebook on philosophy and points out
their applications over one half of a century later to the design of computers for use
on Earth and on board the Apollo lunar spacecraft.

Along informal arguments, this text also shows the corresponding purely sym-
bolic manipulations of formulae, because they clarify the reasoning [11] and can
reveal hitherto hidden logical properties, such as the mutual independence of
different patterns of reasoning, or the impossibility of some proofs within some
logics:

As for algebra [of logic], the very idea of the art is that it presents formulae which can be

manipulated, and that by observing the effects of such manipulation we find properties not
to be otherwise discerned (Charles Sanders Peirce [104, p. 182]).

If professionals are unable to learn some topics by any means other than the pure
manipulation of symbols, then it would seem unfair to claim that all learning must be
intuitive and hide from students such purely manipulative but successful methods.
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The selection of topics also reflects major accomplishments from the twentieth
century: the foundation of all of mathematics, and later computer science, as well
as computer-assisted proofs of mathematical theorems, on a formal logic based on
only a few axioms, transformation rules, and postulates for set theory [47, 50, 54,
105, 139]. Also, while not written in formal logic, Nobel-Prize winning applications
to the social sciences rely on the same foundations, as shown in Chapter 7.

To introduce the foundations of logic, the provability theorem in Chapter 1
provides an algorithm to design proofs in propositional logic. Chapter 1 also
explains the concept of undecidability with multi-valued (“fuzzy”) logic and
presents a proof of unprovability. Chapter 2 introduces logical quantifiers.
A working knowledge of logical quantifiers is crucial for the study of basic concepts
in modern mathematical analysis and topology, such as the uniform convergence
of a sequence of equicontinuous functions. Continuing with the foundations of
mathematics, Chapter 3 presents a version of the Zermelo—Fraenkel set theory. At
the juncture of mathematics and computer science, Chapter 4 develops the concepts
of definition and proof by induction. Chapter 4 then uses induction with set theory
to define the integers and rational numbers and derive the associative, commutative,
and distributive laws, as well as algorithms, for their arithmetics. To give readers
some idea of topics at an intermediate level, Chapter 5 shows that in a well-formed
theory some paradoxes do not occur, while Chapter 6 completes the foundations of
set theory with the axiom of choice.

No extragalactic asteroid has yet been found with the universal laws of logic
engraved in it. Consequently, not just one logic but many different logics have
been invented. Different logics lead to different mathematics and different computer
sciences. However, the acid test for adopting a particular logic is its ability
to make predictions that are born by subsequent experiments. Formal logic is
thus a mathematical model of rational thought processes. In this aspect, logic,
mathematics, and computer science are experimental sciences. Only one logic has
passed all such tests, which is the one used throughout this text. Other logics
are outlined in Chapter 1 as a pedagogical device and to show some of their
shortcomings.
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Chapter 1
Propositional Logic: Proofs from Axioms
and Inference Rules

1.1 Introduction

This chapter introduces propositional logics, which consist of starting formulae
called axioms and rules of inference to derive from the axioms other formulae called
theorems. Axioms and rules of inference form a mathematical model of rational
thinking processes; theorems are their consequences. Different such logics, which
are also called calculi, rely on different axioms or different rules of inference.
For example, the Pure Positive Implicational Propositional Calculus focuses only
on the logical implication. The first few sections derive some of its theorems, for
instance, the transitivity of the logical implication and the law of commutation,
using the rule of Detachment with the laws of affirmation of the consequent and
self-distributivity of the logical implication taken as axiom schemata from Frege and
Lukasiewicz. A preliminary version of the Deduction Theorem for the propositional
calculus provides a method for designing proofs. Another section shows the mutual
equivalence of these axioms with Kleene’s axioms and Tarski’s axioms. Adding
the converse law of contraposition, subsequent sections focus on the Classical
Propositional Calculus, deriving the laws of double negation, reductio ad absurdum,
proofs by contradiction, and proofs by cases. Yet another section outlines the
equivalence of Frege and Lukasiewicz’s axioms with Church’s, Kleene’s, Tarski’s,
and Rosser’s axioms, respectively. A final section demonstrates the contrast between
logics that admit of a recipe for constructing proofs of all “valid” formulae, and
logics where some formulae are “valid” but unprovable. The prerequisite for this
chapter is the ability to read, compare, and substitute sequences and tables of
symbols. The goal of this chapter is merely to develop a working knowledge of
propositional logic:
Young man, in mathematics you don’t understand things, you just get used to them. — John
von Neumann, cited by Felix Smith, cited by Gary Zukav [148, p. 226].

© Springer Science+Business Media New York 2015 1
Y. Nievergelt, Logic, Mathematics, and Computer Science,
DOI 10.1007/978-1-4939-3223-8_1



2 1 Propositional Logic: Proofs from Axioms and Inference Rules

Logic, mathematics, and computations can be traced through several millennia
to ancient civilizations in Babylonia, China, and India. Documents attributed to
them show methods to calculate such items as taxes, the dimensions of altars,
and the dates of future solstices or eclipses. More complicated problems arose, for
example, the determination of the shapes and sizes of the Earth and the Moon, or the
distances from Earth to the Moon and the Sun. (For a survey of these ancient records,
consult, for instance, the texts by Dreyer [27], Evans [32], Neugebauer [98-100],
Van Brummelen [133], and van der Waerden [134].) The solutions to such problems
require methods more sophisticated than mere calculation, and hence arises the need
for a study of logic itself, which can be traced to the Greece of a couple of millennia
ago. This study of logic continues: the ambiguity of the classical verbal exposition
of logic and the need for unambiguity in complex situations led to algebraic and
symbolic treatments of logic, for instance, the Truth tables presented here. The point
of logic is not only “Truth” but also “relevance” to its users [24, p. 6]. Yet relevance
is subjective. Therefore, the following subsection presents an example that is not
only claimed but documented to be relevant in the real lives of real people.

1.1.1 An Example Demonstrating the Use of Logic in Real Life

For the purpose of an introduction, the following example demonstrates how logic
can help in resolving practical issues in real life, how questions arise about the
validity of logical methods to reach conclusions, and eventually what thought
processes are acceptable or successful in explanations and predictions. Yet an
understanding of this example will not be necessary for any of the subsequent
material.

1.1 Example. The planetary status of Pluto has been debated in newspapers:

Is Pluto really a planet? Like all civil wars, this has even split families apart [67].

The public’s interest in Pluto’s planet-hood is sufficient to devote an entire book
explaining the question to children [73]. Textbooks have classified Pluto as a planet
since its discovery in 1930 [69, p. 213], but the question remains whether Pluto
might rather be an asteroid [75]. Various answers rely on various definitions and on
logic [101]. For instance, one definition states that planets are bigger than moons.
This definition can be stated in terms of a hypothesis (abbreviated by H),

hypothesis H: a celestial object P is a planet,
a conclusion (abbreviated by C),

conclusion C: the celestial object P must be bigger than every moon,
and a logical implication of the form “if H, then C”:

If a celestial object P is a planet (if H),
then the celestial object P must be bigger than every moon (then C).
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The logical implication “if H, then C” (also worded as “H implies C”) is true by this
definition of planets. If the hypothesis H is also true, then the conclusion C is true,
too: C can be “detached from the implication” [80, p. 124].

With a logical implication (“if H, then C”) there are two other useful statements:
its converse (“if C, then H”) and its contraposition (“if not C, then not H”).

The hypothesis H can be tested by the contraposition “if not C, then not H”:

If a celestial object P is not bigger than every moon (if not C),
then P is not a planet (then not H).

In 1978 measurements revealed that Pluto was smaller than the Moon [69, p. 213];
consequently, Pluto would no longer be a planet, by the foregoing definition.

The definition “if H, then C” can also be tested in practice. For instance,
textbooks classify Mercury as a planet, but they also classify Ganymede as a moon
(of Jupiter), even though Mercury is smaller than Ganymede [69, p. 182 & 203].
Thus the statement “if Mercury is a planet, then Mercury is bigger than every moon”
is false. Therefore the foregoing definition “if H, then C” is false, and Pluto can
remain a planet. Logic has thus resolved the issue by revealing that the question
pertains not to the status of Pluto but to the definition of planets.

Other definitions and logical arguments have also been debated [73, 101]. Very
shortly thereafter, all existing definitions of planets were again put into question:

Scientifically, we are unable to define a planet in a sufficiently meaningful way such as to

include Pluto without including many other objects [...] we are also unable to develop

a definition based on principles of astronomy and physics that excludes Pluto in any

nonarbitrary way [137, p. 219, summarizing chapter 14, p. 185-221].

The definition of planet will not be settled here, but some patterns of logical
reasoning will. For instance, the preceding arguments show that detachment and
contraposition are valid popular and scientific modes of reasoning; converse is not.

The preceding discussion contains one logical principle that has been so suc-
cessful that it remains widely accepted in theory and in practice: the law of
contraposition, which states that if an implication “if H, then C” holds, then its
contraposition “if not C, then not H” also holds.

The converse law of contraposition — which states that if the contraposition
“if not C, then not H” holds, then the implication “if H, then C” also holds — was
not used in the preceding discussion, and it is not a part of some logical systems.

In this example, the converse statement “if C, then H” (also worded as “C implies
H”) is false, because the Sun is bigger than every moon (C is true), but the Sun is
not a planet (H is false). Nevertheless, implications of the form “if H, then C” and
their converse “if C, then H” have been confused by professional scientists, so that
the difference between an implication and its converse bears being emphasized:

Leontovich explained to me why the paper could not be published in ZETP [“the main
Russian physics journal”]:

the paper claims that “A implies B” while every physicist knows examples showing
that B does not imply A; [...]
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An author, claiming that A implies B, must say whether the converse holds, otherwise the
reader who is not spoiled by the mathematical slang would interpret the claim as “A is
equivalent to B.” If mathematicians do not follow this rule, they are wrong [3, p. 619-620].

Such confusion among world-class scientists shows the necessity of specifying
patterns of rational thought processes exactly, for instance, as done in this chapter.

1.2 Remark (difficulties with real examples). Some examples of uses of logic may
enhance the effectiveness of the exposition. Such examples might consist of English
sentences, for example, “Pluto is a planet.” However, difficulties arise in determining
whether and why such a practical sentence is true or false. Indeed, a statement
as simple as “Pluto is a planet” can immediately be challenged to no end, as
demonstrated in example 1.1. Moreover, the word “planet” comes from the Greek
word for “wanderer” and therefore in antiquity the Sun was also considered a planet
[133, p. 3]. Thus the argument about such an elementary practical logical issue as
Pluto’s planetary status really has no ends in any direction, without any mention of
other more complex practical questions. Therefore, to focus on logic, mathematics,
and computing, instead of endlessly debatable issues, the following discussion will
also use “toy” examples with truth or falsity decided in advance.

1.2 The Pure Propositional Calculus

Propositional logic focuses on the derivation of conclusions from hypotheses, by
means of rules of inference and initial hypotheses called axioms that state patterns of
rational thinking precisely. Different axioms or different rules of inference may lead
to different logics or to mutually equivalent logics, for instance, the Pure Positive
Implicational Propositional Logic, which is a part of the full Classical Propositional
Logic.

Different readers may prefer prose or formulae. Jan Eukasiewicz stated concisely
the disadvantage of prose in formulating and solving logical problems:

Alles zerflieBt in vagen philosophischen Spekulationen [80, p. 125]
(“everything melts into vague philosophical speculations”).

In contrast, formulae provide greater precision in complex situations [11]. To this
end, the Pure Propositional Calculus (also called Sentential Calculus) presented
here can be traced to Gottlob Frege [38, 39]. The adjective “pure” means that the
simplest (“atomic”) formulae are letters or symbols that do not denote anything:

mathematical logic is a meaningless game with symbols [108, p. xi].

Yet such symbols may later denote various types of atomic formulae that apply
to such various fields as algebra, arithmetic, geometry, or set theory, and therein
lies the power of the pure propositional calculus. Furthermore, purely symbolic
manipulations of formulae can reveal hitherto hidden logical properties:
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As for algebra [of logic], the very idea of the art is that it presents formulae which can be
manipulated, and that by observing the effects of such manipulation we find properties not
to be otherwise discerned (Charles Sanders Peirce, [104, p. 182]).

If famous logicians find manipulations of formulae indispensable in clarifying logic,
then such manipulations might also help nonspecialists in studying logic.

1.2.1 Formulae, Axioms, Inference Rules, and Proofs

Common instances of logical reasoning consist of sentences. For example, the first
axiom of Euclidean geometry is a sentence (paraphrased from [61, p. 3]):

For each pair of distinct points there exists exactly one line passing through both points.

Similarly, propositional logic starts with certain logical formulae called axioms.
The word “axiom” can mean “self-evident truth” but in the present context, which
focuses on patterns of reasoning, the word “axiom” means “initial” or “starting”
logical pattern [110, p.55]. Different selections of axioms can lead to different
kinds of logic, but the present chapter focuses mainly on classical logic, which
has been successful for several millennia. Several choices for the initial axioms and
formulae lead to the same classical logic. Because the principal concepts of logic
consist of “negation” and “implication” several common choices of initial axioms
and formulae involve only the connectives for negation (—) and implication (=).
Also, to allow for applications in various areas, the pure propositional calculus
replaces the “atomic formulae” from algebra, arithmetic, geometry, or set theory
by general symbols called propositional variables or sentence symbols.

1.3 Definition (Well-formed formulae). Select two disjoint lists of symbols.

Every symbol from the first list of symbols, which may consist of one or more
letter(s) from a specified alphabet, P, Q, . . ., optionally with subscript(s) Py, Py, - . -,
superscript(s) P¥, P¥, ..., or “middlescript(s)” P|, P||, ..., is called a formulaic
letter. Such formulaic letters are not parts of the propositional calculus, but they
help in describing the following rules to define well-formed formulae.

Also, every symbol from the second list of symbols, which may consist of one
or more letter(s) from a specified alphabet, A, B, ..., optionally with subscript(s)
Ay, Ay, . .., superscript(s) A*, AP, . or “middlescript(s)” Al, A||, ..., is called a
propositional variable or a sentence symbol [31, p. 17]. (Propositional variables
may later be replaced by atomic formulae specific to applications.)

Every propositional variable is a well-formed formula. For all well-formed
formulae P and Q, the following strings of symbols are also well-formed formulae:

(W1) —=(P) (read “not P”),
(W2) (P) = (Q) (read “P implies Q” or “if P, then Q).
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Furthermore, only strings of symbols built from letters or variables through
applications of the rules W1 and W2 can be well-formed formulae. Equivalent
definitions apply to other connectives and to prefix and postfix notations.

The use of parentheses in definition 1.3 conforms to [22, p. 7]. and [114, p. 185].
Parentheses without rules of precedence reflect the motto

more parentheses but less memorizing [114, p. 216].

By definition 1.3, a string of symbols such as (P) = (Q) is not yet a well-
formed formula of the propositional calculus. It only becomes so after P and Q
have been replaced by propositional variables or well-formed formulae, for instance,
(A) = (B). In this section, any capital letter may denote a propositional letter,
variable, or formula. In subsequent sections, however, the distinction may matter.

From definition 1.3, propositional letters or variables are “atoms” or “atomic”
propositional formulae in the sense that they are the simplest well-formed proposi-
tional formulae [72, p. 5], in contrast to more elaborate “‘composite” or “compound”
formulae, also called propositional forms, built from rules W1 and W2.

Several choices of well-formed propositional formulae can serve as axioms.
A system that remains concise and differentiates the roles of separate connectives
consists of the following three axioms. Subsection 1.3.10 explains their popularity
[18, §20, p. 119], [84, p. 49], [81, p. 31], [85, p. 165], [122, p. 165].

1.4 Definition (Jan Lukasiewicz’s axioms). A logical formula is an axiom of the
version of the classical propositional calculus considered here if and only if it is one
of the following three formulae, attributed to Lukasiewicz [62, p. 29], where P, Q,
and R may be any well-formed propositional formulae. The first two axioms are also
all the axioms of the Pure Positive Implicational Propositional Calculus:

Axiom P1 (P) = [(Q) = (P)].
Axiom P2 {(P) = [(Q) = (R)]} = {[(P) = (Q)] = [(P) = (B)]}.
Axiom P3 {[-(Q)] = [=(P)]} = [(P) = (Q)].

The first two axioms are also in Frege’s work [38], [39, p. 137, eq. (1) & (2)],
where they reflect a common mathematical model of rational thinking:

* Axiom P1, (P) = [(Q) = (P)], is called the law of affirmation of the
consequent. In Frege’s (translated) words, axiom P1 states that

If a proposition [P] holds, it also holds in case an arbitrary proposition [Q] holds [39,
p. 1371.

* Axiom P2, {(P) = [(Q) = (R)]} = {[(P) = (Q)] = [(P) = (R)]}, is called
the law of self-distributivity of implication. In Frege’s words, axiom P2 states
that

If a proposition [R] is the necessary consequence of two propositions ([Q] and [P]),
that is, if [(P) = {(Q) = (R)}], and if the first term [Q] is again the necessary
consequence of the other [P], then the proposition [R] is the necessary consequence of
the last proposition [P] alone [39, p. 139].
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* Axiom P3, {[-(Q)] = [~(P)]} = [(P) = (Q)], called the converse law of
contraposition [18, §20, p. 119], states that a contraposition, [~(Q)] = [—(P)]
suffices to establish a classical logical implication (P) = (Q).

The converse law of contraposition distinguishes classical logic from several
other systems of logic, for instance, Hilbert’s Positive Propositional Calculus,
Brouwer & Heyting’s Intuitionistic Logic, and Kolmogorov & Johansson’s Minimal
Logic [18, §26, p. 140-146]. Still, all these logical systems include Lukasiewicz’s
first two axioms, P1 and P2.

The propositional calculus includes the following concepts of theorem and proof.

1.5 Definition. A well-formed propositional form is a theorem of a propositional
calculus if and only if it is obtained by the following rules of inference:

1.6 Rule (Axioms).

Every axiom (of a logic) is a theorem (of the same logic).

1.7 Rule (“Modus Ponens” (abbreviated by M. P.), or ‘“Detachment’).

For all propositional forms H and C,
if H is a theorem and

if (H) = (C) is a theorem,

then C is a theorem.

The name of this rule will be printed here as “Detachment” to avoid unintended
awkward sentences. With Detachment, H is the minor premiss while (H) = (C)
is the major premiss (so spelled to distinguish its plural from “premises” [18, p. 1,
footnote 3]). Rule 1.7 states that if a hypothesis H and an implication (H) = (C)
hold, then the conclusion C may be “detached from the implication” (“von der
Implikation abgetrennt” in Lukasiewicz’s language [80, p. 124]).

1.8 Remark. Each use of the rule of Detachment requires two previously proved
well-formed formula: a proved hypothesis H and a proved implication (H) = (C).

Definitions 1.3 and 1.4 allow P, Q, and R to denote any propositional letters
or well-formed propositional formulae, so that axioms P1-P3 are templates, or
schemas, to generate axioms. Alternatively, allowing only propositional variables
in axioms P1-P3 but introducing the substitution rule 1.9 gives equivalent axioms:

1.9 Rule (Substitution).

For each propositional variable K in a theorem R (which is a propositional form),

and for each well-formed propositional form L,

the propositional form obtained by replacing in R every occurrence of K by L is again a
theorem.

A proof, or deduction, of a theorem R is a finite sequence of logical formulae
P,Q, ..., R, in which each formula is either a substitution in an axiom or in a
previously proven formula, or results from the rule of Detachment (Modus Ponens).

1.10 Example (Substitution). The formula (A) = [(B) = (A)] is an instance of
axiom P1; hence it is a theorem. Substituting —(C) for A in (A) = [(B) = (A)]
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yields [-~(C)] = {(B) = [—(C)]}, which is another instance of axiom P1, and
hence also a theorem. Because such substitutions in an axiom yield other axioms,
each axiom is also called an axiom schema. Thus both axioms (A) = [(B) = (A)]
and [—(C)] = {(B) = [—(C)]} result from the axiom schema P1.

1.11 Definition. For every logical formula R, the symbol - (called a “turnstyle”
and read “yield(s)” [110, p. 57]) and the notation

FR

means that there exists a proof of R. An alternative notation, P1, P2, P3 I R, also
specifies the list of axioms, here P1, P2, P3, from which R is a theorem.

More generally, for all logical formulae P and R, the notation P - R means that
with P added to the list of axioms, there exists a proof of R. The corresponding
alternative notation, P1, P2, P3, P |- R, again specifies the list of axioms. In other
words, R is a theorem for the logic with axioms P1, P2, P3, P. With a different
terminology, P - R means that R is derivable from P and the axioms.

Yet more generally, for all logical formulae P,Q,...,R, either notation
P,Q,... F Ror P1, P2, P3, P,Q,... = R, means that with P, Q, ... added to
the list of axioms, there exists a proof of R. In other words, R is a theorem for
the logic with axioms P1, P2, P3, P, Q, ... The formula R is then derivable from
P,Q,..., if and only if P, Q, ... I R. In the notation of Smullyan [117, p. 17] and
Stolyar [123, p. 63], P, Q, ... I R is also denoted by

P,O,...
=

Verifying a proof reduces to checking that each step conforms to the foregoing
definition of proof. In contrast, constructing a proof may require some creativity,
which may involve trying some rules and some axioms in various combinations,
some of which may fail whereas others may succeed [72, p. 55, lines 1-3], [114,
p- 31]. For the propositional calculus presented here, there is an algorithm (a recipe)
to design proofs, but its justification first requires most of the proofs presented here
[123, p. 193-197]. Moreover, the algorithm is cumbersome and would generate
proofs longer than the ones explained here. Nevertheless, the collection of all the
proofs shown here will demonstrate the steps that the algorithm would involve.
With such an understanding of the algorithm, a user might then automate the
algorithm with a computer [47, 50, 54, 139]. Furthermore, the following proofs also
provide some practice in creating proofs without using an algorithm, a practice that
corresponds more closely to the situation in mathematics, and for which there can
be no algorithm [46].
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1.3 The Pure Positive Implicational Propositional Calculus

With the two rules of inference (Detachment and substitution), the first two axioms
of classical propositional calculus (P1 and P2) pertain only to logical implications
(=); they form the Pure Positive Implicational Propositional Calculus, which is
common to other logics [18, § 29, p. 161]. In contrast, the concept of negation (—)
does not belong to the Positive Implicational Propositional Calculus. Axioms about
the negation, for instance, axiom P3, differentiate classical logic from other logics.

1.3.1 Examples of Proofs in the Implicational Calculus

The following three theorems provide examples of proofs about or in the Pure
Positive Implicational Propositional Calculus, which is the propositional calculus
with implications but no negations. The first theorem is called a “derived rule”
(of inference) because it involves a hypothesis, 7, which can be any axiom or
previous theorem. Such a derived rule of inference is a theorem about rather than
in the implicational calculus, but it provides a recipe to shorten subsequent proofs.
Specifically, theorem 1.12 shows a derivation of (S) = (7 from T and axiom P1.
The proof of theorem 1.12 is also a building block of the Deduction Theorem 1.22.

1.12 Theorem (derived rule). For each well-formed formula S and for each
theorem T, the implication (S) = (T) is a theorem: P1, T - (S) = (T).

Proof. Apply axiom P1 and Detachment as follows:

FT hypothesis (minor premiss),
F(T) = [(S) = (T)] substitution in axiom P1 (major premiss),
F©) =@ Detachment and preceding two formulae.
Thus (S) = (7) is a theorem derivable from axiom P1, the hypothesis T, and
Detachment. O

The second theorem uses axiom P2 and also involves a hypothesis, (H) =
[(K) = (L)], which can be any formula of this form that has already been proved.

1.13 Theorem (derived rule). For all well-formed formulae H, K, L, if
(H) = [(K) = (L)]
is a theorem, then
[(H) = (K)] = [(H) = (L)]
is also a theorem: P2, (H) = [(K) = (L)] F [(H) = (K)] = [(H) = (L)].

Proof. Apply axiom P2 and Detachment:

F(H) = [(K) = (L)] hypothesis,
H{(H) = [(K) = (D]} = {[(H) = (K)] = [(H) = (L)]} axiom P2,
FI(H) = (K)] = [(H) = (L)] Detachment.

a
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The third theorem (1.14) involves no hypotheses other than the axioms. Thus
theorem 1.14 is a theorem of the Pure Implicational Propositional Calculus. More
accurately, theorem 1.14 is a theorem schema representing a different theorem for
each different formula P. The proof of theorem 1.14 is also a building block of the
Deduction Theorem 1.22.

1.14 Theorem (reflexive law of implication). For each well-formed propositional
formula P, the formula

(P) = (P)

is a theorem derivable from axioms P1, P2, and Detachment.

Proof. Apply axioms P1, theorem 1.13, and Detachment, with lines numbered for
clarity (the line numbers are not parts of the proof):

0

I H( P )=P)=d]= (P )} bstitution in axiom P1
= = = substitution in axiom P1,
N—— — N——

H K L

H K H L

" —_—~— N N
2 F{ PH=[PE=>P@]}=[ P )=( P )] theorem1.13,

w

F @) = [(P) = (P)] substitution in axiom P1,
F(P) = (P) lines 2, 3, Detachment.

N

A formal proof would replace line 2 by the details of the proof of theorem 1.13,
labeled here as lines 2a and 2b, which gives the following proof:

—_—
L FC P )={P=E)=( P )} P,
s
P o R P Q P R

—_—~— —_——— —_—~— —_—~— —_—— —_—~— —_—~—
2a F[( P H={P=>@))=( P }={C P H=(@P)=ED=>[ P )=( P )) P2

N U
U
2b  H{P=((P=P]=[P)=P)] 1,2a, M.P,
— ——
\4 w
\4
e e
4 F@E=P=CP) PI,
5 F®@E=® 2b, 4, M.P.

——

w
Thus, P1, P2 - (P) = (P). O
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1.3.2 Derived Rules: Implications Subject to Hypotheses

The following theorems about the Pure Positive Implicational Propositional
Calculus are variants of the transitivity of implications: they shorten sequences of
implications into one implication, from the initial hypothesis to the last conclusion.
The same theorems also allow for the substitution of any well-formed propositional
formula by any logically equivalent formula. Moreover, their proofs constitute steps
of an algorithm known as the Deduction Theorem 1.22. For instance, the following
derived rules of inference extend the rule of Detachment to situations where K and
(K) = (L) might hold only under some hypothesis H: then the conclusion L also
holds under the same hypothesis H.

1.15 Theorem (derived rule). For all well-formed formulae H, K, L, if
(H) = (K) and
(H) = [(K) = ()]
are theorems, then
(H) = (L)
is also a theorem. Thus,
(H) = (K), (H) = [(K) = ()] = (H) = (L)

Proof. Apply theorem 1.13 and Detachment:

1 FH) = [(K)= (L) hypothesis;

2 F[H) = K)]=[(H) = (L)] theorem 1.13, major premiss;
3 F(H) = (K) hypothesis, minor premiss;

4 HH) = L) lines 3, 2, and Detachment.

a

The following theorem simplifies the use of theorem 1.15 if one of the logical
implications is a theorem. In particular, in an implication (K) = (L), theorem 1.16
allows for the substitution of a stronger hypothesis H implying (or equivalent to) K.
Alternatively, in an implication (H) = (K), theorem 1.16 allows for the substitution
of a weaker conclusion L implied by (or equivalent to) K.

1.16 Theorem (derived rule). For all well-formed formulae H, K, L, if
(H) = (K) and
(K) = (L)
are theorems, then
(H) = (L)
is also a theorem. Thus, (H) = (K),(K) = (L) = (H) = (L).

Proof. Apply theorems 1.12 and 1.15:

F(K) = (L) hypothesis,
F(H) = [(K) = (L)] theorem 1.12,
F(H) = (K) hypothesis,
F(H) = (L) theorem 1.15.
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Similarly, the following theorem simplifies the use of theorem 1.15 if one of the
components is already a theorem.

1.17 Theorem (derived rule). For all well-formed formulae H, K, L, if
(K) and
(H) = [(K) = (L)]
are theorems, then
(H) = (L)
is also a theorem. Thus, K, (H) = [(K) = ()] F (H) = (L).

Proof. Apply theorems 1.12 and 1.15:

FK hypothesis,
F (H) = (K) theorem 1.12,
F (H) = [(K) = (L)] hypothesis,
F(H) = (L) theorem 1.15.

a

The following theorem demonstrates how the rule of Detachment extends to a
sequence of several logical implications.

1.18 Theorem (derived rule). For all well-formed formulae P, Q, R, S, if
P) = (0),
P)= Q) = ®)], and
P) = [(R) = (9)]
are theorems, then
P) = ()

is also a theorem. Thus,
(P) = (Q), (P) = [(Q) = B)], (P) = [(R) = (9] = (P) = ().

Proof. Apply theorem 1.15 twice:

F(@P) = (0) hypothesis,
F (P) = [(Q) = (R)] hypothesis,
F (@)= R theorem 1.15,
F(P) = [(R) = (S)] hypothesis,
F(P) = (9) theorem 1.15.

a

Similar theorems hold for a sequence of more than three consecutive implica-
tions, but their need will not arise here. The following theorem simplifies the use of
theorem 1.18 if two of the logical implications are already theorems.

1.19 Theorem (derived rule). For all well-formed formulae P, Q, R, S, if
(P) = (0),
(Q) = (R), and
R) = ()
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are theorems, then
(P) = ()
is also a theorem. Thus,

(P) = (). (Q) = (B). (R) = (5) F (P) = (9).

Proof. Apply theorem 1.16 twice:
F (P) = (Q) hypothesis,
F(Q) = (R) hypothesis,
F(P) = (R) theorem 1.16, a
F(R) = (S) hypothesis,
F(P) = (S) theorem I.16.

The following theorems demonstrate the transitivity of implications subject to a
common hypothesis.

1.20 Theorem (derived rule). For all well-formed formulae H, K, L, M, if
(H) = [(K) = ()] and
(H) = {(K) = [(L) = M)]}
are theorems, then
(H) = [(K) = (M)]
is also a theorem. Thus,

(H) = [(K) = ()], (H) = {(K) = [(L) = M)]} = (H) = [(K) = (M)].

Proof. Use axiom P2 with theorems 1.16 and 1.15:

F(H) = {(K) = [(L) = M)]} hypothesis,
F{K) = [(L) = (M)]} = {[(K) = (L)] = [(K) = (M)]} axiom P2,
FH) = {(K) = ()] = [(K) = M)]} theorem 1.16;
F(H) = [(K) = (L)] hypothesis,
F(H) = [(K) = (M)] theorem 1.15.

a

1.21 Theorem (derived rule). For all well-formed formulae H, K, L, M, if
(H) = (K),
(H) = (L), and
(K) = [(L) = (M)]
are theorems, then
(H) = (M)

is also a theorem. Thus,

(H) = (K). (H) = (L) (K) = [(L) = (M)] = (H) = (M).
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Proof. Apply theorems 1.12, 1.13, and 1.15:

1 F(&K)=[L)=> M)] hypothesis,

2 FH={K) =L =M theorems 1.12,

3 FH) = K]={H) = [(L)= (M)]} theorem 1.13, major premiss,
4 F(H) = (K) hypothesis, minor premiss,

5 FH) =[L)=> M) lines 4, 3, and Detachment,
6 F(H) = (L) hypothesis,

7 F(H)=> M) theorem 1.15.

1.3.3 A Guide for Proofs: an Implicational Deduction Theorem

In general the question arises, how to find a proof of a theorem. One guide to
design a proof of an implication (H) = (C), where H and C denote well-formed
propositional formulae, begins by deriving a proof for a derivation H - C of the
conclusion C from the hypothesis H and the axioms. For instance, all the proofs
of derived rules in subsection 1.3.2 are examples of such derivations. The method
for designing a proof then proceeds to “discharge” the hypothesis H to produce a
proof of (H) = (C), as described in the proof of the Deduction Theorem 1.22,
which is not in but about the implicational calculus. More generally, from any proof
that a logical proposition S is derivable from proved hypotheses H, K, ..., M, N the
Deduction Theorem provides a recipe to turn that proof into a proof of

H={K)=..M)=[N) = ©O)]...}.

The Deduction Theorem presented here is also a part of an algorithm to design
proofs within the full Classical Propositional Calculus.

1.22 Theorem (Deduction Theorem for the Pure Classical Propositional Calcu-
lus, preliminary version). With any axiom system for which axioms P1, P2, and
(P) = (P) are axioms or theorems (or schema thereof), there is an algorithm to
transform any proof of

HK,...MMNF S
within the Classical Propositional Calculus into a proof of
H)={K)=..(M)=[N)=(©S)]...}.

Proof (Outline). The Deduction Theorem removes the hypotheses one at a time, for
instance, beginning with the last one listed, here N, from all the steps in the proof.
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(D1) If the step |- P in the initial proof is the hypothesis N being removed, then
in the new proof the Deduction Theorem replaces the old step
F N  (current hypothesis)
by a complete proof of (N) = (N), for instance, that of theorem 1.14:

FN) = {{N) = (N)] = N)} axiom P1,

FIW) = AV = V)] = (N)}] axiom P2,
= (V) = (V) = ()]} = (V) = (V)

FAWV) = [(N) = (M]} = [(V) = (V)] Detachment,

F@V) = [(N) = (V)] axiom P1,

F ) = V) Detachment.

(D2) If a step - P of the initial proof is a substitution in one of the axioms, or
in a previously proved theorem, or one of the hypotheses other than the one N
being removed here, then in the new proof the Deduction Theorem replaces the
old step

F P (axiom or hypothesis)
by a complete proof of (N) = (P), for instance, as in theorem 1.12:

P axiom or hypothesis,
F (P) = [(N) = (P)] axiomPlI,
H ) = (P) Detachment.

(D3) Ifthe step - P is derived in the initial proof by Detachment from previously
proved propositions M and (M) = (P), then (D2) and (D1) allow for their
replacement by complete proofs of (N) = (M) and (N) = [M) =
(P)] respectively. Specifically, in the new proof, the Deduction Theorem then
replaces the old steps

F (M) = (P) (previously proven True),

M (previously proven True),
P (Detachment),
by a complete proof that (N) = (P), for instance, as in theorem 1.15:
F ) = [(M) = (P)] theorem 1.12,
F{WN) = [(M) = (P)]} axiomP2 ...
= {[[N) = (M)] = [(N) = (P)]} ... continued,

F{N) = M)] = [(N) = (P)]} Detachment,
F(N) = (M) theorem 1.12,
F(N)= (P) Detachment,
with the proof of each instance of theorem 1.12 completely written out.

(D4) If a step - P results from a previously proved derived rule, then it may be
necessary first to replace the step - P by a complete proof of the derived rule,
and only then to replace each step of the proof of the derived rule as instructed
by directives (D1), (D2), (D3).
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Still with the hypothesis N, after the completion of any operation (D1)—(D3) on step
P, the Deduction Theorem then performs the same operations (D1)—(D3) on each of
the following steps, Q, ..., R. After the completion of operations (D1)—~(D3) on all
the steps P, O, . .., R, for the hypothesis N, the Deduction Theorem gives a proof of

HK,....MF [(N) = (5)].

Then the Deduction Theorem repeats the whole process with the preceding hypothe-
ses, H, ..., M. The Deduction Theorem terminates with a proof of

H)=2{K)=..M)=[N)=(O)]...}.

The general case follows by several applications of the previous cases, in a way

that may be specified more explicitly after the availability of the Principle of

Mathematical Induction in chapter 4. O
Example 1.23 shows how to use theorem 1.22.

1.23 Example (Tarski’s axiom II). To prove Tarski’s axiom II, {(P) = [(P) =
(Q)]} = [(P) = (Q)], define H and C by

{(P) = [(P) = (O]} = [(P) = (Q)]-
—_— —— N———

H C

Phase 1: a proof of H I- C.

For H F C, in other words, to derive C from H, substitute H in axiom P2:
1 E(@P)=[(P)=(0Q)] hypothesis,
N’

H
2 H{P)=[P)=Q={[(P)=(P)]=[(P)=(Q)]}  axiom P2,

H L
L

3 F [(P):>(P)]:>[(P_):>Q] 1, 2, Detachment,

K c
4 F(P)=(P) theorem 1.14,
———

K
5 FMP)=Q) 3, 4, Detachment,
————

c
which completes the derivation H = C of C from H.
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Phase 2: a proof of (H) = (C) from H |- C.

To transform this derivation (H - C) into a proof of (H) = (C), apply to each step
of phase 1 the procedure described in the Deduction Theorem (1.22):

F{P)=[(P)= (D)} ={(P)=[(P)=(Q)]} (DD,
H H
H

s —
F{P)=[(P)=(Q)]}
={(P)=[(P)=Q={(P)=(P)=[P)=(Q)]}) (D2),P2,

H L
H L
F{P)=[(P)=(Q={P)=P)]=[(P)=(Q)]} (D3),
——— —_———
K C
f—fl‘—
F{P)=[(P)=(Q}=[(P)=(P)] (D2), 1.12,
~————
K
r—fl‘—
F{P)=[(P)=(Q}=[(P)=(Q)] (D3),
———

c
which completes the proof of {(P) = [(P) = (Q)]} = [(P) = (Q)]. A completely
formal proof would also expand each of the steps just listed into its own proof,
as specified in the proof of the Deduction Theorem 1.22, for instance, expanding
each use of the directive (D3), which uses theorem 1.15, into a complete proof of
theorem 1.15.

Although theorem 1.22 can produce lengthy proofs, the resulting long proofs can
also suggest shorter proofs, for instance, as in theorem 1.24.

1.24 Theorem. The formula {(P) = [(P) = (Q)]} = [(P) = (Q)] is a theorem.

Proof. Apply axiom P2 with theorems 1.14 and 1.17:
F(P) = (P) theorem 1.14,
~————

K

F{P) = [(P) = (Q)]} = {[(P) = (P)] = [(P) = (Q)]} axiom P2,

H K L
F{(P) = [(P) = (O]} = [(P) = (Q)] theorem 1.17.
H L

Theorem 1.24 is also used in the form of a derived rule.

1.25 Theorem (derived rule). If (P) = [(P) = (Q)] is a theorem, then (P) =
(Q) is also a theorem.
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Proof. Apply theorem 1.24 and Detachment:
FAP) = [(P) = (Q)]} = [(P) = (Q)]  theorem 1.24,

F(P) = [(PI; = (0)] ‘ hypothesis,
(/P = (QH) Detachment.
—————

Cc
O

The design of proofs of formulae of the form (A) = [(B) = (C)] can start with a
derivation A, B = C of C from two hypotheses A and B. With A treated as an axiom,
and B as the hypothesis H, a first application of the Deduction Theorem (1.22)
leads to a derivation A = (B) = (C). Then, with A as the hypothesis H, a second
application of the Deduction Theorem (1.22) yields a proof of (A) = [(B) = (CO)].

The general case with several hypotheses follows by several applications of the
Deduction Theorem (1.22), in a way that may be specified more explicitly after the
availability of the Principle of Mathematical Induction in chapter 4.

1.3.4 Example: Law of Assertion from the Deduction Theorem

The following proof shows the use of the Deduction Theorem in designing proofs.
1.26 Theorem. The law of assertion (A) = {[(A) = (B)] = (B)} is a theorem.

Proof. A finished proof can proceed as follows:

F[(A) = B)] = [(A) = (B)] theorem 1.14,
F () = {{4A) = (B)] = [(A) = (B)]} theorem 1.12,
F @A) = {{A) = B)]= A} axiom P1,

F () = {[A) = (B)] = (B)} theorem 1.20.

The following considerations explain how to design such a proof.
The formula (A) = {[(A) = (B)] = (B)} has the pattern (H) = [(K) = ()]
of the Deduction Theorem, with A for H, (A) = (B) for K, and B for S.

Step 1.

As in the Deduction Theorem, assume first that the hypotheses H and K are proved,
and from them derive the conclusion S by proving H, K - S. Here, assume that the
hypotheses A and (A) = (B) are both proved, and prove A, [(A) = (B)] F B:

A first temporary hypothesis,

F(A) = (B) second temporary hypothesis,

B Detachment.
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The foregoing derivation shows that if A and (A) = (B) are proved, then B is
proved. Still under the first hypothesis A, the Deduction Theorem allows for the
removal of the second hypothesis, (A) = (B), as follows.

Step 2.

Step 2.1

The first line in step 1 consists of the other hypothesis, A, which is assumed proved,
whence instructions (D2) in the Deduction Theorem replace A with a complete proof
of [(A) = (B)] = (A) as in theorem 1.12. In other words, replace the first line, - A,
by the following three lines:

Proof of theorem 1.12:

FA temporary hypothesis,
FA) = {[A) = B)]=(A)} axiomPl,
N———
Q
F[A) = (B)] = (4) Detachment.

End of proof of theorem 1.12.

Step 2.2

Similarly, the second line in step 1 consists of the hypothesis K being currently
removed, here (A) = (B), which instructions (D1) in the Deduction Theorem
replace with a complete proof of (K) = (K), here [(A) = (B)] = [(A) = (B)],
as in theorem 1.14. Thus, replace the second line, - (A) = (B), by the following
lines:

Proof of theorem 1.14

with [K] for [(A)=(B)]:

F [K]= ({[K]= [K]}=[K]) axiom P1,

F{[K]= ({[K]= [K1}=[K])} axiom P2 ...
=[(IK]={[K]=[K]})={[K]=[K]}] ... continued,

F ([K]:>{[K]i[K]})i{[K]i[K]} Detachment,

F [K]={[K]=[K]} axiom P1,

F [K]=[K] Detachment,

F [(A)=(B)]=[(A)=(B)] substitution.

End of proof of theorem 1.14.
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Step 2.3

Finally, the third line in step 1 invokes Detachment, which instructions (D3) replace
by an instance of (the proof of) theorem 1.15:

F{A) = ®B]= (@ step 2.1,
F[(A) = (B)] = [(A) = (B)] step2.2,
F[(A) = (B)] = (B) theorem 1.15.

Hence the proof no longer assumes (A) = (B) as a hypothesis, but it still
assumes A as a hypothesis, thus proving that

AFA{[A) = (B)] = (B)}.

Step 3.

Finally, the Deduction Theorem allows for the removal of the first hypothesis, A,
from step 2. Here step 2 consists of steps 2.1, 2.2, and 2.3.

Step 3.1

In step 2.1 the first line consists of this hypothesis, A, whence instructions (D1)
replace A with (A) = (A) by a complete proof of theorem 1.14. In other words,
replace the first line in step 2, - A, by the following lines:

Proof of theorem 1.14:

F[A] = ({[A] = [Al} = [A]) axiom P1,
{4l = ({[A] = [A]} = [A])} axiom P1 ...
= [([A] = {[A] = [A]}) = {[A] = [A]}] ... continued,
F ([A] = {A] = [A]}) = {[A] = [A]} Detachment,
F[A] = {[A] = [A]} axiom P1,
F[A] = [A] Detachment.

End of proof of theorem 1.14.

Step 3.2

The second line in step 2.1 is an instance of axiom P1, which instructions (D2)
replace by (A) = [(A) = {[A) = B)] = (A)}]

Step 3.3

The third line in step 2.1 yields [(A) = (B)] = (A), from Detachment, which
instructions (D3) replace by a complete proof of (A) = {[(A) = (B)] = (A)},
as in theorem 1.15. In this case, however, such a proof would be correct but not



1.3 The Pure Positive Implicational Propositional Calculus 21

necessary, because (A) = {[(A) = (B)] = (A)} is merely an instance of axiom
P1. Because it is an axiom, all the preceding lines also become superfluous.

Step 3.4

The result of step 2.2, [(A) = (B)] = [(A) = (B)], is proved by theorem 1.14.
Hence, instructions (D2) replace it by (A) = [(A) = (B)] = [(A) = (B)]-

Step 3.5

Fully written out, the remaining lines in step 2.3 would follow the proof of
theorem 1.15. Removing the hypothesis A then amounts to theorem 1.20, which
forms the last line of the final proof:

FA)={{A)=>B)]=@A)} axiom P1 (from 3.3, replacing 2.1),

F[(A)=B)]=[A)=(B)] theorem 1.14 (from step 2.2),

F (A)={[(A)=(B)]=[(A)=(B)]} theorem 1.12 (from 3.4, replacing 2.2),

FA)={[(A)=B)]=(B)} Theorem 1.20 (from 3.5, replacing 2.3).
Thus the Deduction Theorem has provided some guidance for the construction

of a proof of the theorem (A) = {[(4) = (B)] = (B)}. O

1.3.5 More Examples to Design Proofs of Implicational
Theorems

In patterns of deductive reasoning involving two premisses, the following theorems
confirm that the order of the premisses does not matter.

1.27 Theorem (transitive law of implication). The following formula is a theo-
rem:

[(Q) = (B)] = {[(P) = (D] = [(P) = R)]}.

Proof. The formula to be proved has the form (A) = [(B) = (C)], with A denoting
(Q) = (R), B denoting (P) = (Q), and C denoting (P) = (R):

A B C

——
[(Q) = (B)] = {[(P) = (D] = [(P) = (B)]}.

Phase 1: deriving A, B - C and discharging B.

Designing a proof of (A) = [(B) = (C)] can start with a derivation A, B - C, in
this case (Q) = (R), (P) = (Q) F (P) = (R), which is exactly theorem 1.16.
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Expanding the proof of theorem 1.16 which invokes theorems 1.12 and 1.15,
helps discharging the hypothesis (P) = (Q):

F(@ = ® hypothesis A,
F(®P) = [(Q) = (R)] theorem 1.12,
F(@P) = (R conclusion C, by theorem 1.15.

The preceding three steps form a derivation A,B F+ C of C from A and B,
but without invoking B, which plays a hidden rdle in the proof of theorem 1.15.
Replacing the citation of theorem 1.15 by its proof leads to a derivation of (B) =
(C) from A:

FQ = ® hypothesis A,
F(P)=[(Q) = (BR)] theorem 1.12,
F(P) = (Q)] = [(Q) = (R)] (B) = (C) by theorem 1.13.

Replacing the citation of theorem 1.13 by its proof, which uses only axioms and
Detachment, gives a derivation of (B) = (C) from A directly from the axioms:

I F(@=® hypothesis A,

2 F(P)=[(Q)={R)] theorem 1.12,

3 F{P)=[Q)=R®)={(P)=(Q)]=[(P)=(R)]} axiom P2,

4 H(P)=(Q)] = [(P)=(R)] 2, 3, Detachment.

Lines 1-4 complete the derivation of [(P) = (Q)] = [(Q) = (R)] from the first
hypothesis (Q) = (R) with axiom P2 and Detachment. Since the second hypothesis,
(P) = (Q), has not been used, it need not be discharged.

Phase 2: discharging A.

An application of the Deduction Theorem (1.22) discharges the first hypothesis and
yields a proof of (A) = [(B) = (C)]. The resulting proof can be shortened, or
alternative proofs may result from trial and error. To this end, H, K, L refer to
theorem 1.15:

F1Q) = ®)]={(P) = [(Q) = ®)]} axiom P1,

H K

F{P) = [(Q) = (R)]} = {[(P) = ()] = [(P) = (R)]} axiom P2,

K L

F[(Q) = (R)] = {[(P) = (Q)] = [(P) = R)]} theorem 1.15.

H L

Swapping the premisses (P) = (Q) and (Q) = (R) also yields (P) = (R):

1.28 Theorem (transitive law of implication, law of the hypothetical syllogism).
The following formula is a theorem:

[(P) = (D] = {[(Q) = (B)] = [(P) = (B)]}.
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Proof. With notation as in the proof of theorem 1.27, the formula to be proved has
the form (B) = [(A) = (C)], with A denoting (Q) = (R), B denoting (P) = (Q),
and C denoting (P) = (R):

B A C

N —
[(P) = (Q)] = {[(Q) = (B)] = [(P) = (B)]}.

Thus designing a proof of (B) = [(A) = (C)] can start with a derivation B,A - C,
in this case (P) = (Q),(Q) = (R) F (P) = (R), which is exactly theorem 1.16.
Hence steps as in the proof of theorem 1.27 discharge the hypotheses, but in the
reverse order. The resulting proof might then be shortened or give clues for a shorter
alternative proof. For example, apply axiom P1 with theorems 1.27, 1.13, and 1.16:

U Vv
H1(P) = (Q)] = {[(Q) = B)] = [(P) = (O]} axiom P1,
K H K
F{Q) = (R)} = {[(P) = (Q)] = [(P) = B} 1.27,
~————
H K L
H K H L
——
Q) = (B)] = [(P) = (Q)]} = {[(Q) = (B)] = [(P) = (B)]} 1.13,
Vv w
U w
FIP) = (@] = {(Q) = B] = [(P) = B} L.16.

1.3.6 Another Guide for Proofs: Substitutivity of Equivalences

Besides the Deduction Theorem (theorem 1.22), another guide to design proofs
consists of replacing any occurrence of a formula by an equivalent formula, thanks
to theorem 1.29 [18, p. 101, 124, 189], [108, p. 48].

1.29 Theorem (Substitutivity of Equivalence in the Pure Positive Implicational
Propositional Calculus, preliminary version). For all well-formed implicational
logical formulae U and V, if = (U) = (V) and & (V) = (U), and if a formula Q
results from substituting any (zero, one, several, or all) occurrence(s) of U by V in
a well-formed formula P, then - (P) = (Q) and - (Q) = (P).

Proof (Outline). This proof proceeds by cases and subcases.
In all cases, if Q is P, which results by substituting none of the occurrences of U
by V, then each of (P) = (Q) and (Q) = (P) is (P) = (P), which is theorem 1.14.
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1. If P is U, then Q is either U or V. If Q is V, then (P) = (Q) and (Q) = (P)
become (U) = (V) and (V) = (U), which are the hypotheses.

2. If Pis (U) = (W), then Q is either (U) = (W), whichis P, or Q is (V) = (W).
If Q is (V) = (W), then the hypothesis - (V) = (U) yields - (P) = (Q):

F (V)= (U) hypothesis,
FIV)= )] ={U)=W)]=[(V)= (W)]} theorem 1.28,
FU) = W)]=[(V)=> (W) Detachment.
P
Similarly, the hypothesis %U) = (V) yields - (Q) = (P):

FU) = (V) hypothesis,
FIU) = W]={{V)= W)]=[U)= (W)} theorem 1.28,
F(V)= W)]=[(U)= (W) Detachment.

0 P
3. If Pis (W) = (U), then Q is either (W) = (U) or (W) = (V). If Qis (W) =
(V), then P with (U) = (V) yield Q, and Q with (V) = (U) yield P, by
transitivity (theorem 1.16).
If Pis (W) = (U), then Q is either (W) = (U), which is P, or Q is (W) =
(V). If Q is (W) = (V), then the hypothesis F (V) = (U) yields - (Q) = (P):

H(V) = ) hypothesis,

FIV) = O)] ={{(W)= (V)] =[(W)= (U)]} theorem 1.27,

W)= (V)] =[(W)= (U)] Detachment.

P
Similarly,(ihe hypothesis - (U) = (V) yields - (P) = (Q):

F(U) = (V) hypothesis,

FIU) = W]={W) = U)]=[(W) = (V)]} theorem 1.27,

W)= (U)] = [(W) = (V)] Detachment.
p 0

The general case follows by several applications of the previous cases, in a
way that may be specified more explicitly after the availability of the Principle of
Mathematical Induction in chapter 4. O

1.30 Example. 1If U denotes (H) = (K), and V denotes (H) = [(H) = (K)], then

FU) = (V)and (V) = (U):
U %

F[(H) = (K)] = {(H) = [(H) = (K)]} axiom PI,
F{H) = [(H) = (K)]} = [(H) = (K)] theorem 1.24.
N e’

Also, if P deno‘;es (L) = [(H) = (Klﬁ], which is (L) = (U), then - (P) = (Q)

and F (Q) = (P) become
P 0

HF{L) = [(H) = K)]} = [(L) = {(H) = [(H) => (K)]}] theorem 1.29,

(L) = {(H) = [(H) = K)]}] = {L) = [(H) = (K)]} theorem 1.29,

0 P
by axiom P1 with theorems 1.24 and 1.29.
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1.3.7 More Derived Rules of Inference

The following derived rules allow for substitutions within implications subject to
hypotheses, for instance, a substitution within an intermediate hypothesis.

1.31 Theorem (derived rule). For all well-formed formulae H, K, L, M, if
(H) = [(L) = (M)] and
(K) = (L)
are theorems, then
(H) = [(K) = (M)]

is also a theorem.

Proof. Apply theorems 1.28 and 1.16:

F(K) = (L) hypothesis,

FI(K) = (D] = {[(L) = M)] = [(K) = (M)]} theorem 1.28,

FI(L) = (M)] = [(K) = (M)] Detachment. |
F(H) = [(L) = (M)] hypothesis,

F(H) = [(K) = (M)] theorem 1.16.

The second theorem allows for a substitution in the conclusion.
1.32 Theorem (derived rule). For all well-formed formulae H, L, M, N, if
(H) = [(L) = M)] and
(M) = (N)
are theorems, then
(H) = [(L) = (N)]
is also a theorem.
Proof. Apply theorems 1.28, 1.16, and 1.17:

FH) = [(L) = M)] hypothesis,

FIL) = (M)] P=> {{M) = (V)] = [(L) = (N)]}  theorem 1.28,

P 0
F(H) = {[((M) = V)] = [(L) = (VN)]} theorem 1.16,
9]
F M) = (N) hypothesis,
F(H) = [(L) = (V)] theorem 1.17.

O
The following three derived rules of inference will simplify subsequent proofs.

1.33 Theorem (derived rule). If (K) = (L) is a theorem, then the following
formula is also a theorem: [(H) = (K)] = [(H) = (L)].
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Proof. Apply the transitivity of implication in the form of theorem 1.28:

F (&) = (L) hypothesis,
FIK) = )] ={[(H) = (K)] = [(H) = (L)]} theorem 1.28,
F[(H) = (K)] = [(H) = (L)] Detachment.

ad

1.34 Theorem (derived rule). If (I) = (H) is a theorem, then the following
Sformula is also a theorem: [(H) = (K)] = [(I) = (K)].

Proof. Apply the transitivity of implication in the form of theorem 1.27:

F ) = (H) hypothesis,
Fl) = H)]={{H = K)]=[I) = (K)]} theorem 1.27,
F(H) = (K] = [(I) = (K)] Detachment.

a

1.35 Theorem (derived rule). If (A) = (B) and (C) = (D) are theorems, then
the following formula is also a theorem: [(B) = (C)] = [(A) = (D)].

Proof. Apply theorems 1.34 and 1.33, with H, K, L as in theorem 1.16:
F ()= (B) hypothesis,

F[(B) = (C)] = [(A) = (C)] theorem 1.34,

H K
F(C) = (D) hypothesis,

F[(A) = (O)] = [(A) = (D)] theorem 1.33,

F[(B) :K> ©O)] = [(A) :L> (D)] theorem 1.16.

H L

a

In contrast to the preceding derived rules, theorem 1.36 reveals a different pattern.

1.36 Theorem (derived rule). If [(H) = (L)] = (M) and (H) = (K) are
theorems, then the following formula is also a theorem: [(K) = (L)] = (M) .

Proof. Apply theorems 1.27, 1.13, 1.12, and 1.16:

H [(K)= (D)]=A[(H)= (K)]=[(H)=L)]} 1.27,
e —— ———— N —
P 0 R
H{&)= D)= [(H)= K[} ={(K)=D)]=[H)=(L)]} 1.13,
= [(H)=(K)] hypothesis,
Q0
H (&)= (D)]=[(H)=(K)] 1.12,
e e ——

P Q
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F[(K)=(L)]=[(H)=(L)]  Detachment,
e —— e e’
P R

- (D= W)= () hypothesis.
R

F [(K)=(L)]= (M) 1.16.

P

1.3.8 The Laws of Commutation and of Assertion

The following “Law of Commutation” allows for yet another change in the order of
hypotheses:

{(P) = [(Q) = B} = {(Q = [(P) = B}
The Law of Commutation is one of Frege’s axioms [39, p. 146, eq. (8)]. In Frege’s
1879 words, the Law of Commutation states that

If a proposition is the consequence of two propositions, their order is immaterial [39,
p. 147].

In 1935, however, Lukasiewicz showed that the Law of Commutation is a theorem
derivable from Detachment with axioms P1 and P2 [80, p. 127], as proved by
theorem 1.37. (The time lapse between 1879 and 1935 indicates that recognizing
whether a formula is a theorem can also be difficult for specialists.)

1.37 Theorem (law of commutation). The following formula is a theorem:

{(P) = [(Q) = B} = {(Q) = [(P) = (RB)]}.

Proof. Apply theorem 1.31:
FHP) = Q) = ®) = ()= Q)= [(P) = ®)}  axiomP2.

H L M
F(C 0 )=I[P) = (Q)] axiom P1,
—— —_——
K L
F{P)=1[0) = R} = {(\Q’_/) = [(P) = (R)]} theorem 1.31.
H K M

a

With a shorter proof relying on the law of commutation, the following theorem
combines the rule of Detachment into a single formula.
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1.38 Theorem (law of assertion). The formula (H) = {[(H) = (C)] = (C)}is
a theorem.

Proof. Apply theorems 1.14 and 1.37 with Detachment:
P P

FIH) = O]=[( H )=( C )] theorem 1.14,

P 0 R
+ (\H’_J) = {{(H)= (O)] = ( C )} commutation (1.37) and Detachment.
0 P R

a

Also relying on the law of commutation, the following derived rule will shorten
the proof of subsequent results in particular, theorem 1.50.

1.39 Theorem (derived rule). If- (U) = [(V) = (W)]
and = (H) = [(W) = (R)],
thent= (H) = {(U) = [(V) = (R)]}.

Proof. Apply the transitivity of implication (theorem 1.27):

E (V)= W)]={[(W)=R)]=[(V)=(R)]} theorem 1.27,
H(O)=([(V)=W)]={(W)=®R)]=[(V)=(R)]}) theorem .12,
HO)=[(V)=W)] hypothesis,
FO)={{(W)=®)]=[(V)=®R)]} theorem 1.15,
H{O)=[(W)=®][={U)=[V)={R)]} theorem 1.13,

F (H)=[(W)=(R)] hypothesis,
H(U)={H)=[(W)=®R)]} theorem 1.12,
FH)={U)=[(W)=®)]} commutation (1.37),
= H)={U)=[(V)=®]} transitivity.

1.3.9 Exercises on the Classical Implicational Calculus

The foregoing theorems involve only implications but no negation, and their
proofs do not involve any negation either. Nevertheless, there exist other theorems
involving only = but not — for which there does not exist any proof involving only
implications. Examples of such theorems are hidden in the exercises, to be revealed
later. Investigate whether the formulae in the following exercises are theorems, using
any of the axioms P1 and P2, any rules of inference, and any of the theorems just
proved.

11. [(H) = ()] = {(H) = [(K) = L)]}
12. [(K) = ()] = {H) = [(K) = D]}
13. [(4) = (B)] = [{[A) = B)] = (B)} = (B)]



1.3 The Pure Positive Implicational Propositional Calculus 29

4. [(4A) = B)] = [{[A) = B)] = )} = (4)]

L5. {[(P) = (P)] = (P)} = (P)

L6. (P) = {[(P) = (P)] = (P)}

1.7. {{(P) = (Q)] = (P)} = (P) (Peirce’s law.)

L8. [(P) = (B] = [{[(P) = ()] = (B} = (R)]

LY. {[®R) = (O] = (P)} = {[R) = (D] = [(5) = (P}
L10. [(R) = (O] = ({[(® = Q)] = (P)} = [(5) = (P)])

1.3.10 Egquivalent Implicational Axiom Systems

The Classical Implicational Calculus just presented rests on the rules of Detachment
and Substitution with Frege’s axioms P1 and P2:

Frege’s axiom P1  (P) = [(Q) = (P)].
Frege’s axiom P2 {(P) = [(Q) = (B)]} = {[(P) = (Q)] = [(P) = (B)]}.

Other selections of axioms exist, for instance, Stephen Cole Kleene’s [72, p. 15],

Kleene’s axiom la  (A) = [(B) = (A)],
Kleene’s axiom 1b  [(A) = (B)] = ({(A) = [(B) = (O]} = [(A) = (O)]),

and Tarski’s [129, p. 147],

Tarski’s axiom I (P) = [(Q) = (P)],
Tarski’s axiom I {(P) = [(P) = (O)]} = [(P) = (Q)],
Tarski’s axiom Il  [(P) = (Q)] = {[(Q) = (R)] = [(P) = (R)]}.

Frege’s, Kleene’s, and Tarski’s implicational axiom systems are mutually equiva-
lent, in the sense that each system leads to the same Pure Positive Implicational
Propositional Calculus.

Indeed, their first axioms, P1, 1a, and I are mutually identical.

Second, Kleene’s axiom 1b results from applying the law of commutation
(theorem 1.37) to Frege’s axiom P2. Consequently, both of Kleene’s axioms la
and 1b are theorems derivable from Frege’s axioms P1 and P2. Thus, prepending
derivations of Kleene’s axioms from Frege’s axioms to any proof of any theorem
from Kleene’s axioms yields a proof of the same theorem from Frege’s axioms.
Therefore, every theorem derivable from Kleene’s axioms is also derivable from
Frege’s axioms.

Similarly, Tarski’s axiom II is theorem 1.24, while Tarski’s axiom III is the-
orem 1.28. Consequently, all three of Tarski’s axioms I, II, and III are theorems
derivable from Frege’s axioms P1 and P2. Therefore, every theorem derivable from
Tarski’s axioms is also derivable from Frege’s axioms.
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The exercises establish the converse derivations. From Kleene’s axioms,
exercises 1.11 and 1.13 derive Tarski’s axiom II, whereas exercises 1.14—1.22 derive
Tarski’s axiom III. Thus exercises 1.11-1.22 show that every theorem derivable
from Tarski’s axioms is also derivable from Kleene’s axioms. Hence from Tarski’s
axioms, exercises 1.23—1.32 derive the law of commutation following Tarski’s
outline [129, p. 148-149], and thence Frege’s axioms P2 from Tarski’s axiom III.
Thus exercises 1.23—1.36 show that every theorem derivable from Frege’s axioms
is derivable from Tarski’s axioms, and thus also from Kleene’s axioms.

However, after the proof of (P) = (P) in theorem 1.14, Frege’s axioms lead
immediately to the Deduction Theorem (1.22), whereas the exercises reveal that
several intermediate theorems stand between Kleene’s or Tarski’s axioms and the
Deduction Theorem, which may explain the popularity of Frege’s axioms, already
announced before definition 1.4 on page 6.

1.3.11 Exercises on Kleene’s Axioms

For the following exercises, use only Kleene’s axioms la and 1b with Substitution
and Detachment.

1.11. Prove (P) = (P).

1.12. Establish the derived rule of inference that if T is a theorem, then (S) = (7)
is also a theorem.

L13. Prove {[(P) = [(P) = (Q)} = [(P) = (Q)].

1.14 . Establish the derived rule of inference that if (H) = (K) and (K) = (L) are
theorems, then (H) = (L) is also a theorem.

1.15 . Establish the derived rule of inference that if T is a theorem, then {(A) =
[(T) = (C)]} = [(A) = (O)] is also a theorem.

1.16 . Prove [(B) = (C)] = {(A) = [(B) = (O)]}.
1.17 . Prove
{lB) = ©1 = (t) = 1B) = ©)) = (1) = )}
= {[(B) = (O] = [(A) = (O},

1.18. Prove
(B=Ol= =B}
= [(1B)=©)={t)= @)= ()= [B=Cl=[W=©O))})
={(B=O)=((W=1B)=(Ch=1!)= )} ].
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1.19. Prove

{{B) = (O] = [(4) = B)]}

= {[B) = ©] = () = (B = O} = [4) = ()]
1.20. Prove
{1®B) = (O] = [4) = B} = {[(B) = (O] = [(4) = (O}

1.21. Prove [(A) = (B)] = {[(B) = (O)] = [(A) = (B)]..
1.22. Prove [(A) = (B)] = {[(B) = (O)] = [(A) = (O)]}.

1.3.12 Exercises on Tarski’s Axioms

For the following exercises, use only Tarski’s axioms I, II, and III, with Substitution
and Detachment.

1.23 . Establish the derived rule of inference that if (H) = (K) and (K) = (L) are
theorems, then (H) = (L) is also a theorem.

1.24 . Establish the derived rule of inference that if T is a theorem, then (S) = (7)
is also a theorem.

1.25. Prove (P) = {[(P) = (Q)] = (P)}.
1.26 . Prove

{{P) = (O] = (P)} = (I(P) = (9] = {[(P) = (O] = (0)}).
1.27 . Prove
(P) = (I(P) = (O] = {[(P) = (Q)] = (0)}).
1.28 . Prove
([((P) = (] = {[(P) = (O] = (Q)}) = {[(P) = (9] = (O)}.
1.29 . Prove the law of assertion:

(P) = {(P) = (D] = ()}
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1.30 . Prove
{(P) =10 = ®I= ({0 = ®] = ®)}=[P) = [R)).
1.31. Prove
(@ = ®]= ®} =[P = ®)]) = {(Q) =[P = R
1.32. Prove the law of commutation:
{(P) = (@) = B} = {(Q) = [(P) = (B)]}.
1.33. Prove Frege’s axiom 2:
[(Q) = B)] = {[(P) = (@] = [(P) = (B}
1.34. Prove
Q=[P = R = (I(P) = (@] = {(P) = [(P) = R)]}).
1.35. Prove
[(P) = (O] = ({(P) = [(Q) = R} = [(P) = (B]}).
1.36 . Prove

{(P) = [(Q) = B} = {[(P) = (@] = [(P) = (B}

1.4 Proofs by the Converse Law of Contraposition

The Pure Positive Implicational Propositional Calculus belongs to several logical
systems, which differ from one another by their different axioms about negation.
For instance, classical logic defines its concept of negation by the converse law of
contraposition:

Axiom P3:  {[~(Q)] = [~(P)]} = [(P) = (Q)].

1.4.1 Examples of Proofs in the Full Propositional Calculus

The following proofs demonstrate the use of the converse law of contraposition.
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1.40 Theorem (law of denial of the antecedent). For all well-formed formulae P
and Q, the following formula is a theorem: [=(P)] = [(P) = (Q)].

Proof. Apply axioms P1 and P3 with the transitivity of implication (theorem 1.16):

F[=(P)] = {[-(Q) = [=(P)]} substitution in axiom P1,
FA{=(Q) = [=(P)]} = [(P) = (Q)] axiom P3,
F[=(P)] = [(P) = (Q)] theorem 1.16.
O
1.41 Theorem. The formula (P) = {[—(P)] = (Q)} is a theorem (schema).
Proof. Apply theorem 1.40 and the law of commutation (theorem 1.37):
F[=(P)] = [(P) = (Q)] theorem 1.40,
=] = [(P) = (O} = [(P) = {[~(P)] = (Q)}] commutation (1.37),
F(P) = {[=(P)] = (Q)} Detachment.
O

The following two theorems establish the complete law of double negation.

1.42 Theorem (law of double negation). The formula [-—(P)] = (P) is a
theorem (schema).

Proof. Apply the transitivity of implication (theorem 1.19) and theorem 1.25:

F ==} = {[-——=(P)] = [-—=(P)]} axiom P1,
F ({(-[===(P)]} = {=[~(P)]}) = {[~(P)] = [-——(P)]} axiom P3,
F ([~(P)] = {-[-—(P)]}) = {[-—(P)] = (P)} axiom P3,
E [==(P)] = {[—(/P)] = (P)} theorem 1.19,
F[==(P)] = (P) theorem 1.25.

a

1.43 Theorem (converse law of double negation). The formula (P) = [—~—(P)]
is a theorem (schema).

Proof. Apply the law of double negation (theorem 1.42) and contraposition (P3):

F (_‘{_‘[_‘(P)]}) = [~(P)] theorem 1.42,
FA(—==P))) = [P = [(P) = {=[~(P)]}]  axiom P3,
@) = {=[=(P)]} Detachment.

O
With axiom P3, the following theorem gives the complete law of contraposition.

1.44 Theorem (law of contraposition, principle of transposition). The follow-
ing formula is a theorem (schema): [(P) = (Q)] = {[-(Q)] = [-~(P)]} .

Proof. Apply transitivity (theorem 1.16) with A, B, C, D as in theorem 1.35:
F{=[-(P)]}=( P ) theorem 1.42,
B

A
F(C QO )= {;[—fg)/]} theorem 1.43,

C D
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F [(J:_/) = (WQ_)] = {[:@] = [:Q]} theorem 1.35,
B c A D
FAl-=(P)] = [ ()]} = {[~(Q)] = [=(P)]} axiom P3,
FI(P) = (Q] = {[~(Q)] = [-~P)]} theorem 1.16. i

Theorem 1.44 is the theoretical basis for reasoning by contraposition. Theo-
rem 1.45 syncopates several steps for later use.

1.45 Theorem. For all well-formed formulae P and Q, the following formula is a
theorem: {[=(P)] = (Q)} = {[~(Q)] = (P)}.

Proof. Apply the principle of transposition and the law of double negation:
A=) = (Q)} = ([~(Q)] = {~[~(P)]}) transposition (1.44) ,
FA=[=@)]} = (P) double negation (1.42) ,
F{[—P)] = (O} = {{—(Q)] = (P} derived rule (1.32).

1.4.2 Guides for Proofs in the Propositional Calculus

Besides the Deduction Theorem (theorem 1.22 ), an extension of the substitutivity
of equivalence in the implicational calculus (theorem 1.29) also allows for the
replacement of any occurrence of a formula by an equivalent formula containing
negations, thanks to theorem 1.46 [18, p. 101, 124, 189], [108, p. 48].

1.46 Theorem (Substitutivity of Equivalence in the Pure Propositional Calcu-
lus, preliminary version). For all well-formed propositional formulae U and V, if
F (U) = (V) and = (V) = (U), and if a formula Q results from substituting any
(zero, one, several, or all) occurrence(s) of U by V in a well-formed formula P, then

F(P) = (Q) and - (Q) = (P).

Proof (Outline). Theorem 1.29 has already established the conclusions for
implications.

For negations, if P is —(U), then Q is either —(U) or —~(V). If Q is —(V), then
(P) = (Q) and (Q) = (P) become [~(U)] = [~(V)] and [=(V)] = [~(V)],
which hold by the law of contraposition (theorem 1.44 ):

FU) = (V) hypothesis ,
F (D) = (V)] = {[-(V)] = [-(U)]} theorem 1.44,
F[=(WV)]=[-()] Detachment,
(¢ P
F W)= ) hypothesis ,
F (V) = (U)] = {{~(U)] = [~(V)]} theorem 1.44,
Fl-O)]=[-(V)] Detachment;
—— —_——

P Q
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The general case follows by several applications of the previous case and the
cases in theorem 1.29, in a way that may be specified more explicitly after the
availability of the Principle of Mathematical Induction in chapter 4. O

1.4.3 Proofs by Reductio ad Absurdum

Within classical logic, a proposition and its negation together form an “absurdity”
that cannot hold. In particular, if a hypothesis implies a conclusion and its
negation — an absurdity — then the hypothesis may be rejected. The following
theorems establish the validity of such a pattern of reasoning, called reduction to
the absurd.

1.47 Theorem (special law of reductio ad absurdum). For each well-formed
Sformula P, the following formula is a theorem: {(P) = [~(P)]} = [—(P)].

Proof. Start with theorem 1.44 and the denial of the antecedent (theorem 1.40):
F{(P) = [=(P)]} = ((=[=(P)]} = [=(P)]) (1.44),
F{==@)] = (=] = {=[(P) = (P)]}) (1.40),
F == = (=) = =[(P) = (P)]})]

= [((C=0P = =) = ((C-@) = -[(P) = (P)})]  ®2),

F{=[-@) = [-P)]) = (=[P = {-[(P) = (P)]}) (M.P),
F ({=[-@)] = {-[(P) = (P)]}) = {{(P) = (P)] = [~(P)]} (P3),
FA{(P) = [=(P)]} = {(P) = (P)] = [=(P)]} (1.19),
F(P) = (P) (1.14),
FA{(P) = [=(P)]} = [=(P)] (1.17). ]

1.48 Theorem (law of reductio ad absurdum). For all well-formed formulae P
and Q, the following formula is a theorem:

[(P) = (@] = ({(P) = [~(Q)]} = [=(P)]).

Proof. Apply theorems 1.44, 1.12, 1.37, 1.16, 1.47, 1.32:

F (P)=(Q)]={[~(Q)]=[~(P)]} (1.44),

F (P)=([(P)=(Q)]={[~(Q)]=[~(P)]}) (1.12),
F(P)=(Q)]=[(P)=A{[~(Q)]=[~(P)]}] (1.37),

F [(P)={[~Q]=[~P]}]={P)=[~(@l={P)=[-P)]}) @),

= [(P)=(Q)]= ({(P)=[~(Q)={(P)=[~(P)]}) (1.16),
F{(P)=[=(P)]}=[~(P)] (1.47),

FIP)= Q)= ({(P)=[-(Q=[~(P)) (132 O

Theorem 1.48 is the theoretical basis for the pattern of reasoning by reduction to
the absurd: if (P) = (Q) and (P) = [—(Q)] are theorems, then theorem 1.48 and
Detachment twice prove that —(P) is a theorem. As a special case of theorem 1.48,
theorem 1.47 shows that if a statement P implies its negation —(P), then —(P) is a
theorem.
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1.4.4 Proofs by Cases

Theorem 1.49 provides a variation on the theoretical foundation of proofs by cases:
if, in the first case, a conclusion R follows from a hypothesis P, and if, in the
second case, the same conclusion R also follows from the negation —(P) of the
same hypothesis P, then R is a theorem, derivable from the axioms and inference
rule, so that the hypothesis is superfluous.

1.49 Theorem (proof by cases). For all well-formed formulae P and R,
P1, P2, P3, = {[~(P)] = (R)} = {[(P) = (R)] = (R)}.

Proof. Apply the laws of double negation (theorem 1.42), contraposition (theo-
rem 1.44), and reduction to the absurd (theorem 1.48):
H{[=®)]=P)}= ({[~®]=[=(P)}={=[-(R)]}) theorem 1.43,

HA{=[=®)=®) double negation (1.42),
H{=®]= @)= [[=®]=[-(P)]}=([R)] derived rule (1.32),
F[(P)=R)]={[-R)]=[—(P)]} transposition (1.44),
FA{[—=®)]=(P)}= [{[(P)=(R)]}=(R)] derived rule (1.31),
FA{[—~(P)]=R)}={[~(R)]=(P)} theorem 1.45,
FA{[-~(P)]=R)}={[(P)=R)]=(R)} derived rule (1.16).

O

Theorem 1.50 generalizes theorem 1.49 to the situation with an intermediate
hypothesis [18, p. 205, footnote 355].

1.50 Theorem (proof by cases subject to hypotheses). For all well-formed for-
mulae P, Q, and R,
PI, P2, P3, = {[-~(P)] = R)} = [[(Q) = ®] = ({[(P) = (Q)] = (R)})].

Proof. Apply the law of proof by cases (theorem 1.49), the transitivity of implica-
tion (theorem 1.27), and a derived rule (theorem 1.39):

F{=(P)] = B} = {[(P) = (R)] = (R)} theorem 1.49,
H w
Q) = ®)] = {[(P) = ()] = [(P) = (B)]} theorem 1.27,
U 14 w

F{=(P] = ®)} = [[(Q) = ®] = ({[(P) = (Q)] = (R)})] theorem 1.39.

H U Vv

ad
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1.4.5 Exercises on Frege’s and Church’s Axioms

For the following four exercises, use the rules of inference and only the following
six axioms, due to Frege [39]:

Axiom F1 [39, p. 137, eq. (1)]: (P) = [(Q) = (P)].

Axiom F2 [39, p. 137, eq. (2)]: {(P) = [(Q) = R} = {[(P) = (Q)] =
[(P) = (R)]-

Axiom F3 [39, p. 146, eq. (8)]: {(P) = [(Q) = (R)]} = {(Q) = [(P) = (R)]}.
Axiom F4 [39, p. 154, eq. (28)]: [(P) = (Q)] = {[=(Q)] = [=(P)]}-

Axiom F5 [39, p. 156, eq. (31)]: {=[~(P)]} = (P).

Axiom F6 [39, p. 158, eq. (41)]: (P) = {=[—~(P)]}.

1.37 . Prove that F1-F6 = (P) = {[=(P)] = [—(Q)]}-

1.38 . Prove that F1-F6 - [—~(P)] = {(P) = [~(P)]}.

1.39.. Prove that F1-F6 - {[~(Q)] = [~(P)]} = [(P) = (Q)].

1.40. Prove that Frege’s six axioms F1-F6 are logically equivalent to
Lukasiewicz’s three axioms P1, P2, P3.

The following exercises outline a proof that the axioms P1, P2, P3 of classical
logic are logically equivalent to the following three axioms C1, C2, C3, used by
Church [18, §10, p. 72] and Robbin [108, p. 14]. Because the two logical systems
have the same first two axioms, they also have the same implicational calculus. The
two logical systems differ from each other only by their third axiom, where F' stands
for False, so that —(F) is a theorem.

Axiom C1 (P) = [(Q) = (P)].
Axiom C2 {(P) = [(Q) = (B)]} = {[(P) = (Q)] = [(P) = (B)]}-
Axiom C3 {[(P) = (F)] = (F)} = (P).

1.41. This exercise establishes the converse law of contraposition in Church’s
system. Prove the tautology {[(B) = (F)] = [(A) = (F)]} = [(A) = (B)] within
Church’s system, using only results from the implicational calculus (axioms C1 and
C2) and axiom C3 (not axiom P3). Hint: start from axiom C2, with (B) = (F)
for P, with A for Q, and with F for R. Then use the transitivity of implications.

To show the equivalence of Church’s logical system and classical logic, the
following exercise establishes the equivalence of —(P) and Church’s (P) = (F).

1.42. Prove that [(P) = (F)] = [~(P)] and [~(P)] = [(P) = (F)] are theorems,
using the theorem —(F), and the classical axioms P1, P2, P3.
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1.43 . Define a “negation” ~ (P) to be an abbreviation for (P) = (F). Prove that
every theorem of classical logic is a theorem of Church’s logic.

1.44 . Using the theorem —(F) and axioms P1, P2, P3, prove the theorems {[(P) =
(F)] = (F)} = {=[=(P)]} and {=[~(P)]} = {[(P) = (F)] = (F)} .

1.45. Using axioms P1, P2, P3 and any of the classical theorems already proved,
prove [=(P)] = [(P) = {=[(S) = ($)]}] and [(P) = {=[(S) = (O]}] = [=(P)].

1.46 . In classical logic define a constant f to be an abbreviation for —[(S) = (5)].
Prove that every theorem of Church’s logic is a theorem of classical logic.

1.5 Other Connectives

There exist logical connectives other than the negation (—) and implication (=),
for example, the conjunction (A), disjunction (V), and equivalence (<>). Such other
connectives can be specified by other axioms, for instance, by Tarski’s axioms V-
VI to specify the equivalence, as in example 1.87 on page 55. Alternatively, other
connectives can be defined as abbreviations of longer formulae in terms of negations
and implications, as presented in this section.

1.5.1 Definitions of Other Connectives

The logical connectives — and = suffice to define all the other logical connectives,
for instance, the conjunction A, the disjunction V, and the equivalence <, as
outlined here.

1.51 Definition (conjunction, disjunction, and equivalence). In the full Classi-
cal Propositional Calculus, the connectives A, V, and < may be defined as follows:
(P) A (Q)  stands for ={(P) = [=(Q)]};
(P) v (Q)  stands for [(P) = (Q)] = (Q);
(P) < (Q) stands for [(P) = (Q)] A [(Q) = (P)].

1.5.2 Examples of Proofs of Theorems with Conjunctions

The logical conjunction (A) can also be introduced into a logic by additional
axioms, for instance, as in Hilbert’s Positive Propositional Calculus, Brouwer &
Heyting’s Intuitionistic Logic and Kolmogorov & Johansson’s Minimal Logic [18,
§26, p. 140-146]:
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(AND.1) = [(P) A (Q)] = (Q)
(AND.2) = [(P) A (Q)] = (P)
(AND.3) = (P) = {(Q) = [(P) A (Q)]}
The following theorems reveal that within the Classical Propositional Calculus,

such axioms also follow from definition 1.51.
The first theorems show that if (P) A (Q) holds, then P holds and Q holds.

1.52 Theorem (AND.1). The formula [(P) A (Q)] = (Q) is a theorem (schema,).

Proof. Apply transposition, double negation, transitivity, and the definition:

F[=(Q)] = {(P) = [-(Q]} axiom P1,
F (={(P) = [~(Q)]}) = {=[~(Q)]} contraposition (1.44) of P1, and M.P,
FI(P) A (Q)] = {—[(O]} definition 1.51 of A,
F{=[-(Q)]} = (Q) theorem 1.42,
F{(P) A (Q)] = (Q) theorem 1.16.
O
1.53 Theorem (AND.2). The formula [(P) A (Q)] = (P) is a theorem.
Proof. Apply theorems 1.40, 1.44, 1.42, and 1.16:
F[=P)] = [(P) = (Q)] denial of the antecedent (1.40),
F (—-{(P) = [=(Q)]}) = {=[=(P)]} contraposition (1.44) of 1.40,
F[=(/P)] = (P) double negation (1.42),
F(P) A (Q)] = (P) transitivity (theorem 1.16).
O

The next theorem demonstrates a “converse” to the preceding two theorems. so
that if P and Q hold, then their conjunction (P) A (Q) also holds.

1.54 Theorem (AND.3). If P and Q are both theorems, then (P) A(Q) is a theorem;
equivalently, for all well-formed formulae P and Q, - (P) = {(Q) = [(P) A (Q)]}.

Proof. Apply the law of assertion, contraposition, and transitivity:
F(P) = ({(P) = [~(Q)]} = [~(Q)]) assertion (theorem 1.38),

F{(P) = =]} = [-(0)) contraposition . . .
= {(Q@) = (={(P) = [-(Q)})} ... continued,

= (P) = {(Q) = (ﬁ{(P) = [—'(Q)]})} theorem 1.16,

E @) = {Q) = [(P)AQ]} definition of A.
Hence, if P and Q are both theorems, then (P) A (Q) is a theorem:

F(P) = {(Q) = [(P) A(Q)]} just proved,

F(P) hypothesis,

F(Q) = [(P) A (Q)] Detachment,



40 1 Propositional Logic: Proofs from Axioms and Inference Rules

F(Q) hypothesis,
F(P)A(Q) Detachment.

Theorem 1.54 allows for the following derived rule of inference.

1.55 Theorem (derived rule). For all well-formed formulae H, K, and L, if (H) =
(K) and (H) = (L) are theorems, then (H) = [(K) A (L)] is a theorem:

H(H) = (K)] = ((H) = (D)] = {(H) = [(K) A (D]});
conversely, if (H) = [(K) A (L)] is a theorem, then (H) = (K) and (H) = (L) are
theorems.

Proof. Apply theorem 1.54 and transitivity (theorem 1.32) with M for (K) A (L):
H#H) = {(K) = [(1) = (M)]}]
= ([(H) = (K)] = {(H) = [(L) = (M)]}) axiom P2,

HiH) = [(L) = (M)]}
= {{H) = (D] = [(H) = M)]} axiom P2,

FH) = {(K) = [(L) = (M)]}]
= ([(H) = (K)] = {[(H) = ()] = [(H) = (M)]}) theorem 1.32,

F(K) = [(L) = (M)] theorem 1.54,
F(H) = {(K) = [(L) = (M)]} theorem 1.12,
= (H) = (K)] = {[(H) = ()] = [(H) = (M)]} Detachment,
with M for (K) A (L). The converse results from theorems 1.52 and 1.12:
FIK) A W@)] = (L) theorem 1.52,
F(H) = {[(K) A (D] = (D)} theorem 1.12,
F{H) = [(Q) = B} = {[(H) = (Q)] = [(H) = (R)]} axiom P2,
F{H) = [(K) A (D]} = [(H) = (L)] Detachment.

Replacing [(K)A(L)] = (L) (theorem 1.52) by [(K)A(L)] = (K) (theorem 1.53)
in the foregoing proof yields a proof of {(H) = [(K) A ()]} = [(H) = (K)]. O

For instance, theorem 1.55 yields the following theorem.

1.56 Theorem (idempotency of A). For each well-formed formula P, the formulae
(P) = [(P) A (P)] and [(P) A (P)] = (P) are theorems.

Proof. Substitute P for each of H, K, L in theorem 1.55:
FH) = (K)] = ([(H) = (L)] = {(H) = [(K) A (L)]}) theorem 1.55,
FIP) = (P)] = ([(P)= (P)] = {(P) = [(P) A (P)]})  substitutions,
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= (P) = (P) theorem 1.14,
FI(P)= (P)] = {(P) = [(P)A(P)]} Detachment,
E(P) = [(P) A (P)] Detachment.
The converse implication is a substitution in theorem 1.53. O

The next theorem shows that the conjunction A commutes.

1.57 Theorem (commutativity of A). For all well-formed formulae P and Q, the
Sformula [(P) A (Q)] = [(Q) A (P)] is a theorem.

Proof. Apply theorems 1.52, 1.53, and 1.55:
FIP)A Q)] = (Q) theorem 1.52,
F[(P) A (Q)] = (P) theorem 1.53,
F[(P) A (Q)] = [(Q) A (P)] theorem 1.55.
Swapping the roles of P and Q yields the converse: - [(Q) A (P)] = [(P) A (Q)].
O

1.58 Theorem (derived rule). If = [(H) A (L)] = (N), then - (H) =
(L) = (V)].

Proof. Apply theorems 1.54 and 1.32.
F(H) = {(L) = [(H) A (L)]} theorem 1.54,

F[(H) A (D)] = (V) hypothesis,
F(H) = [(L) = (N)] theorem 1.32.
O
1.59 Theorem (derived rule). If = (H) = [(L) = (N)], then - [(H) A (L)]
= (N).
Proof. Apply theorems 1.54 and 1.32.
1 F[H)AWL)] = (H) theorem 1.53,
2 FH) = [(L) = (N)] hypothesis,
3 FIH) AWD] =L = V)] lines 1, 2, theorem 1.16;
4 F[H)AWD]= (L) theorem 1.52,
5 F[H)AWL)] = {{(H)A(L)]= (N)} lines 3,4, theorem 1.31,
6 +[(H)A(@L)]= (N) theorem 1.25.
O

1.5.3 Examples of Proofs of Theorems with Equivalences

The logical equivalence (<) can also be introduced into a logic by additional
axioms, for instance, Hilbert’s Positive Propositional Calculus, Brouwer & Heyt-
ing’s Intuitionistic Logic and Kolmogorov & Johansson’s Minimal Logic [18, §26,
p. 140-146], by Tarski’s axioms IV, V, and VI [129, p. 147]:

(EQ.1) Tarski’s Axiom IV: F [(P) < (Q)] = [(P) = (Q)]



42 1 Propositional Logic: Proofs from Axioms and Inference Rules

(EQ.2) Tarski’s Axiom V: I [(P) < (Q)] = [(Q) = (P)]
(EQ.3) Tarski’s Axiom VI: - [(P) = (Q)] = {[(Q) = (P)] = [(P) & (O]}

The following theorems reveal that within the Classical Propositional Calculus,
such axioms also follow from definition 1.51.
Combining theorem 1.54 with the definition of < gives Tarksi’s Axiom VI.

1.60 Theorem (Tarski’s axiom VI). For all well-formed formulae U and V,
Tarski’s axioms VI is a theorem: = [(U) = (V)] = {{((V) = (U)] = [(U) &
W1}

Proof. Combine theorem 1.54 with the definition of <:
U)=(V)
(V) = V)] = ([(V) = ()] = {[(V) = W]A[V) = (OD)]}).
P Q P Q

a

A particular instance of the foregoing theorem allows for any proof of any
equivalence (I) < (J) to be split into two separate proofs of (I) = (J) and
)= .

1.61 Theorem (derived rule). If (I) = (J) and (J) = (I) are theorems, then so
is (I) & (J). Conversely, if (I) < (J) is a theorem, then so are (I) = (J) and
)= ).

Proof. Apply theorem 1.54 with (I) = (J) for P, and with (J) = (I) for Q, so that
if (I) = (J) and (J) = (I) are theorems, then [(I) = (/)] A[(J) = ()] is also a
theorem, which is (I) < (J) by definition, and conversely. |

Theorem 1.62 discharges the hypothesis (I) < (J) in theorem 1.61, which yields
Tarski’s axioms IV and V.

1.62 Theorem (Tarski’s axioms IV and V). For all well-formed formulae I and
J, Tarski’s axioms IV [(I) < (J)] = [(I) = (J)] and Tarski’s axioms V [(I) <
1] = [(J) = )] are theorems.

Proof. By definition 1.51, the formula (/) < (J) is an abbreviation for [(/) =
(D] A [(J) = (I)]. The present theorem results from substitutions in theorems 1.52
and 1.53. O

Hence the following theorem establishes the reflexivity of equivalence.
1.63 Theorem (reflexivity of <). For each well-formed formula P, - (P) < (P).

Proof. Apply the definition of < and the reflexivity of = (theorem 1.14) with

theorem 1.61:
F (P) = (P) theorem 1.14,

F(P) = (P) theorem 1.14,
F(P) & (P) theorem 1.61.
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The following theorem establishes the symmetry of equivalence.

1.64 Theorem (symmetry of <). For all well-formed formulae H and K, if
(H) < (K) is a theorem, then so is (K) < (H).

Proof. Apply the definition of < and the commutativity of A (theorem 1.57):
F(H) ¢ (K) hypothesis,
F{(H) = (K)] A(K) = (H)] definition of <,
FIK) = (H)]A[(H) = (K)] commutativity of A and Detachment,
F(K) < (H) definition of <.

Similarly, the following theorem establishes the transitivity of equivalence.

1.65 Theorem (transitivity of <). For all well-formed formulae H, K, and L, if
(H) < (K) and (K) < (L) are theorems, then (H) < (L) is a theorem.

Proof. Apply the definition of < and theorems 1.61 and 1.16:

F (H) < (K) hypothesis,

F (H) = (K)] theorem 1.61,

F(K) & (L) hypothesis,

F(K) = (L)] theorem 1.61,

F(H)= (L) theorem 1.16,

By symmetry (theorem 1.64) (K) < (H) and (L) < (K) are also theorems,

whence (L) = (H) is a theorem. From (H) = (L) and (L) = (H) it then follows
that (H) < (L) is a theorem. |

The following theorem demonstrates the use of the transitivity of equivalence in
the proof that the conjunction A is associative.

1.66 Theorem (associativity of A). For all well-formed formulae P, Q, and R,

F{P) A Q) A B} = {(P) A (D] A (R}

Proof. Apply the law of commutation (theorem 1.37) and theorem 1.55:
[ [(P) = {R) = [—'(Q)]}] twice theorem 1.37 ...
& [(R) = {(P) = [—-(Q)]}] ... and theorem 1.55,
¢ contrapositions,
F{-[(P) = {(Q) = [~®]}]}
< {-[®) = {(P) = [~(QL}]}
¢ definition of A,
=[P = {-[(0) A R1]}
& {-[R) = {-[(P) A (O]}

¢ definition of A,
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H{P) A Q) A B}
< {R) A [(P) A (O]}
¢ commutativity of A.
HAP) A Q) A R}
< {[(P) A D] A R}

1.5.4 Examples of Proofs of Theorems with Disjunctions

The logical disjunction (V) can also be introduced into a logic by additional
axioms, for instance, as in Hilbert’s Positive Propositional Calculus, Brouwer &
Heyting’s Intuitionistic Logic and Kolmogorov & Johansson’s Minimal Logic [18,
§26, p. 140-146]:

(OrR.1) = (P) = [(P) v (Q)]
(Or.2) F(Q) = [(P) v (Q)]
(OR.3) H[(P) = (R)] = ([(Q) = ®] = {[(P) v (O] = (R)})

The following theorems reveal that within the Classical Propositional Calculus,
the first two axioms also follow from definition 1.51. The third axiom is derived in
theorem 1.78.

1.67 Theorem (OR.1, OR.2). For all well-formed formulae P and Q, the formulae
(Q) = [(P) vV (Q)] and (P) = [(P) V (Q)] are theorems.

Proof. For the first formula, apply axiom P1 and definition of V:

F Q) ={[P) = (Q] = (Q)} axiomPl,
F(©Q) = [(P)V (Q)] definition of V.
For the second formula, apply theorem 1.14, the Law of Commutation, and the
definitions:
FI(P) = (Q]=[(P) = (Q)] theorem 1.14,
F (@) = {{(P) = (Q)] = (Q)} Law of Commutation (theorem 1.37),
(@)= [(P)V(Q)] definition 1.51 of V.

The next theorem shows that the disjunction V is idempotent:

1.68 Theorem (idempotency of V). For each well-formed formula Q,

Q) < [(Q) v (Q)]

Proof. Substituting Q for P in theorem 1.67 yields - (Q) = [(Q) Vv (Q)].
For the converse, apply theorem 1.14, the Law of Assertion (theorem 1.38), and
Detachment:
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F[(Q) = (Q)] theorem 1.14,
—_———

H
(0 = (0] = ({[(Q) = (0] = 3= i@.) theorem 1.38,

H H c c
HIlQ = Q]= © }= © Detachment,
N———— —— ——
H c c
Q) Vv (Q)]= (0 definition of V.
Hence the equivalence - (Q) < [(Q) V (Q)] results from theorem 1.61. O

Theorem 1.69 provides an alternative definition of the disjunction in the Classical
Propositional Calculus.

1.69 Theorem. For all well-formed formulae P and Q, the following formulae are
theorems:

H{=P)] = (@)} = {l(P) = (Q] = (D)}
H{P) = (Q)] = (@)} = {[~(P)] = ()}
Proof. The first formula is a substitution in the proof by cases (theorem 1.49).

The second formula results from the law of denial of the antecedent (theo-
rem 1.40) and a derived rule (theorem 1.33):

F[=(P)] = [(P) = (Q)] theorem 1.40,
—— ~——————

1 H
F{P) = Q] =( Q0 )}={-P)]=( Q )} theorem 1.33.
N—— SN—— N—— N——

H K 1 K

The next theorem establishes the law of excluded middle in classical logic.

1.70 Theorem (law of excluded middle). For each well-formed formula B, the
formula (B) v [—(B)] is a theorem.

Proof. Apply theorems 1.14 and 1.69, and the definition of the disjunction (V):
F [=(B)] = [—(B)] theorem 1.14,
F (B) v [-(B)] theorem 1.69 and definition of Vv with — and =.

The following theorem shows that the disjunction V is associative:

1.71 Theorem (associativity of \). For all well-formed formulae P, Q, and R,

P VI VB < {l(P) vV (Q]V (R).
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Proof. Apply the law of commutation (theorem 1.37) and theorem 1.55:
F (I=(P)] = {[=(R)] = (0)}) twice theorem 1.37 ...
& ([®] = {[~(P)] = (Q)}) ...and theorem 1.55,
¢  definition of v,
F{P) VIR vV (QI} « {(R) v [(P) V(D
$ commutativity of Vv, etc.

F{P) V@ v B} < {P) V(] V(R

1.5.5 Examples of Proofs with Conjunctions and Disjunctions

The following theorems establish De Morgan’s laws in classical logic.

1.72 Theorem (De Morgan’s first law). For all well-formed formulae P and Q,

=P A ]} & A=) v [-(Q))-

Proof. Apply the definitions of A and Vv and double negations:
=[(P) A (Q)]
¢  definition of A,
[~ (={P) = [~(Q)]})]
¢ double negation (theorems 1.42 and 1.43),
(P) = [—(Q)]
¢ double negation (theorems 1.42 and 1.43),
=[]} = [-(Q)]
¢ definition of Vv by theorem 1.69.
=]V [~
O

1.73 Theorem (De Morgan’s second law). For all well-formed formulae P and Q,

F{=l(P) vV (Q]} & {[=(P)] A [~(Q)}-

Proof. Apply the definitions of A and Vv and double negations:
=[(P) v (Q)]
¢ definition of Vv by theorem 1.69,
—{[=(P)] = (Q)}
¢ double negation (theorems 1.42 and 1.43),
~([=P)] = {=[~(Q)]})
¢  definition of A.

[=(P)] A [=(Q)].

The following theorem shows that disjunctions distribute over conjunctions.
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1.74 Theorem (distributivity of v over A). For all well-formed formulae P, Q,
and R,

F{P) VI A B} < {I(P) vV (QIALP)V (R}

Proof. Apply the definition of v with De Morgan’s laws and theorem 1.55:

[(P) V(D] A[(P) Vv (R)]
¢ definition of Vv by theorem 1.69,

{=P)] = (@) A {[~(P)] = (R)}
¢ theorem 1.55,

[—(P)] = [(Q) A (R)]
¢ definition of Vv by theorem 1.69.

(P) v (D) A (R)]

The following theorem shows that conjunctions distribute over disjunctions.

1.75 Theorem (Distributivity of A over V). The following formula is a theorem:

{P)YALQ) v B} & {[(P) A D]V [(P) A R)]}-

Proof. Apply the definition of A and theorem 1.55:
[(P) A Q] V[(P) A (R)]

¢  definition of A,

(={P) = [~(O1}) v (={(P) = [~(B)]})

De Morgan'’s first law,

—~({(P) = [~(@ AM(P) = [~(R)

theorem 1.55,

De Morgan’s second law,

=[(P) = {-[(Q) v (B)

definition of A.

s
1})

3

=[(P) = {[~(@)] A [~(R)]}]
5

1}

¢

(P) A Q) V (R)]

1.5.6 Exercises on Other Connectives

For the following exercises, prove that the stated formulae are theorems (schemas),
using the classical propositional calculus and any of the results just proved.

147. {[(P) = (Q)] = (P)} = (P)
L48. [(P) = (R] = [{[(P) = (Q)] = (B)} = (B)]
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149. {[(P) = (@] = (B} = {[(R) = (P)] = (P)}
150. {[(P) = (Q)] = B)} = {[(P) = (B)] = (R)}
L51. (P) = ([~(Q)] = {=[(P) = (Q)})

L32. [=(P)] = {=[(P) A (D}

153. (P) < {[(P) = (Q)] = (P)}

L54. [~(P)] = ([~(Q)] = {-[(P) v (Q)]})

L55. [(P) = (Q)] & (~{(P) A [-(Q)]})

156. [(P) = (Q)] < {[~(P)]V (Q)}

1.6 Patterns of Deduction with Other Connectives

The preceding sections have demonstrated the theoretical foundations for patterns of
deduction in the implicational calculus, for example, the transitivity of implication
and the law of commutation, and with contraposition, for example, the law of
reductio ad absurdum. Similarly, this section presents patterns of deduction with
conjunctions and disjunctions, for instance, proofs by cases or by contradiction.

1.6.1 Conjunctions of Implications

The first theorem shows yet another form of the transitivity of the logical implica-
tion.

1.76 Theorem. For all well-formed formulae P, Q, and R,

H{(P) = (DIA(Q) = B} = [(P) = (R)].

Proof. Apply theorems 1.52, 1.53, 1.27, and 1.21:
HLP) = (QIA Q) = R} = [(Q) = (R)]  theorem 1.52,

H K
F{(P) = (Q]AQ) = (R)]} = [(P) = (Q)] theorem 1.53,

H L
FIQ) = (B)] = {[(P) = (Q)] = [(P) = (R)]} theorem 1.27,

K L M
F{I(P) = (DA [(Q) = (B} = [(P) = (R)]  theorem 1.21.

H M
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The following theorems give derived rules of inference with conjunctions of
implications. The first theorem shows that if either of two hypotheses leads to
a conclusion, then the disjunction of both hypotheses also leads to the same
conclusion.

1.77 Theorem. Ifl- (U) = (W) and - (V) = (W), then - [(U) v (V)] = (W):
HA{(U) = W] A[(V) = W]} = {U) v V)] = (W)}

Proof. The first part of the proof assumes the two hypotheses.

FU) = W) hypothesis,
F[~(W)] = [~(U)] contraposition and Detachment,
F(W)= W) hypothesis,
F[=W)] = [—(V)] contraposition and Detachment,

F[=(W)] = {{—(U)] A[=(V)]} theorem 1.55,
F[-(W)] = {=[(U) v ()]} De Morgan’s second law,

FIO) v (V)] = (W) axiom P3 and Detachment.

The second part of the proof dispenses with the two hypotheses.
FA{I(U)=W)] A [(V)=W)]}=[(U)=(W)] theorem 1.53,
F[(O)=W)]={[~(W)]=[~(U)]} transposition,
HAIW)=W)] A [(V)=W)E=A[=W)]=[=(D)]} theorem 1.16;
F{(U)=W)] A [(V)=W)]=[(V)=(W)] theorem 1.53,
FI(V)=W)]={—~W)]=[~(V)]} transposition,
FL@)=W A [(V)=W=A{-(W)]=[-W)]} theorem 1.16;

F{(O)=W]A [(V)=W)];
= (=M= =)} AH[=W)]=[=(W)]}) theorem 1.55;

F (=M= =) AM=W)]=[=(W)]})
= ([=WM)]=A=D] A =) theorem 1.55;

F (=M= =W A [=WM1})=[{LU) v (V]}=(W)]  contraposition;

HL{()= W] A [(V)=W]=[{IWU) v (V= W)] theorem 1.55. .

Theorem 1.78 shows that an intuitionistic and minimalist axiom for the disjunc-
tion is a theorem in the Classical Propositional Calculus.

1.78 Theorem (OR.3). For all propositional forms P, Q, and R,

HIP) = ®)] = ((Q) = ®] = {(P) V(O] = B)).



50 1 Propositional Logic: Proofs from Axioms and Inference Rules

Proof. Apply theorems 1.58 and 1.77:
H{(P) = ®IALQ) = R} = [{(P) Vv (O]} = (R)]  theorem 1.77,

H L N
F[(P) = ®)] = ((Q) = ®] = {[(P) vV (Q)]} = (R)}) theorem 1.58.
H L N

O
The next theorem shows that the disjunction vV commutes:

1.79 Theorem (commutativity of V). For all well-formed formulae P and Q, the
Sformula [(P) v (Q)] = [(Q) V (P)] is a theorem.

Proof. Substitute (Q) v (P) for R in theorem 1.78 and apply theorem 1.67 with
Detachment:

F{P)=[Q) v (P)}=({(Q=[(Q) v (P)]}

={[(P) v (Q)]=[(0Q) v (P)]}) theorem 1.78 ,
F(P)=[(Q) Vv (P)] theorem 1.67,
F{Q)=[(Q) v (P)}={[(P) vV (Q)]=[(Q) vV (P)]} Detachment ,
F(@)=[(Q) Vv (P)] theorem 1.67, ,
F[(P) vV (Q)]=[(Q) V (P)] Detachment.

The reverse implication results from swapping the rles of P and Q. O

Similarly, the second theorem shows that if either of two hypotheses leads to
a conclusion, then the conjunction of both hypotheses also leads to the same
conclusion.

1.80 Theorem. I (U) = (W) andt (V) = (W), then = [(U) A (V)] = (W):
L) = M AV) = W]} = {[(U) A (V)] = (W)}

Proof. This proof relies on theorems 1.77, 1.53, 1.52, 1.67, 1.31:
F{()=W)] A [(V)=W)]}

=>{[(U)V(V[)1]:( W)} theorem 1.77,
M
F[(U) A (VL)]=>[(U) v (V)] 1.53,1.52, 1.67,
fE—— N—
K L
F{(U)=W)] A [(V)=W]={[(U) A (V)]=( W )} theorem 1.31.
H K M
O

The third theorem shows that if one hypothesis leads to either of two conclusions,
then the same hypothesis also leads to the disjunction of both conclusions.

1.81 Theorem. For all well-formed formulae P, Q, and S,

P = (@] VIP) = O]} & {(P) = [(Q) V(]
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Proof. This proof uses contraposition and previously established equivalences.

—{(P) = [(Q) Vv O]}

(P) A{—(Q) v (S)?}

(P) A=D1 A [ﬁ(S)?}

[(P) A (P)] A{[=(D] A [ﬂ(S)ﬁ
{P) A= AP A [ﬂ(S)ﬁ
{=l(P) = (@I A {-[P) = (S)ﬁ
—{[(P) = (D] VIP) = (S)ﬁ

definition of A and equivalences,

De Morgan’s second law,
idempotence of A,

associativity and commutativity of A,
definition of A,

De Morgan’s first law.

a

The fourth theorem shows that if two implications hold, then the conjunction of
their hypotheses leads to the conjunction of their conclusions.

1.82 Theorem. I (P) = (Q) andF (R) = (S), then [(P)A(R)] = [(Q)A(S)]:

F{{(P) = (DIAIR) = (9]} = {{(P) AR)] = [(Q) A (9]}

Proof. The proof relies repeatedly on theorem 1.53:

FIP) A R)] = (P)

P A (R)] = (P)}

= ([(P) = (Q)] = {[(P) A (B)] = (O)})
FIP) = (] = {l(P) A (R)] = ()}

FP) = (DIAR) = 9] = [(P) = ()]
F(P) = (DI A [R) = (9]} = {[(P) A (R)] = (0)}

theorem 1.53,

theorem 1.28,

Detachment;

theorem 1.53,
theorem 1.15;

H

FIP)AR)] = (R)
H{P) A (R)] = (R)}

= ([R) = (9] = {[(P) A R)] = (5)})
FIR) = (9] = {{[(P) A (BR)] = ()}

FP) = (DIAIR) = 9]} = [(R) = (9)]
FA(P) = (DI A IR) = (9]} = {[(P) A (R)] = (9)}
—_—

H

K

theorem 1.53,

theorem 1.28,
Modus Ponens;

theorem 1.53,
theorem 1.15;

L
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FAP) = (DI A[R) = ()]}

H
= ({[(P) A ®)] = (O} A[(P) A (R)] = (S)})  theorem 1.55;

K L

F({I[(P) A (B)] = (D)} AI(P) A R)] = (S)})

= {?(P) A R)] = [(Q) A (g)]} theorem 1.55;
H
AP = (DIAIR) = O]}

= {UP) A B®)] = (D) A O]} theorem 1.15.
O

Similarly, the fifth theorem shows that if two implications hold, then the
conjunction of their hypotheses leads to the disjunction of their conclusions.

1.83 Theorem. IfF (P) = (Q) andF (R) = (S), then- [(P)A(R)] = [(Q)V(S)]:

F{(P) = (DIAIR) = (9]} = {{(P) AR)] = [(Q) v (9]}

Proof. This proof relies on theorem 1.82:
@)= (D] A R)=()]}=1{[(P) A B)]=[(Q) A ()]} 1.82,
—— ———

H L M
F Q) A (9)]=[(0) Vv (5)] 1.53,1.52, 1.67,

M N
F{(P)= (D] A [R)=()]}={[(P) A B]=[Q) Vv (9]}  1.32.

H L N

1.84 Theorem. For all well-formed formulae P, Q, and R,

FAP) = (DA R)} = {(P) = [(Q) A (R}

Proof. Apply theorems 1.14, 1.82 and 1.56:
FI(P)=(Q]=[(P)=(Q)] theorem 1.14,
F R)=[(P)=(R)] axiom P1,
HLP)= (D] A R)}={[(P)= (D] A [(P)=(R)]} theorem 1.82,

H{(P)=(Q)] A [(P)=R)}={(P)=[(Q) A (R)]  theorems 1.82 and 1.56.
O
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1.6.2 Proofs by Cases or by Contradiction

The following theorems establish further derived rules of inference. The first
theorem forms a part of the basis for an algorithm — called the Completeness
Theorem — to design proofs within the propositional calculus, as explained in
section 1.9.

1.85 Theorem (proof by cases). If (H) = (R) and [~(H)] = (R) are theorems,
then R is a theorem. Hence the following formula is also a theorem (schema):

(((H) = R A =] = B)}) = (B).

Proof. Apply theorem 1.77 and the law of excluded middle (theorem 1.70):

F(H) = (R) hypothesis,
H[=H)] = (R) hypothesis,
F{H) v [=H)]} = (R) theorem 1.77,
F(H) v [~(H)] theorem 1.70,
FR Detachment;

F([(H) = R] A {~(H)] = (R)}) = [{(H) v [~(H)]} = (R)] theorem 1.77,

F(H) v [=(H)] theorem 1.70,
F ([(H) = (R] A{[~(H)] = (B)}) = (R) theorem 1.17.
O

Theorem 1.85 is the theoretical basis for proofs by cases, in the sense that if a
conclusion R is a necessary consequence of a case H, and if R is also a necessary
consequence of all the other cases, lumped together into —(H), then R is a theorem.

The second theorem establishes the classical principle of proof by contradiction.

1.86 Theorem (proof by contradiction). If [~(R)] = (S) and [—~(R)] = [—(9)]
are theorems, then R is a theorem: for all well-formed formulae R and S,

F({[=®] = ()} AMI=®)] = [=)]}) = (B).

Proof. Apply theorem 1.82, De Morgan’s first law, and contraposition:
F[=R)]=(S) hypothesis,
F [=®)]=[=(9)] hypothesis,

F ({[=®]= ()} AMH[=RN=[=(S)]})
= ({[=®] A [=®B={(S) A [=(5)]})  theorem 1.82,

F [=®]=A-®] A [-®)]} theorem 1.56,

F ({[~®)]= ()} AH[=(R)]=[-(5)]})
= ([=®]=1(S) A[-(5)]}) theorem 1.31,
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= g[ﬁ(R)]=>{(S) A =)= (1) A [=(]})={=[=([R)]}] contraposition,

F ([FRI=HAG) A=) = [{[~)] Vv (9)}=R)] De Morgan,

E =]V () theorem 1.70 ,
F ([=®I=H{S) A [=O)]})=(R) theorem 1.17,
F {[=®R)]= )} AM[~RI=[-)]})=R) theorem 1.16.

ad

Theorem 1.86 is the theoretical basis for proofs by contradiction: if a conclusion
S and its negation —(S) are both necessary consequences of the negation —(R) of a
statement R, then R is a theorem.

1.6.3 Exercises on Patterns of Deduction

1.57 . Determine whether the following derived rule holds. “If (V) = (W) and
(R) = (S) are theorems, then [(V) V (R)] = [(W) V (5)] is also a theorem”:

{V) = WMIAIR) = O]} = (V) v B)] = [(W) v (9]}

1.58 . Determine whether the following derived rule holds. “If (I) = (R) and
(I) = [—(S)] are both theorems, then —[(R) = (§)] is also a theorem”:

() = ®IALD = [=O]}) = {=[®R) = )]}

1.59 . Determine whether the following derived rule holds. “If (U) = (W) or
(V) = (W) is a theorem, then [(U) V (V)] = (W) is also a theorem™:

{{(U) = W] VIV) = W] = {U) v V)] = W)

1.60 . Determine whether the following derived rule holds. “If (P) = (Q) or
(R) = (8) is a theorem, then [(P) V (R)] = [(Q) V (S)] is also a theorem”:

{(P) = (D] VIR) = 9} = {P) VB = [(Q) VO]

1.61 . Determine whether the following derived rule holds. “If (P) = (S) and
[—(Q)] = [—(5)] is a theorem, then (P) = (Q) is also a theorem”:

(((P) = O A=) = [=()) = [(P) = (O)].

1.62 . Prove that if T is a theorem, then (R) = [(T) = (R)] is a theorem.
1.63 . Prove that if T is a theorem, then [(T) = (R)] = (R) is a theorem.
1.64 . Prove that if —(F) is a theorem, then so is {[-(R)] = (F)} = (R).
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1.65 . Prove that if —(F) is a theorem, then so is (R) = {[—=(R)] = (F)}.

1.66 . Determine whether the following derived rule of inference holds. “If —(F)
and {(P) A [=(Q)]} = (F) are theorems, then (P) = (Q) is also a theorem.”

1.6.4 Egquivalent Classical Axiom Systems

The Pure Positive Implicational Propositional Calculus just presented rests on
the rules of Detachment and Substitution with axioms P1, P2, and P3. Other
equivalent selections of axioms exist, for instance, Tarksi’s axioms [-VII listed in
example 1.87.

1.87 Example (Tarski’s Axioms). Alfred Tarski lists seven axioms [129, p. 147]:
Tarski’s Axiom I. (P) = [(Q) = (P)].
Tarski’s Axiom IL {(P)=[(P) = Q)] = [(P) = ()]
Tarski’s Axiom III.  [(P) = (Q)] = {[(Q) = (R)] = [(P) = (R)]}.
Tarski’s Axiom IV.  [(P) & (Q)] = [(P) = (Q)].
Tarski’s Axiom V. [(P) < (O)] = [(Q) = (P).
Tarski’s Axiom VL. [(P) = (Q)] = {[(Q) = (P)] = [(P) < (Q)]}.
Tarski’s Axiom VII.  {[—~(Q)] = [~(P)]} = [(P) = (Q)].

The exercises show that Tarksi’s axioms I-VII are equivalent to axioms P1,
P2, and P3. Other equivalent selections of axioms include Kleene’s, listed in
example 1.88 [72, p. 15].

1.88 Example (Kleene’s Axioms). Kleene lists four axioms [72, p. 15]:
Kleene’s axiom la. (A) = [(B) = (A)].
Kleene’s axiom 1b.  [(A) = (B)] = ({(A) = [(B) = (O)]} = [(A) = (O))).
Kleene’s axiom 7.  [(A) = (B)] = ({(A) = [~B)]} = [—|(A)]).
Kleene’s axiom 8.  {=[—(A)]} = (A4).
The exercises also show that Kleene’s axioms are derivable from axioms P1, P2,

and P3. Yet other equivalent selections of axioms include John Barkley Rosser’s,
listed in example 1.89 [110, p. 55]:

1.89 Example (Rosser’s Axioms). Rosser lists three axioms [110, p. 55]:
Axiom R1 (P) = [(P) A (P)].

Axiom R2 [(P) A (Q)] = (P).

Axiom R3 [(P) = (Q)] = ({=[(Q) A BT} = {=[(R®) A (P)]}).

The exercises show that Rosser’s axioms are derivable from axioms P1, P2, and
P3. Rosser’s reference [110] establishes the converse.
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1.6.5 Exercises on Kleene’s, Rosser’s, and Tarski’s Axioms

For the following exercises, define Vv, A, and < as in definition 1.51.

1.67 . Prove that Tarski’s axiom IV, [(P) < (Q)] = [(P) = (Q)], is derivable
from axioms P1, P2, and P3.

1.68 . Prove that Tarski’s axiom V, [(P) < (Q)] = [(Q) = (P)], is derivable from
axioms P1, P2, and P3.

1.69 . Prove that Tarski’s axiom VI, [(P) = (Q)] = {[(Q) = (P)] = [(P) &
(Q)]}, is derivable from axioms P1, P2, and P3.

1.70 . Prove that every theorem derivable from Tarski’s axioms I- VII is also
derivable from axioms P1, P2, and P3.

1.71. Prove that every theorem derivable from axioms P1, P2, and P3 is also
derivable from Tarski’s axioms I- VII.

1.72. Prove that Rosser’s axiom R1, (P) = [(P) A (P)], is derivable from
axioms P1, P2, and P3.

1.73 . Prove that Rosser’s axiom R3, [(P) = (Q)] = ({=[(Q) AR)]} = {~[(R) A
(P)]}), is derivable from axioms P1, P2, and P3.

1.74 . Prove that Rosser’s axiom R2, [(P) A (Q)] = (P), is derivable from
axioms P1, P2, and P3.

1.75. Prove that Kleene’s axiom 7, [(A) = (B)] = ({(A) = [-B)]} = [—|(A)]),
is derivable from axioms P1, P2, and P3.

1.76 . Prove that Kleene’s axiom 8 {—[—(A)]} = (A), is derivable from axioms P1,
P2, and P3.

1.7 Completeness, Decidability, Independence, Provability,
and Soundness

This section addresses the question how to determine whether a formula admits of
a proof from selected axioms, and, if so, how to find such a proof. The main tool to
this end consists of multi-valued logics, also called “fuzzy” logics [102].

1.7.1 Multi-Valued Fuzzy Logics

Multi-valued fuzzy logics are “models” of propositional logics that assign a “value”
to each propositional variable, and hence also to each formulaic letter and each well-
formed propositional form, by means of a table or a formula.
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Table 1.94 Church’s logic
with values u, w, and
distinguished value v [18,
p. 113].
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1.90 Definition. A value in propositional logic may be any symbol that is not
already allowed in well-formed propositional formulae. Thus a value may not be
a connective, formulaic or propositional letter, parenthesis, bracket, or brace.

For the present purposes three values suffice, denoted here by u, v, and w. A logic
with exactly three values is also called a triadic logic. A multi-valued logic also
designates any one of its values as the distinguished value, for example, v (Fig. 1.1).

1.91 Definition. A propositional form holds, or is valid or a tautology, in a multi-
valued logic if and only if it has the distinguished value regardless of the values of
its components. The notation = P indicates that P is valid [72, p. 12 & p. 14].

1.92 Remark. Such software packages as John Harrison’s program [54, 55] and
Stephen Wolfram’s Mathematica [142] provide facilities to calculate and print
multi-valued Truth tables of propositional forms, as explained in [102].

1.93 Example (Church’s triadic logic). Table 1.94 defines (by fiat) the values of
the negation —(P) and of the implication (P) = (Q) from the values of P and Q in
Church’s triadic logic [18, p. 113, un-numbered table, penultimate column]. The last
column shows how to derive the values of the compound formula (Q) = [(P) =
(Q)] from the values of its components. The formula (Q) = [(P) = (Q)] is valid
because it has the distinguished value v regardless of the values of P and Q.

1.95 Example (Lukasiewicz’s triadic logic). Table 1.96 defines (by fiat) the values
of the negation —(P) and of the implication (P) = (Q) from the values of P and
Q in Lukasiewicz’s triadic logic [18, 79, p. 113, un-numbered table, last column].
The last column of table 1.96 shows how to derive the values of the compound
formula (Q) = [(P) = (Q)] from the values of its components. The formula
(Q) = [(P) = (Q)] is valid because it has the distinguished value v regardless of
the values of P and Q.

1.7.2 Sound Multi-Valued Fuzzy Logics

In some logics, validity provides a necessary criterion for provability: if there is a
proof of a theorem L, then L is valid. Such logics are called sound.
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Table 1.9 Lukasiewicz’s - P 0 [P=© [© = ]1P=©]
logic with values u, w,
and distinguished u v v v v v v
value v [79]. u v o|w |w w v w

u volu |u u voo|u

w w v v v v v

w w |w v w v v

w wolu |w u v w

v u |v v v v v

v u |w v w v v

v u |u v u v v
Fig. 1.1 Triadic Truth-tables =, BT * h ASRER o Bl cga
on page 640 of Charles 2, =
Sanders Peirce’s 1909 Logic Py =Plyr) P Q" * 'z’)) 5 41:((13 (5 Z)
Notebook: MS Am 1632 (D)=L &5 PL,F)-F - (L) =v
339) Houghton Library, S . Sk
g{arv)ard U%liversity, usgd by P (La"’LL!I"'D: i U‘\}') 7 @(‘f’ff»‘fﬂh F) A
permission. (http://pds.lib. B (E, B(EF)= PUFF) = 8 (FHEL) =(
harvard.edu/pds/view/ _ $(#(FD) f}) - (EF)=\E
152553017=640& & @ p(w)) -t (TS v )

v) = B e0,eL)

printThumbnails=no). ; ‘_:, :; e (h{l..F'3,V) ¥ +(F, .
;g‘, g &{ﬁ'{’ffh e by mate HEVRY
IR ere )b a(pup - SED)
Y R (5, + @)= Pt +(L.F) =
3 i -p(-'tv[L,L),F) - +(6,F)-
)= ®(FF) 7
3 s C R (=P(F,P?;L) =
Sl +(«p (0, $(L0) = ¢ (PEF), L) = B(F.F)

vV
LI® L[] e
| F

VLE

. 2‘%@ 4@(5',%@@;{.})1 +(FF)

e

1.97 Definition. A multi-valued fuzzy logic is sound if and only if all its theorems
are valid: for every formula L, if - L (if L is a theorem), then = L (then L is valid).

Every axiom is also a theorem and thus must be valid in a sound logic.

1.98 Example. Table 1.94 in example 1.93 shows that Frege’s axiom P1 (the law
of affirmation of the consequent) is valid in Church’s triadic logic. Similarly,
exercise 1.83 confirms that Frege’s axiom P2 (the law of self-distributivity of
implication) is also valid in Church’s triadic logic. Thus all the axioms of the Pure
Positive Implicational Propositional Calculus are valid in Church’s triadic logic.

If a sound logic allows for inferences by Detachment, then Detachment must be
“sound” or “preserve” valid formulae, in the sense that from valid premisses P and
(P) = (Q) Detachment must produce a valid conclusion Q.
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1.99 Example. Table 1.94 in example 1.93 contains only one line where P and
(P) = (Q) both have the distinguished value (v): only in the first line. In that line
Q also has the distinguished value (v). Thus Detachment preserves valid formulae
in Church’s triadic logic.

1.100 Example. Table 1.96 in example 1.95 contains only one line where P and
(P) = (Q) both have the distinguished value (v): only in the first line. In that line
Q also has the distinguished value (v). Thus Detachment preserves valid formulae
in Lukasiewicz’s triadic logic.

Conversely, theorem 1.101 confirms that sound axioms and a sound Detachment
suffice for a propositional logic to be sound.

1.101 Theorem. Suppose that a multi-valued propositional logic is such that its
axioms are valid and Detachment from valid premisses produces a valid conclusion:
for all propositional forms H and C, if H is valid, and if (H) = (C) is valid, then C
must be valid. Then such a logic is sound.

Proof (Outline). This proof shows that each step of a proof is valid. Each step C of
a proof is either an axiom or the result of Detachment. In particular, every formal
proof starts with an axiom.

If C is an axiom, then C is valid by hypothesis.

Suppose that all the steps up to but not including C have already been proved
valid. If C results from Detachment from previous steps H and (H) = (C), then H
and (H) = (C) are valid, and hence C is valid by the hypotheses of the theorem.

Thus every step of a proof is a valid formula. In particular, the last step of a proof
is also a valid formula.

A rigorous proof uses the Principle of Mathematical Induction in chapter 4. 0O

1.102 Example. Examples 1.98 and 1.99 show that in Church’s triadic logic
Detachment is sound and all the axioms of the Pure Positive Implicational Proposi-
tional Calculus are valid. Consequently, theorem 1.101 shows that the Pure Positive
Implicational Propositional Calculus with Church’s triadic logic is sound: every
theorem of the Pure Positive Implicational Propositional Calculus is a valid formula
in Church’s triadic logic.

1.7.3 Independence and Unprovability

In a sound logic, every theorem is valid. By contraposition, if a formula is not valid,
then it is not a theorem. Consequently, to prove that there are no proofs of a formula
L from specified axioms and rules of inference, it suffices to find a system of logical
values where the logic is sound but the formula L is not valid.

1.103 Example. Example 1.102 shows that the Pure Positive Implicational Proposi-
tional Calculus is sound with Church’s triadic logic defined by table 1.94. However,
table 1.104 shows that Peirce’s Law is not valid in this logic. Consequently, Peirce’s
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Table 1.104 Peirce’s Law in

Church’s triadic logic [18, Po M= = ) = @
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Law is unprovable in — is not a theorem of — the Pure Positive Implicational
Propositional Calculus: there are no proofs of Peirce’s Law using only Detachment
and Frege’s axiom P1 (the law of affirmation of the consequent) and axiom P2 (the
law of self-distributivity of implication).

Different analyses of different formulae may require different multi-valued fuzzy
logics. For instance, the question whether Frege’s axiom P2 (the law of self-
distributivity of implication) can be proved from axiom P1 (the law of affirmation
of the consequent) cannot be answered from Church’s triadic logic defined by
table 1.94, because both axioms are valid there. However, another multi-valued
fuzzy logic answers the question.

1.105 Example. Table 1.96 in example 1.95 shows that Frege’s axiom P1 (the law
of affirmation of the consequent) and Detachment are valid in Lukasiewicz’s triadic
logic. However, exercise 1.83 reveals that axiom P2 (the law of self-distributivity
of implication) is not valid in the same logic. Therefore, axiom P2 is not provable
in — is not a theorem of — the implicational propositional logic with Detachment
and only one axiom: the single axiom P1.

1.106 Definition. A logical formula L is logically independent from a system of
axioms and rules of inference if and only if L is not provable in — is not a theorem
of — the logic defined by the system of axioms and rules of inference.

1.107 Example. Example 1.103 shows that Peirce’s Law is independent from the
Pure Positive Implicational Propositional Calculus.

1.108 Example. Example 1.105 shows that Frege’s axiom P2 (the law of self-
distributivity of implication) is independent from the implicational propositional
logic defined by Frege’s axiom P1 (the law of affirmation of the consequent) and
Detachment.

In general, the concept of mathematical as opposed to practical impossibility
seems difficult to explain to the general public [28, 29]. Nevertheless, as just
demonstrated, multi-valued logic provides elementary examples of mathematical
impossibilities, in the form of rigorous proofs of the nonexistence of proofs of



1.7 Completeness, Decidability, Independence, Provability, and Soundness 61

specific formulae, and thereby an explanation of the concept — though not the
proof — of such impossibilities as Arrow’s Impossibility Theorem in voting
presented in chapter 7, ruler-and-compass angle trisection, duplication of the cube,
or a proof of Euclid’s fifth postulate in geometry, and a solution to the decision
problem in first-order logic, or Godel’s Incompleteness Theorem in logic.

1.7.4 Complete Multi-Valued Fuzzy Logics

In some logics, validity provides a sufficient criterion for provability: if a formula L
is valid, then there is a proof of L. Such logics are called complete.

1.109 Definition. A multi-valued logic is complete if and only if all its valid
formulae are theorems: for every formula L, if = L (if L is valid), then |- L (then L
is a theorem). Otherwise, if there are valid formulae that are not theorems, then the
logic is called incomplete.

1.110 Example. In table 1.94 from example 1.93, deleting all the lines where P or
QO may take the value w, thus keeping only the lines where P and Q may take only
the value u or v, gives a two-valued logic where Frege’s axiom P2 (the law of self-
distributivity of implication) and axiom P1 (the law of affirmation of the consequent)
and Detachment are still valid, because they are valid in the larger table 1.94.

Similarly, in table 1.104 from example 1.103, deleting all the lines where P or Q
may take the value w, thus keeping only the lines where P and Q may take only the
value u or v, gives table 1.111, where Peirce’s Law is valid.

Yet example 1.103 shows that Peirce’s Law is not a theorem of the Pure Positive
Implicational Propositional Calculus. Consequently, the Pure Positive Implicational
Propositional Calculus with the dyadic logic defined by table 1.111 is incomplete.

In a two-valued (dyadic) Boolean logic, the distinguished value v is also called
True or denoted by 1, while the other value u is also called False or denoted by 0.

1.111 Example. The three axioms formed by Peirce’s Law with Axioms P1 and P2
in addition to Detachment lead to a complete logic, where every Boolean dyadic
tautology has a proof [108, p. 25].

Table 1.111 Peirce’s Law is
valid in Boolean dyadic logic.
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1.7.5 Peirce’s Law as a Denial of the Antecedent

Theorems 1.67, 1.68, and 1.78 show that the formula [(P) = (Q)] = (Q) uses
only the connective = but is equivalent to (P) Vv (Q) in the Classical Propositional
Calculus. Similarly, without negations, using only implications, Charles Sanders
Peirce’s Law

(Peirce’s Law) {[(P) = (Q)] = (P)} = (P) (1.1)

[104, p. 189-190] corresponds to the pattern of reasoning by the Law of the
Excluded Middle (B) v [—(B)] as follows. With Boolean logic, in Peirce’s Law (1.1)
the formula (P) = (Q) is True for every proposition Q if and only if P is False. For
this reason, (P) = (Q) is a form of a denial of the antecedent P, as in the Law of
Denial of the Antecedent [~(P)] = [(P) = (Q)] (theorem 1.40):

Peirce took ‘p D o’ as the denial of whatever statement ‘p’ abbreviates on the ground that
to say of a statement ‘It implies everything,” was tantamount to saying of it ‘It is false.” —[9,
p. 157]

With P and Q replaced by (P) = (Q) and P respectively, if the denial (P) = (Q)
is False, then [(P) = (Q)] = (P) is True, whence, by Peirce’s Law (1.1) and
Detachment, the consequent P is True. In other words, from the Falsity of the denial
of P follows the Truth of P. Equivalently, if —(P) is False, then P must be True. In
this sense, using only the implicational connective = Peirce’s Law (1.1) expresses
the law of the excluded middle (P) v [—(P)] [104, p. 189-190].

1.7.6 Exercises on Church’s and Lukasiewicz’s Triadic Systems

For each of the following formulae, determine whether it is a triadic tautology with
Church’s table 1.94, or Lukasiewicz’s table 1.96, or both, or neither.

L77. [(P) = [(Q)] = {[(Q) = ®)] = [(P) = (R)]}.

1.78. (P) = (P).

L79. {[(P) = (Q)] = (P)} = (P).

1.80. [(P) = (O] = ({(P) = [=(Q)]} = [=(P)]).

L81. {[(P) = ()] = (D)} = [(Q) = (P)] = (P)}.

182. [=(P)] = [(P) = (Q)].

1.83. {(P) = (@) = B®)]} = {[(P) = (D] = [(P) = R)]}.
1.84. [(P) = (O] = ({(P) = [=(Q]} = [=(P)]).

185. {(P) = (@) = B} = {(Q) = [(P) = (B)]}.

1.86. {[-(Q)] = [-(P)]} = [(P) = (Q)].
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1.8 Boolean Logic

Boolean logic is a dyadic logic: a multi-valued logic with exactly two values. The
distinguished value may be called “True” and denoted by v, whereas the other value
may be called “False” and denoted by u. Table 1.113 defines the Boolean Truth
values of compound propositional formulae with selected connectives.

Boolean logic will lead to an algorithm to design proofs in the Full Propositional
Calculus in section 1.9.

1.8.1 The Truth Table of the Logical Implication

Based on [101], this subsection clarifies the Truth table of the logical implication.
True logical implications with a False hypothesis are convenient in classical

mathematics, but other versions of mathematics do not include them [33]. Moreover,

True logical implications with a False hypothesis rarely occur in practical reasoning:

Actually, the rule that any conditional is true if its antecedent is known to be false has almost
no parallel in natural logic. Examples of the type “if snow is black, then 2 X 2 = 5,” which
keep cropping up in textbooks, are only capable of confusing the student, since no natural
subsystem in our language has expressions with this semantics [81, p. 36].

Correspondingly, some computers and logical circuits do not include any facility to
test the Truth value of logical implications. Therefore the following four examples
serve solely to demonstrate the difference between Boolean algebraic logic and
practical reasoning. There exist other logics, but they are less used and more
complicated than Boolean logic [18, p. 142, p. 146, §26.11].

The present subsection shows that the Truth table for the Boolean logical
implication is the only Truth table that satisfies certain requirements. Specifically,
the present considerations confirm that the complete law of contraposition

[(P) = (@] & {[~(Q] = [=(P)]}

and the nonequivalence of an implication (P) = (Q) with its converse (Q) = (P)
hold only with implications defined as in table 1.113. To this end, denote by = any
candidate connective for a logical implication. To reflect common experience, as in

Table 1.113 Boolean dyadic logic with values u and distinguished value v.

—(P) (PO (P)=(Q) (MA@ (P)V(Q |[(P)NOR(Q)] | (P) <= (Q)

v

v v v
u
u

[SERES NN

v

u u u v
v v u v
u v u u

BRSNS S S
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Table 1.114 A partial Truth table for a
connective (P) = (Q) conforming to
(Implication. 1) & (Implication. 2).
REQUIREMENT (P | Q | (P) = (Q)
(Implication. 1) |T |T |T
(Implication.2) | T |F |F

Table 1.115 The connectives &>, »>, ry,, and =.

PO PP PO @)@ PO PANQ PO P=(Q
T T|T T T T T T T T T|T
T F F T F F T F F T F F
F T T F|T F F T F F T T
T F F F|F F F|F T F F T

example 1.1, any concept of logical implication may have to satisfy the following
two requirements.

(Implication.1) To allow for reasoning by Detachment, if a hypothesis P holds, and
if the implication (P) = (Q) holds, then the conclusion Q also holds.

(Implication.2) To avoid faulty reasoning, if a hypothesis P holds, but if the
conclusion Q fails, then the implication (P) = (Q) also fails.

(Implication.3) To allow reasoning by contraposition, an implication and its con-
traposition must have the same Truth table.

(Implication.4) Again to prevent faulty reasoning, an implication and its converse
must have different Truth tables.

The first two requirements, (Implication. 1) & (Implication. 2), dictate the first two
lines of Truth table 1.114, where the hypothesis P is True. There remain only
four possibilities for = in the last two rows, where the hypothesis is False. For
convenience, denote these four connectives by =, &>, ~», and ~, respectively
(these last three symbols are used in this manner only in the present discussion).
Table 1.115 shows their Truth values. For comparison, the last two requirements,
(Implication. 3) & (Implication. 4), dictate the last two lines of the desired Truth
table.

Verifications based on table 1.113. confirm that the logical implication = has
the same Truth values as its contraposition has, but not as its converse has.

In contrast, (P) 9 (Q) and its contraposition [~(Q)] 9 [—(P)] have different
Truth values, as in table 1.116. Also, for the connective 9, neither the law of
contraposition nor its converse holds.

Similarly, (P) » (Q) and its contraposition [~(Q)] » [—(P)] do not have the
same Truth values, as in table 1.117. Moreover, for the connective ~>, neither the
law of contraposition nor its converse hold.
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Table 1.116 The connective

P P) & - > [~(P
S and its contraposition do T ? ; ) © [F 1 ()]
not have the same Truth
values. T |F |F F

F |T T T

F |F |F T

Table 1.117 The connective

: . PO |[(P)»(Q) |[~(Q)]» [~(P)]
~> and its contraposition do F
not have the same Truth r|T.|T
values. T F |F F
F T |F F
F |F |F T
Table 1..118 The connective Plol®a© (@~ @
~y and its converse have the
T |T T T
same Truth values.
T |F F F
F T |F F
F F |T T

Finally, (P) ~ (Q) and its converse (Q) ~ (P) have the same Truth values, as
in table 1.118. However, for the connective ~,, both the law of contraposition and
its converse hold.

Thus the Truth table 1.113 specified for (P) = (Q) is the only one that reflects
experience. There exist other concepts of logical implication, but they do not lend
themselves to Truth tables [18, p. 146, #26.12].

1.8.2 Boolean Logic on Earth and in Space

Some logical connectives — for instance, NOR — can combine so as to play the role
of every logical connective.

1.119 Definition. A logical connective is called primitive, or also universal, if
and only if every propositional form is logically equivalent to a propositional form
containing only that connective.

1.120 Example. The logical connective NOR, defined so that (A) NOR (B) stands
for =(A Vv B), is universal; in particular, the following equivalences are tautologies:

[=(P)] & [(P) NOR (P)],
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[(P) A (Q)] © {[(P) NOR (P)] NOR [(Q) NOR (Q)] }.
[(P) v (Q)] © {[(P) NOR (Q)] NOR [(P) NOR (Q)]}.
[(P) = (Q)] © {[(P)NOR(P)]NOR(Q)}NOR{[(P)NOR(P)|NOR(Q);.

1.121 Example. The logical connective NAND, defined so that (A) NAND (B) stands
for =(A A B), is universal; in particular, the following equivalences are tautologies:

[=(P)] & [(P) NAND (P)],
[(P) A (Q)] < { [(P) NAND (Q)] NAND [(P) NAND (Q)] }.
[(P) v (Q)] < {[(P) NAND (P)] NAND [(Q) NAND (Q)]}.
[(P) = (Q)] < (P) NAND [(Q) NAND (Q)].

1.122 Example. For logic and arithmetic, Westinghouse DPS-2402 Computers used
only NAND gates:

Its function can be considered fundamental in that all sequential and combinational logic
functions can be performed entirely by NAND gates [138, Section 4, § 4-1(7)(a), p. 4-4].

1.123 Example. The Apollo spacecraft contained two electrically identical Apollo
Guidance Computers (AGC): a Command Module Computer (CMC) in the Com-
mand Module (CM), and a Lunar Module Computer (LMC) in the Lunar Module
(M) [51, § 2.1, p. 23], pictured in figure 1.2.

Fig. 1.2 The logic in the
present chapter was used in
the Apollo Guidance
Computer onboard the
Command and Lunar
Modules. (Neil A.
Armstrong’s photograph of
Edwin E. Aldrin Jr., 20 July
1969, NASA ID
AS11-40-5927.)
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Each AGC used only one type of logical circuit: a NOR gate with three variables,
such that NOR (A, B, C) is equivalent to =(A v B Vv C) [51, § 3.2.1, p. 60, fig. 3-1].
Setting C to False (0V) shows that NOR (A, B, F) is equivalent to —=(A Vv B) and
hence to (A) NOR (B). By universality of NOR, every logical, arithmetic, reading,
writing, and copying operation necessary during space flight was implemented by
circuits consisting entirely and exclusively of NOR gates [51, § 3.2.1, p. 62]. The
universality of NOR provides a reliability greater than several different connectives
would:

The single logic type simplified packaging, manufacturing, and testing, and gave higher
confidence to the reliability predictions [51, § 1.1, p. 10].

1.9 Automated Theorem Proving

Relying on the Deduction Theorem 1.22, the Provability Theorem and the Com-
pleteness Theorem will provide not only guidance but an algorithm to design proofs
within the propositional calculus.

1.9.1 The Provability Theorem

The full Classical Propositional Calculus based on axioms PI1, P2, and P3 is
absolutely complete: every tautology is a theorem. Moreover, there are algorithms
to determine for each propositional form whether it is a theorem, and, if it is, to
design a proof of it. The demonstration relies on the following notation.

1.124 Definition. For each proposition P, define a proposition P’ by
P o— P if P is True,
' = (P) if P is False.
The following theorem constitutes a first step in a proof of completeness.

1.125 Theorem (Provability Theorem). For each propositional form S with
propositional variables from a finite list P, ..., R, there exists a proof of S’ from
P,....R:

P,....RES.

Proof (Outline). This proof proceeds by cases, removing from S one connective at
each step.
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Negation

If S is —(V), then V has one fewer connective than S has. Suppose that P, ..., R’ F
V’ has already been proved, and consider two cases.

S True If S is True, then S’ is S. However, if S is True, then V is False, and V'’ is
—=(V), which is S and hence also S’. Thus P/, ...,R' F V' by the hypothesis on
V, and substituting S’ for V' yields P/, ..., R'+ .

S False In contrast, if S is False, then S’ is —(S). However, if S is False, then V is
True, and V' is V. Thus P, ..., R V' by the hypothesis on V, and substituting
V for V' yields P’,...,R' = V. Hence, appending a proof of the converse law
of double negation (theorem 1.43) produces a proof of P/,..., R+ {=[=(V)]},
and substituting S for —(V) gives P’, ..., R' F [=(S)], whence substituting S’ for
=(S) yields P',...,R' - §'.

Implication

If Sis (V) = (W), then V and W have fewer connectives than S has. Suppose that
P.,...,RREV and P',...,R' W have already been proved, and consider two
cases. The first two cases occur if S is True, which occurs if W is True or V is False.

S True, W True  If W is True, then W is W’ and by the hypothesis on W there exists
aproof of P,...,R' - W. Again because W is True, it follows from theorem 1.12
that (V) = (W) is also True, and appending a proof of theorem 1.12 after
the proof of P,...,R' = W produces a proof of P/,...,R' + [(V) = (W)].
However, because (V) = (W) is True and (V) = (W) is S, it also follows that S
is S, whence P',...,.R F[(V) = W)]isP,....R - 5.

S True, W False  If V is False, then V’ is —(V) and True. Thus there exists a proof
of P',..., R F V' by the hypothesis on V, which is thus a proof of P/,...,R
[=(V)]. Hence the law of denial of the antecedent (theorem 1.40) gives a proof
of [~(V)] = [(V) = (W)], which is [=(V)] = (S), and thence the transitivity
of implications (theorem 1.16) yields a proof of P’,...,R F S, which is also a
proofof P/,...,R' - §'.

S False The third case occurs if S is False, which occurs if and only if V is True
and W is False. Then S’ is —(S) and W’ is —(W) but V' is V. By the hypotheses
on V and W, there exist proofs of P/,...,R' + V' and P',...,R' + W', which
are thus proofs of P’,...,R'F Vand P,...,R' + [=(W)]. Appending a proof
of theorem 1.54 then gives a proof of P/, ..., R F {(V) A [=(W)]}, whence the
definition (1.51) of A produces a proof of P/, ..., R' F {=[(V) = {=[-(W)]}]}.
Thence the converse law of double negation, transitivity applied to

(V) = W] = {[W) = {=[=WM]}] = [(V) = {=[=W)]]}

and contraposition yield a proof of P/,...,R' F {=[(V) = (W)]}, which is a
proof of P/, ..., R’ [=(S)] and hence also a proof of P',...,R' - §'.
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The general case follows by several applications of the previous cases, in a way
that may be specified more explicitly after the availability of the Principle of
Mathematical Induction in chapter 4. O

1.9.2 The Completeness Theorem

The Completeness Theorem shows that within the full classical propositional
calculus every tautology is a theorem, provable from the axioms and the rules of
inference.

1.126 Theorem (Completeness Theorem). Within the full classical propositional
calculus, every tautology is a theorem.

Proof. This proof uses the Deduction Theorem 1.22 and the Provability The-
orem 1.125, removing at each step one propositional variable that occurs in a

tautology.

For every tautology S with propositional variables P, ..., Q, R, theorem 1.125
produces a proof of P/, ..., Q', R’ = §, because S is S. Two cases arise with the last
variable R.

R True If Ris True, then R’ is R, whence from the proof of P/,...,Q',R I S, the
Deduction Theorem gives a proof of P/,..., Q' F [(R) = (S)].

R False IfRisFalse, then R’ is —(R), whence from the proof of P/,...,Q',R' S,
the Deduction Theorem gives a proof of P/, ..., Q' F {[=(R)] = (S)}.

Aproofof P/, ..., Q" I S follows by the principle of proofs by cases (theorem 1.85):
F([(R) = (] A {I=B] = (9)}) = ().

Thus the Deduction Theorem reduces the number of propositional variables by
1. Therefore, applying the Deduction Theorem as many times as the number of
propositional variables in S yields a proof of - S. O

1.9.3 Example: Peirce’s Law from the Completeness Theorem

The following considerations demonstrate how to plan the design of a proof by the
Completeness Theorem (theorem 1.126), here with the example of Peirce’s Law:

{{(P) = (@] = (P)} = (P).

To apply the Completeness Theorem, let S designate Peirce’s Law. Because S
involves only two propositional variables, P and Q, for each of the four combi-
nations of Truth values of P and Q, the Completeness Theorem first invokes the
Provability Theorem (theorem 1.125) for a separate proof of P’, Q' - §’, here
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PLO F P = (@] = (P} = (P)].

In all cases, S has the propositional form (V) = (W), where W is P, and where V
is (H) = (K), with (P) = (Q) for H, and P for K:

N
H K
e e, —_——
{P)= Q= ) }= () .
% w

P True, Q True If P is True, then W is also True, because W is P. Hence the
Provability Theorem calls for a proof of P = W, which is here P I P. Thence the
Deduction Theorem provides a proof of (P) = (W), in effect here the proof of
theorem 1.14. Because S has the form (V) = (W), the proof just obtained gives
the following main steps (the final complete proof replaces every theorem cited
by a complete proof of that theorem).

H(P) = W) theorem 1.14,
W) = [(V) = (W)] axiom P1,
F@)=[(V)= W) theorem 1.16,
F(P) = [{[(P) = Q)] = /P)}= (P ] substitutions.
—_——
% w

Alternatively axiom P1 yields the conclusion directly, but the foregoing deriva-
tion serves to illustrate the use of the Completeness Theorem.

P True, Q False Because P is again True, the preceding reasoning remains valid
because it does not use the Truth value of Q.

P False, Q True If P is False, then so is W. Hence the Provability Theorem calls
for a proof of V'. Here V is [(P) = (Q)] = (P), which has the form (H) = (K).
With P False, H is True and K is False, whence V is False. Consequently, V' is
—(V), which has the form —=[(H) = (K)]. Therefore, the Provability Theorem
calls for proofs of P, ' = H and P, Q' F [—(K)].

Here P',Q" + [~(K)] is [=(P)],Q" F {=[=(P)]}, which follows from the
substitution [—~(P)] = [—(P)] in the proof of theorem 1.14.

Also, P',Q' + His [=(P)],Q + [(P) = (Q)], where P is False. Thus the
Provability Theorem calls for a proof of [—=(P)],Q" F [—(P)], which again
follows from the substitution [=(P)] = [—(P)] in the proof of theorem 1.14.
Hence [—(P)] = [(P) = (Q)] by the law of denial of the antecedent
(theorem 1.40).

These proofs of [~(P)], Q' F H and [—=(P)], Q' I [-(K)] complete the proof of
[=(P)], Q'+ {=[(H) = (K)]}, which is [=(P)], Q' F [—(V)]. Again the law of
denial of the antecedent gives a proof of [=(P)], Q"  [(V) = (W)], which is
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[=(P)], Q' F S. The proof just obtained gives the following main steps (the final
proof replaces every theorem cited by a complete proof of that theorem).

F[=(P)] = [~(K)] theorem 1.14,
F[=(P)] = [~(P)] theorem 1.14,
F[=(P)] = {[=(Q)] = [~(P)]} axiom P1,
FA{[=(Q)] = [=(P)]} = [(P) = (Q)] axiom P3,

E[=P)] = [(P) = (Q)] theorem 1.16,
—————
H

F[=(P)] = (H) substitution;
F[=(P)] = {H) A[~(K)]} theorem 1.55,
F[=P)] = {—-[H = K]} definition of A,

—_———
v
F[=(P)] = [=(V)] substitution;
=W = {{—=W)] = [-WM]} axiom P1,
= [=P)] = {[-W)] = [~} theorem 1.16,
F{=W)] = [} = [(V) = (W)] axiom P3,
F[=(P)] = [(V) = (W)] theorem 1.16,
—_———

N

F[=(P)] = [{[(P) = (Q)] = (P)} = (P) | substitutions.
—_—

vV w

P False, Q False Because P is again False, the preceding reasoning remains valid
because it does not use the Truth value of Q.

From the preceding proofs of (P) = (S) and [—(P)] = (S), the principle of
proofs by cases (theorem 1.85) yields a proof of Peirce’s Law (S). Subsequent
examinations of the proof produced by the Completeness Theorem can yield
simplifications.

F (@) = [{[(P) = (Q)] = (P)} = (P)] axiom P1,

= (P) = (S) substitution;
F[=(P)] = {(H) A [~(P)]} axiom P1,
F[=(P)] = {—[(H) = (K)]} definition of A,
*,—/
v

F[=(P)] = [-(V)] substitution;
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F =W = {-W)] = [-WM]} axiom P1,
F[=P)] = {[~-(W)] = [-(V)]} theorem 1.16,
FA-(W)] = [-WM)]} = [(V) = (W)] axiom P3,
F[=(P)] = (V) = (W)] theorem 1.16,
%,—/
s
F[=(P)] = (9) substitution;
F®P) = () previous result;
S rule of inference;

F{[(P) = (Q)] = (P)} = (P) substitution.

1.9.4 Exercises on the Deduction Theorem

1.87 . Assume that [-(P)] = (P) holds and prove that P holds. In other words,
prove that {[=(P)] = (P)} I (P).

1.88 . Assume that (P) = [—(P)] holds and prove that —(P) holds. In other words,
prove that {(P) = [~(P)]} - [—(P)].

1.89 . Apply the Deduction Theorem to prove {[—(P)] = (P)} = (P) .
1.90 . Apply the Deduction Theorem to prove {(P) = [—~(P)]} = [~(P)] .

1.91. Assume (P) = (Q) and prove {(P) = [—(Q)]} = [—(P)]. In other words,
prove that [(P) = (Q)] F ({(P) = [~(Q)]} F [~(P)]) .

1.92. Apply the Deduction Theorem to prove the law of reductio ad absurdum
[(P) = (O] = ({(P) = [~(Q]} = [=(P))).

1.93. Assume [—=(P)] = (Q) and prove {[=(P)] = [=(Q)]} = (P). In other
words, prove that {[=(P)] = (Q)} I [{[~(P)] = [~(Q)]} = (P)].

1.94 . Apply the Deduction Theorem to prove the law of indirect proof

{=(P)] = [~} = [{[~®)] = [~} = (P)].

1.95. Apply the Deduction Theorem to prove the tautology

{{(P) = (D] = (@) = B} = [(Q) = (B)].



1.9 Automated Theorem Proving 73

1.96 . Apply the Deduction Theorem to prove the tautology

{{(P) = (D] = (@ = B} = {[(P) = (D] = [(P) = R)]}.

1.97 . Apply the Completeness Theorem to prove {[—=(P)] = (P)} = (P).

1.98 . Apply the Completeness Theorem to prove the special law of reductio ad
absurdum: {(P) = [~(P)]} = [~(P)] .

1.99 . Apply the Completeness Theorem to prove the law of reductio ad absurdum:
[(P) = (@] = ({(P) = [~(Q)1} = [~(P))).

1.100 . Apply the Completeness Theorem to prove the law of assertion:

(P) = {(P) = (D] = ()}

1.101. Apply the Completeness Theorem to prove

{{(P) = (D] = B)} = {[(R) = (P)] = (P)}.

1.102 . Apply the Completeness Theorem to prove

{(P) = (@] = R)} = {{R) = (P)] = [(S) = (P)]}.

1.103 . Apply the Completeness Theorem to prove

[{(P) = ®] = ()} = (O] = {(Q) = ®] = [(P) = B)]}

1.104 . Apply the Completeness Theorem to prove

(®R) = (@] = ({IR) = (@] = (P)} =[S = (P)]).

1.105. Apply the Completeness Theorem to prove

{{R) = (] = [ = P} = {{R) = (P)] = [S) = (P}

1.106 . Apply the Completeness Theorem to prove

({[®=O]=P}=[S)=@])=({[P)=(Q]=®)}=[(S)=(P)]).



Chapter 2
First-Order Logic: Proofs with Quantifiers

2.1 Introduction

This chapter introduces quantifiers and first-order logic. The first few sections
demonstrate methods for designing proofs through preliminary versions of the
Deduction Theorem for first-order logic, Substitutivity of Equivalences, and trans-
formations into prenex forms. A final section derives features of predicates for
equality and inequality, either as primitive predicate constants, or predicates defined
from other primitive binary predicate constants. The prerequisite for this chapter
is a working knowledge of the Classical Propositional Logic for instance, as in
chapter 1.

Pure first-order logic includes quantifiers corresponding to phrases such as “for
each object” or “there exists an (at least one) object” with templates for functions
of objects and relations between objects. Applied first-order logic replaces such
templates with functions and relations specific to areas such as algebra, arithmetic,
geometry, or set theory.

2.2 The Pure Predicate Calculus of First Order

In grammar, the noun “predicate” designates the verb or verbal phrase that makes a
statement about the subject of a clause. In logic, similarly, a predicate is a part of an
atomic formula that makes a statement about individual objects in applications.

2.2.1 Logical Predicates

The logical concept of predicate depends upon the theory under consideration.

© Springer Science+Business Media New York 2015 75
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2.1 Example (predicates in arithmetic). Some versions of arithmetic have only two
predicates, which state that a number is the sum or product of two numbers:
M =K+ L (read “M equals the sum of K and L"),
N =K=xL (read “N equals the product of K and L"),
or equivalent formulae with a different notation [18, p. 318], [72, p. 202-203].

These predicates are called “ternary” because each involves three variables.

2.2 Example (predicates in geometry). In geometry, a predicate may state that a
point is on a line, or that a point lies between two other points on the same line, or
that two segments, or two angles, are congruent, or that a line lies in a plane:

PelL (read ““the point P is on the line L"),

X<Y<Z (read ““the point Y is between the points X and Z”),

PQ =RS (read “the segment PQ is congruent to the segment RS”),
ZABC = ZPQR (read “the angle ABC is congruent to the angle POR”),
LCE (read “the line L lies in the plane E),

or equivalent formulations with a different notation [61, Ch. I].

2.3 Example (predicates in set theory). Some versions of set theory have only one
predicate, which states that a set is an element of a set:

X €Y (read “Xis an element of Y),

g eY (read “the empty set is an element of Y”),

X € @ (read “X is an element of the empty set”),

g € @ (read ‘the empty set is an element of the empty set”).
This predicate is called “binary” because it involves two variables, X and Y.

The formulae in the foregoing examples are called terms or atomic formulae
because they are the simplest formulae in arithmetic, geometry, and set theory. Thus,
X € Y is aterm, or, in other words, an atomic formula.

In arithmetic, the symbols O and 1 are called individual constants, because they
always denote the numbers zero and one, respectively. Similarly, in set theory, the
symbol @ is an individual constant, because it always denotes the empty set.
In contrast, the symbols = and € are called predicate constants, because they
always denote the relations of equality and set membership, respectively. Logics that
include such constants are called applied predicate calculi; they may also include
other functional constants or relational constants corresponding to other relations
between objects. In contrast, logics that do not include any constants but allow for
variables representing arbitrary individuals, predicates, functions, and relations are
called pure predicate calculi. Thus a pure predicate calculus is a general logic that
may later apply to algebra, arithmetic, geometry, and set theory as well.

In applied logics, if an atomic formula contains a variable, then it may, but need
not, have a Truth value. For example, the formula X € Y has no Truth value, because
different substitutions for X and Y can yield different Truth values. However some
formulae may contain variables and yet have a Truth value.
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2.4 Example. In logics with an “equality” relation, the formula X = X is True for
every X.

2.5 Example. In binary arithmetic the formula O %« X = 0 is True for every X.
2.6 Example. In binary arithmetic O * X = 1 is False for every X.
2.7 Example. In set theory the formula X € & is False for every X.

2.8 Example. In the theory of well-formed sets the formula X € X is False for
every X.

2.2.2 Variables, Quantifiers, and Formulae

The formulae studied here are those specified in definition 2.9.

2.9 Definition (well-formed formulae). Select three disjoint lists of symbols.

Every symbol from the first list of symbols, which may consist of one or more
letter(s) from a specified alphabet, P, Q, .. ., optionally with subscript(s) Py, P, . . .,
superscript(s) P!, P*, ..., or “middlescript(s)” P|, P||, ..., is called a formulaic
letter. Such formulaic letters are not parts of the predicate calculus, but they help in
describing the following rules to define well-formed formulae.

Also, every symbol from the second list of symbols, which may consist of one
or more letter(s) from a specified alphabet, A, B, ..., optionally with subscript(s)
Ay, App, . . ., superscript(s) A%, A™, .. or “middlescript(s)” A|, A||, ..., is called a
propositional variable or a sentence symbol [31, p. 17]. (Propositional variables
may later be replaced in pure calculi by functional or relational variables, or in
applied calculi by atomic formulae, which may include individual variables or
constants specific to applications.)

Moreover, every symbol from the hird list of symbols, which may consist of one
or more letter(s) from a specified alphabet, X, Y, ..., optionally with subscript(s)
Xy, Xop, . . ., superscript(s) X*, X* ... or “middlescript(s)” X|, X||, .. ., is called an
individual variable. (Individual variables may later be replaced by items specific
to applications, for instance, numbers in arithmetic, or points in geometry.)

Every propositional variable or atomic formula is a well-formed formula. For
all well-formed formulae P and Q, and for every individual variable X, the following
four strings of symbols are also well-formed formulae:

(W1) —(P) (read “not P”),

(W2) (P) = (Q) (read “P implies Q” or “if P, then Q”),
(W3) VX(P) (read “foreach X, P”),

(W4) 3AX(P) (read “there exists X such that P”).
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Furthermore, only strings of symbols built from letters or variables through appli-
cations of the rules W1-W4 can be well-formed formulae. Equivalent definitions
apply to other connectives and to prefix and postfix notations.

2.2.3 Proper Substitutions of Free or Bound Variables

In the logic presented here, only individual variables may appear immediately
after either quantifier, V (read “for each”) or 3 (read “there exists”). Because
of this restriction, this logic is a first order logic. Logical systems allowing for
propositional variables to appear immediately after a quantifier are of second or
higher order.

In Boolean logic, if a formula P is True regardless of X, but if P also contains
another variable Z, then substituting Z for X can change the Truth value of P.

2.10 Counterexample. Consider any context with at least two different objects,
for instance, two binary numbers in arithmetic, two points in geometry, or two
sets in set theory. Thus for each object X there exists a different object Z,
whence VX{3Z[~(X = Z)]} is True. Replacing Z by X in IZ[—~(X = Z)] gives
AX[—~(X = X)], which is False, because each object equals itself, by example 2.4.
Thus, replacing Z by X in the True formula VX{3Z[~(X = Z)]} yields the False
formula VX{3X[~(X = X)]}. Similarly, replacing X by Z in the True formula
VX{3Z[-~(X = Z)]} gives the False formula VZ{3Z[~(Z = Z)]}.

One way (not pursued here) to avoid the phenomenon exhibited in counterexam-
ple 2.10 consists of substituting parameters other than variables [117]. Alternatively,
counterexample 2.10 shows that substitutions of a variable by another must obey
certain rules, for instance, with the concepts introduced in definition 2.11.

2.11 Definition (free or bound variables). For each individual variable X and for
each logical formula P, an occurrence of the variable X is bound in the formula P
if and only if in P that occurrence of the variable X immediately follows V or 3,
or if it appears in the scope of the quantifier, which is defined to be between either
VX (or 3X( and the corresponding right parenthesis )). An occurrence of the variable
X is free in P if and only if that occurrence of X is not bound in P. A logical formula
is closed if and only if it does not contain any free occurrence of any variable.
A logical sentence is a closed logical formula.

2.12 Example. This example focuses on the formula from counterexample 2.10.

In the formula 3Z[—(X = Z)], both occurrences of the variable Z are bound.
In the formula 3Z[—(X = Z)], the only occurrence of the variable X is free.
The formula 3Z[—(X = Z)] is not closed, because it contains a free occurrence of X.

In contrast, the formula VX{3Z[~(X = Z)]} is closed, because all occurrences of X
and Z are bound.

The following definitions avoid the phenomenon in counterexample 2.10.
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2.13 Definition (change of bound variables). The substitution of the variable Z
for each bound occurrence of the variable X in P is denoted by Subb)Z‘ (P). Such a
substitution is called a change of bound variables if and only if Z does not occur
in P. Such a change of bound variables is proper if and only if X does not occur
freely in P and Z does not occur in P.

2.14 Example. In the formula 3Z[—(X = Z)] from counterexample 2.10, the
substitution of X for the bound occurrences of Z is not a change of bound variables,
because X already occurs in the formula.

Definition 2.13 explicitly applies only to variables. In particular, it does not allow
for substitutions of constants for bound variables.

2.15 Remark. Tf Subb}(P) is a change of bound variables in a formula P, then
Subb%[Subb? (P)] reproduces P.

Indeed, if Subb}(P) is a change of bound variables, then Z does not occur
in P. Consequently, the only occurrences of Z in Subb’z((P) are those replacing
bound occurrences of X. Therefore, Z does not occur freely in Subb’z((P). Thus,
Subb%[Subb? (P)] replaces all the occurrences of Z in Subb (P), all of which are
bound, by the initially bound occurrences of X, and reverts to the initial formula P.

Depending on the axiomatic system, an axiom, theorem, or inference rule may
declare that two formulae that differ from each other only by changes of bound
variables are mutually equivalent, so that (P) < [Subb}(P)] [89, p. 181].

2.16 Definition (change of free variables). A formula P admits (the substitution
of) Z for an individual variable X, or, in other words, Z is free (to be substituted) for
X in P, if and only if in the substitution of Z for every free occurrence of X

* every free occurrence of X becomes a free occurrence of Z,
or, equivalently, if X, Z, and P satisfy the following condition:

¢ either Z is an individual constant, or
e Zis an individual variable, and substituting Z for every free occurrence of X in P
does not convert any free occurrence of X into a bound occurrence of Z.

In the present exposition, the notation Subf)z( (P) states that P admits Z for X, and
substitutes Z for each free occurrence of X in P.

2.17 Example. In counterexample 2.10, the formula 3Z[—(X = Z)] does not admit
Z for X, or, in other words, Z is not free for X, because substituting Z for every free
occurrence of X converts the free occurrence of X into a bound occurrence of Z in
AZ[-(Z = 2)].

Thus another way to avoid the phenomenon exhibited in counterexample 2.10
consists in allowing only substitutions admitted in the sense of definition 2.16 [72,
p. 941, [84, p. 48] [108, p. 371, [110, p. 101].
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2.18 Remark. If an individual variable Z does not occur in a formula P, then P
admits Z for each individual variable X. Indeed, Z does not appear in P after any
quantifier (V or 3); thus Z is not bound in P, so that every free occurrence of X is
replaced by a free occurrence of Z in Subfy(P).

2.19 Remark. If an individual variable Z does not occur in a formula P, and
if P does not contain any bound occurrences of an individual variable X, then
Subf%[Subfy (P)] is P. Indeed, by hypothesis all occurrences of X are free in P, and
by remark 2.18 they all become free occurrences of Z in Subf} (P). Also, X does not
occur in Subf)Z‘ (P). Again by remark 2.18 but with X and Z swapped, all occurrences
of Z in Subf} (P) become free occurrences of X in Subf%[Subfy (P)], which no longer
contain any occurrences of Z. Thus Subfz[Subf (P)] is P.

2.20 Remark. All well-formed formulae P and Q result from the construction
specified in definition 2.9, so that individual variables occur only immediately after
quantifiers, or in terms (atomic formulae) that are then combined with connectives.
Consequently, the following pairs of formulae are not only mutually equivalent but
also mutually identical [117, p. 44]:

* Subfi[—(P)] and —[Subf(P)].

* Subfi[(P) = (Q)] and [Subfs (P)] = [Subf}(Q)].

* Subb¥[—(P)] and —[Subb’(P)].

 Subb%[(P) = (Q)] and [Subb’ (P)] = [Subb(Q)].
The following abbreviation is convenient.

2.21 Definition (abbreviation). The notation 3!X(P) (read “there exists a unique
X such that P” or “there exists exactly one X such that P”’) abbreviates the formula

X[ (P) A (YZ{[Subf}(P)] = (Z = X)})].

2.2.4 Axioms and Rules for the Pure Predicate Calculus

As the axioms of the propositional calculus reflect patterns of deductive reasoning
with implications and negations, the axioms of the predicate calculus reflect
patterns of deductive reasoning with quantifiers. There also exist several choices
of initial axioms for use with quantifiers, for instance, the following axioms
[18, §30, p. 171-172], [122, p. 170].

2.22 Definition. The following axioms of the Pure Predicate Calculus govern the
use of the universal quantifier V and the existential quantifier 3.

Axiom Q0 Axioms of the Propositional Calculus, but here with well-formed
formulae as in definition 2.9, are axioms of the predicate calculus.

Axiom QI (specialization) [VX(P)] = [Subfs(P)), if P admits Z for X.



2.2 The Pure Predicate Calculus of First Order 81

Axiom Q2 {VX[(P) = (Q)]} = {(P) = [VX(Q)]}, if P contains no free X.
Axiom Q3 {VX[~(P)]} & {—=[3X(P)]}.
Axiom Q4 {IX[—(P)]} & {—[VX(P)]}.

The first axiom (schema) of the predicate calculus (QO0) and the rules of inference
carry all the theorems from the propositional calculus over to theorems of the
predicate calculus. In particular, different propositional calculi, which may result
from different axiom systems, may lead to different predicate calculi.

2.23 Example. From definition 1.4, the following formulae (P1) and (P2) form a
system of two axioms for the Pure Positive Implicational Propositional Calculus:

PH  (P) = [(Q) = (P)].
P2)  {(P)=[Q) = ®)]} = {(P) = (@] = [(P) = R}

Formulae (P1), (P2), and

P3) =] = [P = [(P) = ()],

form a system of three axioms for the Pure Classical Propositional Calculus.

The second axiom (schema) (Q1) corresponds to the notion that if an individual
variable X may occur in a formula P, and if P is True regardless of X, in other words,
if VX(P) is True, then P remains True with X replaced by any individual variable or
constant Z. If X and Z are the same variable, then axiom Q1 gives [VX(P)] = (P).

The third axiom (schema) (Q2) describes the relation between the universal
quantifier (“for each”) and the logical connective of the Pure Positive Implicational
Propositional Calculus (“if .. . then”).

The fourth axiom, for the existential quantifier (Q3), states that a formula P is
False for every X if and only if there does not exist any X for which P is True.

Similarly, the fifth axiom (schema), for the existential quantifier (Q4), states that
there exists some X for which P is False if and only if it is False that P is True
for every X. Axiom Q4 asserts the existence of an object. Consequently, axiom Q4
applies neither to “empty” theories where nothing exists, nor to logics that require
not only existence but also the determination of which objects satisfy a formula.

Besides the axioms, the predicate calculus allows for proofs of theorems through
the following rules of inference.

2.24 Definition (rules of inference). The following rules of inference hold.

2.25 Rule (“Modus Ponens” (abbreviated by M. P.), or ‘“Detachment’).

If P is a theorem, and
if (P) = (Q) is a theorem,
then Q is a theorem.
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2.26 Rule (Generalization).

If P is a theorem,
then VX (P) is also a theorem.

2.27 Definition (theorems and proofs). A proof is a sequence of well-formed
formulae H, K, L, ... P, Q, R, where each formula is either (a substitution in) an
axiom (schema), or results from a previous formula in the sequence by any rule of
inference (Detachment, Generalization, or Substitution).

A formula is a theorem if and only if it is a (usually the last) formula in a proof.
The notation - R means that R is a theorem.

2.28 Example. Every axiom of the predicate calculus is a theorem.

2.2.5 Exercises on Quantifiers

Each of the following ten exercises lists one formula P. Identify a formula that is
logically equivalent to —(P) among the same ten exercises.

2.1. VX[AY(X € V)]

2.2. VX[AY(Y € X)]

23. VX[(X € A) = (X € B)]

24. VX{(X e () & [(XeA) A (X € B)]}

25. VX{Xe(O) & [(XeA) Vv (XeB)}

2.6. IX({(X € O)A[~(X € A)IA[=(X € B)}V{[~(X € OA[(X € A)V(X € B)]})
2.7. IX{(X € A) A[~(X € B)]}

2.8. IX{VY[~(Y € X)]}

29. X([(X € OM=X €AV~ € B VA-(X € OIA[X € A (X €
B}
210. IX{YY[-(X € V)]}

2.2.6 Examples with Implicational and Predicate Calculi

The examples of theorems and proofs selected for this and the subsequent subsec-
tions gradually build up a tool to design proofs by substituting mutually equivalent
formulae for one another. As a first step, the following derived rules of inference
will simplify proofs by avoiding potentially lengthy instances of axiom Q2.
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2.29 Theorem (derived rule). If X is not free in R, and if VX[(R) = (S)] is a
theorem, then (R) = [VX(S)] is also a theorem.

Proof. Apply axiom Q2 and Detachment:

F VX[(R) = (9)] hypothesis,
FAVXI(R) = 9]} = {(R) = [VX(S)]} axiom Q2, no free X in R,
F(R) = [VX(9)] Detachment.

a

2.30 Theorem (derived rule). If X does not occur freely in R, and if (R) = (S) is
a theorem, then (R) = [VX(S)] is also a theorem.

Proof. Apply Generalization and theorem 2.29:
F®R) = () hypothesis,
F VX[(R) = (S)] Generalization,

F (R) = [VX(S)] theorem 2.29, no free X in R.
O

Theorem 2.31 reveals a situation where VY[Subf}(U)] may be replaced by
VX[Subfy(U)], which is YX(U).

2.31 Theorem (change of bound variables). If Y does not occur in U, then -
YX(U)] = (VY[Subf{(U)]}.

If Y does not occur in U, and if U does not contain any bound occurrence of X,
then conversely = [VX(U)] < {VY[Subfy(U)]}.

Proof. This proof follows Monk’s [89, p. 180, thm. 10.55].

F [VX(U)] = [Subfy(U)] specialization (axiom Q1), no Y in U,
N———— N——
R s
R vY[s]

e e N
F [VX(U)] = {VY[Subfy(U)]} theorem 2.29,no Y in U, sono Y in R.

For the converse, if Y does not occur in U, and if U does not contain any bound
occurrence of X, then each occurrence of X in U is replaced by a free occurrence of
Y in Subf} (U). Consequently, if V denotes the formula Subfy(U), then V contains
no occurrences of X and no bound occurrences of Y. Moreover, Subfy[Subfy(U)]
reproduces U, by remark 2.19. Thus, applying the previous result to the formula V
and swapping the roles of X and Y give - [VY(V)] = {VX[Subfy(V)]}. |

2.32 Remark (change of bound variables). Theorem 2.31 shows that two formulae
P and Q that differ from each other only by the names of their bound variables are
mutually equivalent. Indeed, if the variable Y does not occur in a formula P, and if U
is any atomic formula (for instance, X € Z) that occurs in P, then U does not contain
any bound variables; in particular, U does not contain any bound occurrence of X.
Consequently - [VX(U)] < {VY[Subfy(U)]} by theorem 2.31. This substitution
may use different new variables Y, Y}, Vi, . . ., for different atomic formulae U, U,,
Uyp, ... and then proceed to more complicated components of P. Using the same
new variables in P and Q results in two identical formulae.



84 2 First-Order Logic: Proofs with Quantifiers

2.33 Example. Let P denote the formula VX{3Z[—~(X = Z)]}, and let Q denote the
formula VW{3Y[—~(W = Y)]}. The variables Y, and Y}, occur in neither P nor Q.
In P, let U, denote the atomic formula X = Z. Then - [3Z(U,)] <
{3y, [Subfi) (Uy)]} by theorem 2.31. Let Uy, denote the resulting formula 3Y,[—~(X =
¥,)]. Then theorem 2.31 shows that b [VX(Uy)] < {¥Yy[Subfy (Uy)]}, which is
VY, {3Ys [~ (Y5, = Y3)]}. The same formula results from the same procedure applied

to Q.

The following selection of theorems also relates the present axioms to other
axiom systems in subsection 2.2.8. Their proofs follow Church’s [18, p. 186—188].

2.34 Theorem. Forall P, Q, and X, - {VX[(P) = (Q)]} = {[VX(P)] = (Q)}.

Proof. Apply the Implicational Calculus with axiom Q1:
FA{VX[(P) = (O]} = [(P) = (Q)] axiom QI,
F[VX(P)] = (P) axiom QI,
F{VX[(P) = (Q)]} = {[YVX(P)] = (Q)} derived rule (theorem 1.31).
O
2.35 Theorem. For all P, Q, and X, - {VX[(P) = (O]} = {[VX(P)] =
[VX(Q)I-

Proof. Apply the Implicational Calculus with Generalization, axiom Q2, and
theorems 2.30 and 2.34:

FAVXI(P) = (Q)]} = {[VX(P)] = (Q)} theorem 2.34,

K s
F{VX((P) = (O} = (YX{[VX(P)] = (O)}) theorem 2.30,
E(YX{[VX(P)] = (Q)}) = {[VX(P)] = [YX(Q)]} axiom Q2,
H{VX[(P) = (Q)]} = {[YX(P)] = [VX(Q)]} transitivity (1.16).

a

2.36 Counterexample. The converse of theorem 2.35, which would be
[VX(P) = VX(Q)] = {VX[(P) = (O]},

is False in contexts with two different objects Y and Z, so that =(Y = Z) is True:

* VX[(X =7Y) = (X = Z)] is False, because substituting ¥ for X gives [(Y =
Y) = (Y = Z)], which is False, because of the True hypothesis ¥ = Y and the
False conclusion Y = Z.

e VX(X =) is False, because substituting Z for X gives (Z = Y), which is False
by the assumption that ~(Y = Z).

e [VX(X =7Y)] = [VX(X = Z)] is True, because of its False hypothesis.

e {VXX =7)] = [VXX = 2)]} = {(VX[X = Y) = (X = Z)]} is False,
because of the True hypothesis and the False conclusion.
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2.37 Theorem (derived rule). For all P, Q, and X, if = (P) = (Q), then
F[VX(P)] = (Q) and - [VX(P)] = [VX(Q)].

Proof. Apply theorems 2.34 and 2.35:
(P = Q) hypothesis,
F VX[(P) = (Q)] Generalization,
FH{[VX(P)] = (Q)} theorem 2.34 and Detachment,

F[VX(P)] = [VX(Q)] theorem 2.35 and Detachment.
O

2.38 Theorem. For all P, Q, and X, if P does not contain any free occurrence of X,
then = {(P) = [VX(Q)]} & {VX[(P) = (O)]}.

Proof. Axiom Q2 gives = {VX[(P) = (Q)]} = {(P) = [VYX(Q)]}. For the
converse, use the Pure Positive Implicational Propositional Calculus with axioms Q1
and Generalization:

FVX(Q)]=(Q) axiom QI,
F{P)=[VX(Q}={(P)=[VX(Q)]}  theorem 1.14,
FH{(P)=[VX(Q)]}=[(P)=(0)] theorem 1.32,

FYX({(P)=[YX(Q)}=[(P)=(Q)]) Generalization,
— N——

R S
R VX{S}

FH{(P)=[VX(Q)}=(YX{[(P)=(Q)]}) theorem 2.29, no free X in (P)=[VX(Q)].
O

2.39 Theorem. For all P and X, if P does not contain any free occurrence of X,
then - [VX(P)] = (P) and - [VX(P)] < (P) .

Proof. Axiom Q1 gives - [VX(P)] = (P). For the converse, apply theorems 1.14
and 2.30:
F(P) = (P) theorem 1.14,

F (P) = [VX(P)] theorem 2.30.
O

2.40 Remark. The statement of theorem 2.39 suggests that if P contains a free
occurrence of X, then the implication (P) = [VX(P)] may differ from the
Generalization rule, from | P to infer = VX(P), which applied only if P is a
theorem.

2.41 Example. 1f P denotes the formula X = &, then (P) = [VX(P)] becomes
(X = @) = [VX(X = @)], which is not a theorem. Indeed, if (X = @) =
[VX(X = @)] were a theorem, then substituting & for the free occurrences of X by
specialization and Detachment would yield (& = @) = [VX(X = @)], which is
not a theorem, because @ = & is True while VX(X = @) is False in set theory.

Theorem 2.42 provides a converse for theorem 2.35 if X is not free in P.

2.42 Theorem. For all P, Q, and X, if X does not occur freely in P, then
{VX®P)] = [VX(Q)} = {YX[(P) = (O)]}-
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Proof. Use theorems 2.38 and 2.39, with H, K, L, M as in theorem 1.36:
F{( P )=[YX(O)]} = {VX[(P) = (Q)]} theorem 2.38, no free X in P,
N—— N——— ~——— ————

H
F(CP )= [VX(LP)] Y theorem 2.39, no free X in P,
H K
VX)) = [YXQ)l = {YX((P) = @)} theorem 1.36
K L M

2.2.7 Examples with Pure Propositional and Predicate Calculi

The following theorems invoke the full Classical Propositional Calculus, including
contraposition and its converse for negations, or Tarski’s axioms for equivalences.

2.43 Theorem. For all P, Q, and X,
HAVX[(P) & (O]} = {[VX(P)] & [VX(OQ)]}-

Proof. Apply theorems 2.37 and 2.35 with the transitivity of implication:
FIP) & (Q]=[P)= (Q)] definition of <,
F{VX[(P) & (Q)]} = {YX[(P) = (Q)} theorem 2.37,
F{VX[(P) = (Q)]} = {[VX(P)] = [VX(Q)]} theorem 2.35,
FA{VX[(P) & (Q)]} = {{[VX(P)] = [VX(Q)]} transitivity.
The converse conclusion results from the symmetry of < and swapping P and Q.
The final result then follows from theorem 1.55. O

For the records, theorem 2.44 combines theorems 2.35, 2.42 and 2.43.

2.44 Theorem. For all P, Q, and X, if X does not occur freely in P, then
VX)) = [VX(Q)} « {YX[(P) = (O)]}-

Proof. Apply theorems 2.35, 2.42 and 2.43. O

2.45 Theorem (derived rule). For all P, Q, and X, if = (P) < (Q), then
F[VX(P)] < [VX(Q)].

Proof. Apply Generalization, theorem 2.43, and Detachment:

F(P) < (0) hypothesis,
FVX[(P) & (Q)] Generalization,
F{VX[(P) & (Q)]} = {[VX(P)] & [VX(Q)]} theorem 2.43,
F[VX(P)] & [VX(Q)] Detachment.

a

Theorems 2.46 and 2.47 show that 3 could be defined in terms of V and
double negation, or vice versa, provided that axiom QO includes the full Classical
Propositional Calculus.
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2.46 Theorem. For all P and X, - [3X(P)] < (={[YX[=(P)]}).
Proof. Apply the full propositional calculus and axiom Q3:

F{=[3X(P)]} & {VX[~(P)]} axiom Q3,
F (={=[3X(P)]}) < (={¥YX[=(P)]}) contraposition and its converse, ]
F[EXP)] & (—|{VX [—|(P)]}) double negation and transitivity.

2.47 Theorem. Forall P and X, - [VX(P)] & (—{[3X[=(P)]}).
Proof. Apply the full propositional calculus and axiom Q4:

F{-[VX(P)]} & {IX[~(P)]} axiom Q4,
[ (—-{—{VX(P)]}) & (—-{EIX [—-(P)]}) contraposition and its converse, O
F[VX(P)] & (—-{EIX [—-(P)]}) double negation and transitivity.

2.48 Theorem (existential generalization). For all X, Y, and P, \- [Subfy(P)] =
[3X(P)]. In particular, - (P) = [AX(P)].

Proof. Apply the propositional calculus with axioms Q1 and Q3:
F{VX[=(P)]} = {Subfj[~(P)]}  axiomQl,
F{=EXP)]} = {VX[=(P)]} axiom Q3,
F {Subfy[=(P)]} = {—[Subfy(P)]} remark 2.20,
F {=[3X(P)]} = {—[Subfy(P)]} transitivity,
F [Subfy(P)] = [3X(P)] converse contraposition & Detachment.
O

Theorem 2.49 provides a converse to theorem 2.48 if X is not free in P.
2.49 Theorem. For all P and X, if X is not free in P, then - [AX(P)] < (P).

Proof. Apply the propositional calculus with theorems 2.46 and 2.39:
F [=(P)] = {VX[-(P)]} theorem 2.39, no free X in P,
= (—-{VX[—u(P)]}) = {—[—(P)]} contraposition,

F[3X(P)] = (~{VX[~(P)]}) theorem 2.46,

F[E3X(P)] = {(~[~(P)]} transitivity,
FA=[=(P)]} = (P) double negation,
F[EX(P)] = (P) transitivity.
The converse is theorem 2.48. O

2.2.8 Other Axiomatic Systems for the Pure Predicate Calculus

With the rules of Detachment and Generalization, and equivalent propositional
calculi, Margaris [84, p. 49] and Rosser [110, p. 101] use the following axiom
schemata for the predicate calculus:

Axiom A4 {VX[(P) = (Q)]} = {[VX(P)] = [VX(Q)]}.
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Axiom A5 [VX(P)] = [Subfy(P)].
Axiom A6 (P) = [VX(P)] if X does not occur freely in P.

Margaris allows Generalizations only of axioms but proves a deduction theorem
that then leads to the same rule of Generalization [84, p. 49].
In contrast, Kleene [72, p. 107] uses two axiom schemata

V-schema [VX(P)] = [Subf}(P)],
J-schema [Subf}(P)] = [IX(P)],

paired with two inference rules, where X does not occur freely in P:

V-rule from (P) = (Q) infer (P) = [VX(Q)], where X is not free in P,
J-rule from (P) = (Q) infer [AX(P)] = (Q), where X is not free in Q.

In both systems, AX(P) is merely an abbreviation for ={VX[—(P)]}, as also in
the systems of Church [18, p. 171] and Stoll [122, p. 115]. Reversely, in other
systems VX (P) is merely an abbreviation for ={3X[—(P)]}, for instance, in Kunen’s
[74, p. 3]. Axioms such as Q3 and Q4 partially dissociate the quantifiers from the
axiom(s) for the negation in the selected propositional calculus.

Also, yet another way to define substitutions of free variables consists in
performing substitutions with a different procedure, as outlined in definition 2.50.

2.50 Definition (proper substitution of free variables). A proper substitution
of a variable Z for each free occurrence of a different variable X in a logical formula
P consists of the following three steps:

(1) Identify a variable that does not occur in P, for example, Y.
(2) In P, replace each bound occurrence of Z by Y.
(3) Then replace each free occurrence of X by Z.

Steps (1) and (2) produce a change of bound variables according to definition 2.13.
After step (2), P no longer contains any bound occurrence of Z, and hence no strings
of the form VZ or 3Z. Consequently, P now admits Z for X in step (3).

Definitions 2.16 and 2.50 thus provide two ways to avoid the phenomenon in
counterexample 2.10. Both ways lend themselves to the same notation.

2.51 Definition. The notation Subf} (P) states that P admits Z for X, and substitutes
Z for each free occurrence of X in P. Alternatively, the same notation Subfk(P)
denotes the proper substitution of Z for each free occurrence of X in P. The two
alternatives are compatible, by remark 2.15 and definition 2.50. For convenience,
SubfX(P) is defined to be P, and if X does not occur freely in P, then Subf} (P) is
also defined to be P. The concept and notation for proper substitutions also apply to
the substitution of a constant for a free variable. Because constants cannot appear
immediately after a quantifier, they are not bound. Consequently, only the last step
applies to the proper substitution of constants for free variables. Thus, Subfé (P)
merely substitutes @ for every free occurrence of X in P.

2.52 Example. For P consider the formula (VX{EIZ[—-(X = Z)]}) V(X =9).
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(1) Verify that the variable Y does not occur in P.

(2) Replace the bound occurrences of Z by Y, which gives the formula
vVX{FY[-X =Y)]}) v X = 9).

(3) Replace the free occurrence of X by Z, which gives the formula
(VX{3Y[=(X = Y)]}) V (Z = @) for Subf} (P).

In contrast, substituting the constant & for every free occurrence of X in P yields
(YX{3Z[~(X = 2)]}) V (@ = @) for Subfy(P).

2.53 Example. A situation like that in definition 2.50 occurs with computer algo-
rithms to swap two variables X and Z, which typically use a third variable Y distinct
from X and Z as a temporary storage. First, the algorithm assigns X to Y, an
operation denoted by Y := X. Second, the algorithm assigns Z to X, an operation
denoted by X := Z. Finally, the algorithm assigns Y to Z, an operation denoted by
Z:=Y.

2.2.9 Exercises on Kleene’s, Margaris’s, and Rosser’s Axioms

The following exercises show that Margaris’s and Rosser’s axioms A4-A6 are
derivable from the rules of inference with axioms QI1-Q4 and the Classical
Propositional Calculus.

2.11. Prove that the abbreviation 3X(P) for ={VX[—(P)]} is derivable from the
rules of inference with axioms Q1-Q4 and the Classical Propositional Calculus.

2.12. Prove that Margaris’s and Rosser’s axioms A4, AS, and A6 are theorems
derivable from the rules of inference with axioms QI1-Q4 and the Classical
Propositional Calculus.

The following exercises show that axioms Q1-Q4 are derivable from Margaris’s
and Rosser’s axioms A4—A6 and the Classical Propositional Calculus.

2.13 . Prove that axiom Q2 is a theorem derivable from the rules of inference with
Margaris’s and Rosser’s axioms A4—A6 and the Classical Propositional Calculus.

2.14 . Prove that axiom QI is a theorem derivable from the rules of inference with
Margaris’s and Rosser’s axioms A4—A6 and the Classical Propositional Calculus.

2.15. Prove that axiom Q4 is a theorem derivable from the rules of inference with
Margaris’s and Rosser’s axioms A4—A6 and the Classical Propositional Calculus.

2.16 . Prove that axiom Q3 is a theorem derivable from the rules of inference with
Margaris’s and Rosser’s axioms A4—-A6 and the Classical Propositional Calculus.

The following exercises show that Kleene’s schema and rules are derivable from
the rules of inference with axioms Q1-Q4 and the Classical Propositional Calculus.
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2.17 . Prove that Kleene’s 3-rule is derivable from the rules of inference with
axioms Q1-Q4 and the Classical Propositional Calculus.

2.18 . Prove that Kleene’s V-rule is derivable from the rules of inference with
axioms Q1-Q4 and the Classical Propositional Calculus.

2.19 . Prove that Kleene’s 3-schema is derivable from the rules of inference with
axioms Q1-Q4 and the Classical Propositional Calculus.

2.20 . Prove that Kleene’s V-schema is derivable from the rules of inference with
axioms Q1-Q4 and the Classical Propositional Calculus.

2.3 Methods of Proof for the Pure Predicate Calculus

If other considerations guarantee that a well-formed formula P has a proof but do not
produce any proof of it, then writing down all the proofs of the predicate calculus,
for instance, in increasing order of complexity, eventually yields among all such
proofs a proof of P [18, p. 99-100, footnote 183]. However, if the shortest proof of
P is very long, then this method may take longer than the time available to the user
to arrive at any proof of P. Thus for all practical purposes this method may also fail
to determine whether a formula is a theorem.

The problem of deciding whether a well-formed formula is a theorem, derivable
from specified axioms and inference rules, is called the decision problem. For the
pure predicate calculus, no algorithms can provide a step-by-step recipe applicable
to all well-formed formulae to determine whether any such formula is a theorem, as
proved by Church [16, 17]. Nevertheless, methods exist to help in deciding whether
a well-formed formula is a theorem.

Trial and error is an option [114, p. 31], sometimes working backward from the
particular well-formed formula as a final goal, or forward from the axioms, inference
rules, and previous theorems as starting points or intermediate steps [72, p. 54-55].
The methods presented in this section guide this method of designing proofs.

2.3.1 Substituting Equivalent Formulae

One method of proof consists of replacing any occurrence of a formula by an
equivalent formula, thanks to theorem 2.54 [18, p. 101, 124, 189], [108, p. 48].

2.54 Theorem (Substitutivity of Equivalence in the Pure Predicate Calculus,
preliminary version). For all well-formed logical formulae U and V, if - (U) <
(V), and if a formula Q results from substituting any (zero, one, several, or all)
occurrence(s) of U by V in a well-formed formula P, then = (P) < (Q).
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Proof (Outline). Theorems 1.29 and 1.46 have already established the conclusions
for logical implications and negations.

In all cases, if Q is P, which results by substituting none of the occurrences of U
by V, then (P) < (Q) is (P) < (P), which is theorem 1.63.

For the universal quantifier, if P is VX(U), then Q is either YX(U) or VX(V).
If Q is VX(V), then P with (U) = (V) yield Q, by theorem 2.37, and conversely, Q
with (V) = (U) yield P, by theorems 2.37, or also by theorem 2.45.

For the existential quantifier, theorem 2.46 reduces to the previous cases a
formula P of the form IX(U).

The general case follows by several applications of the previous case and the
cases in theorems 1.29 and 1.46, in a way that may be specified more explicitly
after the availability of the Principle of Mathematical Induction in chapter 4. O

2.55 Example. Let P denote the formula VX ([3Y(Y € X)] v {VZ[~(Z € X)]}), U
the formula 3Y (Y € X), and W the formula —={VY[—(Y € X)]}. Then (U) < (W)
by theorem 2.46. Moreover, let V denote the formula —={VZ[—~(Z € X)]}. Because
Z does not occur in —~(Y € X), theorem 2.31 shows that (W) < (V). Hence
(U) & (V) by transitivity. Consequently, (P) < (Q) where Q denotes the formula
VX([~{VZ[~(Z € X)I}] v {VZ[=(Z € X)]}), which is VX([={V}] Vv {V}). Since
(V) v [~(V)] is a theorem, by Generalization Q and hence P is also a theorem.

2.3.2 Discharging Hypotheses

A method to design a proof of an implication (H) = (C) consists of first designing
a derivation H - C of C from H, and then transforming the derivation H - C into a
proof of (H) = (C) by theorem 2.56 [108, p. 46—47].

2.56 Theorem (Deduction Theorem, preliminary version). With any axiom sys-
tem for which axioms P1, P2, and (P) = (P) are axioms or theorems (or schema
thereof), and for every derivation H = C of a formula C from a formula H with
the propositional calculus, the rules of inference, and axioms Q1-Q4, but without
Generalization on any free variable in H, there exists a proof of (H) = (C).

Proof (Outline). Every step of the derivation H - C is a formula, denoted here
by S. If S is H, or an axiom, or results from two previous steps and Detachment,
then the proof of the deduction theorem 1.22 for the Pure Positive Implicational
Propositional Calculus shows how to replace S by (H) = (S).

If S is a Generalization YX(R) of a previous step R with a variable X that does
not occur freely in H, then R has already been replaced by (H) = (R). Hence
Generalization gives VX[(H) = (R)], whence, because X does not occur freely in
H, theorem 2.29 yields a proof of (H) = [VX(R)], which is (H) = (S).

The general case follows by several applications of the previous cases in a
way that may be specified more explicitly after the availability of the Principle of
Mathematical Induction in chapter 4. O
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Thus, the selection of axioms P1-P3 and Q1-Q4 leads to the Deduction
Theorem (2.56) more directly than would other selections of otherwise equivalent
axioms [108, p. 47]. In practice, however, a derivation of H - C of C from H
may already suggest other logical steps that shortcut or bypass the entire procedure
outlined in the proof of the Deduction Theorem 2.56.

To demonstrate such shortcuts, the following theorems provide means for
bringing quantifiers to the “front” of a formula. For example, axioms Q3 and Q4
with theorem 2.54 already allow the replacement of —[3X(P)] by VX[—(P)], and of
=[VX(P)] by 3X[—(P)]. In an implication (R) = (S), each of R and S can be of the
form (P), or YX(P), or AX(P), starting with V, or 3, or no quantifiers, which leads
to nine different cases. In the case where neither R nor S begins with a quantifier,
then no quantifiers need to be brought to the front of (R) = (S). The other eight
cases form the object of the following theorems.

Theorem 2.57 handles a case where R is 3X(P) while S is Q.

2.57 Theorem. If X does not occur freely in Q, then
F{VX[(P) = ()]} « {BX(P)] = (O}

Proof. Let H denote VX[(P) = (Q)], and let C denote [3X(P)] = (Q).

FVX[(P) = (Q)] hypothesis,

FA{VX[(P) = (Q)]} = [(P) = (Q)] specialization (Q1),

F(P) = (Q) Detachment,

F[~(Q)] = [~(P)] contraposition,

FVX{[—(Q)] = [—~(P)]} Generalization,

F [—(Q)] = {YX[~(P)]} theorem 2.29, no free X in O,

F (={VX[=(P)]}) = {-[~(Q)]} contraposition,

F[3X(P)] = (Q) double negation (1.42) and 2.46.

Hence the Deduction Theorem (2.56) leads to a proof of {VX[(P) = (Q)]} =
{[3X(P)] = (Q)}. Yet the foregoing derivation suggests shortcuts:

FVXI(P)= (@] =[(P)=(Q)] axiom Q1,

F(P)= (@)=~ Q]=[-(P)]} contraposition,
FVXI(P)= Q= —(Q]=[-(P)]} transitivity,

= {VX[(P)= (Q)}= (YX{[~(Q)]=[=(P)]}) theorem 2.30,
F (YX{[=(Q)]=[=(P)]})= (-(Q]={VX[~(P)]}) theorem 2.29,
F ([=(Q1=AYX[=(P)]}) = (~{YX[=(P)]})={=[=(Q)]}  contraposition,
F (—YX[=(P)]}) = {= [~ (@)= {EX(P)]=(Q)} 1.42,2.46,
FAVX[(P)= Q= 1{[3X(P)]= (Q)} transitivity.

For the converse, let H denote [AX(P)] = (Q), and let C denote YX[(P) = (Q)].
F[3X(P)] = (Q) hypothesis,
F (P) = [3X(P)] theorem 2.48,
= (P) = (Q) transitivity,
F VX[(P) = (Q)] Generalization.
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Again the Deduction Theorem (2.56) leads to a proof of {[3AX(P)] = (Q)} =
{VX[(P) = (Q)]} but the foregoing derivation suggests shortcuts:
F(P) = [3X(P)] theorem 2.48,
F{E3X((P)] = (Q)}) = [(P) = (Q)] theorem 1.34,

F ({EX(P)] = (0)}) = {VX[(P) = (Q)]} theorem 2.30.
O

The proofs of the following theorems emerge from similar outlines, starting with
a derivation H = C of C from H, and transforming it into a proof of - (H) = (C)
by shortcuts suggested by the derivation or by the Deduction Theorem (2.56). To
this end, the following derived rule proves useful.

2.58 Theorem (derived rule). If X is not free in Q, and if & (P) = (Q), then
F[EX(P)] = ().

Proof. Apply theorem 2.57:

F(P)= (Q) hypothesis,
F VX[(P) = (Q)] Generalization,
F{VX[(P) = (Q)]} = {[3X(P)] = (Q)} theorem 2.57, no free X in Q,
F[EXP)] = (Q) Detachment.
O
2.59 Theorem. If X does not occur freely in P, then = (P) < [3X(P)].
Proof. Apply theorems 2.48, 1.12, and 2.58.
F (P) = [3X(P)] theorem 2.48,
F(P) = (P) theorem 1.12,
F [3X(P)] = (P) theorem 2.58, no free X in P.
O

2.60 Theorem. For all P, Q, and X, - {VX[(P) = (Q)} = {3AX/P)] =
[FX(O)]}-

Proof. Let H denote VX[(P) = (Q)], and let C denote [3X(P)] = [3X(Q)].

FA{VX[(P) = (Q)]} = [(P) = (Q)] axiom QI,
FIP) = (Q)] = -] = [=(P)]} contraposition,
FVX[(P) = (O]} = {[-(Q)] = [=(P)]} transitivity,

F{VX[(P) = (Q)]} = (YX{[~(Q)] = [~(P)]}) theorem 2.30,
F(YX{[=(Q)] = [=(P)]})

= ((VX[~(Q)]} = {¥X[-(P)]}) theorem 2.35
= ((YX[=(Q)]} = (VX[~(P)]})

= [(—{VX[=(P)]}) = (~{YX[=(Q)]})] contraposition,
F (VX [=(P)]}) = (—=(YX[~()]})]

= {[3X(P)] = [AX(O)]} 1.42,2.46,

FAVX[(P) = (O)]} = {[2X(P)] = X (Q)]} transitivity.
O

2.61 Theorem (derived rule). If (P) < (Q) is a theorem, then [3X(P)] &
[3X(Q)] is a theorem.
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Proof. Apply Generalization, theorem 2.60, and Detachment:

F(P) < (0) hypothesis,
FVX[(P) & (Q)] Generalization,
FAVX[(P) & (O]} = {[3X(P)] = [3X(Q)]}  theorem 2.60,
F[3X((P)] = [3X(0)] Detachment.

2.62 Theorem.  {IX[(P) = (Q)]} & {[VX(P)] = [3X(Q)]}.

Proof. This proof follows Church’s [18, p. 205]. Apply the law of denial of the
antecedent (theorem 1.40) and the law of proof by cases subject to hypotheses
(theorem 1.50):

E[=P)] = [(P) = (Q)] theorem 1.40,

FVX{[—(P)] = [(P) = (O]} Generalization,

F{3IX[—(P)]} = {3X[(P) = (Q)]} theorem 2.60 and Detachment,
F{=[VX(P)} = {3X[(P) = (Q)]} axiom Q4 and Detachment,
Q) = [(P) = (Q)] axiom P1,

FVX{(Q) = [(P) = (QO)]} Generalization,

F[3X(Q)] = {3X[(P) = (Q)]} theorem 2.60 and Detachment,

FL{VX(P)] = 3X(Q)]} = {IX[(P) = (Q)]} theorem 1.50 and Detachment.
For the converse, use theorems 2.48 and 2.57:

F@) = {P) = ()= ()} law of assertion (1.38),
H[VX(P)] = (P) axiom Ql1,

HIVX(P)] = {(P) = (O] = (Q)} transitivity,

F[(P) = (Q)] = {[VX(P)] = (Q)} commutation (1.37),
F(Q) = [3X(Q)] theorem 2.48,

(P = (@] = A[VX(P)] = [3X(Q)]} derived rule,

- VX([(P) = (Q)] = {[VX(P)] = [EIX(Q)]}) Generalization,
F{3X[(P) = (Q)]} = {[VX(P)] = [3X(Q)]} theorem 2.57 and Detachment.

O
2.63 Theorem. If X does not occur freely in P, then
F{3X[(P) = (Q)]} & {(P) = [FX(Q)]}-
Proof. This proof follows Church’s [18, p. 205]. Apply theorems 2.39 and 2.62:
F{IX[(P) = (Q)]} © {[VX(P)] = [3X(Q)]} theorem 2.62,
F(P) & [VX(P)] theorem 2.39, no free X in P,
F{3X[(P) = (Q)]} & {(P) = [IXQ)]} derived rules.
O

Similar to theorem 2.57, theorem 2.64 handles a case where R is VX(P) while
Sis Q.

2.64 Theorem. If X does not occur freely in Q, then
H{VXI(P) = (Q)]} « {[VX(P)] = (O)}.
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Proof. Apply theorems 2.59, 2.62, and 2.54:

=(Q) < [3X(0)] theorem 2.59, no free X in Q,
F{3X[(P) = (Q)]} < {[VX(P)] = [3X(Q)]} theorem 2.62,
FAVX[(P) = (Q)]} © {[VX(P)] = (Q)} theorem 2.54.

O

2.3.3 Prenex Normal Form

Yet another method of proof consists in transforming a formula into an equivalent
formula in which all the quantifiers, if any, are at the beginning.

2.65 Definition. A formula Q is in prenex normal form if and only if Q is of the
form

DX OnpXph - - . Op. 5 Xb. b (R)

optionally with brackets and parentheses, where R is a well-formed formula without
quantifiers and each string Q) }, is either V or 3. The formula R is called the matrix
of P while the string O, X, Oy Xpp, - - - Op.. X5, is called the prefix of P.

2.66 Example. The formula VX3Z[—(Z = X)] is in prenex normal form. Its prefix
is VX3Z while its matrix is =(Z = X).

Theorem 2.67 reveals that every well-formed formula is equivalent to a formula
in prenex normal form [18, §39], [108, p. 49].

2.67 Theorem (prenex normal form, preliminary version). For every well-
formed formula P there exists a well-formed formula Q in prenex normal form such
that (P) < (Q).

Proof (Outline). In P, replace bound variables so that different quantifiers bind
different variables, which gives a formula equivalent to P, by theorems 2.31
and 2.54.

With different quantified variables, theorem 2.38 then provides a means to bring
quantifiers in front of an implication.

Axioms Q3 and Q4 also provide a means to bring any quantifier in front of any
negation.

The general case follows by several applications of the previous cases in a
way that may be specified more explicitly after the availability of the Principle of
Mathematical Induction in chapter 4. O

2.68 Example. The formula —{3X[VZ(Z = X)|} is not in prenex normal form.
Nevertheless, axiom Q4 gives the equivalent formula VX{—[VZ(Z = X)]}, whence
axiom Q3 and theorem 2.54 yield the equivalent formula YX{3Z[—(Z = X)]}, which
is in prenex normal form.
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Transforming a logical formula P into an equivalent formula Q in prenex normal
form, or partly so, may reveal a proof of Q and hence also of P, as demonstrated in
example 2.55. Example 2.69 completes the transformation into prenex normal form,
which reveals a propositional theorem in the matrix.

2.69 Example. The formula VX([3Y(Y € X)] v {VZ[~(Z € X)]}) is not in prenex
normal form. Nevertheless, by the definition of Vv in terms of — and = the formula
becomes VX ({—=[AY(Y € X)]} = {VZ[~(Z € X)]}).

Axiom Q3 gives YX({VY[=(Y € X)]} = {VZ[~(Z € X)]}).

Theorem 2.38 gives VX[VZ({VY[=(Y € X)]} = [~(Z € X)])].

Theorem 2.64 yields VX[VZ(IY{[~(Y € X)] = [~(Z € X)]})], which is a
theorem: selecting Z for Y gives [—(Z € X)] = [—(Z € X)], which has the pattern
(P) = (P) of theorem 1.12.

Besides providing transformations that may facilitate proofs, as in example 2.55,
bringing formulae into prenex normal form, in particular, Skolem’s normal form
with all the existential quantifiers preceding all the universal quantifiers,

3x,...3X, ,VY* .. VYHE(R),

leads to Godel’s Completeness Theorem, that a formula is a theorem if and only if
it is valid in all applications, even though no mechanical ways to check either may
exist [18, §42-§44].

2.3.4 Proofs with More than One Quantifier

The following theorems are examples of theorems involving more than one quanti-
fier. The first theorem allows for the deletion of a redundant universal quantifier.

2.70 Theorem. F [VX(Q)] & {VX[VX(Q)]}.

Proof. Apply theorem 2.39 to VX(Q), which has no free X. O
The second theorem allows for the swap of two consecutive universal quantifiers.

2.71 Theorem. - {VX[VY(P)]} & {VY[VX(P)]}.

Proof. Apply axiom Q1, theorem 2.29, and Generalization:

FA{VX[VY(P)]} = [VY(P)] axiom QI,

F[VY(P)] = (P) axiom QI,
F{VX[VY(P)]} = (P) transitivity (theorem 1.16),
FAVX[VY(P)]} = [VX(P)] theorem 2.37,

FA{VX[VY(P)]} = {VY[VX(P)]} theorem 2.29.
O

The third theorem allows for the swap of two consecutive existential quantifiers.
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2.72 Theorem. - {IX[IY(P)]} & {IY[IX(P)]}.

Proof. Apply the complete law of double negation, axiom Q3, and theorem 2.71:
AX[FY(P)]
¢ double negation,

—~(-3XEr(P)})
axiom Q3 and theorem 2.54,
—(VX{=[3Y(P)
axiom Q3 and theorem 2.54,
=(VX{VY[~(P)
theorem 2.71,

¢
1})
¢
1})
¢
~(VY{VX[=(P)]})
¢ axiom Q3 and theorem 2.54,
—~(VY{=[3X(P)})
¢ axiom Q3 and theorem 2.54,
—~(-3YEX((P)]})
$ double negation (theorems 1.41 and 1.42).
AY[AX(P)]
O
The fourth theorem allows for the swap of different quantifiers in an implication.
2.73 Theorem. + {IX[VY(P)]} = {VY[IX(P)]}.

Proof. Apply theorems 2.48, 2.35, and 2.57:
F (P) = [3X(P)] theorem 2.48,
F[VY(P)] = {VY[3X(P)]} theorem 2.37,

F{3X[VY(P)]} = {VY[IX(P)]} theorem 2.57, no free X in {VY[AX(P)]}.
O

2.74 Counterexample. The converse of theorem 2.73, which would be
{YY[EX(P)]} = {3IX[VY(P)]},

can be False. For instance, in every context with at least two different objects V and
W, consider the logical formula X = Y for P.
FVY[EXX = Y)] for each Y, choose X :=Y;
AX[VY (X = Y)] is False: no X equals V and W;
{VY[AX(X =Y)]} = {IX[VY(X = Y)]} is False because (T) % (F).

2.3.5 Exercises on the Substitutivity of Equivalence

The following exercises focus on details of the proof of theorem 2.54, with the
logical equivalence <> defined either by Tarski’s axioms IV, V, VI in example 1.87
on page 55, or with = and A in definition 1.51 on page 38.
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2.21. Prove that if P denotes (U) = (W), if Q denotes (V) = (W), and if -
(V) & (U), then F (P) = (Q).

2.22. Prove that if P denotes (W) = (U), if Q denotes (W) = (V), and if -
(V) & (U), then F (P) = (Q).

2.23. Prove that if P denotes (U) = (W), if Q denotes (V) = (W), and if -
(V) & (U), thenF (Q) = (P).

2.24 . Prove that if P denotes (W) = (U), if Q denotes (W) = (V), and if -
(V) & (U), then - (Q) = (P).

2.25. Prove that if P denotes YX(U), if Q denotes VX (V), without free occurrences
of Xin U and V, and if - (V) < (U), then - (P) = (Q).

2.26 . Prove that if P denotes YX(U), if Q denotes VX (V), without free occurrences
of Xin U and V, and if - (V) < (U), then - (Q) = (P).

2.27 . Prove that if P denotes —(U), if Q denotes —(V), and if - (V) < (U), then
=P = (0.
2.28 . Prove that if P denotes —(U), if Q denotes —(V), and if - (V) < (U), then
Q) = (P).

2.29 . Prove thatif P denotes either (U) = (W) or (W) = (U), if Q denotes either
(V) = (W) or (W) = (V), respectively, and if - (V) < (U), then - (P) < (Q).

2.30 . Prove that if P denotes —(U), if Q denotes —(V), and if - (V) < (U), then
= (P) & (0.

2.4 Predicate Calculus with Other Connectives

This section introduces theorems with quantifiers and conjunctions or disjunctions.

2.4.1 Universal Quantifiers and Conjunctions or Disjunctions

This subsection presents theorems involving the universal quantifier (V) and a con-
junction (A) or disjunction (V), beginning with an equivalence with a conjunction.

2.75 Theorem. = {VX[(P) A (Q)]} = {[VX(P)] A [VX(Q)]}.

Proof. Apply theorems 1.53, 2.37, 1.52, 1.55:
F[(P) A (Q)] = (P) theorem 1.53,
FAVX[(P) A (Q)]} = {VX(P)} theorem 2.37,
F(P) A (Q)] = (Q) theorem 1.52,
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FAVX[(P) A (Q)]} = {VX(0Q)} theorem 2.37,
F (VX[(P) A (Q)]} = {[VX(P)] A [VX(Q)] theorem 1.55.

The converse implication forms the object of the following theorem.
2.76 Theorem. F {[VX(P)] A [VX(Q)]} = {VX[(P) A (Q)]}.

Proof. Apply axiom Q1 with theorems 1.82 and 2.30:
F[VX(P)] = (P) axiom Ql,
FIVX(0)] = (Q) axiom QI,
FAIVX(P) A YX(O)]} = [(P) A (Q)] theorem 1.82,
FA{IVX(P)] A [VX(O)]} = {YX[(P) A (Q)]} theorem 2.30.

The following theorem gives an implication with a disjunction.

2.77 Theorem. + {[VX(P)] Vv [VX(Q)]} = {VX[(P) v (Q)]}-

Proof. Apply axiom Ql, exercise 1.57, theorem 2.29, and Generalization:
FIVX(P)] = (P) axiom QI,
FIVX(Q)] = (Q) axiom Ql,
FA{IVX(P)] Vv [VX(O)]} = [(P) V (Q)] exercise 1.57,

FVX({[VX(P)] vV [VX(Q)} = [(P) vV (Q)])  Generalization,
F{VX(P)] Vv [VX(Q)]} = {VX[(P) vV (Q)]} theorem 2.29.

2.78 Counterexample. The converse of theorem 2.77, which would be

VX[(P) v (O]} = {[VX(P)] v [VX(Q)]}.

may be False. For instance, in every context with exactly two different objects V and
W, consider the formulae X = V for P and X = W for Q:

FVX[(X=V)v X =W) because either (X = V) or (X = W);
VXX =1V) is False if X := W;

VX(X =W) is False if X := V;

VXX = V)] V[VX(X = W)] is False by the preceding two lines;

{(VX[(X =V) v (X =W}
= {[VX(X = V)] V[VX(X = W)]} is False because (T) 7% (F).

However, theorem 2.79 shows a converse of theorem 2.77 in a particular case.

2.79 Theorem. If P has no free X, then = {NX[(P) v (Q)]} = {(P) Vv [VX(Q)]} and
F{VXI(P) v (Q)]} = {[VX(P)] v [VX(Q)I}
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Proof. Apply the definition of V:
vX[(P) v (Q)]
¢ definition of (P) Vv (Q),
vX{[(P) = (Q)] = (0)}
U theorem 2.35,
{VX[(P) = ()]} = [VX(Q)]
¢ theorems 2.38, 2.54, no free X in P,
{(P) = [VX(Q)]} = [VX(Q)]
¢ definition of v,
(P) v [VX(Q)]
¢ theorem 2.39, 2.54, no free X in P.
[VX(P)] v [VX(Q)]

2.4.2 Existential Quantifiers and Conjunctions or Disjunctions

This subsection presents theorems involving the existential quantifier (3) and a con-
junction (A) or disjunction (V), beginning with an equivalence with a disjunction.

2.80 Theorem. - {[3X(P)] v [3X(Q)]} © {[3X[(P) v ()]}

Proof. Apply contraposition with theorems 2.75, 2.76, and 2.45:
F(YX{=@)] A [=(OQ1}) & ((YX[=(P)} AVYX[~(Q)]}) 275,276,

{ contraposition,
[~({VX[~(P)]} A{VX[=(Q1})] & [~ (YX{[~(P)] A [=(Q]})]
$ 245,
[(={VX[=(P)]}) V (={VX[=(Q})] & [~(YX{=[(P) v (Q1})]
$ axiom Q4,
(~{=BX@P)}) v (—~{-EX(©Q)]}) & [~(-EX[(P) v (Q})]

$ double negations.

{BX(P)] v [3X(Q)]} < {3X[(P) v (O]} .

A similar equivalence with a conjunction requires that X be not free in P.
2.81 Theorem. If P has no free X, then = {3X[(P) A (Q)]} < {(P) A [3X(Q)]}.

Proof. Apply the full propositional calculus with theorems 2.38, 2.61, 2.46, and
axiom Q4, and theorem 1.69:
X[(P) A (Q)]
¢ double negation,
X (~{=[P) A (Q})
¢ De Morgan’s first law and theorem 2.61,
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A (=P Vv [-(Q)

definition of Vv,

X (={(P) = [-(Q)

axiom Q4,

=(VX{(P) = [~(Q)
theorem 2.38,

definition of Vv by theorem 1.69,
=([=(P)] v {VX[~(Q)

De Morgan’s second law and double negation,

1})
(3
1})
¢
1})
¢
—[(P) = {(VX[-~(0)]}]
¢
1})
¢
(P) A (={VX[-(Q)]})
¢

theorem 2.46.
(P) A [3X(0Q)]

2.4.3 Exercises on Quantifiers with Other Connectives

For the following exercises, prove that the stated formulae are theorem schema.
2.31. {3X[(P) v (Q)]} & {3X[(Q) v (P)]}.

2.32. {VX[(P) A (P)]} & {VX(P)}.

2.33. {IX[(P) v (P)]} & {IX(P)}.

2.34. AX{(P) V(D] Vv (R))) & AX{(P) VI(Q) v (B]).

2.35. (VX{[(P) A Q)] V (B)}) < ((YX[(P) vV (R)]} A {YXI(Q) V (R)])).
2.36.. 3X{[(P) V(D] A (R))) & ({FX[(P) A (B)]} v {3[(Q) A B]Y).
2.37. [3X(Q)] & [3X (3X(Q))].

2.38. If P has no free X, then {(P) A [VX(Q)]} & {VX[(P) A (Q)]}.
2.39. If P has no free X, then {(P) V [VX(Q)]} & {VX[(P) v (Q)]}.

2.40 . If P has no free X, then {(P) v [AX(Q)]} < {3IX[(P) v (Q)]}.

2.5 Equality-Predicates

Applications of logic, for instance, algebra, arithmetic, and geometry, may include
concepts of “equality” that allow for substitutions of mutually equal objects in
statements and formulae, which results in mutually equivalent statements and
formulae.
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2.5.1 First-Order Predicate Calculi with an Equality-Predicate

Different applications may define equality differently [8, p. 6—7]. For instance, in
some versions of integer arithmetic, the equality @ = b means that a and b are
two symbols for one integer [25, p. 44], [76, p. 1]. In contrast, in some versions
of set theory, the equality A = B means that A and B denote sets with identical
set-theoretical features: they have the same elements, and they are elements of the
same sets [8, 35, p. 6-7]; the question whether A and B denote the same set does
not arise in the theory. Nevertheless, such different concepts of equality happen to
conform to a logical predicate, denoted by .# to suggest identity, subject to the
following axioms (which might also be called postulates to distinguish them from
logical axioms) [18, § 48].

Axiom .71 (reflexivity of equality) - 7 (X, X).

Axiom .72 (substitutivity of equality) - [.7(X,Y)] = [(P) = (Q)] for all well-
formed formula P and Q such that Q results from the substitution of any one free
occurrence of X in P by Y, provided that the resulting occurrence of Y is also free,
or, in other words, provided that in P this occurrence of X is not within the scope of
a quantifier (VX,VY,3X,3Y) bounding X or Y.

The condition stipulated in axiom .#?2 is similar to the requirement that P admit
Y for X, or that Y be free for X, but only for one particular occurrence of X in P.

Using only the Pure Positive Implicational Propositional Calculus, theorems 2.82
and 2.83 show that every predicate .# satisfying axioms .# 1 and .#2 is symmetric
and transitive [84, p. 104].

2.82 Theorem (symmetry of equality). - [ .7 (X,Y)] = [.2(Y,X)].

Proof. In axiom .#2, substitute the terms .# (X, X) for P and .# (Y, X) for Q:
FlrX. V] ={{ryX.X)] = [7(.X)]} axiom s2,,
F.7(X,X) axiom #1,
FlsX, V)] = [ (Y,X)] derived rule (theorem 1.15).

2.83 Theorem (transitivity of equality). - [#(X.Y)] = {[#(Y.2)] =
[.Z7(X,2Z2)]}. Hence, if= #(X,Y) andt 7(Y,Z), thent 7(X,Z).

Proof. Use the symmetry of equality (theorem 2.82) and axiom .#2:
FlszX, V)] = [#£(Y,X)] theorem 2.82,
FIlrY. X)) ={{sY,2)] = [sX,Z2)]} axiom #2,
FlsX, D ={s7Y,2)] = [#(X,Z)]} transitivity (theorem 1.16),

F.7X,Y) hypothesis,
Flrs(Y.2)] = [7(X,2)] Detachment,
= 7(,2) hypothesis,
F7(X.2) Detachment.
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Using only the Pure Positive Implicational Propositional Calculus, theorem 2.84
extends axiom .#2 to a converse implication, so that substituting mutually equal
objects results in mutually equivalent formulae.

2.84 Theorem (substitutivity of equality). - [ .7 (X, Y)] = [(P) < (Q)] for all
well-formed formula P and Q such that Q results from the substitution of any one
free occurrence of X in P provided that in P this occurrence of X is not within the
scope of a quantifier (VX,VY,3X,3Y) bounding X or Y.

Proof. The implication - [.# (X, Y)] = [(P) = (Q)] is axiom .#2.

For the converse, the hypothesis also states that in Q the resulting occurrence
of Y is not within the scope of a quantifier (VX, VY, 3X,3Y) bounding Y or X,
which allows swapping X and Y, and swapping P and Q, in axiom .#2, so that
F [7(Y,X)] = [(Q) = (P)]. Hence the conclusion follows from the symmetry
F[7(X,Y)] = [.£(Y,X)] by theorem 2.82 and the transitivity of implication. O

Repeated applications of theorem 2.84 and the proof of substitutivity of equiv-
alence then show that substituting mutually equal objects in a formula leads to an
equivalent formula.

2.5.2 Simple Applied Predicate Calculi
with an Equality-Predicate

Some applications of logic might omit all propositional variables and instead have
only atomic formulae with a few predicates, or perhaps only one predicate, which
might be denoted by some constant & . Such applications are called simple applied
predicate calculi. For instance, a version of set theory has no propositional variables
and only one predicate, for set membership, so that £(X,Y) stands for X € Y.
In such applications, an additional equality predicate .# allows for substitutions
of mutually equivalent objects in statements and formulae if and only if & is
reflexive (a condition that replaces axiom .# 1), symmetric, transitive, and satisfies
the following two conditions, which replace axiom .#2 [18, p. 283, exercise 48.3]:

[7(A.B)] = {[6£(X.A)] = [£X.B)]},

[7(A.B)] = {[£(A. V)] = [£(B.V)]}.
In applied logics with other predicates, for instance, predicates for the sum and
products of integers in arithmetic, two similar conditions must be appended for each
predicate to ensure the substitutivity of mutually equal objects. By the postulated
symmetry of the equality predicate .# these two conditions are equivalent to

[7(A,B)] = {[£(X,A)] & [£X.B)]},

[7(A.B)] = {[£A. V)] & [£(B.Y)]}.
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These conditions suffice to ensure that if .# (A, B) holds, then substituting any free
occurrence of A for any free occurrence of B according to the conditions stipulated
by axiom .#2 in any formula P produces an equivalent formula Q, because well-
formed formulae include only atomic formulae of the form &(Z, W). The proof
follows the pattern of the proof of the substitutivity of equivalence. The resulting
theorem is called the substitutivity of equality.

In particular, if a simple applied predicate calculus has exactly one predicate,
&, which is binary (involving exactly two individual variables), then the same
conditions may serve to define an equality predicate .# so that .# (A, B) is merely
an abbreviation for

(VX{[6(X,A)] & [6X,B]}) A (YY{EA, V)] & [£B,V)]}). Q1)

Formula (2.1), abbreviated by .#(A, B), satisfies axiom .#2 and is reflexive,
symmetric, and transitive, because so is the equivalence <> in the full propositional
calculus. In particular, the theorem on substitutivity of equality holds. An equality
predicate .# defined in this manner from another binary predicate &£ thus does not
add anything to the theory except convenience.

2.85 Example (equality in set theory). In a version of set theory, with the single
binary predicate £(Z, W), the postulate (or axiom) of extensionality states that

(VX{[e(X.A)] & [6X.B]}) & (YY{[£A V] & [£B.V]}). (2.2)

The equality .# (A, B) of sets A and B is then an abbreviation of each of the formulae
VX{[6(X,A)] < [£(X.B)]} and VY{[£(A.Y)] & [£(B.Y)]}.

The following theorems confirm that every equality-predicate defined by for-
mula (2.1) is reflexive, symmetric, and transitive.

2.86 Theorem (reflexivity of defined equality-predicates). Every equality-
predicate 7 (A, B) defined by formula (2.1) is reflexive:

= VYC[7(C, O)].

Proof. One method to design a formal proof transforms the objective, here the
yet unproved formula VC[.# (C, C)], first into its defining formula (2.1), and then
into logically equivalent formulae, for instance, in prenex form, until one such
equivalent formula appears that is a theorem, thanks to an axiom or to a previously
proven theorem. For instance, substituting C for A and also C for B in the defining
formula (2.1) gives
#(C,C) yetunproved,
¢  definition of &
(VX{[EX.O)] & [£(X.OB) A (VV£C. V)] & [£(C.N)]))
¢ theorem 2.75,
VXVY({[£(X.0)] & [£X. Ol AME(C.Y)] & [£(C. V)]
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where each logical formula [£(W, Z)] < [£(W, Z)] has the pattern of the reflexivity
of the logical implication (P) < (P) (theorem 1.63). Thus, a complete proof may
proceed as follows:

F (P)<(P) theorem 1.63,
FleX, OleleX, 0)] substitution in (P) < (P),
F[&(C.V)]&[6(C.Y)] substitution in (P)<>(P),
F{leX, O)leeX, O A{[6(C,Y)]<[&(C,Y)]} theorem 1.54,
F.#(C,C) formula (2.1).

Hence - VC[.#(C, C)] results by Generalization and theorem 2.75. |

2.87 Theorem (symmetry of defined equality-predicates). Every equality-
predicate defined by formula (2.1) is symmetric: if = #(A,B), then = _#(B,A);

moreover.
F VAVB{[.7(A,B)] = [.#(B,A)]}.

Proof. One method to design a formal proof transforms the objective, here the

vet unproved formula = VAVB{[.#(A,B)] = [.#(B,A)]}, first into its defining

formula (2.1), and then into logically equivalent formulae, for instance, in prenex

form, until one such equivalent formula appears that is a theorem, thanks to an

axiom or to a previously proven theorem. Here an equivalence will emerge:

[Z(A,B)|<[.7(B,A)] yetunproved,
¢ definition of .#

(VX{[eX, )] [6X. B)]}) A (YY{EA V)] [£(B.Y)]})

& (YX{[eX. Bl [eX. AL} A (YHHEB. V)] [EA. )]}).

which suggests invoking the symmetry of the logical equivalence [(P) < (Q)] <

[(Q) < (P)] (theorem 1.64). Thus, a complete proof may proceed as follows:

F(P)& Q)] [(Q) < (P)] theorem 1.64,
F{leX. Al [eX. Bl {gX. Bl [6X. A} substitution,
FIR) < (9)]<[(9) < (R)] theorem 1.64,
F{lcA  V]&[EB. V)]e{&B. V)] [6A, )]} substitution,
F{{P) S DI A [(R) O} Q< P A[(S)< (R}  theorem 1.82.

Hence the conclusion results by Generalization and theorem 2.75. O

2.88 Theorem (transitivity of defined equality-predicates). Every equality-
predicate defined by formula (2.1) is transitive: if = #(A,B) and - #(B,C),
then = # (A, C); moreover,

[ VAVBVC({[,%(A,B)] AN[ZB,O)]} = [£(A, C)]).
Proof. One method to design a formal proof transforms the objective, here the yer

unproved formula - VAYBYC({[.# (A. B)] A [# (B, CO)]} = [.#(A, C)]), first into
its defining formula (2.1), and then into logically equivalent formulae, for instance,
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in prenex form, until one such equivalent formula appears that is a theorem, thanks
to an axiom or to a previously proven theorem.
{7(A.BIA[7(B.O)} = [#(A.C)] yetunproved,
$ definition of .#
[(VX{[6X. A& [£X. B A (VYA V] [£B.1)])
A(YX{EX. B S[£(X. Ol A (YY{[£B. )] 6(C. )]
= (VX{[¢X. D] [£(X.OF}) A (YYH{[EA. V)] [£(C. )]},
which suggests invoking the transitivity of the logical equivalence (theorem 1.65):

{(H) < (K] AIK) & (D]} = [(H) < (D).
{{(P) & (DIAQ) & (B} = [(P) & (R)].

with the commutativity and associativity of the logical conjunction (theorems 1.57
and 1.66) combined with theorem 1.82:

({[(H) & B A LK) < DI} AP & (QIA Q) < (B]})
= {{(H) & D] A[(P) & B}

The conclusion results by Generalization and theorem 2.75. O

2.5.3 Other Axiom Systems for the Equality-Predicate

Other axioms systems exist to specify the identity predicate.

Axiom 71 (reflexivity of equality) - VX .7 (X, X).

Axiom _7 2 (substitutivity of equality) For every unary predicate variable or
predicate constant %, involving only one individual variable,

VXYY (L7 (X, V)] = {7 (X)] = [Z(D)]).

For every binary predicate variable or predicate constant &, involving only two
individual variables,

FVYXVYYWYZ{ s (X. V)] = ([#(W.2)] = {(ZX. W)] = [Z(Y.D]})}.
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For every ternary predicate variable or predicate constant %, involving only three
individual variables,

FYUVYVVXVYVWVYZ
(Lr W VI={Lr K D)= (17 W.2)HZ U X W= [Z V. 1.2]1)}).

Similar stipulations also hold for predicate variables or constants involving more
than three individual variables.

2.5.4 Defined Ranking-Predicates

Each application with a binary predicate constant & allows for a corresponding
predicate % of ranking, also called ordering or inequality, defined in terms of
& so that (A, B) is an abbreviation of the formula

VX{[£(X.A)] = [£X.B)]}. (2.3)

Formula (2.3) is also denoted by A < B (read “A precedes B”) instead of (A, B).
The resulting predicate % is reflexive and transitive, but not necessarily symmetric,
as verified in the exercises.

2.5.5 Exercises on Equality-Predicates

2.41 . Verify that the ranking-predicate (A, B) defined by formula (2.3) is reflex-
ive: prove - VA[Z(A, A)].

2.42 . Investigate whether the ranking-predicate % (A, B) defined by formula (2.3)
is symmetric: is VAVB{[Z(A, B)] = [#(B,A)]} is a theorem?

2.43. Verify that the ranking-predicate 2(A, B) defined by formula (2.3) is transi-
tive: prove = YAVBYC([%(A. B)] A [%(B. O)]} = [#(A. O))).

Exercises 2.45, 2.44, and 2.46 focus on the alternative ranking predicate o7 (A, B)
defined in terms of the same binary predicate constant & as an abbreviation of
formula (2.4):

VX{[£(B.V)] = [£(A. V)]}. 24)

2.44 . Verify that the alternative ranking-predicate 7(A,B) defined by for-
mula (2.4) is transitive: prove - VAVBYC([« (A, B)] A [/ (B, O)]} = [/ (A, C)]).
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2.45. Verify that the alternative ranking-predicate .of(A,B) defined by
formula (2.4) is reflexive: prove - VA[o/ (A, A)].

2.46 . Investigate whether the alternative ranking-predicate o7 (A, B) defined by
formula (2.4) is symmetric: determine whether YAVB{[<7 (A, B)] = [</(B,A)]}
is a theorem.

2.47 . Verify that the equality predicate defined as in example 2.85 for set theory
satisfies the alternative axioms _# 1 and _# 2 from subsection 2.5.3.

2.48 . Verify that the equality predicate defined as in example 2.85 for set theory
satisfies axioms .# 1 and .#?2. from subsection 2.5.1.

2.49 . Verify that the equality predicate defined by axioms .#1 and .#2 from
subsection 2.5.1 also satisfies the alternative axioms _Z 1 and _#2 from subsec-
tion 2.5.3.

2.50 . Verify that the equality predicate defined by axioms _#1 and _#2 from
subsection 2.5.3 also satisfies axioms .#1 and .#2 from subsection 2.5.1.



Chapter 3
Set Theory: Proofs by Detachment,
Contraposition, and Contradiction

3.1 Introduction

This chapter introduces set theory from two parallel perspectives: as an intuitive
mathematical theory, and as a simple applied predicate calculus of first order.
Starting from first-order logic and some of the Zermelo-Fraenkel axioms (exten-
sionality, empty set, pairing, power set, separation, and union), where all objects
under consideration are sets, the chapter first derives relations between sets, subsets,
supersets, unions, intersections, and Cartesian products of sets of sets. Subsequent
sections introduce relations, functions, injections, surjections, bijections, composite
functions, and inverse functions. Another section focuses on the duality between
partitions and equivalence relations. The last section deals with pre-orders, partial
orders, linear or total orders, and well-orders. Many proofs begin with an informal
intuitive proof, then demonstrate how to design a more formal proof, and finally
present a detailed outline of such a formal proof in first-order logic. The other
Zermelo-Fraenkel axioms (choice and infinity or substitution) are only mentioned
here, because they form the topic of subsequent chapters. The prerequisites for
this chapter consist of a working knowledge of first-order logic, for instance, as
described in chapters 1 and 2, which contain all the logical theorems cited in this
chapter.

For some practical problems, features that are essential to their solutions can be
specified in terms of sets or collections of objects.

3.1 Example (Binary arithmetic). The binary arithmetic of computers relies on a
set of two symbols, 0 and 1, which will be defined with yet other sets in this chapter.

3.2 Example (Geometries). Geometries can be designed entirely with sets. Points
are sets (of sets of coordinates), while lines, planes, and space are sets of points.
Points, lines, planes, and space are “primitive” objects that may remain undefined,
but relations between them are specified through axioms. For instance, the first
axiom of incidence geometry specifies that through any two distinct points passes
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exactly one line [61, p. 3]. Likewise in this chapter, mathematical “sets” are
“primitive” objects that remain undefined, while features of sets and relations
between sets are specified by axioms.

The foregoing examples already demonstrate a major difficulty in using problems
about “real” objects to illustrate logical and mathematical concepts: no exact
answers might be available. For an example as elementary as binary arithmetic,
electronic digital computers internally do not use anything like the symbols 0 and
1: indeed, they use two electrical potentials confined to two mutually exclusive
ranges, neither of which need contain any zero [48, p. 642], with different ranges on
different machines [51, p. 60, fig. 3—1; p. 83], [138, p. 4-5, §1], in the reverse order
on other machines [103, p. 1-4], sometimes reversing the order within the same
machine [23, § 5]. A precise answer would involve more advanced engineering,
logic, mathematics, and physics. Therefore, the sets in the present exposition will
not contain “real” objects; instead, all the following sets will contain only abstract
objects defined by precise rules. The judicious use of such abstract mathematical
sets in applied disciplines from astronomy to zoology is precisely the task of such
disciplines.

3.2 Sets and Subsets

This section introduces mathematical sets by means of the concept of set member-
ship. The predicate of set membership then allows for the definition of the concepts
of subset, superset, and a derived predicate of equality.

3.2.1 Egquality and Extensionality

One of the major mathematical achievements around the beginning of the twentieth
century was the realization that most of mathematics and computer science consists
of logical relations between abstract objects called sets [8, p. 3], [83]. There is no
definition of mathematical sets. Indeed, such a definition would have to define sets in
terms of yet more foundational objects, but sets are the most foundational objects.
Henceforth, here and as in other texts [22, p. 50], [141, p. 601, all mathematical
objects are sets, and all quantified variables designate sets:

andere Objekte als Mengen existieren fiir uns tiberhaupt nicht
(“for us objects other than sets simply do not exist”) [36, p. 271].

Instead of a definition of sets, a few “axioms” specify certain characteristics of
sets. Such axioms are also called postulates because they are appended to the list of
axioms for the underlying logic [18, § 55]. Such axioms of logic describe universal
patterns of reasoning applicable in all contexts. In contrast, postulates specify the
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kind of objects considered in a particular context. The distinction between logical
axioms and applied postulates is convenient to distinguish between reasoning and
objects. Yet this distinction is somewhat artificial, because changing the logical
axioms also changes the provable properties of the applied objects, which amounts
to changing the kind of objects under consideration [18, p. 317, footnote 520].
Consequently, following tradition, the postulates of set theory are also labeled here
as axioms.

The set theory presented here involves one undefined primitive binary relation,
denoted by € and called “membership.” The symbol € is a typographical variation
on the lowercase Greek letter € (read “epsilon”), selected here as the first letter of the
copula éotl (pronounced “es-tee”), meaning “is” [36, p. 272]. The notation X € Y is
read in various ways as “X is an element of ¥,” “X is a member of Y,” or “X belongs
to Y.” For any set X and any set Y, the atomic formula X € Y has a Truth value, so
that X € Y is either True (if X is an element of Y) or False (if X is not an element of
Y). Thus, the following generalization of the tautology (B) V [—(B)] is universally
valid:

FVX(VY{(X e Y)V[-(X € V]}).

The relation € of membership is the only foundational relation between sets.
Consequently, the only characteristics of a set are its elements. Because set theory
involves only one relation, every set A can relate to other sets X and Y in only four
ways:

X €A,
—(X €A);
A€y,
—(A€eY).

Whether A € Y or =(A € Y) might also be considered as a characteristic of
A. Consequently, rather than involving every element of A (every set X such that
X € A), another way to define the characteristics of A might involve every set
of which A is an element (every set Y such that A € Y). However, if the only
characteristics of a set are its elements, then the two ways ought to be logically
equivalent; this equivalence forms the essence of the axiom of extensionality.

Axiom S1 (Axiom of extensionality)
FVYA{VB[({VX[(X € A) & (X eB)]} & {VY[A€Y) & (Be]})]}.

In the axiom of extensionality (S1), the formula VX[(X € A) < (X € B)] states
that each set X is an element of A if and only if X is an element of B. The formula
VY[(A € Y) & (B € Y)] states that A is an element of Y if and only if B is
an element of Y. The axiom of extensionality states that these two formulae are
logically equivalent.
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Yet another way to state that two sets have exactly the same characteristics
involves a derived binary relation (derived from €) denoted by = and called
“equality.” For each set A and each set B, the formula A = B (read “A equals
B”) means that A and B have exactly the same characteristics. By the axiom of
extensionality, the equality of two sets can be stated in two logically equivalent
ways:

F YA{VB[(A = B) & {VX[(X € A) & (X € B)]}]}.
FYA{VB[(A =B) & {VY[(A € Y) & (B V)]}]}.
The notation A = B is a shorthand to state that the following two formulae hold:
VX[(X € A) & (X € B)],
VY[AeY) & (BeY)).

The axiom of extensionality states that these two formulae are logically equivalent.

A variation consists in defining A = B as an abbreviation of the first formula,
VX[(X € A) & (X € B)], [8, p. 4-51, [36, p. 272-273, Def. 2], and then in adopting
the axiom that if A = B then the second formula holds: VY[(A € Y) < (B € Y)]
[36, p. 274, Axiom I].

There is another presentation of set theory with two undefined relations, equality
(=) and membership (€). Then the axiom of extensionality specifies that two sets
are the “same” set if and only if they contain the “same” elements. In this exposition
the distinction just made does not matter, because equality (=) serves only as a
shorthand: all operations with sets pertain to elements of those sets. (See also the
discussions by Bernays [8, p. 53] and Fraenkel [8, p. 6-8].) For the negations of
membership and equality, the following abbreviations prove convenient.

3.3 Definition. The symbols ¢ and # denote the negations of € and = so that
FVXVY{X ¢Y) < [~XeD]}:
F VAVB{(A # B) & [-(A = B)]}.

At the elementary stage of set theory, most formal logical proofs of relations
between sets are straightforward, in the sense that they use only axioms and
definitions to establish a sequence of equivalences between the objective of the
proof and a theorem or universally valid formula. Such formal logical proofs are
usually longer than “informal” proofs. To show a first example of a proof within set
theory — a formal version and an informal version — the following theorem states
that each set equals itself.
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3.4 Remark. In designing a proof we may at any stage start from the conclusion
— but we may not assume it as True — and then search for logically equivalent
formulae that connect the conclusion to other formulae that we know how to prove.
Smullyan’s method of tableaux uses such an approach [117, Ch. II, p. 15-30].

3.5 Theorem. Each set equals itself: the formula ¥S (S = S) is universally valid.
Proof. An informal proof can consist of the following statements.

* Every set X is an element of S if and only if X is an element of S;
* hence S = § by definition of the equality of sets and extensionality (S1).

One method to design a formal proof transforms the objective, here the yet unproved
formula VS (S = S), into logically equivalent formulae, until one such equivalent
formula appears that is a theorem thanks to an axiom or to a previously proven
theorem. For instance, substituting S for A and also S for B in the axiom of
extensionality gives

S =S yetunproved,
¢ definition of =
VX[(X €S) & (X e9),

which is in prenex form, and where the logical formula (X € S) < (X € S) has the
pattern of the theorem (P) < (P). Thus, a complete proof may proceed as follows:

F(P) & (P) reflexivity of equivalence (theorem 1.63),
FXeS)e Xel) substitution in the theorem (P) < (P),
FVS{VX[(X €S) & (X €S)]} generalizations, first on X, then on S,

F VS =29) definition of = and extensionality (S1).

The proof just presented relies on one of the two formulae for the axiom of
extensionality: VX[(X € A) <& (X € B)]. Another proof could rely on the other
formula: VY[(A € Y) & (B € Y)]. O

More generally, by the properties of a logical equality-predicate derived from a
binary predicate, here €, as explained in section 2.5, the equality of sets is

o reflexive: - VS(S = S) (every set equals itself), also proved in theorem 3.5,

* symmetric: - YVAVB[(A = B) = (B = A)] (if A = B, then B = A),

o transitive: - VAVBVC{[(A = B)A(B=C)] = (A= C)} (ifA=Band B = C,
then A = O),

and equality also allows substitutions of mutually equal sets in theorems.

The axiom of extensionality merely provides two logically equivalent criteria to
test whether sets have exactly the same characteristics. However, so far in this theory
there is no “set” yet. The “existence” of at least one set — or, more accurately, a
convention about an abstract concept of a specific set — requires a second axiom.
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3.2.2 The Empty Set

The second axiom, called the axiom of the empty set, guarantees the existence of
at least one set, denoted by @ or also by { }; this set contains no element.

Axiom S2 (Axiom of the empty set) - VX[~ (X € @)].

Set theory could dispense with the constant @ and state the axiom of the
empty set in the alternative form = JE[VX(X ¢ E)]. In the present theory, this
alternative form is a consequence of axiom S2. Indeed, with P denoting the formula
VX(X ¢ E), theorem 2.48 becomes

[Subfg (P)] = [FE(P)],
[VX(X ¢ E)] = {FE[VX(X ¢ E)]}.

The alternative form - IE[VX(X ¢ E)] is more cumbersome, because it does not
provide a name for any such set.

The determination of the Truth value of an equality A = B requires prior
definitions of both sets A and B. In contrast, there exists a different use of the
same concept of equality, denoted by C := D (read “let C equal D”) to specify
a hitherto undefined set C in terms of an already defined set D [59, p. 8], [121, p. 5].
Alternatively, the notation D =: C (also read “let C equal D”) can also serve to
specify C in terms of D, especially where a derivation leads to a lengthy formula D,
which can thus be abbreviated by a shorter variable or string C [121, p. 271, p. 347].

3.6 Example. The notation E := & specifies that E stands for &.

3.2.3 Subsets and Supersets

In some circumstances, only some of the elements of a set prove useful; the
following definition then allows for the grouping of all such elements into a “subset.”

3.7 Definition (Subsets and supersets). For each set A, for each set B, the set A is
a subset of the set B if and only if each element of A is also an element of B. Either
notation A € B or A £ B indicates that “A is a subset of B”; thus,

F VA{VB[(A € B) & {VX[(X € A) = (X € B)]}]}.

Similarly, a set B is a superset of a set A if and only if A C B, a relation also denoted
byB2>AorB2A.

In the definition of subsets, the equivalence (<) states that the relation of subset
(A C B) is logically equivalent to the formula VX[(X € A) = (X € B)]. In this
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formula, for each set X the logical implication (=) states that if X is an element of
A, then X is also an element of B.

The concept of subset is so different from the concept of element as to warrant
different terminologies, for instance, reading A C B as “A is a subset of B” but
reading A € B as “A is an element of B.” In contrast, such vague phrases as “A is
in B” or “B contains A” do not have any significance, unless they are supplemented
with “as an element” or “as a subset” [36, p. 272].

There also exist symbols more specific than A C B. For instance, A C BorA ¢ B
or A g B indicate that A is a subset of B different from B; thus,

HYVYA(VB{(ASB) < (ASB)& (ACB) < [ASB)AA#B)}).

Similarly, B D A or B2 A or B 2 A stand for (B 2 A) A (B # A).

(However, some authors use C to mean C [140, § 3.12, p. 59-60].)

The following theorems provide further examples and practice with proofs in set
theory, and demonstrate how to design a proof. The first three theorems establish
features of the concept of subset: reflexivity, anti-symmetry, and transitivity.

3.8 Theorem (reflexivity of C). Each set is a subset of itself: = ¥YS(S C §).

Proof. An informal proof may consist of the single statement that each element of
S is also an element of S, whence S is a subset of S, by definition 3.7.

The design of a more formal proof can transform the set-theoretic formula § € S
into a logical formula, and verify that it is a logical theorem:

VS(S € S) yetunproved,
¢ definition of C
VS{VX[X € S) = X 9]}

which is in the prenex form VS {VX[(P) = (P)]}, where the matrix is the theorem
(P) = (P) (theorem 1.14), here with X € S instead of P. Thus a complete proof can
proceed as follows.

F(P) = (P) theorem from implicational logic (1.14),
FXeS)=Xel substitution in theorem 1.14,
FVS{VX[(X € S) = (X €S)]} generalizations, first on X, then on S,
FVSSCS) definition (3.7) of subsets.

O
3.9 Theorem (transitivity of C). For all sets A, B, and C, if A € Band B C C,
then A C C:
FVAVBVC{[ACB)A(BCO)]=(ACO)}

Proof. An informal proof can proceed as follows.

¢ If each element of A is an element of B,
e and if each element of B is an element of C,
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¢ then each element of A is an element of B and hence also an element of C,
* whence A is a subset of B, by definition of subset.

The design of a formal proof can unravel the set-theoretic formula (A € B) A
(B € 0)] = (A C C) into a logical formula by means of the definition of subset,
and verify that the resulting formula is a theorem from logic:

ACBABCSO]=ACO yet unproved,
$ definition of C

((VX[(X € A) = (X e B} A{VX[(X € B) = (X € O)]})
= {VX[X €A) = X O]}

$ theorems 2.54, 2.75, and 2.76,

[VX({[(X€A) = X B A {[XeB) = (XeO))]
= {(VX[Xed) = XeO]}

1t theorem 2.35,

VX{({{(X€A) = XeBA{[XeB) = (XeO)])
=[Xed) = Xe0)]}

which is in prenex normal form, with a matrix of the type

{P) = (DI (Q) = B} = [(P) = (R)].

which is another form of the transitivity of the implication (theorem 1.76). Thus the
last line is a theorem. Reversing the order of the steps and inserting VA and VB
before each step (generalizing) then completes the proof. O

3.10 Theorem (anti-symmetry of C). Two sets are subsets of each other if and
only if they equal each other:

F VA(YB{(A = B) < [(A € B) A (BC A)}).

Proof. An informal proof can proceed as follows.

e [If each element of A is an element of B,

e and if each element of B is an element of A,

* then A and B have exactly the same elements;

* hence A = B by extensionality, and conversely.



3.2 Sets and Subsets 117

A formal proof can establish the following sequence of logical equivalences.

(ASB)A(BCSA)

¢ definition of subset,

(VX[(X € A) = (X € B)]} A {VX[(X € B) = (X € A)]}

¢ thanks to - {[VX(P)] A [VX(Q)]} < {YX[(P) A (Q)]}, by theorem 2.75,
VX{[(X € A) = (X € B A[(X € B) = (X € A)]}

¢ definition of <,

VX[(X € A) & (X € B)]

¢ axiom of extensionality (S1).

A=B
Inserting VA and VB before each step (generalizing) then completes the proof. O

The reflexivity, anti-symmetry, and transitivity of the concept of subset also result
more generally from the properties of a logical ranking-predicate, here C, derived
from a binary predicate, here €, as explained in section 2.5.

The next theorems focus on the subsets and supersets of the empty set.

3.11 Theorem. The empty set is a subset of every set: = VS(@ C §).
Proof. An informal proof can use the converse law of contraposition (axiom P3):

e Every set not in S is also not in &, because no set belongs to &;
* the contraposition then means that every element in & is also in S;
* hence O is a subset of S, by the definition of subsets.

The design of a more formal proof can transform the set-theoretic formula @ € §
into a logical formula, and verify that it is a logical theorem.

VS(@ € S) yetunproved,
¢ definition of C
VS{VX[X € @) = X € 9]}
¢ contraposition and theorem 2.45
VS{VX[(X ¢ 5) = (X ¢ 2)]}

which is in the prenex form VSVX[(P) = (Q)], where the matrix (P) = (Q) is a
theorem, because so is Q. Thus a complete proof may consist of the following steps.
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F VXX ¢ 9) axiom of the empty set (S2),
FX¢o logical axiom of specialization (Q1),
FX¢S=X¢09) theorem 1.12 from implicational logic,

FVS{VX[(X ¢S) = (X ¢ @)]} generalizations,
FVS{VX[(X € @) = (X €S)]} contraposition and theorem 2.45

FVS(@CS) definition 3.7 of C.
O

3.12 Theorem. Every subset of the empty set is the empty set: = VS[(S € @) =
(S =9)].

Proof. Theorem 3.11 already guarantees that the empty set is a subset of every set:
F VS(@ C S), in particular, for every subset S of the empty set, for which the
reverse inclusion also holds (S € @). Hence S = @ by theorem 3.10.

FVS(@CS) theorem 3.11,

FacCs specialization (axiom Q1),
F@CSH=2{S<C2)=[(TCSHAES <)} theorem 1.54,
FECo)=[(@CSAESCO)] Detachment,

FS <o) = =9) theorem 3.10 and transitivity,
FVS[(SC @)= (S=9)] Generalization.

a

The axioms of extensionality (S1) and of the empty set (S2) apply to all sets. Yet
so far the theory guarantees the existence of only one set, namely the empty set &,
for which @ € @ is False, but @ = @ and @ C @ are True. Sets other than the
empty set require further axioms, as explained in the next section.

3.2.4 Exercises on Sets and Subsets

3.1. Write a logical formula stating that a set S is not the empty set.
3.2. Write a logical formula stating that a set A is not a subset of B.
3.3. Write a logical formula stating that a set A is not a superset of B.
3.4. Write a logical formula stating that a set A is not equal to a set B.
3.5. Prove that @ € & is not a theorem.

3.6 . Prove that @ C @ is a theorem.

3.7. Prove that @ = O is a theorem.

3.8. Use the second formula, VY[(A € Y) < (B € Y)], in the axiom of
extensionality to write a proof that S = S for each set S.

3.9. Prove that & is the only subset of @: - VS[(S C @) = (S = @)].
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3.10. For each set S, prove that S 2 S is not a theorem.

3.11. Prove that if a set S is the only subset of itself, then S is empty.

3.12. Prove that there does not exist a set S such that S € Y for every set Y.
3.13. Prove that if a set S is a subset of every set, then S is empty.

3.14 . For all sets A, B, and C, prove that if A = Band B = C, then A = C.
3.15. For all sets A, B, and C, prove thatif A C Band B ¢ C, thenA € C.
3.16 . For all sets A, B, and C, prove thatif A C Band B C C,then A C C.
3.17 . For all sets A and B, prove that A = B if and only if for every set Z

(ACZ) & (BCZ).

3.18 . For all sets A and B, prove that A C B if and only if for each set Z
(BCZ) = (ACZ).

3.19. For all sets C and D, prove that C 2 D if and only if for each set W
(D2W) = (CoOW).

3.20 . For all sets R and S, prove that R D S if and only if for each set W

(WeS) = (WeR).

3.3 Pairing, Power, and Separation

This section introduces axioms to form sets with one or two elements (pairing), all
subsets of a set (power), or selections of specific elements into a subset (separation).

3.3.1 Pairing

A theory allowing for sets other than the empty set requires additional axioms. For
instance, the axiom of pairing states that for every set H and every set K, there
exists a set L, also denoted by {H, K}, which contains only the elements H and K.

Axiom S3 (Axiom of pairing)

FVH{VK[AL(VX{(X € L) & [X =H) Vv (X =K)]})]}.
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In the axiom of pairing (S3), the equivalence (<) states that a set X is an element
of L if and only if X equals H or X equals K. Because the logical “or” is inclusive,
the axiom of pairing thus allows {H, K} to contain both H and K. Moreover, because
the logical “or” commutes, the order in which H and K appear does not matter.

3.13 Theorem. For each set H and for each set K, - {H,K} = {K, H}.
Proof. An informal proof can compare the elements of {H, K} and {K, H}:

e The set {H, K} contains the elements H and K, but no other element;
* the set {K, H} contains the elements K and H, but no other element;
e thus {H, K} and {K, H} contain exactly the same elements;

¢ therefore {H, K} = {K, H} by the axiom of extensionality (S1).

A formal proof can use F [(P) V (Q)] < [(Q) V (P)] (theorem 1.79) to show that
(X=H)vX=K] <& [X=KVX=H)

is a theorem, and hence also

Xe{HK) o [(X=HVX=K)]&[X=KV(X=H)]& Xec{K H),

whence - {H, K} = {K, H} by the axiom of extensionality (S1). O

With H := S and K := S, the following theorem shows that for each set S, there
exists a set, denoted by {S}, which contains only one element, S.

3.14 Theorem. For each set S there exists a set L, also denoted by {S}, which
contains only the element S; formally, - VS(EIL {(VX[Xel) & X= S)]})

Proof. An informal proof can use the axiom of pairing with H := Sand K := S:

* For each set S, the axiom of pairing yields a set {S, S};

* by the axiom of pairing, X € {S, S} if and only if X = Sor X = §;
e yet “X = S or X = S” merely repeats the same statement “X = S”;
* therefore {S, S} = {S} by the axiom of extensionality.

A formal proof can rely on - (P) < [(P) V (P)] (theorem 1.68):

FVYH{VK[AL(VX{X € L) & [X =H) Vv (X =K)]})]} axiom S3,

FIL(VX{Xel) & [(X=5VX=95]) Subf¥, Subfk,
FVS[AL(VX{(X € L) & [(X =5) v (X =9)]})] Generalization,
FVSEL{VX[(X € L) & (X = 9)]}) FP) [PV (P)).

O
3.15 Definition (singleton). A singleton is a set containing exactly one element.

3.16 Example. In theorem 3.14, substituting @ for S gives the set L = {@}, which
contains the single element @. In particular, @ € {@}, so that {&} is not empty.
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3.17 Remark. The distinction between @ and {@} is crucial. With different nota-
tions, to appreciate better the difference between @ = { } and {@} = {{ }}
consider @ as an empty bag; then {&} is a bag {...} with another empty bag &
inside it, also known as a “double bag” in the market place. There, a single empty
bag { } = @ might not be sufficiently strong to hold a six-pack of heavy glass
bottles filled with your favorite beverage. (Bottled water, of course, what were you
thinking?) That’s why you ask for a double bag {@} = {{ }} in which to put and
then carry the heavy six-pack. If the six-pack also comes with a wrapping, then
the combined packaging becomes a “triple bag”: {{@ }} = {{{ }}}, which is yer
another set.

Theorem 3.18 confirms that the sets @ and {@} have different characteristics.
3.18 Theorem. The sets @ and {D} are two distinct sets: & # {J}.

Proof. An informal proof can utilize substitutions in previous axioms and
theorems:

e By definition of the empty set, @ ¢ @& (by a substitution in axiom S2);

¢ moreover, J € {J} (by a substitution in theorem 3.14);

* hence the two sets @ and {@} have different elements: & € {T} but ¥ ¢ &;
e consequently, @ # {J}, by the axiom of extensionality.

The following formal proof uses contraposition in the theorems

F(P) = {[(P) = (Q)] = (Q)} law of assertion (theorem 1.38),
F () = ([-(Q)] = {~[(P) = (Q)]}) theorem 1.54.

whence if P and —(Q) are theorems, then so is =[(P) = (Q)] by Detachment:

F—(2 € ) —(Q): substitution in axiom S2,
Foe{o} P: substitution in theorem 3.14,
F=l(@ el{g}) = (2 € 9)] =[(P) = (0)],

FIX{-[(X € {2}) = (X € ©)]}  Subfly with theorem 2.48,

F-VX[(X € {2}) = X € @)l  {(3X[~(P)]} & {~[VX(P)]} (axiom Q4),
F-({2} C2) definition 3.7 of subsets,

F o #{a} contraposition of theorem 3.10 .

The distinction between @ and {@} allows for the formation of other sets.

3.19 Example. Substituting H := @ and K := {J} in the axiom of pairing gives
the set L = {H, K} = {@,{}}. This set L has two elements, because & # {J}.

3.20 Example. Substituting S := {@} in theorem 3.14 gives the set L = {S} =
{ {2} }. This set L has one element, in effect {&}; thus, {F} € { {T} }.
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3.3.2 Power Sets

For sets with more than two elements, a new axiom becomes necessary. The axiom
of the power set states that for each set A, the collection of all subsets of A forms a
new set, denoted by &2 or by #2(A) and called the power set of A:

Axiom S4 (Axiom of the power set)
FVYA@RZ{VS[(S € &) < (S CA]}).

In the axiom of the power set (S4), the equivalence (<) states that a set S is an
element of the power set Z(A) if and only if S is a subset of the set A.

3.21 Example. The empty set & is the only subset of itself, by theorem 3.12. Hence
its power set has only one element, @, so that (@) = {J}.

A set A and its power set &?(A) might have no elements in common. Theo-
rem 3.22 shows that for every element X of A, the singleton {X} is an element

of Z(A).
3.22 Theorem. For all sets A and X, if X € A, then {X} € P (A), and conversely:

YAVX{(X € A) & [{X} € 2(A)]}.

Proof. An informal proof can rely on the definitions of subsets and power sets.

e X € Aif and only if {X} C A, by definitions of {X} and subsets;
o {X} C Aifandonly if {X} € &(A) by definition of power sets.

A more formal proof carries out similar verifications from the formal definitions.

VA(VX{(X € A) & [{X} € Z(A)]}) yet unproved,
¢  definition of power sets,
VA(VX{(X € A) & [{X} C A]})
¢  definition of subsets,
VA{VX[(X € A) & {VZ[(Z € {X}) = (Z € A]}]}
¢ definition of {X} (pairing),
VA{VYX[(X € A) & {VZ[(Z =X) = (Z € A)]}]}
{ theorems 2.34 and 2.38,
VA{VXVZ{(X € A) & [(Z=X) = (Z<A}]}

which holds by extensionality and substitutivity of equality. O
Theorem 3.23 shows that the power set of a singleton has exactly two elements.
3.23 Theorem. For each set H, 2 ({H}) = {@., {H}}.

Proof. An informal proof can list the subsets of {H} by cases:
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{H} C {H} by theorem 3.8,
* @ C {H} by theorem 3.11,
. {@, {H}} C Z({H}) by the previous two lines;

e if B C {H}, then B has no element or B has the single element H,
* hence {H} has no subsets other than @ and {H},

o thus Z({H}) < {@ AH }} by the previous two lines,

* whence Z({H}) = {@, {H}}

A formal proof can proceed through two cases, using theorem 1.85:

= ([(P) = (@I A [=(P)] = (2)}) = (K).

with P for B = @ and Q for B € {@, {@}}. In the first case, (B = @) = (B €
{@. {@}}) by substituting {@&, {@}} for ¥ in the axiom of extensionality (S1). In
the second case, the definitions of B # @ and B C {H} give

(B# @) A (BC{H})
¢  definitions of @ and C,
[EX(X € B A{VZ[(Z € B) = (Z € {H})]}

¢  definition of {H} by theorem 3.14,
[FX(X € B A{VZ[(Z € B) = (Z = H)]}

U @=m={Vr[zey)&HeY)]}
IX[(X € B) A {VZ[(Z € B) = (H € B)]}]

| specialization Subf)Z(.

IX{(X e B)A[(X € B)= (H € B)|}

I A®AP=01=©),
HeB

Thus B C {H},but H € B, whence {H} C B, and hence B = {H}. |
3.24 Example. The singleton {@} has two subsets: {&J} by theorem 3.8, and & by
theorem 3.11. Moreover, {@} has no other subsets. Hence, Z({@}) = {@, {@}}.
3.25 Counterexample. The set A := {{@}} has no element in common with its
power set Z({{@}}) = { @, {{2}} } In particular, A is not a subset of Z(A).

The axioms of the empty set (S2), of pairing (S3), and of the power set (S4) allow
for increasingly large sets, for instance,

2,
2(2) =125,
22} ={2. {2} }
7({2. t}}) = {o. o). {{2}}. {2. (2} }.

However, the “selection” or “separation” of subsets requires yet another axiom.
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3.3.3 Separation of Sets

For each set A and for each logical formula P, the axiom schema of separation
“separates” or “sets aside” from A a subset S consisting of all the elements X of A
for which P is True. The logical formula P may not involve any free occurrence
of the variable S, but it may involve free occurrences of X and of other variables,
as indicated in the following axiom by the ellipsis ..., which may represent other
free variables. Such a “separation rule” to form subsets differs from other axioms,
because the logic used here allows for the quantification of the elements, with the
symbols VX, but this logic has no provision for the quantification of formulae: it
does not allow for expressions like VP with P standing for formulae. Thus, the
“separation rule” provides a schema for infinitely many axioms, in effect one axiom
for each logical formula, whence its name.

Axiom S5 (Axiom schema of separation) For each set A, and for each logical
formula P that does not contain any free occurrence of the variable S, there exists a
subset S C A that consists of only those elements X € A for which P is True:

FVA[IS(VX{(X € 5) & [(X € A) A (P)]})].
Common notations for the subset S have the formats

S={X: (XeA) A (P)}
S={XeA: P}

An alternative notation replaces the colon (:) by a vertical bar (]), but in the context
of further mathematics such vertical bars become difficult to recognize against
absolute values, norms, and other similar symbols.

3.26 Example. Consider the set

A= 2({2.{2}})
= {2, {2}, {{2}}, {2.{2}} },

and let P be the formula —(X = @). Then

A= {2 {2}, {8}, (2.{2}} },
(P) & [-(X = 92)],

S={X:(XeAA[~X=02)}

S={XeA: -(X=09)},

S = {{z}. {{2}}. {2.{2}} }.

The existence of this set S would not have followed from the previous axioms.
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The following examples demonstrate the axiom schema of separation with
various instances of the formula P. Additional examples appear in the next section.

3.27 Example. For each set A and for each set B, let P be (X € B). Then
S={X: XeA) AXeB)},

which is usually denoted by S = A N B and called the intersection of A and B.
3.28 Example. For each set A and for each set B, let P be —~(X € B). Then

S={X:(XeA) A[~(XeB)},

which is usually denoted by S = A \ B and called the difference of A and B.

The symbol \ adopted here for the difference of two sets aims at avoiding
confusions with the arithmetic difference of sets A — B in such further branches
of mathematics as convexity, linear algebra, and functional analysis.

3.29 Example. For each set A, and for all subsets B C A and C C A, let P be the
formula (X € B) v (X € C). Then
S={X: XeA)A[XeB)V (XeO)]}

which is usually denoted by S = B U C and called the union of B and C.
Unions and intersections of more than two sets form the topic of the next section.

3.30 Remark. Zermelo introduced the axiom of separation (S5) as the “Axiom der
Aussonderung” [145, p. 263, Axiom III], which also translates as the “axiom of
triage” or “sifting” [8, p. 11, footnote 2]. With the axiom of separation, the theory
presented here can be called Zermelo’s set theory. Fraenkel and Skolem substituted
for the axiom of separation a more general axiom called the “axiom of replacement”
(“Axiom der Erzetzung”) [36, p. 309, Axiom VIII], [116], which can be stated with
the notation from definition 2.21 [22, p. 52]:

VZ...VW({¥YX[3!Y(Q)]} = YAIBYC[(C € B) ¢ (ID{(D € A) A [SubfjSubfi-(0)]})])
or, alternatively [128, p. 202],

VA{[YWYXVYVZ{(X € A) A [Subfy (Q)] A [Subf) (Q)]} = (Y = 2)]
= (IBVY[(Y € B) & {IX(X € A) A [Subf} (Q)I}])}-
This formula can be better described with the concept of “mathematical function”

defined in section 3.6. The axiom of separation follows from the axiom of
replacement by substituting (P) A (W = X) for Q.
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3.3.4 Exercises on Pairing, Power, and Separation of Sets

3.21. Give examplesofsets X, Y,ZwithX €e YandY € ZbutX ¢ Z.

3.22. Provide examples of sets X, Y suchthat X € Ybut X G Y.

3.23. Provide examples of sets X, ¥ suchthat X C Y but X ¢ Y.

3.24 . Provide examples of sets X, Y suchthat X € Yand X C Y.

3.25. Provide examples of sets A, X such that X € Abut X ¢ F(A).

3.26 . Provide examples of sets A, X such that X C Abut X & Z(A).

3.27 . Prove that {@} # {{T}}.

3.28 . Prove that {@} # { T, {T}}.

3.29. Prove that {{@}} # { @, {T}}.

3.30 . Determine whether {@} € { {@} }.

3.31. Determine whether { {@} } < { {2} }.

3.32. Determine whether {&} C { @, {2} }.

3.33. Determine whether { {@} } € { @, {2} }.

3.34 . Prove that replacing V by A in axiom S3 yields the False formula
VH{VK[IL(VX{(X € L) & [X = H) A (X = K)]})]}.

3.35. For theorem 3.13, explain how the word “and” in the informal proof

corresponds to the logical connective V in the formal proof.

3.36 . For each set S, prove that {@, S} € Z(S).

3.37 . Prove that two sets equal each other if and only if they have the same power
sets: - VA(YB{(A = B) & [Z(A) = Z(B)]}).

3.38. Identify the set {@} N { @, {@} }.

3.39. Identify the set { {&} } N { @, {@} }.

3.40 . Identify the set {&} N { {@} }.

3.41. Identify the set {@} U { @, {@} } and one of its supersets.
3.42 . Identify the set { {o} } U { @, {o} } and one of its supersets.
3.43 . For each set S, identify the set S N &.

3.44 . For each set S, identify the set S U &.

3.45. Prove that - YA[(A \ @) = A].
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3.46 . Prove that - VA[(A\ A) = 2].

3.47. Prove that - VA(VB{[(A \ B) = @] & (A C B)}).

3.48 . Prove that - VA(VB{[(A \B)=A] & [(ANB) = @)]})

3.49 . Prove or disprove YA{VB[(A\ B) = (B\ A)]}.

3.50 . Prove or disprove VA[VB(VC{[(A\ B)\ C] = [A\ (B\ O)]})].

3.4 Unions and Intersections of Sets

3.4.1 Unions of Sets

Many mathematical situations involve unions and intersections of any “collection”
or “family” of sets, or, in other words, of any set of sets. For instance, the Venn
diagram in figure 3.1 (adapted from Hamburger and Pippert’s [52, 53]) illustrates
all the possible unions and intersections for a set of five sets. Scientists, for instance,
biologists, also use such Venn diagrams [7, p. 402, Fig. 2(B)], [90, p. 1472, Fig. 3].
For the existence of such general unions and intersections, however, new axioms
become necessary. Thus, the axiom of union asserts that for each set .% there exists
anew set U, denoted by | J & and called the union of .%, which consists of all the
elements X of all the elements S of .%:

Axiom S6 (Axiom of union) For each set .%#, there exists a set U, also denoted by
|J Z, which consists of all the elements that belong to any element of .%:

FV.ZQU{VX[(X e U) & (3S[(S € F) A (X € OI}]})-

Fig. 3.1 Venn diagram for
the unions and intersections
of five sets [52, 53].
Scientists, for instance,
biologists, also use such Venn
diagrams [7, p. 402,

Fig. 2(B)], [90, p. 1472,

Fig. 3].
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In the axiom of union (S6), the equivalence (<) states that a set X is an element
of the union U = | J .Z if and only if there exists an element S of .% such that X € S.

3.31 Example. If # = @&, then (| J @) = &, because in the axiom of union (S6)
the condition (S € %) is False for every set S, and then the equivalent condition
X € (| @) is False for every set X. Thus | J @ contains no element.

For the union of two sets, a special notation proves convenient.
3.32 Definition. The notation A U B stands for | J{A, B}.

With only two sets in .%, the definition of | | & simplifies considerably.
3.33 Theorem. For all sets A and B, if & = {A, B}, then

VX {[x c U{A,B}] o[XeA) v (Xe B)]} .
Proof. For .7 = {A, B}, the axiom of pairing (S3) shows that
(e F) < [(S=A)V(S=BhB)
whence the axiom of union (S6) gives the following condition for X € (A U B):

[Xe(AUB)] & {3S[(S€{A,B}) A (X € S)]}
& (IS =4) V(S=BIAX eI}
&S (AHES=AHAXeNVISE=B)AXeIN
S {3S[XeA) Vv (XeB)}
& [(XeA) vV (XeB).

The last equivalences result from extensionality, which gives

[(S=A)AXel] & (XeA),
[(S=B)AXeS)] & (XeB).

Moreover, S does not occur in (X € A) V (X € B), which makes 3S superfluous, so
that {3S[(X € A) V (X € B)]} & [(X € A) V (X € B)] by theorem 2.49. O

3.34 Example. For A := {@, {@}} and B := { {@, {@}} }, the union A U B consists
of the elements that belong to A (these are @ and {&}) or that belong to B (where
there is only one element, {@, {&}}). Therefore, A U B = { @, {2}, {2.{2}} }

3.35 Example. Abbreviations are common [81, p. 98], [83, p. 453], [128, p. 129]:
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0:=a,
1:=0U{0} = o U{z}={a}.
2:=10{1} = {2} U {{g}} = {@.{2}}.

3:=20{2}={2.{g}} U {{@,{@}}} = {@,{@}, {@,{@}}},

4:=3U{3} = { @, {2}, {2.{2}}, {@,{@’}, {Qﬁ,{ﬁ}}} }

5:=4U{4},
6:=5U/{5},
7:=6U {6},
8:=7U{7},
9:=8U {8}

The sets 0, 1 are the binary digits; 0, 1,2, 3,4, 5,6, 7, 8, 9 are the decimal digits.

3.36 Example. For all sets A, B, and C, there exists a set V whose only elements are
A, B, and C. Indeed, the axiom of pairing yields two sets {A, B} and {B, C}. With

7 = {{A.B}. (B.C} ).
the axiom of union produces a set | J.% = {A, B} U {B, C} such that for each set X,
[X € {A,.B}U{B.C})] & [(X € {A,B}) v (X € {B,C})]
SH{lX=AVvX=B]V[X=B)VX=0)]
&S [X=AVvX=BVvX=C0)].
The common notation {A, B, C} can replace {A, B} U {B, C}, so that
{A,B,C} = {A,B} U{B, C}.

3.37 Example. 1f the set .# contains only three sets A, B, and C, so that & =
{A, B, C}, then | J{A, B, C} is also denoted by A U B U C, so that

AvBuc=|JaBc=)7

consists of all the elements that are elements of at least one of A, B, or C.

The following theorems show that unions and intersections of sets have features
similar to — and derived from — those of logical disjunctions and conjunctions.
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3.38 Theorem. The union of sets commutes: = YA{VB[(A U B) = (BU A)]}.

Proof. An informal proof may consist of the statements that a set belongs to A U B
if and only if it belongs to A or B, which means that it belongs B or A, and hence
to BU A, whence A U B = B U A by the axiom of extensionality. A formal proof
reveals that the commutativity of the union U corresponds to the commutativity of
the logical connective Vv in the proof of theorem 3.13, which states that {A, B} =
{B,A}:

AUB=|Jia.By = JiB.A} =BUA.

3.39 Theorem. The union of sets is associative:
F YAVB[VC({[(AUB)UC] =[AU (BUO)]})].

Proof. An informal proof can merely point out that a set “A or B, or C” is equivalent
to “A, or B or C.” A formal proof reveals that the associativity of the union U
corresponds to the associativity of the logical connective V in a translation of
[AUB)UC] = [AU(BU Q)] into a theorem with atomic formulae and connectives:

[AUB)UC]=[AU(BUC)] yetunproved,
¢ axiom of extensionality (S1),
VX({X e [(AUB)UC]}
S {Xe[AUBUOI}
¢ theorem 3.33 twice,
VX{[XeA) Vv (XeB]lvXel)}
S {XeAd)Vv[XeBvXeO]))

which is in prenex form with a matrix that is a theorem:

{P) v (Vv R} < {(P) Vv [(Q) V(R

in other words, by associativity of the logical disjunction Vv, by theorem 1.71. O

The following theorem shows that if a set B is an element of a set %, then B is a
subset of the union | .%.

3.40 Theorem. For each set F and for each set B, if B € %, then B C (| %):

Fv.Z (VB{(B €)= [B c (Uf)]})

Proof. An informal proof can substitute B for S in the axiom of union (S6):

* If B € %, then for each X € B there exists § € .# with X € §, namely S = B;
* hence X € | J.Z for every X € B, by definition of | J % (axiom S6);
 consequently B C | J.Z by definition of subsets (definition 3.7).
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A formal proof consists in transforming the proposed formula until a theorem

appears. Because two steps involve not an equivalence but an implication, however,
the final proof reorders the investigative five steps in their reverse order:

(5) V.Z(VB{[B e .Z]= [B < (%)]}) yet unproved,
¢ definitions of C,
@ vF|VB(IBe )= (vX{(XeB) = X e UMN})]
¢ definitions of | J,
3) ng[VB([B e 7] = (VX[(X € B) = (JA[A € F) A (X € A)]}]})]

M noXin (B € .%), hence {VX[(P) = (Q)]} = {(P) = [VX(O)]}
(theorem 2.38),

) vgf{VB(vx{[B € F]=[XeB) = {A[Aec F)A(Xe A)]}]})}
1t F [Subfz(P)] = [FA(P)],

(1) VZ(VB{VX[(Be F)= {(X€B)=[Be.Z)AXeB)}]})
which holds thanks to - (P) = {(Q) = [(P) A (Q)]} (theorem 1.54). O

Theorem 3.41 shows that if .% is a set of subsets of a set A, then its union |_J .#
is a subset of A.

3.41 Theorem. For all sets A and F, if F C P (A), then| ) F C A.
Proof. By the axiom of union (S6)

vx{(x c Uﬁ) & (3B[(X e B) A (B e y‘)}]} .
Yet (B € %) = (B C A) by the hypothesis that # C Z?(A), whence
[(XeB)ABeZF)]=[(XeB)A(BCA)

by theorem 1.82, and hence X € A by definition 3.7 of subset. Consequently,
because X € A has no free occurrences of B, theorem 2.57 gives

vx[(XeUfi):(XeA)],

so that | J & C A again by definition 3.7 of subset. O
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3.4.2 Intersections of Sets

Based on the axiom of union and the axiom of separation, definition 3.42 specifies
for each nonempty set .# anew set, denoted by () .% and called the intersection of
%, which consists of every element X that is an element of every element of .%.

3.42 Definition (intersection of sets). For each set .%, apply the axiom of union
to define o7 := | J #, and apply the axiom of separation to the set ./ and to the
formula

VY[(Ye ¥)= (XeY).
Then define the intersection of .%, a set denoted by () %, through the formula
N7 = {Xe T VY[(YeF)= (Xe Y)]},
so that
VX{(X e ()2 & [xe| P AVY(Y e F) = X eN]]}.

The definition of the intersection () % of a set of sets .%# states that a set X is an
element of ()% if and only if VY[(Y € %) = (X € Y)] holds, which occurs if and
only if X is an element of every element Y of .%. This definition also holds if .%
is empty because of the requirement that () .% first be a subset of the union | J .#.
(This definition of (1) in terms of | J conforms to Bernays’s [8, p. 14].) If the set
. contains only two elements, then the definition of ().% simplifies considerably.

3.43 Theorem. For all sets A and B, if # = {A, B} then
(JA.B} ={X: [X € AUB)|A[(X €A) A (X € B)]}.

Proof. Apply theorem 1.55, [(H) = (K)] = ([(H) = (1)] = {(H) = [(K) A
(D1}):

F(VY{(Y € {A,B}) = (X € V)})

= [(A € {A,B})) = (X € A)] specialization Subf’,
FAe{A B} axiom of pairing (S3),
FXeA Detachment,
F(YY{(Y €{A.B}) = (X € Y)})

= [(B€{A,B})) = (X € B)] specialization Subf},
B e {A B} axiom of pairing (S3),
FXeB Detachment;
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= (VY{(Y e{A,B}) = (X € Y)})
= [X € A) A (X € B)] theorem 1.55;

F(XeA) =[Ae{A,B}) = (X €A)] fromaxiom Pl,
F(XeB)=[Be{A,B}) = (XeB)] fromaxiomPl,
F[(X eA) A (X €B)]

= (VY{(Y € {A,B})) = (X € Y)})

which holds thanks to theorem 1.82:

F{(P) = (DIAIR) = (9]} = {{P) A R)] = [(Q) A (9]} 0

For the intersection of two sets, a special notation proves convenient.
3.44 Definition. The notation A N B stands for ({4, B}.
3.45 Example. For the sets

A={2 {2}, {{g}}}

B:

{{2}, {{2}}. {{z}}) .

A N B contains only the elements belonging “simultaneously” to both A and B:
ANB={2 {z}. {z}}} N{ig} {g}), (g} )
= {{2}, {z}} }.

Because the definition of the intersection of sets relies upon the conjunction A,
the intersection has formal features similar to the logical features of the conjunction,
for instance, commutativity and associativity, as demonstrated in the following
theorems.

3.46 Theorem. The intersection of sets commutes:
F VYA{VB[(ANB) = (BNA)}.

Proof. An informal proof can state that a set X is an element of A and B if and only
if X is an element of B and A. A formal proof shows that the commutativity of the
intersection N corresponds to the commutativity of the logical connective A:

(ANB)=(BNA) yetunproved,
¢ axiom Sl1,
VX{Xe(ANB)] & [X e (BNA)]}
¢ theorem 3.43,
VX{{X€eA)A(XeB)] e [XeB)AXeA]}
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which holds by the commutativity - [(P) A (Q)] < [(Q) A (P)] (theorem 1.57). O

3.47 Theorem. The intersection of sets is associative:
FYA[VB(YC{[(ANB)NC]=[ANBNO})].

Proof. An informal proof can rely on the equivalence of “A and B, and C” with
“A, and B and C.” A formal proof shows that the associativity of the intersection N
corresponds to the associativity of the logical connective A.

[ANB)NC]=[AN(BNC)] yetunproved,
¢ axiom of extensionality (S1),
VX({X € (ANB)NC]}
S{Xe[[AnNBNOY)
¢ theorem 3.43 twice,
VX({[(X €A AXeB]AXeCQ)
S{XeAAN[(XeBAXeO)])

which holds thanks to the associativity of A (theorem 1.66):

{P)ANDINR)} & {P)YAIQ) AR 0

Theorem 3.48 shows that the intersection (). of a set of sets .7 is a subset of
every element of .%. In other terms, for each set B, if B € .%, then ([ .#) C B.

3.48 Theorem. For each (nonempty) set F and for each B € F, (| %) C B:

FV.F (VB{(B € )= [(ﬂy) c B]}).

Proof. An informal proof can consist of the following statements:

o IfX € () .%,then X is an element of every ¥ € %, and hence of B € .#;
 consequently, (().%) C B, by definition of subsets.

A formal proof can consist in transforming the proposed formula into its prenex
form until a theorem appears in its matrix.

VZ(VB{(B€ Z)=[(NZ) CB]}) yetunproved,
¢ definition of C,

vy{vg[(B e F) = {(VX[(XeNF) = (Xe 3)]}]]
definition of ),
vy{VB[(B € F) =
{(VX[{VY[(Y € )= XeV]}=> (X € B)]}}}
f noXinB € .% (theorem 2.38),
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v {vB[vx{(B e 7) =
[(¥YI(Y e ) = (X e D]} = (X e B}

¢ theorem 1.37,
P

v (VB[vX({(YY1(Y € 7) = (X e ]}

= [Be2) = xen)|}
0 R

which holds by specialization (Subfé) and the law of commutation (theorem 1.37):
() = {(Q = B®)}] & [(Q) = {(P) = (R)}].
O

3.49 Definition (disjoint sets). Two sets A and B are disjoint if and only if
AN B = @. Similarly, a set of sets .% is pairwise disjoint if and only if either
A = BorANB = & for all elements A and B of .%.

For the union of disjoint sets, a special notation proves convenient.

3.50 Definition (disjoint unions). A union A U B is disjoint if and only if ANB =
@; only for disjoint sets, the notation AUB stands for A U B. Similarly, a union | J .%
is pairwise disjoint if and only if either A = B or AN B = & for all elements A and
B of %, only for pairwise disjoint sets, the notation | J.# stands for | ) &.

3.4.3 Unions and Intersections of Sets

Another notation for unions and intersections of a set & proves convenient,
especially where the set ¢ relates in a specific way to a second set .%. The new
notation may then “index” the elements of ¢ with the corresponding elements of .%.

3.51 Example. For each set . C 22 (U) of subsets of a set U, consider the set &4
of all the complements U \ § of all the elements S € .} thus,

G:={Be PWU):3IS[(Se F)AB=U\SI)}.

The indexed notation then denotes the union and the intersection of ¢ as follows:

Jw\s) =]Jv.

SeZ#

(W\s):=(¥.

Se 7

The notation on the left-hand sides avoids the need to write a formula for the set 4.
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Because the definitions of the intersection and union of sets rely on conjunction
and disjunction, the union and intersection have formal features similar to the logical
features of the conjunction and disjunction, for instance, distributivity.

3.52 Theorem (De Morgan’s Laws). For each set U, and for each set % C
P(U) of subsets of U, the complement of the union equals the intersection of the
complements,

v\ (U7) = Nw\a,

AeF

whereas for each set U, and for each nonempty family % C 22 (U) of subsets of U,
the complement of the intersection equals the union of the complements,

U\(ﬂff): @\ a).

AeF

Proof. For the complement of the intersection, an informal proof can proceed as
follows.

* ForeachsetX,X e U\ ([ &)ifandonlyifX € UbutX ¢ ([ .%);

* by definition, X ¢ ([ %) if and only if there exists A € .# with X ¢ A;

e hence X € U\ ([ %) if and only if X € U and there exists A € F with X ¢ A;
* equivalently, X € U\ (| %) if and only if there exists A € .F with X € (U\ A);
e henceX e U\ (().%)ifandonly if X € | J,c»(U \ A).

The foregoing informal proof does not justify the permutation of the two
statements “X € U” and “there exists A € %" but the following formal proof
justifies such a permutation by the absence of any free occurrence of A in X € U.

UN(NF) = Usez(UN\A)

¢ (axiom S1),
VX{[X € {U\ (NF)}] & [X € Uper (U\ A}
()

VX{{X e DA {=X e NI} & [X € Uyer(U\A)]
¢ U

VX{[(X € U) A (~{VA[(A € F) = (X € A)]})]

& {FJAlA e A AKX e U) A [-(X € AR

¢

YX{EA{X € U) A {={[{-~(A € F)} v (X € A]})]
< [FA{A e F) A X e U) A[=(X € ALY
¢ De Morgan,
VX{EA{X e U) n{(A e F) A [=(X € A}
< {3A[A € ) AM{(X e U) A [=(X € ALY

——

—[VA(P)].
FA[=(P)].
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which holds by associativity = {(P) A [(Q) A (R)] < {[(P) A (Q)] A (R)}
(theorem 1.66).
For the complement of the union, an informal proof can proceed as follows.

e ForeachsetX,X e U\ (%) ifandonlyif X € UbutX ¢ (| J #);

* by definition, X ¢ (| J %) if and only if X ¢ A forevery A € .7

e hence X € U\ (|J %) ifand only if X € U and X ¢ A for every A € Z,
* equivalently, X € U\ (| %) ifand only if X € (U \ A) for every A € .Z;
e henceX e U\ (J#)ifandonlyif X € (e (U \ A).

The foregoing informal proof does not justify the permutation of the two statements
“X € U” and “for every A € .#” because it hides the permutation by placing the
quantifier at the end of the statements. The following formal proof justifies such a
permutation by the absence of any free occurrence of A in X € U.

U\ (UP) = MyerU\A)
¢ S,
VX{X e U\(UF)] ¢ [X € Muer (U\ AN}
3 (\).
VX{[(X e D) A{~X e P & [X € Nyer U\ A}
tU N
VX{{XeU)A{—=FA{(A e F)AXeA}}]
S [(X € Uper(U\NA) AVA{Ae F) = {(XeU)A[~(X € A)]}}}
¢
VX {[(YA{(X € U) A [~ ((A € F) A (X € A)])]
& [(X e U\NP) AVA{-(A € P)] VX €U) A[~(X € AT
¢
VX {[(YA{(X € U) A l([~(4 € D))V [~(X € DI
& ([X e U AIB[(B e F)A{—=(X € B)}])
/\(VA{[—-(A eF)NVviXelUAn[~X€e A)]}})}
T
VX {[(VA{(X € U) A l([~(4 € D))V [~(X € DI
& [(X € U) AVA{[~(A € P VX € U) A[~(X € AN}

where the first implication, 1), used the assumption that .# # @ for the formula
beginning with 3B .. .; the last line follows from the distributivity of A over V. O

3.53 Theorem. For all sets & and ¥4, intersection distributes over their unions:

F[(U2) 0 (U2)] = [Unns: we 2 a@ o).
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Proof. An informal proof can proceed as follows.

e ForeachsetX,X € [((UF)N(J¥)]ifandonlyifX € (J.F)and X € (U ¥);
 equivalently, X belongs to some A € .% and X belongs to some B € ¥,

e equivalently, X € (A N B) for some elements A € .% and B € ¥,

* equivalently, X e [ JANB: (A€ F)ABe D)}

A formal proof can proceed as follows.

(U7 U]
=[UANB: (Ae F)A(Be¥Y)}] yetunproved,
¢ extensionality,
vX({x e [(U7) N U
S{XelUANB: (Ae F)A(BeD})
¢ definitions: N, |,
VXX e UANAKX e UND
& [A(FB{A e F)ABeG) AIX e (ANBY)])
¢ definition of | J,
[VX({3A[(A € ) A (X € A)]} A{IB[(B€ ¥) A (X € B)]})]
& [A(AB{Ae Z)ABe9)AXe(ANB)Y)]
¢ nofree A or B,
[VX (FA{3AB[(A € F) AN (B € X)) N (X € A) A (X € B)]})]
& [A(AB{Ae Z)ABe9) AXe(ANB)Y)]

which holds by definition of A N B (theorem 3.43). O

3.54 Theorem. For all sets F and ¥, union distributes over their intersections:

- [(my>u<mg>] = [ﬂ{AUB: (Aegz)/\(Beff)}]-

Proof. An informal proof can proceed as follows.

e ForeachsetX,X € [([((F)U(¥Y)]ifandonlyif X € (F)orX € (¥Y);
* equivalently, X belongs to every A € .# or X belongs to every B € ¢,

* equivalently, X € (A U B) for all elements A € .# and B € ¥;

* equivalently, X € [[\{AUB: (A€ Z) A (B<€9)}].

A formal proof can proceed as follows.
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(NF) U (9]
=[[AUB: (Ae #F)A (B9}
¢
YX({X e [(NF) V(DD
S{Xe[[AUB: (Ae F)ABeD})
¢
VX ({[X e (NA)]VIXe (D]}
& [VA(VB{[(Ae F)A(Be¥)] = [X e (AUB)})])
¢
[VX {VA[A € ¥) = (X € A)]} V{VB[(Be ¥) = (X € B)]})]
& [VA(VB{[(Ae ZF)A(Be¥)] = [X € (AUB)})]
¢
{VX[VA(VB{{A e %)= Xe€A)|VI[Be¥Y = (X< B)])]}
& [VA(VB{(A e Z)ABeG)A[IX e (AUB)Y)]
¢
{VX[VA(VB{{A e %)= Xe€A)]VI[Be¥Y = (XeB)])]}
& [VA(VB{[(Ae F)An(Be¥)] = [(XeA) V(X eB)]})]
(2
{VX[VA(VB{{A e %)= Xe€A)]VI[Be¥Y = (X< B])}
& [VA(VB{[(Ae Z)A(BeD)] = [X € (AUB)})]
which holds by definition of A U B (theorem 3.33).
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unproved,
(S1),

def. U, ),

definition: ),

no free A, B,

(PIAQ)]=(P),

definition: U,

a

Besides union, intersection, and difference, another operation with sets is useful.

3.55 Definition (symmetric difference). The symmetric difference of any sets A

and B is denoted by A A B and defined by

AAB:=(AUB)\ (AN B).

3.4.4 Exercises on Unions and Intersections of Sets

3.51. Listall the elements of {2,3,7} U {3,5,7}.
3.52. List all the elements of {4, 6,8} U {4, 8, 9}.
3.53. List all the elements of {2,3,7} N {3,5,7}.
3.54 . List all the elements of {4, 6,8} N {4, 8, 9}.
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3.55. List all the elements of {2, 3,7}A{3, 5, 7}.

3.56 . List all the elements of {4, 6,8} A{4, 8, 9}.

3.57 . Provide an example of a set % such that | ] % = .#.

3.58 . Provide an example of a set ¢ such that (¥4 = ¢.

3.59 . Provide an example of a set .% such that | J .7 # .

3.60 . Provide an example of a set ¢ such that (¥ # 9.

3.61. Provide examples of sets B and .% such that B € % but B ¢ | J .Z.

3.62 . Provide examples of sets B and ¢ such that B € 4 but (¥ ¢ B.

3.63 . Provide examples of sets A, B, X, Y suchthat X € Aand Y € Bbut (XUY) ¢
(AUB).

3.64 . Provide examples of sets A, B, X, Y suchthat X e Aand Y € Bbut (XNY) ¢
(AN B).

3.65 . For each set A, prove that | J{A} = A.

3.66 . For each set A, prove that | ] Z(A) = A.

3.67 . Prove that YAVBYC{[(AUB)NC]=[(ANC)U (BN C)]}.

3.68 . Prove that YAVBYC{[(ANB)UC]=[(AUC)N (BU C)]}.

3.69 . Prove that YA[(A U @) = A].

3.70 . Prove that VA[(A N @) = J].

3.71. Prove that YA[(A U A) = A].

3.72. Prove that VA[(A N A) = A].

Prove the following formulae for all subsets A and B of each set U.

3.73.
3.74.
3.75.
3.76.
3.77.
3.78.
3.79.
3.80.
3.81.
3.82.

[U\NANB)]=(U\A)UU\B)

[U\NAUB)] =U\A)NU\B)

[(A\B)\U] = (A\U)\ (B\V)
[U\N@A\B)]=(U\A)UWUNB)
[(AUB)\U]=(A\U)U(B\D)
[(ANB)\U]=(A\U)N(B\U)
[UN@A\B)]=(U\B)\ (U\A)

Prove or disprove that ([Z(A)] U [Z(B)]) € Z(A U B).
Prove or disprove that ([Z(A)] N [Z(B)]) 2 (AN B).
Prove or disprove that ([Z2(A)] N [Z(B)]) € Z(A N B).
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3.83.
3.84.
3.85.
3.86.

3.87.

3.88.
3.89.
3.90.
3.91.
3.92.
3.93.
3.94.
3.95.
3.96 .
3.97.
3.98.
3.99.

3.100.
3.101.
3.102.
3.103.
3.104.
3.105.
3.106 .
3.107 .

Prove or disprove that ([Z2(A)] U [Z(B)]) 2 Z(A U B).

Prove or disprove that ([Z(A)] \ [Z(B)]) € Z(A \ B).

Prove or disprove that ([Z2(A)] \ [Z(B)]) 2 Z(A\ B).

For each nonempty set .# € &(U), and each B C U, prove that

(ﬂﬁ)uz%: N @uB).

AEF

For each set .% C £ (U), and for each subset B C U, prove that

(Uﬁ)mB: J@ans.

AeF

Prove that A A @ = A.

Prove that A A A = @.

Prove that the symmetric difference is associative: AAB)AC = AA(BAC).

Prove that the symmetric difference commutes: A A B = B A A.

Prove or disprove that [[AAC) U (BAC)] C [(A U B)AC].

Prove or disprove that [(AAC) U (BAC)] 2 [(A U B)AC].

Prove or disprove that [(AAC) N (BAC)] C [(A N B)AC].

Prove or disprove that [(AAC) N (BAC)] 2 [(A N B)AC].

Prove or disprove that [(AAC) \ (BAC)] < [(A \ B)AC].

Prove or disprove that [(AAC) \ (BAC)] 2 [(A \ B)AC].

Prove or disprove that [(A U C)A(BU C)] C [(AAB) U C].

Prove or disprove that [(A U C)A(BU C)] 2 [(AAB) U C].
Prove or disprove that [(A N C)A(BN C)] C [(AAB) N C].
Prove or disprove that [(A N C)A(BN C)] 2 [(AAB) N C].
Prove or disprove that [(A \ C)A(B\ C)] C [(AAB) \ C].
Prove or disprove that [(A \ C)A(B\ C)] 2 [(AAB) \ C].
Prove or disprove that [(C \ A)A(C \ B)] C [C \ (AAB)].
Prove or disprove that [(C\ A)A(C \ B)] 2 [C \ (AAB)].
Prove or disprove that ([Z(A)]A[Z?(B)]) € Y (AAB).
Prove or disprove that ([Z(A)]A[Z?(B)]) 2 Z(AAB).
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3.108. Prove thatif ANB = @, then AUB = (A \ B)U(B\ A).
3.109. Prove that AU B = (A A B)U(A N B).
3.110. Prove thatA A B = (A \ B)U(B\ A).

3.5 Cartesian Products and Relations

Beyond logic and sets, much of mathematics consists of connections between types
of sets called Cartesian products, mathematical functions, and mathematical rela-
tions. These types of sets allow for mathematical specifications, analysis, synthesis,
and processing of such concepts as graphs, maps, algorithms, and rankings.

3.5.1 Cartesian Products of Sets

Cartesian products contain certain sets with two elements. Whereas {X, Y} = {Y, X}
for all sets X and Y, however, some situations require a method for listing the
elements of a set in a specific order by means of “ordered pairs” or otherwise, for
example, in geography and in navigation as in figure 3.2. The following definition
(attributed to Wiener and Kuratowski [83, p. 455]) and theorem 3.58 derive such

Fig. 3.2 If X # Y, then (X, Y) # (V. X).
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ordered pairs from sets, which shows that the concept of ordered pairs does not
require any additional axiom.

3.56 Definition (ordered pairs). For all sets X and Y, the ordered pair (X,Y) is
the set defined by three applications of the axiom of pairing as

X.Y) = {{X}. X, v}}.

X is the first coordinate of (X, Y), and Y is the second coordinate of (X, Y).
3.57 Example.

e IfX=0andY = 1, then (X,Y) = {{0}{01}}
e IfX=1andY = 0, then (X,Y) = {{1},{1,0}} = {1},{0,1}}.
e IfX=0andY = 0, then (X,Y) = {{0},{0,0}} = {{0}, {O}} = {{0}}

The following theorem confirms that, in contrast to sets with two elements,
ordered pairs record the order of their coordinates.

3.58 Theorem. Forall sets X and Y, if X # Y, then (X,Y) # (Y, X).

Proof. An informal proof can consist in showing that the two sets (X, Y) and (Y, X)
contain different elements, whence (X, Y) # (Y, X).

e Forall sets X and Y, X € {X} and Y € {Y} by pairing (S3);

o if X # Y, then X ¢ {Y} and Y ¢ {X}, by pairing (S3);

e hence if X # Y, then {X} # {Y} by extensionality (S1);

o fromX ¢ {Y} and X € {Y, X} it follows that {X} # {Y, X} by (S1);

o from {X} # {Y}, {X} # {Y.X} follows {X} ¢ {{Y}.{V.X}} = (Y.X);
+ yet {X} € {{X}.(X. Y}} = (X.V);

e from {X} € (X,Y) and {X} ¢ (Y, X) follows (X, Y) # (Y, X), by (S1).

A formal proof can parallel the same reasoning.
(1) FVZI(Z e{X}) & (Z=X)] axiom of pairing (S3),
2) FVZI(Z #X) & (Z ¢ {X})] contraposition and transposition,

B) FY#X) & (Y¢{X}) specialization Subf?,

4 FY#X hypothesis,

5) FY¢E{X} Detachment,

6) FYe{X,Y} axiom of pairing (S3),

7 HF{X}#{X,Y} (5), (6), and extensionality (S1);
8 FYely} axiom of pairing (S3),

9 H{X}#{Y} (5), (8), and extensionality (S1);

10) H{X} ¢ {{Y},{Y,X}} = (Y, X) (7), (9), and extensionality (S1);
(11) FH{X} e X}, {X,Y}} = (X,Y) pairing (S3),
(12) X, Y)# (Y, X) (10), (11), and extensionality (S1).
O
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The definition of the ordered pair (X, Y) holds for all sets X and Y, in particular,
for all elements X and Y of two sets A and B. The following theorem shows that all
these ordered pairs (X, Y) are themselves elements of a set.

3.59 Theorem. For all sets A and B, for each X € A and for each Y € B, the pair
(X,Y) belongs to 2| Z(A U B)].

Proof. An informal proof can trace back the definition of the ordered pair (X, Y):

* From X € A follows X € A U B, because A € A U B, whence {X} € #(A U B);

e from Y € Bit follows that Y € A U B, because B C A U B;

e fromX e AUBandY € AU B it follows that {X,Y} € #(A U B);

o from {X} € #(AUB) and {X,Y} € Z(A U B), it follows that {{X}, {X, Y}} €
P[Z(A U B))].

A formal proof can parallel the foregoing argument.

FXeA hypothesis,

FAC(AUB) theorem 3.40,

FXe(AUB) definition of subsets and specialization,
F{X} S (AUB) definitions of subsets and singletons,
F{X} e Z(AUB) definition of power sets.

FYeB hypothesis,

FYe(AUB) as for X € (AU B),

F{X,Y} e Z(AUB) Xe(AUB)andY € (AUB),
F{{X}.{X.Y}} S PAUB) {X} e (AUB),{X,Y} € Z(AUB),

F{{X}L X, Y} e Z[HP(AUB)| definition of power set.
O

Because every ordered pair (X, Y) belongs to the set Z[Z(A U B)], the axiom
of separation guarantees that the collection of all such ordered pairs is a set.

3.60 Definition (Cartesian product). For all sets A and B, the Cartesian product
of A and B is the set A x B (read “A cross B”), consisting of all ordered pairs (X, Y)
with X € A and Y € B. Thus,

AXB
- {c e Z[PAUB) : IXAV{(X € A) A (Y € B) A[C = (X, Y)]})}

={(X,Y): Xe€A)A(Y €B)}

with 3X(IY{(X € A) A (Y € B) A[C = (X, Y)]}) for P in the axiom of separation
(S5). The sets A and B are the factors of the Cartesian product A x B.
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A common graphical representation of a Cartesian product A x B lists all the
elements of A along a horizontal axis, and all the elements of B along a vertical axis,
so that the element (X, Y) of A x B appears directly above X and across from Y.

3.61 Example. For the sets

A:={0,1,2},
B:=1{0,1},

the Cartesian product A x B takes the form
AxB=1{(0,0),(1,0),(2.0).(0.1), (1, 1), (2. )},
with the following graphical representation:

B AXxXB
1 0,1) (1,1 (2,1)
0 (0,0) (1,0) (2,0)

0 1 2 A

For practice and for future use, the following theorems establish relations
between Cartesian products and other operations with sets.

3.62 Theorem. For all sets A, B, C, and D,
[ANC)x (BND)] =[(AxB)N(CxD)].

Proof. An informal proof can establish that [(A N C) x (BN D)] and [(A x B) N
(C x D)] have exactly the same elements. These two sets are Cartesian products,
and consequently their elements are ordered pairs.

e Anordered pair (X, Y) is an element of (ANC)x(BND) if and only if X € (ANC)
and Y € (BN D);

* hence (X,Y)e[ANC)x(BND)]ifandonlyifX € Aand X € C,and Y € B
andY € D,

e whichisequivalenttoX € AandY e B,and X € Cand Y € D,

e which is equivalent to (X, Y) € (A x B) and (X, Y) € (C x D),

e which is thus equivalent to (X, Y) € [(A x B) N (C x D)].

As the preceding informal proof swapped X € C and Y € B, a formal proof can rely
on the commutativity [(P) A (Q)] < [(Q) A (P)] of A by theorem 1.57:
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X,Y) e [(ANC) x (BN D)]
¢  definition of Cartesian products,
Xe@ANO)IAY e (BND)
{  definition of intersection,
[(XeAAXeO|A[(Y €B)A (Y €D)
$ commutativity and associativity of A,
[(XeA)A(Y eB]A[(XeC)A (Y eD)
¢  definition of Cartesian products,
[(X,Y) e (AxB)] A[X,Y) € (Cx D)]
$  definition of intersection.
(X,Y) € [([AxB)N (C x D)]

3.63 Theorem. For all sets A, B, C, and D,
[AxB)U(CxD)UAXxD)U(CxB)]=[(AUC)x (BUD)].

Proof. An informal proof can establish that [(A x B) U (C x D) U (A x D) U (C x B)]
and [(A U C) x (B U D)] have exactly the same elements.

* An ordered pair (X, Y) is an element of (A x B) U (C x D) U (A x D) U (C x B)
if and only if (X,Y) € (A x B),or (X,Y) € (Cx D), or (X,Y) € (A x D), or
(X,Y) € (CxB),

e which is equivalentto X e Aand Y € B,orX € Cand Y € D,or X € A and
YeD,orXeCandY € B,

e whichisequivalenttoX e AorX e C,andY e Bor Y € D,

* which is equivalent to (X, Y) € [(A U C) x (BU D)].

A formal proof translates the alleged equivalences into the logical theorem
{P)YA@DIVIP)AS]VIR) A D]V IR)A G} < PV R]ALQ) V(9]
which follows from the distributivity of A over V (theorem 1.75), with

(P)& (Xed), Q& TeB), R&Xe(O), (5 & (YeD).

Thus,

X, Y) e [(AxB)U(CxD)U (A xD)U(Cx B)]
¢ definition of [ J,
[(X,Y) e (AxB)] VI[X,Y) e (CxD)]
V[(X,Y) € (AxD)]VI[(X,Y) € (C x B)]
¢  definition of X,
[(XeA) A eB)]VI[X e A (Y eD)
VIX€eA)AXY eD)]VI[(XeC) A eB)]v
¢ theorem 1.75,
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[(XeA)v(Xe O]A(Y €eB)V (Y € D)
¢ definition of [ J,

Xe(AUO)]A[Y € (BUD)]
¢ definition of x.

(X,Y) e [(AUC) x (BUD)]

3.5.2 Cartesian Products of Unions and Intersections

The foregoing theorems generalize to Cartesian products of unions or intersections
of any sets of sets.

3.64 Theorem. For all sets of sets F and 9,

(U,ﬁ?) x (Ug) = |J @xs.

(A.B)EF XY

Proof. An informal proof can show that (%) x (U¥) and U p)e 7xg (A X B)
have exactly the same elements.

e A pair (X,7) is an element of (| J.%) x (|J¥) if and only if X € (| J.%#) and
Y e (U9

* which is equivalent to X € A for some A € .# and Y € B for some B € ¢ ,

e which is equivalent to (X, Y) € (A x B) for some (A, B) € (¥ X ¥).

A formal proof can parallel the foregoing reasoning.

x.v)e (UF) xUY)
¢  definition of X,
XeUPNAY € UD)]
¢ definition of  J,
{IA[A e )N X €A} A{AB[(BY) A (Y €B)]}
no B,no A,
JAFB{[(Ac F)NX€A|ABeZ)A(Y €B)

¢  definition of x,

ii3

$ properties of A,
JA(IB{[(A x B) € (F x9)] A[(X,Y) € (AxB)
ii3

1)
JAFB{[(Ae F)ANBeD|A[(X €A A B}
1)
B)

definition of | J.
(X, Y) € Uuxpye(zxa) A %
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3.65 Theorem. For all sets of sets ¥ and 94,

(ﬂﬁ)x(ﬂfﬁ): ﬂ (A x B).

(A.B)EF XY

Proof. An informal proof can show that (%) x ((¥) and ()4 e 7xy (A X B)
have exactly the same elements.
* A pair (X,Y) is an element of (%) x ((\¥) if and only if X € ([).%) and

Y e(N9),
* which is equivalent to X € A forevery A € .% and Y € BforeveryB € ¥4,
 which is equivalent to (X, Y) € (A x B) for every (A, B) € (¥ X 9).

The foregoing informal proof glosses over the case in which at least one of .# or &
is empty, which would require invoking the corresponding unions as supersets of the
intersections, because of the definition of intersections. One remedy could consist in
proving such cases separately. Indeed, .# = @ or ¢ = @ if and only if (¥ x ¥) =
. A formal proof can parallel the foregoing reasoning with theorem 1.82,

F{{(P) = (DIAIR) = (9]} = {P) A R)] = [(Q) A D]}

to prove that

(ﬂﬂ)x(ﬂ%)g ﬂ (A x B),

(A,B)EF XY

with the hypotheses C € . for P and D € ¢ for R for the converse, so that

P = @A LR = O} < ([(P) A BRI AP A BR)] = [(Q) A O]).
Thus,
X.Y) e (NF)x(¥9)
¢ definition of X,
X e (NAIAY € (N9)]
¢ Ny,
({VA[A e F) = (X € A} A{VB[(B€¥) = (Y € B)]}
A{ACI(C e YA (X e O} A{ID[(D € 9) A (Y € D)]}

~ —

¢ noB,noA,
[VA(VB{[(A e F) = (X AIA[BeY) = (Y €B)]})]
A[FC(AD{(C e Z)A (X € C) A (D e D) A (Y €D)]})]
¢ theorems,
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[VA(VB{[(A € Z)A(Be¥)] = [(X €A A(Y €B)]})]
A[AC(EAD{[(C € Z)A(X € C) A (D e G) A (Y €D)]})]
¢  definition of X,
[VA(VB{[(A,B) € (¥ x9)] = [(X.Y) € (Ax B)]})]
A[FC(AD{[(C. D) € (F x D] A [(X.Y) € (Cx D)]})]
¢ definition of ().

(X, Y) € m(AxB)E(;?x%)(A X B)}
O

3.5.3 Mathematical Relations and Directed Graphs

The Cartesian product A x B provides a means to draw connections, or, in other
words, to specify relations, between elements of the two sets A and B.

3.66 Definition (relation). A relation between elements of sets A and B is a subset
R C A x B of their Cartesian product.

* Twoelements X € A and Y € B are related with respect to the relation R if and
only if (X,Y) € R.

¢ For each relation R C A x B, the domain Z(R) C A of the relation R consists of
those elements of A related by R to at least one element of B:

Z((R) ={X € A: Y{(Y € B)A[(X.Y) € R]}}.

¢ Similarly, the range Z(R) C B of the relation R consists of those elements of B
related by R to at least one element of A:

Z(R) :={Y € B: IX{(X € A) A[(X.Y) € R]}}.

Another common notation for (X, Y) € Ris XRY, especially if such a special symbol
as C, &, or = denotes the relation. Relations may also be represented by graphs.

3.67 Definition (directed graph). A directed graph is an ordered pair G :=
(V,E) with a relation E € V x V between elements of the same set A = V = B.
Elements of V are called vertices. A pair (X, Y) € E is called an edge from X to Y:

< ) (X.Y) @

3.68 Example. For each set A, the diagonal Ay C A x A is the subset

Ay ={X,X) eAxA: XA}
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Thus, the diagonal corresponds to the relation called “equality,” or, equivalently,
“identity”: a pair of elements (X, Y) lies on the diagonal A, if and only if X = Y.
Because X = X, and hence (X,X) € Ay, for every X € A, it follows that the
diagonal A, relates every element of A to itself, whence Z(R) = A = Z(R). For
example, if

A:={2, {a}}
then
_ (2.{9}) ({2}.19})
AXA_{ @.2) (2}).9) }
_ ({2}.12})
A= { (@, 2) } ’

because the only pairs (X, Y) with X = Y are the pairs (&, @) and ({3}, {T}). As a
graph, the diagonal consists of a single loop at each vertex:

()

3.69 Example. For all sets H and K, consider their respective power sets A :=
P (H) and B := Z(K). The relation R C F(H) x L (K) of inclusion consists
of all, but only those, pairs (V, W) of subsets V € H and W C K such that V C W:

R=1{(V.,W)e 2(H)x P(K): (VCH)AWCK)A (VW)

The domain of the relation C consists of all subsets of A included as a subset in at
least one subset of B. Similarly, the range of the relation C consists of all subsets of
B that contain as a subset at least one subset of A.

3.70 Example. For all sets H and K, let A := Z(H) and B := Z(K). The relation
S € Z(H) x Z(K) of strict inclusion consists of all, but only those, pairs (V, W)
of subsets V. C Hand W C K suchthat V C Wbut V £ W:

S={(V,W)e PH)XxZK): VCHAWCK)AVCW)A(V #W)}
The strict inclusion (V € W) A (V # W), is also denoted by V.C Worby V& W:
FIVEWMAVEW)] S (VCW)& (VEW).

The domain of the relation of strict inclusion consists of all subsets of A included

in, but not equal to, at least one subset of B; its range consists of all subsets of B that
contain, but do not coincide with, at least one subset of A.
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3.71 Example. For all sets A and B, the relational constant € relates every element
X € A that is an element of some ¥ € B. Denote this relation on A x B by E.
(The symbol € cannot denote a subset E of A x B because € is neither an individual
variable nor an individual constant.) Thus, E C (A x B) is defined by

[(X,Y)€eE] & [XeA)AXeY)A(Y €B)].

For example, if

then

_ (2.12}) ((2}.19})
AXB_{ @.2) (2},9) }

EZ{ (2.{2}) %

because in A x B the only pair (X, Y) such that X € Y is the pair (&, {D}).
3.72 Example. For the sets

A:={@ {@}}
B:= {Q, (D), {@,{@}}},

the Cartesian product A x B and the relation E take the forms

(2 {2.42}}) (12} {212} })

AxB= (2.{2}) ({2}.{2}) ’
(2, 9) ({2} 2)

(2. {2.{2}}) (). {2.{2} })
E = (2,{2}) ,

because in A x B the only pairs (X, Y) such that X € Y are those just displayed.

In some contexts a relation R € A x B may also prove useful with B and A listed
in the reverse order. Then the “inverse” relation R°~! C B x A contains similar pairs
as R does but with coordinates listed in the reverse order. Some texts denote the
inverse relation by R~!, which can cause confusion because the same notation also
represents reciprocals in arithmetic and algebra. The notation adopted here for the
inverse relation, R°~!, conforms to [70].
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3.73 Definition (inverse relation). The inverse of a relation R € A x B between
two sets A and B is the relation R°~' C B x A defined by

RT'={(Y,X)eBxA: (X,Y) €R).

3.74 Example. The inverse of the diagonal is the same diagonal.
3.75 Example. The inverse of the subset relation C is the superset relation 2.

3.76 Definition (composite relation). The composition of two relations R € AxB
and § C B x C is the relation S o R on A x C defined as follows. The composite
relation S o R relates an element U € A to an element W € C if and only if R relates
U to some element V € B and S relates the same element V to W € C:

(SoR) = {(U,W) € (Ax C): IV([V € Bl A[(U,V) € Rl A[(V, W) € S]).

3.77 Example. For each relation R € A x B between any sets A and B, the
composition R o R°~! contains the diagonal Ay g, for the range of R. Indeed, by
definition of its range, R relates every ¥ € Z(R) to an element X € A so that
(X,Y) € R; then the inverse R°~! relates Y to X so that (Y,X) € R°~!. From
(Y.X) € R°"! and (X,Y) € R it follows that (Y,Y) € (R o R°!) for every
(YY) € Ay Therefore Agpry € (R o R°™Y). Similarly, R°7! o R contains the
diagonal A gy for the domain of R. Indeed, by definition of its domain, R relates
every X € Z(R) to an element Y € B so that (X,Y) € R; then the inverse R°™!
relates Y to X so that (¥, X) € R°~'. From (X,Y) € R and (Y, X) € R°! it follows
that (X, X) € (R°~! o R) for every (X, X) € Agry. Therefore Agry S (R°™' o R).

Because every relation R between sets A and B is a subset R C (A x B), operations
with sets apply to all relations.

3.78 Definition (unions and intersections of relations). For all sets A, B, C, E,
and for all relations R € A x Band T C C x E, the union of the relations R and T
is the relation R U T between A U C and B U E, so that

(RUT) :={(X,Y) €[(AUC)x (BUE)]: [(X,Y) € R]V [(X,Y) € T].

Similarly, the intersection of the relations R and T is the relation R N T between
AN Cand BNE,so that

(RNT)={(X,Y) e [ANC)x (BNE)]: [(X,Y) € R A[(X,Y) € T]}.

A particular instance of intersections of relations R € (A x B) and T C (A x B)
consists of the intersection of R with a subset S € A and its Cartesian product with
B. The “restriction” of R to S is then the relation RNT with T = (SxB). The concept
of the “restriction” of a relation to a subset is useful if the subset has characteristics
that are useful for the purpose at hand while the complement of the subset does not.
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3.79 Definition (restricted relation). For each relation R C (A x B), and for each
subset S C A of A, the restriction of R to S is the relation R|s C (S x B) defined by

Rls=RN(SxB)
={X,Y)eR: XeS}.
Thus, R|s restricts its first coordinates only to those elements of S.

There also exists a similar instance of intersections of relations R C (A x B) and
T C (A x B) as the intersection of R with a subset V C B and its Cartesian product
with A. The “restriction” of R to V is then the relation RN T with T = (A x V).
Similarly, the restriction of R to S € A and V C B is the relation RN (S x V).

3.5.4 Exercises on Cartesian Products of Sets

3.111. Determine whether the Cartesian product is associative.

3.112. Foreach set A, prove that A X @ = &, and that @ x A = .

3.113. Provethat A x B = g ifandonlyif A = Jor B = @.

3.114 . Prove that x distributes over N: [(A x B) N (C x B)] = [(A N C) x B].
3.115. Prove that x distributes over U: [(A x B) U (C x B)] = [(AU C) x B].
3.116 . Prove that [(A\ C) x B] = [(A x B) \ (C x B)].

3.117 . Prove that [A x (B\ D)] = [(A x B) \ (A x D)].

3.118 . Prove or disprove that [(A \ C) x (B\ D)] C [(A x B) \ (C x D)].
3.119 . Prove or disprove that [(A\ C) x (B\ D)] 2 [(A x B) \ (C x D)].
3.120 . Prove or disprove that [(AAC) x (BAD)] € [(A x B)A(C x D)].
3.121. Prove or disprove that [(AAC) x (BAD)] 2 [(A x B)A(C x D)].
3.122. Prove or disprove that ([Z2(A)] x [Z(B)]) € (A x B).

3.123 . Prove or disprove that ([Z(A)] x [Z(B)]) 2 L (A x B).

3.124 . Provide a formula for the inverse of the relation of inclusion.

3.125 . Give a formula for the inverse of the relation of strict inclusion.

3.126 . For each relation R € A x B, and for each subset S € A of A, prove that
R|s = RN (S x B).

3.127. For all sets A and B, prove that & is an element of the domain 2 of the
relation € on Z(A) x L (B).
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3.128 . For all sets A and B, prove that ?(B) is the range Z of the relation C on
P(A) x P(B).

3.129 . Provide examples of sets A and B, such that &?(A) is the domain 2 of the
relation C on HZ(A) x L (B).

3.130 . Provide examples of sets A and B, such that Z#(A) is not the domain 2 of
the relation C on &?(A) x #(B), so that Z & F(A).

3.6 Mathematical Functions

Functions are relations relating exactly one element of their domain to each element
of their range.

3.6.1 Mathematical Functions

In some applications of relations, the domain and the range can contain measure-
ments.

3.80 Example. Results from astronomical observations can consist of a relation
between two coordinates of position, with ordered pairs (X,Y) where X is the
observed ascension (elevation) and Y is the observed declination (azimuth) of an
asteroid. For example, the following pairs (X, Y) record the ascension X and the
declination Y of the asteroid Pallas, measured by Baron von Zach about 1800 A.D.
[14, p. 5]:

(0,408)  (30,89) (60,—66)  (90,10) (120,338) (150, 807)
(180, 1238) (210, 1511) (240, 1583) (270, 1462) (300, 1183) (330, 804)

with the corresponding graphical representation in figure 3.3.

Results from astronomical observations can also consist of a relation between
time and position, with ordered pairs (7,Y) where Y is the observed position
(declination or azimuth) of a planet at time 7. Such a relation has the following
properties.

* If no observation was made at some time 7, then the results do not contain any
ordered pair with T as their first coordinate.

» Each observation yields only one position Y at any time 7.

* Observations can yield the same position Y at several times, for instance, if the
motion is periodic.

Mathematical “functions” are relations corresponding to such applications.
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Fig. 3.3 Positions include at most one declination for each ascension.

3.81 Definition. A function from a set A to a set B is a relation F C (A x B) such
that for each X € A there exists at most one Y € B for which (X,Y) € F.

The domain of F is the subset Z(F) € A consisting of every X € A for which
there exists some Y € B such that (X,Y) € F.

2(F) ={X €A: 3Y[(Y € B) AN {(X.Y) € F}]}.

The range of F, denoted by Z(F), consists of every Y € B such that there exists
some X € A such that (X, Y) € F:

Z(F)={Y € B: IX[(X € A) A{(X.Y) € F}]}.

Moreover, B is called the co-domain of F.

For each X € Z(F), the unique Y such that (X, Y) € F is called the value of F'
at X, or also the image of X by F. The same Y is denoted by F(X) (read “F of X”);
thus, Y = F(X) if and only if (X, Y) € F. The element X is called the argument of
F in the expression F(X). The notation

F:A—B

(read “F maps A to B”) means that F' is a function from A to B; the notation X +—>
F(X) (read “F maps X to F(X)”) may specify F(X) by a formula or otherwise.
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3.82 Remark. A variant of the concept of a function from a set A to a set B is a
subset F' C (A x B) such that for each X € A there exists exactly one Y € B for
which (X, Y) € F, and then the notation F' : A — B implies that Z(F) = A.

The requirement that Z(F) = A remains harmless with simple examples of
functions, but it presents unnecessary obstacles with more realistic examples of
functions, whose complexity can make the domain difficult or impossible to identify,
especially if the identification of the domain is irrelevant to the task at hand.

The specification with “ar most” in definition 3.81 is common in set theory
[128, p. 58 & 86], algebraic geometry (especially with “rational” functions)
[136, p. 34-35], complex analysis (especially with “meromorphic” functions) [1,
p- 128], and functional analysis [130, p. 4 & 18], in instances where several
functions called “operators” have different domains but arise from a relation
common to all of them.

3.83 Example. The pairs in example 3.80 define a function F : A — B from the
set of ascensions A := {0, 30, 60, 90, 120, 150, 180, 210, 240, 270, 300, 330} to the
set of declinations B := {—66, 10, 89, 338, 408, 804, 807, 1183, 1238, 1462, 1511,
1583}. This function F : A — B has domain A, codomain B, and range B.

3.84 Example. With A := {6,7,8,9} and B := {1, 2, 3,4}, let
F:=1{(6,2),(7,1),(8,2),(9,3)}.
Then F : A — B is a function with domain A, codomain B, and range {1, 2, 3}.

3.85 Example. For all nonempty sets A and B, and for any element Z € B, there
exists a constant function

Cz;:A— B,
X Z.

The constant function Cz maps every element X € A to the same value Z, so that
Cz; ={(X,Z2): X € A}.

In particular, Z(Cz) = A for the domain of Cz, and Z(Cz) = {Z} for its range.

3.86 Example. For each set A, there exists an identity function

Iy :A— A,
X = X.

Thus the identity function /4 maps every element to itself, so that
L ={X,X): X € A}.

In particular, Z(I4) = A and Z(14) = A, because (X, X) € I, for every X € A. The
function I, is also denoted by A4 and is called the the “diagonal” of A x A.
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3.87 Example. For all sets A and B, the canonical projection functions from the
Cartesian product A x B into its factors A and B are the functions P4 and Pg with

Ps:(AXB) > A,
X,Y)— X,

Pg:(AxB) > B,
X, V)~ Y.

Thus, P4 maps (X, Y) to its first coordinate X in A, whereas Py maps (X, Y) to its
second coordinate Y in B. The domain of P4 and Pg is A X B, but the range of P, is
A, whereas the range of Pp is B.

3.88 Example. For all sets A and B, for any subset V C A and any element Z € B,
the slice function Sy z maps each element X € V to (X,Z) € (A x B):

SV.Z V- (A XB)7
X > (X,2).

Thus, Sy z maps its domain V to the slice V x {Z} in A x B.

3.89 Example. For each set A and each subset S C A, the characteristic function
xs, with the Greek letter y (read “chi”), maps every element of the subset S to 1, and
every element outside the subset S to 0, (with0 = @, 1 = {&}, and 2 = {0, 1}):

){52A—>2,

1ifX €S

X 9
T 0ifx ¢ 5.

The following theorem provides a means to compare two functions to each other.

3.90 Theorem. Two functions F: A — Band G: A — B are equal, F = G, if and
only if they have the same domain D C A and F(X) = G(X) for every X € D.

Proof. This proof rewrites F'(X) = G(X) in terms of the definition of functions:

F=G
{ extensionality,
VX(VY{[(X.Y) e F] & [(X.Y) € G]})
¢ functional notation.
VX(VY{[Y = FX)] < [Y = GX)]}) .

Some situations involve only parts of a function, or combinations of several
functions, for instance, as defined by the concepts introduced here.
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3.91 Definition (restriction of functions). For each function F : A — B, and for
each subset S C A of A, the restriction of F to S is the function F|s € S x B
defined by

Fls:S— B,
X > F(X).
Thus, F|s(X) = F(X), but F|s maps only the elements of S N Z(F).
3.92 Example. With A :={6,7,8,9} and B := {1,2, 3,4}, let

F:={(6,2),(7,1),(8,2),(9,3)}.

Then the restriction of F to the subset S := {6, 8} is F|s = {(6,2), (8,2)}.

3.93 Example. For each set B, and for each subset W C B, the inclusion function,
denoted by the Greek letter ¢ (“iota”), is the restriction of the identity function to W:

tw - W — B,
X X.

Thus ty : W — B is the restriction of Iy : B — B to the subset W C B.

3.94 Definition (union of functions). For all disjoint sets A and C, sothat ANC =
@, for all sets B and E, and for all functions F : A — Band G : C — E, the union
of the functions F and G is the union FUG of the two sets F C AxBand G C CxE:

FUG : (AUC) — (BUE),

X F(X) if X € 2(F) C A,
GX)ifX € 2(G) c C.

3.95 Example (overloading operators). In a computer language such as C++

“overloading” the addition (+) from numbers to pairs of numbers corresponds to

forming the union of the addition function F defined on a set A of numbers and an

addition function G defined on a set C of pairs of numbers.

3.96 Definition (intersection of functions). For all sets A, B, C, E, and all
functions F : A — B and G : C — E, the intersection of the functions F and
G is the intersection F' N G of the two sets F C A x Band G C C x E, so that

FNG:D— (BNE),
X > F(X) = G(X),

with domain D := 2(FNG) ={Xe€ANC: F(X) = GX)}.
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3.6.2 Images and Inverse Images of Sets by Functions

Some situations involve the images by functions of not only single elements in the
domain, but also subsets of the domain, as defined here.

3.97 Definition (image of a set). For each function F : A — B and each subset
V C A, the image of V by F is the subset F”’(V) consisting of all images of each
XeVNIDF)byF:

F'(V)={YeB: I[X eV)AFX) =Y}
= {FX): X € VN 2(F)}.

For each function F : A — B, F” is a function of subsets: F”’ : #(A) — Z(B).

3.98 Remark. The notation F”(V) adopted in definition 3.97 is common in set
theory [74, p. 14], [128, p. 65]. Informal usage employs the notation F(V) for the
image of a subset V C A by a function F' : A — B, but this usage is ambiguous. For
example, consider the set A := { @, {2} } and the constant function

Co:{o. {o}} > {2 {2}
X J.

The set {3} is an element of A, whence Cx({D}) = & because Cx(X) = @ for
every X € A. Yet {@} is also a subset of A, containing the single element & € {J};
because Cx (@) = @ it follows that C”» ({@}) = {T} as the image of a subset:

Co({2}) = @,
C'g({2)) = {2}

The common informal notation leads to the contradiction

Co(12}) = 2.
Co({2}) = {2}

In a formal theory containing this contradiction, every proposition would be True.

3.99 Example. 1f Cz : A — B is a constant function that maps each X € A to the
same Z € B, then Cz”(V) = {Z} for each nonempty subset V C A.

3.100 Example. 1f Iy : A — A, X + X is an identity function, so that I, (X) = X.
for each X € A then I,”(V) = V for each subset V C A. Thus, I,” is the identity
function Iy” = Ipu) 1 P(A) - P(A), with V = V forevery V € Z(A).

Besides images of subsets, such problems as the solution of equations involve
the identification of a subset, called a pre-image, mapped to a specified image.
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3.101 Definition (pre-image). For each function F : A — B, and for each element
Y € B, the pre-image of Y by F is the subset of A denoted by F°~!”({Y}) and
consisting of all elements X € A such that F(X) = Y:

F({Y) ={XecA: FX)=Y}.

For each subset W C B, the inverse image, or pre-image, of W by F is the subset
of F°~!”(W) in A and consisting of all pre-images of all elements of V by F:

F"W)={XeA: FX) e W}.

3.102 Example. If Cz: A — B is a constant function that maps each X € A to the
same Z € B, then C;~'"({Z}) =

Also, Cg_l”(W) = A for each subset W C B for whichZ € W.

In contrast, Cg_l”(S) = @ for each subset S € B for which Z ¢ S. Thus,

AifZeWw,

CO—I”W —
z W) DifZ¢W.

3.103 Example. 1f I, : A — A is an identity function, with I4(X) = X for each
X € A, then I3 (W) = W for each subset W C A.

Theorem 3.104 relates images and pre-images to unions and intersections.

3.104 Theorem. For each function F : A — B, for each set F of subsets of A, and
for each set G of subsets of B, the following relations hold.

P (Jg) = U o

wew
Fo—l» (ﬂg) m Foml(w)
Wew
F(U?)=Uro
vez
( ) N F ).

vez

Proof. Apply the definitions of union and intersection. For F°~1” (| ¥),
F " (U¥) = Uyey F°717(W)  yet unproved,
¢ extensionality (S1),
vX{[x e FF""(U9)]
& [X e Upey F7"W)]}
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¢ definitions of F°~!” and | J,
VX{IF(X) € (U9
& (AW{W e 9) A [F(X) € WI})}
¢ definition of |,
VX {(AW{(W € 9) A [F(X) € W]})
& (@AWW e 9) A IF(X) € WI})}
which holds thanks to theorem 1.63: (P) < (P). For F°~" (N 9),

F™" (N 9) = Nyey F°71"(W)  yet unproved,
¢ extensionality (S1),
vX{[X e FF"""(N9)]
& [X € Nyey F7" M}
¢ definitions of F°~! and N,
VX{[F(X) € (N9D)] <
(YW{We¥) = [FX) e W]})}
definitions of ),
VX{(YW{(W e ¥) = [F(X) € W]})
& (YW{W e 9) = [F(X) € W]})}
which holds thanks to theorem 1.63: (P) < (P). For F” (| %),

F’(U%#)=Uyes F7(V) yetunproved,
¢ extensionality (S1),
VY {ly e P (UP)] & [Y € Upesr FFV]}
¢ definitions: F”, |,
vY[(EX{[X € (UPDIALY = FX)1})
& AV{[Ve ZIAlY e (V)]
¢ definitions: | J, F”,
VY[(IX V[V € F) A (X e V} ALY = F(X)])
S{AV[(Ve H)AEBX{X eV)AY =FXOI)]}]
¢ noXinVe#F
VY[(AX V[V € F) A (X e V} ALY = F(X)])
& AV{X[(V e H)a{X e V)A[Y = FXOI}]})]
which holds thanks to the associativity of A (theorem 1.66). For F” ([ %),
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F? (%) S(\yes F’(V) yetunproved,
¢ definition 3.7,
VY {lY e FF (O] = [Y € Nyer V]
¢ definitions: F”, ),
VY[{3X[X € (NP ALY = FX)]}
= (YW{(VeZ)=>[re )]
¢ definitions: [, F”,
vy({ax VV([V e Z] = [X e VD] ALY = FOO]!
= (VW[(VeZ)= @X((XeV)AlY = F(X)]})]})
theorem 2.63: § no X in (V € %),
VY({EIX [VV (Ve Z] = [X € V)] A Y = FOO}

= (WA[(V.€ 2) = (IZ eV AlY = FR)]))

P 0 M
which holds thanks to = {[(P) = (Q)] A (R)} = {(P) = [(Q) A (R)]} by
theorem 1.84, and - {IAX[VV(W)]} = {VV[IX(W)]} by theorem 2.73. O

3.6.3 Exercises on Mathematical Functions

3.131. Determine whether F := {(0, 1), (2, 3), (1,2), (0, 4)} is a function.
3.132. Determine whether G := {(9, 2), (7, 3), (8,2), (6, 1)} is a function.

3.133. Determine whether the following relation is a function:
R:=1{(0,1),(1,2),(2,4),(3,8),(4,8),(5,4),(6,2), (7, 1), (8,0)}.
3.134 . Determine whether the following relation is a function:
S:=1{(0,2),(1,5),(2,7),(3,5),(4,2),(5,5),(6,7),(7,5),(8,2)}.
3.135. Determine whether the following relation is a function:
Z :={(0,0),(1,0),(2,0),(3,0),(4,0), (5,0),(6,0), (7,0), (8,0), (9,0)}.

3.136 . Prove that exactly one function exists from A := @ to B := .
3.137 . Investigate whether a function F : @ — B exists from & to any set B.

3.138 . Investigate whether a function F : A — & exists from any set A to &.
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3.139 . For each set A let 1, denote the constant function 1:
IAIA—>{1}, lA((,l):l

For each subset B C A, prove that 1| coincides with yp.

3.140 . For all subsets V, W of each set A, investigate whether the characteristic
function of the intersection, yynw : A — 2, is the intersection of the two
characteristic functions yy : A — 2 and yw : A — 2, so that yynw = yv N xw.

3.141. For all subsets V, W of each set A, investigate whether the characteristic
function of the union, yyuw : A — 2, is the union of the two characteristic functions
xv:A—2and yw: A — 2,sothat yyuw = xv U xw-

3.142 . Prove that for each function ' : A — B, for all subsets R, S C A, and for all
subsets V, W C B, the following relations hold.

Fe~(VUW) = Fem”(V) U Fe~ (W)
Fo~ (VN W) = Fem”(V)y N Fe=1”(W)
F’(RUS) = F’(R) U F*(S)
F?(RNS) C F’(R) NF”(S).
3.143 . Provide an example for which F”(R N S) & F”(R) N F(S).

3.144 . For each function F : A — B and for all subsets V, W C B, prove that
FWAY) = [F W) [ 0),

3.145 . For each function F : A — B and for all subsets H, K C A, investigate
whether inclusion or equality holds for F”(K \ H) and [F”(K)] \ [F”(H)].

3.146 . For each function F : A — B, prove that F”(V) = Z (F|y).

3.147 . For each function F : A — B, prove that F”’: Z(A) — Z?(B) contains all
the information about F, in the sense that {F(X)} = F”({X}) for every X € A.

3.148 . For each function .7 : £ (A) — Z(B), investigate whether there exists a
function F : A — B such that F” = %

3.149 . Consider the function F : A — B defined by

={0.1.2} = { &. {2} {o. {2}} |.

’

0,2),(1,2),(2,0)}.

Il
~~ > W

A:
B :
F

Recall that the superscript ” indicates images of subsets (rather than of elements).

(1) {2, {@}} is a subset of A. Find its image: F”({@, {@}}).
(2) {2, {@}} is a subset of B. Find its inverse image F°~'”({@, {@}}).
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3) {@, {@}} is an element of A. Find its image F({@, {@}})
4) {@, {@}} is an element of B. Find F°_1”({{®, {@}}}).

3.150 . Consider the function G : C — D defined by

C:=4=1{0,1,23)
=1 2, {2}, {2, {2}}, {@, (2}, {2, {2}} } }
D :=C,
G :={(0,3),(1,0),(2.3). (3, 1)}.
Recall that the superscript ” indicates images of subsets (rather than of elements).

(1) 3is asubset of C. Find its image: G”(3).

(2) 3is a subset of D. Find its inverse image G°~'”(3).
(3) 3is an element of C. Find its image G(3).

(4) 3is an element of D. Find G°~!({3}).

3.7 Composite and Inverse Functions

3.7.1 Compositions of Functions

Some situations involve sequences of operations corresponding to sequences of
functions. For instance, if a first function consists of pairs (7', X) with the ascension
(elevation) X of a planet at time 7, and if a second function consists of pairs (X, Y)
with the declination (azimuth) Y of the planet at ascension X, then the composition
of the two functions consists of pairs (7', Y) with the declination Y of the planet at
time 7.

3.105 Definition (Composition of functions). For all functions F : A — B and

G : B — C, the composite function G o F (read “G preceded by F”’ or “F followed

by G” or “the composition of G and F”) is the function Go F : A — C defined by
(GoF)(X):=G[FX)]

for each X € F°~1”[2(G)]. Thus,

[(X,Z2) e (GoF)] & {[AY(Y e BIA[(X,Y) e FIN[(Y,Z) € G]}.
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3.106 Example. Consider the following functions F' and G:

A = {0,1}, B = {0,1,2},
B = {0,1,2}, C ={0,1},
F:A — B, G:B — C,
F =1{(0,0),(1,2)}; G = {(0,1),(1,0), (2, D}.
Their composition
(GoF):A—C,
has values
(Go F)(0) = G[F(0)] = G[0] =1,
(GoF)(1) = G[F()] =G2] =1,
so that

(GoF)={(0,1), (1, 1)}

3.107 Theorem. The composition of functions is associative: For all functions
F:A—-B G:B—C andH: C — D,

[Ho(GoF)] =[(HoG)oF]
Proof. Foreach X € F°~{G°~""[2(H)]}, apply the definition of o repeatedly:

[H o (G o F)|(X) = H{(G o F)(X)}
= H{G[F(X)]}
= [H o G][F(X)]
= ([HoG]o F) (X).
O

In contrast to its associativity, the composition of functions is not commutative.

3.108 Counterexample. Consider the following functions F and G:

A = {01}, B = {0,1,2},
B ={0,1,2}, C = {0,1},
F:A — B, G:B — C,
F =1{(0,0),(1,2)}; G = {(0,1),(1,0), (2, D}.

Their composition

(FoG):C— A,
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has values

(FoG)(0) = FIGO)] = F[1] = 2,
(FoG)(1) = FIG(1)] = F[0] =0,

so that
(FoG) =1{(0,2),(1,0)}.
In contrast,
(GoF) ={(0,1), (1, D);

from example 3.106, which confirms that (F o G) # (G o F).

3.7.2 Injective, Surjective, Bijective, and Inverse Functions

Such problems as the solution of equations involve the determination of whether
an equation has no solution, exactly one solution, or more than one solution, which
correspond to the features of functions introduced here.

3.109 Definition (injectivity). A function F : A — B is injective if and only if for
allW e 2(F) and X € 2(F), if W # X, then F(W) # F(X):
YWIVX({[W € Z(P)] A X € 2(P)]} = {[(W # X) = [F(X) # FOW)]})].

By contraposition, the condition just stated is equivalent to the following alternative
condition: forall W € Z(F) and X € Z(F), if F(W) = F(X), then W = X:

YW[VX({[W € Z(F)]A[X € 2(F)]} = {[FX) = FW)] = (W = X)})].

The notation F : A < B indicates that F is an injection.

Another common usage consists of saying that F' maps only one X to each one
Y; yet this alternative terminology fails to indicate which “one” it emphasizes (the
first “one”), which leads to confusion, and, therefore, will not be used here.

3.110 Example. With A := {0,1,2} and B := {0,1,2,3,4,5,6,7,8,9}, the
function G := {(0, 1), (1, 3), (2, 9)} is injective.

3.111 Example. With A := {4,6,8,9} and B := {2, 3}, the function
H:=1{(4,2),(6,3),(8,2),(9,3)}

is not injective, because 4 # 8 but H(4) = 2 = H(8).
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3.112 Definition (surjectivity). A function F': A — B is surjective if and only if
for each Y € B, there exists some X € A for which Y = F(X). In other words, the
condition just stated means that the range of F consists of all of the co-domain B:

VY{(Y € B) = (IX{(X € A) A [F(X) = Y]})}.

The notation F : A — B indicates that F is a surjection.
Another common mathematical usage consists of saying that F maps A onto B.

3.113 Example. With A := {0,1,2} and B := {0,1,2,3,4,5,6,7,8,9}, the
function G := {(0,1),(1,3),(2,9)} is not surjective: there is no X € A with
G(X) =6.

3.114 Example. With A := {4,6, 8,9} and B := {2, 3}, the function
H:={(4,2),(6,3),(8,2),(9,3)}

is surjective. Indeed, H(4) = 2 for Y := 2, and H(6) = 3 for Y := 3,
3.115 Example. With A := {6,7,8,9} and B := {1, 2, 3, 4}, the function

F:=1{(6,2),(7.1),(8,2),(9.3);

is neither injective, because F(6) = 2 = F(8) with 6 # 8, nor surjective, because
there does not exist any X € A with F(X) = 4.

3.116 Definition. For all sets A, B, C, D, and for all functions F : A — B and
G : C — D, define the function
FXRG: AxC—> BxD,
(W.2) — (F(W).G(2)).

Thus ((W, 2), (F(W),G(Z))) € F R G if and only if (W.F(W)) € F and
(Z.G(2))) € G, so that ((W, F(W)). (Z. G(Z)))) € FxG.

3.117 Theorem. If F : A — B and G : C — D are both injective, or both
surjective, then F X G is injective, or surjective, respectively.

Proof. If F: A — Band G: C — D are both surjective, then the function F X G
is surjective: indeed, for each (U, V) € B x D, or, equivalently, for all U € B and
V € D, there exist X € A and Y € C such that F(X) = U and G(Y) = V, by
surjectivity of F and G. Hence

(FRG)(X.Y) = (F(X),G(Y)) = (U, V).

If F: A— Band G: C — D are both injective, then the function F X G is injective:
indeed, if (F X G)(W,Z) = (F K G)(R, S), then
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(F(W),G(2)) = (FRG)(W,Z) = (FR G)(R,S) = (F(R),G(S)).

Hence F(W) = F(R) and G(Z) = G(S), by equality of ordered pairs. Consequently,
W = Rand Z = S, by injectivity of F and G. O

3.118 Definition (Bijectivity). A function F: A — B is bijective if and only if F
is both injective and surjective, which can be denotedby F: A & Bor F: A = B.

3.119 Example. With A := {0,1,2,3} and B := {1,2,4, 8}, the function P : A —
B defined by P := {(0, 1), (1,2), (2,4), (3, 8)} is bijective.

3.120 Example. For each set A the identity functionI4 : A — A, X — X is bijective.
Indeed, 14 is injective, because if I[y(W) = I4(X) then W = [,(W) = L(X) = X.
Similarly, I4 is surjective, because for each ¥ € A there exists X € A, in effect
X:=7Y,withY = I,(Y).

3.121 Example. For each proper subset S & A, the inclusion function ¢ : § — A,
X — X, is injective but not surjective. Indeed, ¢ is injective, for if W, X € § and
W # X, then (W) = W # X = ((X), whence (W) # (X). However, ¢ is not
surjective: because S is a proper subset of A, there exists some element Z in A \ S; in
particular, Z # X for each X € S, and, consequently, ((X) = X # Z, which means
that ¢ is not surjective. Thus, ¢ is not bijective either.

3.122 Example. For each nonempty set A and for each set B containing more than
one element, the canonical projection P4 : (A X B) — A is surjective but not
injective. Indeed, B contains at least one element Y € B, because B # ; hence,
X = P4(X.,Y) for each X € A. However, B also contains some Z € B such that
Y # Z. Consequently, (X,Y) # (X,Z), and yet P4(X,Y) = X = P4(X, Z), which
means that P4 is not injective. Thus, P4 is not bijective either.

3.123 Theorem. For all functions F: A — Band G : B — C,

* if F and G are both injective, then G o F is also injective;

* if F and G are both surjective, then G o F is also surjective;
* if F and G are both bijective, then G o F is also bijective;

e if G o F is injective, then F is injective;

* if G o F is surjective, then G is surjective;

* if G o F is bijective, then F is injective and G is surjective.

Proof. Assume that F and G are both injective. For all distinct elements W # X in
F°~’[2(G)], the injectivity of F ensures that F(W) # F(X). Hence G(F(W)) #
G(F(X)) by the injectivity of G. Hence, (G o F)(W) = G(F(W)) # G(F(X)) =
(G o F)(X), whence (G o F)(W) # (G o F)(X), so that G o F is injective.

Assume that F and G are both surjective. For each Z € C, the surjectivity of
G ensures the existence of an element Y € B such that G(Y) = Z. Hence, by the
surjectivity of F, there exists an element X € A for which F(X) = Y. Therefore,
(Go F)(X) = G(F(X)) = G(Y) = Z, which means that (G o F) is surjective.

In particular, if ¥ and G are both bijective, then G o F is also bijective.
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Assume that G o F is injective. For all distinct elements W # X in F°~!”[2(G)],
the injectivity of G o F ensures that (G o F)(W) # (G o F)(X), whence G(F(W)) #
G(F(X)). Because G is a function, G cannot take different values at the same
argument, whence it follows that F(W) # F(X), so that F is injective.

Assume that G o F is surjective. For each element Z € C, the surjectivity of Go F
ensures the existence of an element X € A such that (G o F)(X) = Z. Hence, letting
Y := F(X) demonstrates the existence of an element ¥ € B for which G(Y) =
G(F(X)) = (G o F)(X) = Z, which means that G is surjective.

In particular, if G o F is bijective, then F is injective and G is surjective. O

3.124 Definition (invertibility). A function F : A — B is invertible if and only if
there exists a function G : B — A for which Go F' = Iy ) and F o G = Ig). Such
a function G is denoted by F°~! and called the inverse function of F. Thus,

F~loF = I@(p),
FoF°~! = I@(G).

3.125 Example. With A :={0,1,2,3} and B := {1, 2, 4, 8}, the function
F:=1{(0,1),(1,2),(2,4),(3,8)}

is invertible, with inverse F°~! := {(1,0), (2, 1), (4,2), (8, 3)}.

3.126 Theorem. Each function F : A — B admits at most one inverse function.
Moreover, if G: B — A is an inverse function for F, then G consists of all pairs
obtained by swapping the coordinates in each pair of F.

Proof. Assume that G is an inverse function for F', which means that G o F' = Iy,
and F' o G = Iy, and consider the set

H:={Y.X): (X.Y)€F}.

If (X,Y) € F, then X € Z(F). Because G o F = Iy(r), it follows that there exists
some Z € B such that (X,Z) € F and (Z,X) € G. With (X,Y) € F and (X,Z) € F,
it follows that Y = Z, because F is a function. This shows that if (Y, X) € H, so that
(X,Y) € F,then (Y,X) = (Z,X) € G, whence G C H.

Conversely, If (Z,X) € G, then Z € Z(G). Because F o G = Iy (g it follows that
there exists some W € 2(F) such that (Z, W) € Gand (W,Z) € F. With (Z,X) € G
and (Z, W) € G, it follows that W = X, because G is a function. This shows that if
(Z,X) € G, then (X,Z) € F, whence (Z,X) € H, so that G C H.

Finally, G = H, which shows that if F has an inverse function G, then the only
possibility is G = H. Thus, G = H = F°~' = {(Y,X) : (X,Y) € F}. |

3.127 Theorem. For each function F : A — B with 2(F) = A, the function F is
invertible if and only if F is bijective.
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Proof. Assume that F is invertible, with inverse G := F °—~1 Because F o F°~! =
Iyc) is surjective, it follows from theorem 3.123 that F is surjective. Similarly,
because F°~l o F = Iy(F) is injective, it follows from theorem 3.123 that F is
injective.

Conversely, assume that F is bijective. Construct an inverse function by means
of the set G defined by swapping both coordinates in each pair of the function F:

G ={Y.,X): X,Y) eF}.

Then verify that G is the inverse function of F.

First, the injectivity of F ensures that G is a function: if (Y, X) € G and (Y, W) €
G, then (X,Y) € F and (W,Y) € F, whence X = W by injectivity.

Second, G o F = Ig). Indeed, if (X, Z) € (G o F), then there exists some Y € B
for which (X,Y) € F and (Y,Z) € G. Consequently, (Z,Y) € F, and again the
injectivity of F shows that X = Z, whence (X, Z) = (X, X). Thus, (G o F) C Iy).
Because the foregoing reasoning holds for each X € Z(F), however, it also follows
that Iyr) € (G o F), and thus (G o F) = Iy).

Finally, F o G = Iy(g). Indeed, if (Y, W) € (F o G), then there exists some X €
2(G) with (Y, X) € Gand (X, W) € F.From (Y, X) € G, it follows that (X, Y) € F.
Because F is a function, it also follows that Y = W, whence (Y, W) = (Y, Y). Thus,
(F 0 G) C Iy). Then the surjectivity of F' guarantees that for each Y € Z(G) there
exists some X € A with (X, Y) € F. Hence, (Y,X) € G and then (Y, Y) € (F o G),
so that Iy € (F o G). Therefore, (F o G) = Ip. O

Some situations involve a concept more general than invertibility.

3.128 Definition (left or right invertibility). A function F : A — B is invertible
on its left, or left invertible, if and only if there exists a function G : B — A for
which G o F = I ). Such a function G is called a left inverse function for F.

Similarly, a function F : A — B is invertible on its right, or right invertible,
if and only if there exists a function G : B — A for which F o G = Iy(g). Such a
function G is called a right inverse function for F.

3.129 Example. With A := {0,1,2} and B := {0,1,2,3,4,5,6,7,8,9}, the
function F' : A — Bdefined by F := {(0, 1), (1, 3), (2, 9)} has a left inverse function

G:={(1,0),(2,0),(3,1),(4,0),(5,0),(6,0), (7,0), (8,0),(9,2)}.

3.130 Example. For A := {4,6,8,9} and B := {2, 3}, the function F : A — B with
F:=1{4,2),(6,3),(8,2),(9,3)} has aright inverse G := {(2,4), (3,6)}

3.131 Example. Perspectives to draw a picture of space A on a flat screen B C A
can be represented by a function F': A — B, mapping each point X in space A to its
image F(X) on the screen B. For such perspectives, each point ¥ € B on the screen
B is its own image, so that F'(Y) = Y. Thus the inclusion function (3 : B — A is a
right inverse for F, because (F o t3)(Y) = F[ip(Y)] = F(Y) = Y forevery Y € B,
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so that F' o 15 = Ip. In contrast, such a perspective F has no left inverse, because F
maps many points in space to the same image on the screen.

The existence of a left-inverse G : B — A for a function F : A — B indicates
that for each Y € B the equation F(X) = Y has at most one solution. In contrast, the
existence of a right-inverse G : B — A for a function F : A — B indicates that for
each Y € B the equation F(X) = Y has at least one solution.

3.7.3 The Set of all Functions from a Set to a Set

This subsection shows that all the functions from any fixed set into any fixed co-
domain form a set.
Theorem 3.132 shows that all the functions between two fixed sets form a set.

3.132 Theorem. For all sets A and B, all the functions from any subset of A to B are
the elements of a set, of which all such functions defined on all of A form a subset.

Proof. By definition 3.66, the power set &?(A x B) is the ser of all the relations
between A and B. By definition 3.81, every function F' : A — B defined on any
subset of A is also a relation, so that F € &?(A x B). By the axiom of separation
(page 124), with a formula stating that a relation ' € &?(A x B) is a function, all
such functions form a subset of &?(A x B), denoted here by %, p:

yA—>B
= {F e P(AxB): VWVYXVY[([(X.Y) € FIA[(W.Y) € F]) = (X = W)]}.
For each subset D C A, again by the axiom of separation (page 124), with a formula

stating that the domain of F is D, the functions F : D — B defined on all of D form
a subset of %p_, g, denoted here by BP:

BY:={F e Zpp: VX[(X € D) = (AY[(X.Y) € F])]}.

The case D := A corresponds to the set B of all functions from all of A to B. O
Definition 3.133 sets the notation from the proof of theorem 3.132.

3.133 Definition. For all sets A and B, the set of all functions ' : A — B defined
on any subset of A is denoted by .%,_,p. The set of all functions F : A — B defined
on all of A is denoted by B*.

3.134 Example. If A = &, then A x B = @ x B = & for every set B regardless of
B. The only subset F := @ C @ = A x B is a function from A to B with domain A.
Hence if K = @ = 0, then B = B’ = {@&} = {0}. Thus there exists a function of
zero variable with zero value in every set B, and this function is the natural number
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zero. This function of zero variable allows for a minimal set of starting functions in
some contexts, for instance, with primitive recursive functions [109, p. 926].

3.135 Theorem. For all sets A and B, U BP = Z,4_p.
DCA

Proof. For each subset D C A, the set BP consists of all the functions F : D — B
defined on all of D C A, whence B? C .%,_,p, or, equivalently, B? € P(F4_.5)
and hence {B? € 2(F4-5): D € P(A)} is also a set. Consequently so is its union
by the axiom of union (page 127): | Jpc, B? € Fa—p. Conversely, each function
F € Z4_,p is defined on all of its domain, which is a subset D C A, so that F € BP.
Hence also Z4—p € |Jpcy BP. O

3.136 Theorem. For all sets A and B, for each set 2 C Z(A) of subsets of A, all
the sets BP for every D € 9 also form a set Fgp € P(Fa_p). Hence the union
UZ2.5 = Upey B® is also a set.

Proof. For each set 2 C Z(A) of subsets of A, all the sets BP for every D € 2
also form a subset of Z(%#4_.p), denoted here by % p:

Fgp ={E€ P[PAxB)]: ID[(D € ) A (E =B")]},

where E = BP is an abbreviation of the formula resulting from the axiom of
extensionality (page 111) and the preceding two applications of the axiom of
separation (page 124). Hence the union | ) Z4 5 = | Upeo, B is also a set,

\J o5 ={F € Zaop: ID[(D € 2) A (F € B},

by the axiom of union (page 127). O

Theorem 3.137 reveals a bijection between the set CA*# of all functions defined
on a Cartesian product A x B into a set C and the set (C®)* of all functions from A
into the set C? of all functions defined on B into C.

3.137 Theorem. For all sets A, B, C, there is a bijection from CA*® onto (CP)A.

Proof Define a function H : C**® — (CP)* as follows. For each element F €
C*B_ which is a function F : A x B — C defined on all of A x B, define an element
H(F) € (C®)4, which is a function H(F) : A — C? defined on all of A, so that for
each X € A the image [H(F)](X) € C? is a function [H(F)](X) : B — C defined on
all of B, defined for each Y € B by

H: ¥ — (CP),
F — H(F),
UHB]X0}Y) = FX, Y).
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Similarly, define a function L : (C?)4 — C**F as follows. For each element G €
(CB)YA, define an element L(G) € C**E, which is a function L(G) : A x B — C,
defined by [L(G)](X,Y) := [GX)](Y).
L: (C® - c¥®,
G — L(G),
[L(GD]X.Y) = [GXO](Y).

Then Ho L = I(¢sy and Lo H = Icaxs, whence H and L are inverses of each other:

(Lo H)(F)I(X.Y) = {LIH(F)]}(X.Y)
= {HIIX)}(Y)
= F(X,Y);
{(H o L)(G)](X)}(Y) = [{H[LG)}X)](Y)
= [L(G]X.T)
= [GXO](D).

Thus (L o H)(F) = F and (H o L)(G) = G. Hence H and L are bijections. O

3.7.4 Exercises on Injective, Surjective, and Inverse Functions

3.151. ForeachF: A— Bandlg: B— B,provethatlzo F = F.
3.152. ForeachF: A— Bandly: A — A, provethat Foly = F.
3.153. ForeachF: A— Band @ : @ — A, prove that Fo & = .
3.154 . Prove that if a function has a left inverse, then it is injective.
3.155 . Prove that if a function is injective, then it has a left inverse.
3.156 . Prove that if a function has a right inverse, then it is surjective.

3.157 . Provide an example of a function with a right inverse but no left inverse.
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3.158 . Provide a function with a left inverse but no right inverse.
3.159 . Provide a function that has more than one left inverse.

3.160 . Provide a function that has more than one right inverse.

3.8 Equivalence Relations

3.8.1 Reflexive, Symmetric, Transitive, or Anti-Symmetric
Relations

Besides functions, mathematics contains several other types of relations. For
instance, ordering relations define orders or rankings, whereas equivalence relations
define equivalences relative to certain criteria. Such various types of relations can
be defined by combinations of several features called reflexivity, symmetry, and
transitivity.

3.138 Definition (Reflexivity). For each set A, a relation R C A X A is reflexive if
and only if (X, X) € Rforeach X € A:
VX{(X € A) = [(X,X) € R]}.

As a graph, a reflexive relation contains at least a single loop at each vertex:

(x.x) C@ @3 (v,7)

3.139 Theorem. A relation # C A X A is reflexive if and only if Ay C Z.

Proof. A relation Z C A x A is reflexive if and only if (X, X) € & forevery X € A,
in other words, if and only if % contains the set {(X,X) : X € A} = A,. O

3.140 Example. For each set A, the diagonal A4 is a reflexive relation.

3.141 Example. For each set A and its power set &?(A), the relation C on £ (A) is
reflexive. Indeed, B C B for each B € Z(A).

3.142 Counterexample. The relation of membership € is not reflexive. For
instance, if A = {J}, then & € A, but & ¢ . Thus € is not reflexive on
A X A.

3.143 Definition (symmetry). For each set A, a relation R C A x A is symmetric
if and only if (X, Y) € R is equivalent to (Y,X) e Rforall X e Aand Y € A:

VXVY([(X.Y) € R] & [(Y.X) €R]).
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As a graph, a symmetric relation contains edges in either both directions or neither:

(X,Y)

OWBORNO

(Y,.X)
3.144 Example. For each set A, the diagonal A, is a symmetric relation.

3.145 Counterexample. The relation of membership € is not symmetric in gen-
eral: if A := { @, {@} }, then @ € {@} but {@} ¢ ; thus € is nor symmetric.

3.146 Definition (transitivity). For each set A, a relation R C A x A is transitive
if and only if (X,Y) € Rand (Y,Z) € Rimply (X,Z) e Rforall X,Y,Z € A:

VXVYVZ({[(X.Y) € RI A[(Y.Z) € R]} = [(X.Z) € R])

As a graph, a transitive relation completes two consecutive edges into a triangle:

(X, Y)

3.147 Example. For each set A, the diagonal A, is a transitive relation.

3.148 Example. For each set A, the relation € on Z(A) is transitive: for all U €
PA),VePA,WePA),fUCVandV C W, thenU C W.

3.149 Counterexample. The relation of membership € is not transitive in general:
ifA = { 2. (2}, {{2}) } then @ € {@} and {@} € {{@}}, but @ ¢ {{2}}.

3.8.2 Partitions and Equivalence Relations

The concept of an equivalence relation on a set corresponds to a “partition” of that
set into a union of disjoint subsets called “equivalence” classes.

3.150 Definition (equivalence relations). For each set A, a relation R C A X A is
an equivalence relation if and only if R is reflexive, symmetric, and transitive.
3.151 Example. For each set A, the diagonal A, is an equivalence relation.

3.152 Example. The set A := {0, 1,2, 3} admits an equivalence relation

Z = 1{(0,0), (1,1),(2,2).(3.3), (0,2), (2,0), (1, 3), 3, 1)}
= A4 U{(0,2),(2,0),(1,3), (3, D)}
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* The relation & is reflexive because it contains the diagonal
Aq = {(0,0),(1,1),(2,2),(3,3)}.

e The relation & is symmetric: it contains (0, 2), (2, 0), as well as (1, 3), (3, 1).

e The relation & is transitive because if it contains (X, Y) and (Y, Z), then it
contains (X, Z), for instance, (0, 2) and (2, 0) hence (0, 0); (2, 0) and (0, 2) hence
(2,2), as well as (1, 3) and (3, 1) hence (1, 1); (3, 1) and (1, 3) hence (3, 3).

3.153 Counterexample. The relation of membership € is not an equivalence
relation in general, because it is not symmetric and not transitive.

3.154 Definition (partition). A partition of a set A is a set .# C Z?(A) of subsets
of A with all of the following properties.

* No member of . is empty: VV{(V € %) = (V # @)}
 The union of all the members of .# “covers” A, which means that A = (| J %) .
* All pairs of distinct members of .% are disjoint:

VV(YW{(V e Z)A(We.F)A (V£ W)= [(VOW) =a]}).

3.155 Example. The empty set @ admits only one partition: the empty set # = &.
3.156 Example. Each nonempty set S has a partition: the singleton .% = {S}.

3.157 Example. The set A := {0, 1, 2,3} admits a partition .# into two disjoint
sets, Z = {{0,2}, {1,3} }:

e No member of .% is empty: {0,2} # @ and {1, 3} # @.
e The unions of the members of .% covers A, so that {0, 1,2, 3} = {0,2} U {1, 3}.
 Distinct members of .# are disjoint: {0,2} N {1,3} = @.

3.158 Definition (relations from partitions). For each partition % C Z(A) of
each set A, define a relation R+ on A so that R relates elements X € Aand Y € A if
and only if X and Y belong to the same element of the partition .%:

[(X,Y)€eRz] < {IB[(Be ) A (X € B) A (Y € B)]}.
3.159 Theorem (equivalence relations from partitions). For each set A and for

each partition F of A, the relation R z is an equivalence relation.

Proof. The relation R # is reflexive: for each X € A, the partition .% has an element
B € . that contains X, because .% covers A. Thus X and X both belong to the same
B € %, whence (X, X) € Rz. Symbolically,
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VX{(X € A) = [(X,X) € Rz]} yetunproved,
¢ definition 3.158 for Rz,
VX({X €A} =
{3B[(B € Z) A (X € B) A (X € B)]})
¢ tautology [(P) A (P)] & (P),
VX({X €A} =
{3B[(B € #) A (X € B)]})
¢ definition of | _J.
AcUZ)
which is universally valid by definition of a partition.
The relation Rz is symmetric: (X, Y) € R if and only if the partition .# has an

element B € .% that contains X and Y, whence B contains Y and X, which means
that (Y, X) € R#. Symbolically, from the tautology [(P) A (Q)] < [(Q) A (P)],

- vxvy{[(x cA) A (Y €A)] >
({IBIBe F)NXeBA(Y B} &
(3B[(Be Z)A(Y €B) A (X € B)]}})}
¢ definition 3.158 for R .
VX[VY([(X € A) A (Y €A)] =
{{X.Y) e Rz] & [(Y.X) € R5]})]
The relation R4 is transitive: if (X,Y) € Rz, then the partition .# has an element
B € % that contains X and Y. If also (Y,Z) € Rz, then the partition .# has an
element C € % that contains Y and Z. However, from X € B and Y € C it follows

that X € (B N C), whence B and C are not disjoint and hence B = C, by definition
of a partition. Consequently, X € B and Z € B, and, therefore, (X,Z) € Rz. m]

3.160 Definition (equivalence classes). For each equivalence relation R C (AxA),
and for each element X € A, define the subset [X]g of all the elements ¥ € A
equivalent to X with respect to R, called the equivalence class of X:

Xlg:={YeA: (X,Y) eR}.
Then let .%#% consist of all such equivalence classes:
}\R = {[X]R (S @(A) X GA}.

Another common notation for Fg is A/R, so that #r = A/R = {[X]zr : X € A}.
The set Z#gr = A/R of all equivalence classes is also called the quotient of the set A
by the relation R.

3.161 Example. For each set A, the equivalence classes of the “diagonal” equiva-
lence relation A4 consist of every singleton [X]4, = {X} for every X € A. Thus
A/Ay = {{X}: X € A}.
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3.162 Example. For the set A := {0, 1,2, 3}, the equivalence relation

Z :=1{(0,0),(1,1),(2,2),(3.3),(0,2).(2,0). (1,3), 3. 1)}
= AA u {(0»2)’ (270)’ (lv 3)7 (37 1)}

corresponds to the equivalence classes

[0l = {0.2},
(1% = {1.3}.

Thus A/Z = {[0]%. [1]#}.

3.163 Theorem (partitions from equivalence relations). For each equivalence
relation R C (A x A), the set of subsets Fr € P (A) is a partition of A.

Proof. The partition % covers A: the reflexivity of R guarantees that (X,X) € R
for each X € A, whence X € [X]g, and hence X € (|J,e4 Bz) = (I Fr). Thus
A C (IJ%). The reverse inclusion follows from (| J %) C [ Z(4)] = A:

FVX{(Xe€A) = [(X,X) € R]} reflexivity of R,
¢ definition of [X]g,
VX{(X€A) = (X e [X]r)}
¢ definition of %,
VX{(X € A) = [([X]r € Fr) A (X € [X]R)]}
¢ definition of 3,
VX[(X € A) = {IB[(B € %) A (X € B)]}]
¢ definition of | J,
VX{(X €A) = [X € (U]}
¢  definition of C.
AcUA)]

Any two distinct elements of % are disjoint: if two members B and C of % are
not disjoint, then their intersection B N C contains an element X € A; by definition
of g, however, every element of B is equivalent to X, and so is every element of C,
whence B = [X]g = C, which is a negation of the distinctness of B and C. Finally,
g does not contain any empty element. Indeed, if A = &, then R C A x A, whence
R = @ and Fx = @, which does not contain any element, and hence no empty
element. If A # @, then % = {[X]|r: X € A} where X € [X]g, whence [X]g # @.
O

3.164 Example. For each equivalence relation R C A X A on a set A, the canonical
map, also called the quotient map, is the function P : A — A/R that maps each
element X € A to its equivalence class [X]g = {Y € A: (X,Y) € R}:

P:A — A/R,
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3.8.3 Exercises on Equivalence Relations

3.161. Prove that the empty relation @ C A x A is reflexive, symmetric, and
transitive.

3.162 . Prove that for each set A the relation of strict inclusion & on F(A) is not
reflexive.

3.163 . Prove that for each set A the relation of strict inclusion & on &?(A) is anti-
symmetric.

on Z(A) is

3.164 . Prove that for each set A the relation of strict inclusion g
transitive.

3.165. Forthe set A := {0, 1,2, 3,4, 5}, verify that the following relation &% is an
equivalence relation, and list all its equivalence classes:

0.4)
0.2)

(0.0)

3.166 . For the set A := {0, 1,2, 3, 4, 5}, verify that the following relation . is an

(1.5)
(1,3)
(1. 1)

2.4
2.2)

(2.0)

(3»5)
(3.3)

3.1

(4.4)
(4.2)

(4.0)

equivalence relation, and list all its equivalence classes:

(0,3)

(0.0)

(1.4)

(1.1

(5.2)

2.2)

(3.3)

(3.0)

(4.4)

4.1)

(5.5
(5.3)

6.

(5.5

2.5

3.167 . For the set B := {0,1,2,3,4,5,6,7}, verify that the following set .%# of
subsets is a partition, and list the corresponding equivalence relation:

F :={{0,2,4,6}, {1,3,5,7} \.

3.168 . For the set B := {0,1,2,3,4,5,6,7}, verify that the following set ¢ of
subsets is a partition, and list the corresponding equivalence relation:

¢ = {{0,4}, {1,5}, {2,6}, {3.7} }.

3.169 . Prove that R(#,) = R for each equivalence relation R.

3.170 . Prove that F ;) = .# for each partition .%.
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3.9 Ordering Relations

3.9.1 Preorders and Partial Orders

Besides the reflexivity, symmetry, and transitivity used to define equivalence
relations, such other types of relations as rankings also require different variations
of these concepts, as introduced here (with the terminology of Suppes [128, §3.2,
p. 69]).

3.165 Definition (strict, irreflexivity). For each set A, a relation R € A X A is
irreflexive, or, equivalently, strict, if and only if R does not relate any element of A
to itself:

VX{(X € A) = [(X,X) ¢ R]}.

3.166 Example. The empty relation @ is strict, because the conclusion (X, X) ¢ @
is universally valid.

3.167 Example. For each set A, the relation of strict inclusion C is strict on Z(A).
Indeed, for all subsets V C A and W C A, the definition of V C W includes the
requirement that V # W, so that (V C W) = (V # W). Contraposition then
confirms that (V = W) = (V ¢ W),sothat V ¢ V.

One method to specify a ranking or direction on a set removes the requirement
of symmetry from the concept of equivalence, which gives the following concept of
preorder.

3.168 Definition (preorder or quasi-order). For each set A, arelation R C A X A
is a preorder or a quasi-order, if and only if R is reflexive and transitive. It is a
strict preorder if and only if R is irreflexive and transitive.

3.169 Example. Consider the set A := {0, 1, 2}.
The relation 2 := {(0,0), (0,1), (1,0), (1, 1), (2, 2)} is a preorder.
The relation Z := {(0,0), (0, 1), (1, 1), (2, 2)} is a preorder.
The relation . := {(0, 1)} is a strict preorder.

3.170 Example. For each set A, the diagonal Ay is a preorder. If A # &, then Ay is
not strict, because there exists X € A and then (X, X) € Aa.

3.171 Example. For each set A the relation C is a preorder on &?(A). The relation
C is not strict because @ € Z(A) and @ C @.

3.172 Example. For each set A, the relation C is a strict preorder on Z(A).

The concept of a preorder R allows for “circular” rankings, with (X, Y) € R and
(Y,X) € R even though X # Y. To specify different types of rankings, a different
concept — anti-symmetry — becomes necessary.
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3.173 Definition (anti-Symmetry). For each set A, a relation R € A x A is anti-
symmetric if and only if (X,Y) € Rand (Y,X) € Rimply X = Y-

VX(VY[{[(X.Y) e RIA[(Y.X) € R} = (X = Y)]).

3.174 Example. For each set A, the diagonal A4 is an anti-symmetric relation.

3.175 Example. For each set A, the relation C on Z(A) is anti-symmetric. Indeed,
for each B € #(A) and for each C € #(A),if B < C and C C B, then B = C.

Similar features can also be defined through the following concept of asymmetry.

3.176 Definition (asymmetry). For each setA, arelation R C A XA is asymmetric
if and only if (X, Y) € R implies (Y, X) ¢ R foreach X € A and each Y € A:

VX(VY{[(X,Y) € Rl = [(Y,X) ¢ R]}).

3.177 Example. Consider the set A := {0, 1, 2}.

The relation 2 := {(0,0),(0,1),(1,0),(1,1),(2,2)} is not asymmetric: 2
contains (0, 1) and (1, 0).

The relation Z := {(0,0), (0,1), (1, 1), (2,2)} is not asymmetric: &% contains
(0,0), (1, 1), and (2, 2).

The relation . := {(0, 1)} is asymmetric.

3.178 Example. The following relation is not asymmetric, not anti-symmetric, not
irreflexive, not reflexive, not symmetric, and not transitive:

(X,Y)
C@/—\ (¥,2)
REOWBOS 0
(%, X)

In contrast to preorders, “partial orders” do not allow for circular rankings.

3.179 Definition (partial order). For each set A, a relation R C A X A is a partial
order if and only if R is reflexive, anti-symmetric, and transitive. It is a strict partial
order if and only if R is irreflexive and transitive.

3.180 Example. Consider the set A := {0, 1, 2}.

The relation 2 := {(0,0),(0,1),(1,0),(1,1),(2,2)} is not a partial order,
because it is not anti-symmetric: 2 contains (0, 1) and (1, 0) but 0 # 1.

The relation Z := {(0,0), (0, 1), (1, 1), (2, 2)} is a partial order.

The relation . := {(0, 1)} is a strict partial order.

3.181 Example. For each set A, the diagonal A, is a partial order.
3.182 Example. For each set A the relation C is a partial order on Z(A).

3.183 Example. For each set A the relation & is a strict partial order on &(A).
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As their names might suggest, neither preorders nor partial orders need relate all
elements to one another. Relations that do so are called strongly connected.

3.184 Definition (Strong connectivity). For each set A, a relation R € A x A
is strongly connected if and only if (X,Y) € R or (Y,X) € R (including both
possibilities) for each X € A and for each Y € A:

VX[VY([(X € A) A (Y € A)] = {[(X.Y) € R] V [(Y.X) € R]})].

Strict rankings replace strong connectivity by connectivity.

3.185 Definition (connectivity). For each set A, arelation R C A X A is connected
if and only if (X,Y) € Ror (Y, X) € R (including both possibilities) for all distinct
X eAandY € A (such that X # Y):

VX[VY([(X € A) A (Y €A) A X #Y)] = {[(X.Y) € R]V[(Y.X) € R]})].

3.186 Example. Consider the set A := {0, 1, 2}.

The relation 2 := {(0,0), (0, 1), (1,0), (1, 1), (2,2)} is neither connected nor
strongly connected, because it contains neither (0, 2) nor (2, 0).

The relation .7 :={(0,0),(0,1),(0,2),(1,1),(1,2),(2,2)} is strongly
connected.

3.9.2 Total Orders and Well-Orderings

The geometric “direction along a line” corresponds to a total order, also called
linear order, complete order [71, p. 14], or simple order [71, p. 14], [128, p. 69].

3.187 Definition (total order). Foreach set A, arelation R C A XA is a total order,
or total ordering, if and only if R is a strongly connected partial order (strongly
connected, reflexive, anti-symmetric, and transitive). It is a strict total order if and
only if R is connected, irreflexive, and transitive.

3.188 Example. The empty relation on the empty set is a strict total order.

3.189 Example. For each set S and the singleton A = {S}, the relation C on
P(A) = {@, {S}}, is a total order. Indeed, & C @, @ C {S}, and {S} C {S}.

3.190 Counterexample. The relation C is not a total order in general. Thus, if
A:={2, {a}}

then C is not a total order on the power set

2@ ={2. (@} {2}}. {2 (2} } }.
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because

{2} ¢ { {2} },
{{2}} ¢ {2}

Thus the relation C contains neither the pair ( {@}, { {} } ) nor the pair
( { {2} }, {o} ) Instead, for this set A the relation C takes the following form:

{tet) cle {o}}
U U

g C {a}

Some relations that are not total orders can restrict to total orders on subsets.

3.191 Definition (chain). For each set A, and for each relation R € A x A, a subset
B C A is a chain if and only if the restriction R|p is a total order on B.

In particular, for each total order R on each set A, the set A is a chain relative to R.

In partially ordered sets, a subset might have a first element, which precedes
every element of that subset, or a last element, which follows every element of that
subset.

3.192 Definition (first or last element). For each set A, for each subset B C A,
and for each partial order R C A X A, an element X € B is a minimum, or first, or
smallest, element in B if and only if (X, Y) € R for each Y € B. A first element of
B is also denoted by min(B). Similarly, an element Z € B is a maximum, or last,
or largest, element in B if and only if (Y, Z) € R for each Y € B. A last element of
B is also denoted by max(B).

3.193 Example. For each set A and for the relation C on £?(A), the element @ €
P (A) is a first element of FP(A). Indeed, @ C C for each C € F(A). Also, the
element A € F(A) is a last element of #2(A). Indeed, C C A for each C € Z(A).

3.194 Definition (well-ordering). For each set A and for each partial order R C
A XA, the set A is well-ordered by R if and only if each nonempty subset B C A has
a first element. A relation R is called a well-ordering (for the lack of a grammatical
and logically equivalent terminology) if and only if A is well-ordered by R.

3.195 Remark. Instead of requiring that a well-ordering be a partial order [30,
p. 31], some texts impose the stronger requirement that a well-ordering be a total
order [71, p. 29]. Yet the insistence on a total order is redundant; indeed, if each
nonempty subset has a first element, then a partial order is automatically a total
order [128, p. 74-76].
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3.196 Example. The set {@} = Z (D) is well-ordered by the relation of inclusion
C. Indeed, the only nonempty subset of {&} = (@) is {T}, and it has a first
element, namely @, because @ C C for each C € {@}.

3.197 Theorem. Every subset of a well-ordered set is well-ordered.

Proof. Each nonempty subset E C B of a subset B C A of a set A with a well-order
< is also a subset £ C A and hence has a first element. Thus < induces a well-order
on B. a

3.198 Definition (upper or lower bound). For each set A, for each subset B C A,
and for each partial order R € A X A, an element Z € A is an upper bound for B
if and only if (Y,Z) € R for each Y € B. Similarly an element X € A is a lower
bound for B if and only if (X, Y) € R foreach Y € B.

Thus a last element can differ from an upper bound because an upper bound
need not belong to the same subset. Similarly a first element can differ from a lower
bound because a lower bound need not belong to the same subset.

3.199 Definition (maximal element). For each set A, for each subset B C A, and
for each partial order R C A X A, an element Z € B is a maximal element of B if
and only if [(Z,Y) € R] = [(Y,Z) € R] for each Y € B. In other words, Z € B
is a maximal element of B if and only if every element Y € B that follows Z also
precedes Z (which allows for the possibility that no Y € B follows Z).

Similarly, an element Z € B is a minimal element of B if and only if [(Y,Z) €
Rl = [(Z,Y) e R| foreach Y € B.

Thus, either a maximal element precedes no element, or it follows every element
that it precedes, but in either case it belongs to the same subset. For instance, a
last element is a maximal element. However, a maximal element need not be a last
element.

3.200 Example. Consider the set A := {0, 1,2} and the relation
2 :={(0,0),(0,1),(1,0),(1,1),(2,2)}.

The element Z := 2 is maximal in A, because the hypothesis (Z,Y) € 2in[(Z,Y) €
9] = [(Y,Z) € 2] is False for each Y # 2 in A. Yet 2 is not a last element in A,
because 2 does not follow every element: (0,2) ¢ 2 and (1,2) ¢ 2.

Such notions as the geometric direction on an “infinite line, plane, or space”
require another axiom, the axiom of infinity, which forms the subject of chapter 4.

Axiom S7 (Axiom of infinity) There exists a set I, such that @ € I, and for each
element C € T its successor C U {C} is also an element of I:

FAl[(@ e) A (YC{(CeD) = [(CU{C) €T]})].

The concept of well-ordered sets allows for many logically equivalent statements
of the last axiom of Zermelo-Frankel set theory [30, Ch. 1, §9, p. 23, #9.2(3)].
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Axiom S8 (Axiom of choice) For each set .7 of nonempty sets (A # @ for each
A € %), there is a “choice” function F : .% — |J.% with F(A) € A for each
Ae F.

The axiom of choice is logically equivalent to each of the following two
theorems, as proved in chapter 6.

3.201 Theorem (Zermelo’s Theorem). Every set is well-ordered by some
relation.

3.202 Theorem (Zorn’s Lemma). In a pre-ordered set A, if every chain in A has
an upper bound, then A has a maximal element.

3.9.3 Exercises on Ordering Relations

For the following exercises, determine all of the characteristics — among connec-
tivity, strong connectivity, reflexivity, irreflexivity, symmetry, anti-symmetry, asym-
metry, transitivity — of the given relation on the set A := {0, 1,2,3,4,5,6,7, 8, 9}.

3.171.

(0,9) (1,9) (3.9) (6,9)
(0,8) (1,8) (2,8) (4,8) (6,8)
0,7) (1,7)

(0,6) (1,6) (2,6) (3,6) (4,6)

(0,5) (1,5)

(0,4) (1,4) (2,4

(0,3) (1,3)

0,2) (1,2)

(0. 1)

3.172.

0,9) (1,9) 3,9 6,9) 9,9
0,8) (1,8) (2,8) (4,8) (6,8) (8,8)
0,7) (1,7) (7,7)

(0,6) (1,6) (2,6) (3,6) (4,06) (6,6)

0,5) (1,5) (5,5)

0,4) (1,4) (2,4 4.4)

0,3) (1,3) (3,3)

0,2) (1,2) (2,2)

0,1 (1,1)

(0,0)
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3.173.
0,9) (1,9) (3.9) (6,9)
(0,8) (1,8) (2,8) (4,8) (6.8)
0,7) (1,7)
(0,6) (1,6) (2,6) (3,6) (4,6) (8,6) (9,6)
s (0,5) (1,5)
‘ 0,4) (1,4) (2,4) (6,4) (8,4)
(0,3) (1,3) (6.3) 9,3)
0,2) (1,2) 4,2) (6,2) (8,2)
0,1) 2,1) (3,1) (4,1) (5,1) (6,1) (7,1) (8,1) (9, 1)
(1,0) (2,0) (3,0) (4,0) (5,0) (6,0) (7.0) (8,0) (9,0)
3.174.
0,9) (1,9) (3.9) (6.9) (9,9)
(0,8) (1,8) (2,8) (4,8) (6, 8) (8,8)
0,7) (1,7) (7,7)
(0,6) (1,6) (2,6) (3,6) (4,6) (6. 6) (8,6) (9,6)
o — ) 0.5 (1.5 (5,5)
: 0,4) (1,4) (2,4) (4,4) (6,4) (8,4)
(0,3) (1,3) (3.3) (6,3) (9,3)
0,2) (1,2) (2,2) 4,2) (6.2) (8,2)
0,1) (1,1) (2,1) 3,1) (4, 1) (5.1) (6, 1) (7,1) (8,1) (9, 1)
(0,0) (1,0) (2,0) (3,0) (4,0) (5,0) (6,0) (7,0) (8,0) (9,0)
3.175.
(1,9 9,9)
(1,8) (8.8)
(1,7) (7,7)
(1,6) (6, 6)
. (1,5) (5.5)
V= (1,4) (4,4)
(1,3) (3.3) 9,3)
(1,2) (2,2) (4,2) (8.2)
0,1) (1,1)
(1,0)
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3.176 .

(1,9 (3,9) (9.9)
(1,8) (2,8) (8.8)
(1,7) (7.7)
(1,6) (6, 6)

. (1,5) (5,5)
V= (1,4) (2,4) (4,4)

(1,3) (3.3) 9.3)
(1,2) (2,2) (4,2) (8,2)
0,1) (1,1) (2,1) 3,1) (4,1) (5,1) (6,1) (7,1) (8,1) (9, 1)

(1,0)

3.177 . Prove that for each set A the empty relation & C A X A is a partial order.
3.178 . Prove that a relation % is symmetric if and only if Z = %#°~.
3.179 . Prove that a relation % on A is irreflexive if and only if Z N Ay = @.

3.180 . Prove that a relation & on a set A is anti-symmetric if and only if #Z N
X C Ay

3.181. Prove that every strict partial order is asymmetric

3.182. Prove that if a relation is irreflexive and anti-symmetric, then it is also
asymmetric

3.183 . Prove that every asymmetric relation is also anti-symmetric.
3.184 . Prove that every asymmetric relation is also irreflexive.

3.185. Prove that a relation is a strict partial order if and only if it is asymmetric
and transitive

3.186 . Provide an example of an anti-symmetric but not asymmetric relation.
3.187 . Provide an example of an asymmetric and strongly connected relation.

3.188 . Exhibit an example of a set A for which the relation € on Z(A) is not a
total order: supply subsets B and C such that neither B € C nor C C B.

3.189 . Exhibit an example of a set A and a subset § C Z?(A) that is a chain with
respect to the relation C on L (A).

3.190 . Prove that if a function is surjective, then it has a right inverse.



Chapter 4
Mathematical Induction: Definitions and Proofs
by Induction

4.1 Introduction

This chapter introduces the concepts of mathematical induction and recursion.
Starting from first-order logic and the Zermelo-Fraenkel axioms of set theory,
including the axiom of infinity, the chapter establishes the theoretical basis for
proofs by the Principle of Mathematical Induction, followed by definitions through
mathematical induction, which forms the basis for the concept of primitive-
recursive functions. As an extended example, one section defines integer addition
and multiplication as primitive-recursive functions, and hence derives the basic
properties of integer arithmetic (associativity, commutativity, and distributivity) by
induction. Subsequent sections define ordering relations and derive cancellation
laws and exponential laws for integer and rational arithmetic. Another section
then applies arithmetic to the cardinalities of unions, intersections, differences, and
Cartesian products of finite sets. Yet another section focuses on denumerable and
other not-necessarily finite sets, leading to J. M. Whitaker’s proof of the Bernstein-
Cantor-Schroder Theorem within Zermelo-Fraenkel set theory. The prerequisites
for this chapter consist of a working knowledge of first-order logic and Zermelo-
Fraenkel set theory, for instance, as described in chapters 1, 2, and 3, which contain
all the logical and set-theoretical theorems cited in this chapter.

The concepts of “numbers” and “counting” allow for the determination and
comparison of the “sizes” of various objects. The same concepts also lead to precise
definitions of “infinite” sets, which then reveals an “infinite” variety of “infinite”
sets. For example, the number of particles in the universe is related to its mass,
volume, and density, which quantities might affect the fate of the universe, in
particular, whether the universe will remain finite or will expand to “infinity” [69,
p.445].

Mathematically, this chapter shows how the concepts of “numbers,” “arithmetic,”
“counting,” “computing,” and “infinity” fit within set theory, without any new
axiomatic system.
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4.2 Mathematical Induction

The principle of “mathematical induction” provides a method for proving theorems,
and also a method for specifying and analyzing many practical numerical calcula-
tions.

4.2.1 The Axiom of Infinity

The Principle of Mathematical Induction forms the theoretical basis for such
algorithms as counting and arithmetic, by means of sequences of definitions,
computations, and verifications, where the length of the sequence depends on the
situation. One framework to allow for sequences of yet unspecified lengths consists
in embedding all such sequences into one set N that already allows for sequences
of all lengths. To this end, with a construction attributed to John von Neumann [8,
p-22], [128, p. 129], [135], for each element X € N, the set N also contains a “next”
element X U {X}.

4.1 Definition. For each set X the successor of X is X U {X}.
4.2 Example. The successor of the empty set @ is the set @ U {@} = {T}.

A subsequent theorem will verify that for each set X € N the successor X U {X}
is strictly larger than X, so that X & (X U {X}). Within the theory presented so
far, however, nothing guarantees the existence of a set containing the successor of
each of its elements. To this end, a new axiom becomes necessary [8, p.21]. The
following version is identical to that of axiom S7 already mentioned in chapter 3.

Axiom S7 (Axiom of infinity) There exists a set I, such that @ € I, and for each
element C € T its successor C U {C} is also an element of I:

F3l[(@ e) A (YC{(CeD) = [(CU{C} €T]})].

Digits or other symbols can abbreviate the set notation for the elements of I.

4.3 Example. The set I described in axiom S7 contains the following elements.
0:=g,
1:=0U{0} = g U{0} = {T},

2:=1U{l}={o} U {{g}} = {2,{2}},
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3:=20{2}={2.{o}}U {{@,{@}}} = {@,{@}, {@,{@}}},

4:=3U{3} = % @, {2}, {2.{2}}, {@,{@},{@,{@}}} }

Such elements are called “natural numbers” (see remark 4.7 about 0).

The axiom of infinity does not restrict I to contain only the elements in
example 4.3, so that the set  might also contain other elements. Therefore, a further
construction with the preceding axioms becomes necessary to form a set containing
only the natural numbers. The construction selected here forms the intersection of
subsets of I, using a method common to several parts of mathematics [30, p. 66],
[34, p.21], [60, p. 132]. Specifically, denote by P the logical formula defined by

(P) & [(@eA)A(VX{(XeA) = [(XU{X}) eA])]

Thus the formula P asserts that a set A contains among its elements the empty set
and the successor of every one of its elements. The Axiom of Infinity asserts that
there exists a set I for which Subf’f (P) is True:

FaI[(@ e A (VXX D) = [(X U {X}) eT})].

The following construction forms a subset N C I containing only elements such as
those in example 4.3. To this end, consider the set % C Z(I) of all subsets B C 1
for which Subf‘g (P) is also True:

F = {B e 2(I): Subfi(P)}

- {B e 2(I) :
[(@ €B) A (VX{(X € B) = [(XU{X}) € B]})]}.

The following definition and theorems will confirm that N can be defined as () ..
4.4 Theorem. The set # = {B € P (1) : Subfy(P)} is not empty: 1 € F.

Proof. By the Axiom of Infinity (S7), the formula P is True for I, so that Subff (P)
is True. Moreover, I C 1. Therefore, I is a subset of I for which P is True, so that
(I € T) A [Subf} (P)] holds, which means that T € .%. O

From I the following definition extracts N as the smallest subset for which P
holds.
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4.5 Definition (natural numbers). The set of natural numbers, denoted by N, is
the intersection of all the elements of .7 :

N:= ﬂ F
A natural number is an element of N. Also, define N* := N\ {&}.

4.6 Remark. In the present theory, every natural number is a set.

4.7 Remark. Some texts exclude the element & from the set N. The two definitions
differ only in their terminology and lead to the same theory. Yet the definition of N
with @ € N has proved more convenient than without it in the context of set theory
[128, p. 121], ordinals [74], and in such situations as Kurt Gédel’s work [46] on
logic and mathematics. Therefore, the definition adopted here includes & € N.

The following theorems verify that P also holds for N.
4.8 Theorem. The set N = (| .F is not empty; indeed, & € N.
Proof. First, @ € Tand I € .# by theorem 4.4, whence @ € | J % . Second, for each

B € % the formula Subf‘g(P) holds, hence @ € B; consequently, & € (|.% = N.
O

4.9 Theorem. The formula P is True for N: VX {(X € N) = [(X U {X}) € N]}.

Proof. For each X, if X € N = (%, then X € B for each B € %, but then
(X U{X}) € Bforeach B € %, whence (XU {X}) € (|F =N. ]

4.10 Theorem. The set N is an element of %.

Proof. Theorems 4.8 and 4.9 show that @ € N and Subﬁ% (P) are True. Moreover,
N = (.# C L Thus, (N C I) A [Subf(P)] holds, whence N € .Z. O

The concept of “successor” can serve to specify functions defined on N.

4.11 Example. The “successor” function is defined by
G:={X.Y) e NxN): Y =XU{X}}
so that

G: N— N,
X > X U{X).

4.12 Definition (sequence). For each set E, a sequence in E is a function F : N —
E. Foreach N € N, the value F(N) can also be denoted by Fy, and then the function
F can also be denoted by (Fy) or (Fy)yen. Also, a finite sequence of length L in E
is a function S : L — E defined on some L € N. The value S(K) is also denoted by
Sk; then the function S is also denoted by (Sk) or (Sk)ker.

4.13 Example. The “successor’” function in example 4.11 is a sequence in N.

For convenience, mathematical usage abbreviates the successor NU{N} as N+ 1.
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4.14 Definition. For each natural number N, let N + 1 := N U {N} .

In general, the specification of functions defined on N requires a method known
as the Principle of Mathematical Induction, as described in the next subsections.

4.2.2 The Principle of Mathematical Induction

The following theorem forms the theoretical basis for the methods of proof by
induction and recursive computation. Specifically, the “Principle of Mathematical
Induction” shows that if a subset S € N contains &, and if S also contains the
successor X U {X} of each of its elements X, then S contains all the natural numbers:
S=N.

4.15 Theorem (Principle of Mathematical Induction). For each subset S C N, if
S contains the empty set and the successor of every one of its elements, then S = N.

Thus, = VS {(S CN)A [Subfg‘(P)] = (S = N)}; or, with Subfg (P) spelled out:
FVYS[(SSN)A (@ €S A(YX{XeS) = [(XU{X}) eS]}) = (S=N)].

Proof. f S € Nthen S € N = (.% C L If moreover Subf? (P) is True, then
S € Z by definition of .%. From S € .Z, it then follows that (|.% C S. Thus,
\F C S C %, whence (by theorem 3.10) equality holds: S = (% =N. O

4.16 Remark. The proof of theorem 4.15 derives, or, equivalently, deduces the
Principle of Mathematical Induction from the preceding axioms and inference rules
of logic and axioms or postulates of set theory. Therefore, in mathematics, all
inductive proofs are deductive:

In mathematical English, the words “inductive” and “deductive” may be used interchange-
ably for any kind of reasoning, except that the principle listed in [theorem 4.15] is usually
called the Induction Principle [114, p. 195, Remark].

The following example demonstrates a pattern amenable to induction.
4.17 Example. The elements of N in example 4.3 reveal the following pattern:

* Every element of 0 is also a subset of 0, so that - VX[(X € 0) = (X C 0)]. The
hypothesis X € 0 is False, whence the implication is universally valid.

¢ Every element of 1 = {@} is also a subset of 1, because @ € 1 and @ C 1.

* Every element of 2 = {@,{@}} is also a subset of 2. Indeed @ € 2 and @ C 2;
also, {@} € 2 and {@} C 2.

« Similarly, every element of 3 = {@, {2}, {2, {@}}} is also a subset of 3. Indeed

@ € 3 and @ C 3; moreover, {@} € 3 and {&} C 3; furthermore, {@{@}} €3
and {@,{@}} C 3.
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The proof of the following theorem shows the use of the Principle of Mathemat-
ical Induction to verify the pattern of example 4.17 for all natural numbers.

4.18 Theorem. ForallL € Nand N € N, if L € N then L C N.
Proof. This proof proceeds by induction with N. Define a set S C N by

S:={NeN: VL[(LeN)= (L<N)}

Initial step

If N := @, then L € @ is False, whence (L € @) = (L C @) is universally valid;
thus @ € S, by definition of S.

Inductive hypothesis

Assume K € S; thus VL[(L € K) = (L € K)] is True.

Inductive step

To verify the theorem for N := K + 1, assume that L € (K 4+ 1) = (K U {K}); then
L € K or L € {K}, by definition of the union K U {K}.

In the case L € K, it follows from the inductive hypothesis that L € K, whence
LCKC(KU{K})=(K+1)andthenL C (K + 1).

In the case L € {K}, it follows that L = K, whence L = K C (KU{K}) = (K+1)
andthen L C (K + 1).

Consequently L € (K + 1) in either case. Because L € (K + 1) forevery L € K,
it follows that (K + 1) € S.

Completion of the proof by induction

From the initial step @ € S, and from the inductive step, if K € Sthen (K + 1) € S;
it follows from the Principle of Mathematical Induction (theorem 4.15) that § = N.
Thus N € S forevery N € N: forevery N € N,if L € N then L C N. O

Theorem 4.18 holds for all natural numbers, but it can fail for other sets, as
demonstrated in counterexample 4.19.

4.19 Counterexample. If X = {@} and Y = {{&}} ,then X € Y but X £ Y,
because @ € X but @ ¢ Y . Theorem 4.18 does not apply to ¥ because ¥ ¢ N.

Similarly, theorem 4.20 shows that every natural number is also a subset of N.

4.20 Theorem. For every set N, if N € N, then N C N.
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Proof. This proof proceeds by induction with N.
For N =0 = @, @ C N by theorem 3.11.
As an induction hypothesis, assume that there exists K € N such that K C N.
For the induction step, from K € N follows {K} C N by theorem 3.22. Also,
K C N by induction hypothesis. Hence K + 1 = K U {K} C N. o

Theorem 4.20 holds for N but fails for other sets, as already demonstrated in
counterexample 4.19.

The following subsection demonstrates how to use the Principle of Mathematical
Induction to prove the “existence” of certain functions.

4.2.3 Definitions by Mathematical Induction

The preceding discussion has introduced the Principle of Mathematical Induction
as a method to prove theorems and verify formulae involving natural numbers. In
addition, the following theorem shows how the Principle of Mathematical Induction,
and the concept of unions of functions, also form the foundation of a method to
define by induction the values of some functions. The same method is also known
as recursion [18, p. 322, n. 526], [63, p. 10]; the resulting functions are also called
recursive functions, with a terminology attributed [49, p. 167] to Kurt Godel [43],
[46, p.46].

4.21 Theorem (Definition by Induction or Recursion). For each nonempty set C,
for each element A € C, and for each function G : C — C with domain 2(G) =
C, there exists exactly one function F : N — C that satisfies the following two
conditions:

(DMLO) F(0) = A.
(DMI.1) F(N + 1) = G[F(N)] for each N € N.

Proof. This proof verifies by induction that there exists a sequence of functions
(Fy), with each function Fy € (N x C) defined on the set Sy := (N U {N}) so that
the following two conditions hold:

(N.0) Fy(0) = A.
(N.1) Fy(I + 1) = G[Fy(I)] foreach I € Sy \ {N} = N.

Then the proof ends by verifying that the function F defined by F := | Jyey Fn,
so that F(N) = Fy(N), satisfies all the requirements.

Initial step

For N = 0, consider the set §; = {0}, and consider the function
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Fy: {0} — C,
0 A.

Then the function Fj just defined satisfies the following two conditions:

(0.0) Fy(0) = A.
(0.1) Fo(I + 1) = G[Fo(I)] foreach I € Sy \ {0} = @.

Moreover, there exists only one function of singletons Fy : {0} — {A}.

Induction hypothesis

Assume that there exists a natural number J € N such that the theorem holds for
N := J, so that for each L € S; = J U {J} there exists exactly one function F
satisfying the two conditions (N.0) and (N.1) for N := L.

Induction step

Let S € N consist of every N € N for which there exists exactly one function Fy
satisfying (N.0) and (N.1).

There exists exactly one function of singletons H; : {J + 1} — {G[F;(J)]},
because there exists exactly one function F; and hence exactly one value F; (/).

Define F;y, := F;UH;, which is a function because of the disjoint domains
S; N{J + 1} = @ (by definition 3.94 in chapter 3).

For I := J + 1, the definition of F;4, gives F;-1(J + 1) = H;(J + 1) =
G[F;(J)] = G[F;+1(J)]. For each L € S, \ {J} = J, the definition of F,y| gives
Firi(L+ 1) = F;(L+ 1) = G[F,(L)] = G[F;+1(L)] so that the following two
conditions hold:

( + 1.0) Fri1(0) = F(0) = A,
(J+ 11) FJ+1(L+ 1) = G[FJ+1(L)] for everyL € Sj+1 \{J+ 1}

Moreover, there exists exactly one such function F;4; because there exists exactly
one restriction F,|g,, namely F;, and exactly one value for F;;(J+ 1) = G[F,;(J)].

Completion of the proof of the theorem

Having constructed the sequence of functions (Fy), define a function F: N — C
by F(N) := Fy(N). Specifically, let

F .= UFN.

NeN

Then verify that
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(DML.1) F(0) = Fy(0) = 0.
(DML2) F(N+1) = Fy+1(N+1) = G[Fn+1(N)] = G[Fy(N)] = G[F(N)].

The uniqueness of F follows from the uniqueness of each restriction F|yt+; = Fy.
O

Because the proof of the validity of the method of recursion (theorem 4.21) relies
on mathematical induction (theorem 4.15), recursion is a logical consequence of
induction. The following sections show how recursion suffices to define arithmetic
with natural numbers.

4.2.4 Exercises on Mathematical Induction

4.1. With 5 := 4 U {4}, write 5 in terms of sets, as in example 4.3.
4.2 . With 6 := 5 U {5}, write 6 in terms of sets, as in example 4.3.
4.3 . Prove that every set is an element and a subset of its successor.

4.4 . Provide an example of a nonempty proper subset S & N that contains the
successor of every one of its elements.

Prove or disprove each of the following statements for all sets A and B.
4.5 . Prove or disprove that if A C B, then (A U {A}) € (BU {B}) .
4.6 . Prove or disprove that (A U {A}) U (BU {B}) = (AUB) U {A UB}.
4.7 . Prove or disprove that (A U {A}) N (BU {B}) = (AN B) U{A N B}.
4.8 . Prove or disprove that (A U {A}) \ (BU {B}) = (A\ B) U{A\ B}.
Prove or disprove each of the following statements for all K, L, M, € N.
4.9 . Provethatif K e Mand L e M,then K UL € M.
4.10. Provethatif K e MandL € M,then K NL € M.
4.11 . Outline a formal proof of theorem 4.4.
4.12 . Outline a formal proof of theorem 4.8.
4.13 . Outline a formal proof of theorem 4.9.
4.14 . Outline a formal proof of theorem 4.10.
4.15. Outline a formal proof of theorem 4.15.
4.16 . Prove that| JN = N.
4.17. Prove that N = @.

4.18 . For the successor function, prove that N = G°V (@) for each N € N*.
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4.19. Prove that if a subset V C N contains 2, and if V also contains the
“successor” XU{X} of each of its element X, then V contains all the natural numbers
exceptOand 1: V = N\ { @, {&} }. In other words, replace @ by { &, {&} }in P
to obtain the logical formula R defined by

(R) & [({ 2, {D}} € A) AVX{(X € A) = [(XU{X}) € Al}].

Prove that = VV [{(V € N) A [Subfy(R)]} = (V=N\{ 2. {2} }].

4.20 . Prove that if a subset U < N contains 1, and if U also contains the
“successor” X U {X} of each of its elements X, then U contains all the positive
natural numbers: U = N\ {@}. In other words, replace @ by {@} in P to obtain the
logical formula Q defined by

Q) & [({2} € A) AVX{(X € A) = [(XU{X}) € Al}].

Prove that - VU [{(U € N) A [Subf},(Q)]} = (U = N\ {@})].

4.3 Arithmetic with Natural Numbers

4.3.1 Addition with Natural Numbers

This subsection defines the addition of natural numbers and establishes some of
its properties, all by induction. Besides explaining the foundations of integer arith-
metic, the following considerations also provide examples of proofs by induction.

4.22 Definition (Addition). For every M € N, define

M+0:=M, (A0)
M+1:=MU{M}. (A])

Then for every M € N, define an addition function by induction, so that for every
N eN,

M+ (N+1):=(M+N) + 1. (A2)

4.23 Remark. According to definition 4.22, adding N amounts to adding 1 repeat-
edly N times. With an alternative but logically equivalent notation, for each M € N
definition 4.22 uses theorem 4.21 and the successor function

G: N— N,
N+ N+ 1,
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to specify by induction (recursively) an addition function F* : N — N such that

FM () := M, (A0)
G(L):=L+1, (A1)
FM(N +1) := G[F(N)]. (A2)
The following theorem shows that addition is associative.
4.24 Theorem. ForallP,Q,ReN, P+ Q)+ R =P+ (0O +R).
Proof. For each P and each Q, proceed by induction with R. For R := 0,

P+0)+0=P+0Q by (A0) with M := (P + 0).
= P + (Q + 0) by (A0) with M := Q.

Second, assume that there exists some K € N such that the theorem holds for R :=
K, sothat (P 4+ Q) + K = P + (Q + K) for each P and each Q; then

P+ +K+1)=[P+0Q +K]+1(A2),M:=(P+Q),N:=K,
= [P 4+ (Q 4+ K)] + 1 induction hypothesis,
=P+ [(Q+K)+1](A2),M:=P,N:=(Q+K),
=P+[0+ (K+1)](A2),M:=Q,N :=K.
O

The following three theorems show that addition commutes. The first theorem
shows that adding 0 commutes.

4.25 Theorem. Foreach N € N,0+ N = N.
Proof. Proceed by induction with N. First, establish the conclusion for N := 0:

04 0 = 0 by (AO) with M := 0.

Second, assume that 0 + K = K for some K € N, so that the theorem holds for
N := K; then

0+ (K+1)=(0+K)+1by(A2),
=K+1 induction hypothesis.

The second theorem shows that adding 1 commutes.

4.26 Theorem. foreachPeN 1+P =P+ 1.
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Proof. Proceed by induction with P. First, for P := 0,

1+0=1 by (A0) with M =1,
= 0+ 1 by theorem 4.25.

Second, assume that 1 + K = K + 1 for some K € N, so that the theorem holds for
P := K; then

1+ ((K+1)=(1+K)+1(A2) with M := 1 and N := K,
= (K + 1) + 1 induction hypothesis.

Finally, the third theorem shows that addition commutes.
4.27 Theorem. For all natural numbers P and Q, P+ Q = Q + P.
Proof. For each P € N, proceed by induction with Q. First,

P+0=P by (A0),
= 0 + P by theorem 4.25.

Second, assume that there exists K € N such that the theorem holds for Q := K, so
that R + K = K + R for each R € N; then for each P € N,

P+ (K + 1) = P+ (1 4+ K) induction hypothesis with R := 1,
= (P + 1) + K theorem 4.24,
= K + (P + 1) induction hypothesis with R := (P + 1),
= K + (1 + P) theorem 4.26,
= (K + 1) + P theorem 4.24.

4.3.2 Multiplication with Natural Numbers

This subsection defines by induction the multiplication of natural numbers and
establishes some of its properties, as well as some relations between addition and
multiplication. Besides a continuation of the foundations of integer arithmetic, the
following considerations also provide further examples of proofs by induction.

4.28 Definition (Multiplication). For every nonnegative integer M € N, define a

multiplication function by induction based on the following specifications:

M%0:=0, (M0)
Mx(N+1):= (M x*N)+M. (M1)
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4.29 Remark. By definition 4.28, multiplying M and N amounts to starting from
0 and adding M repeatedly N times. With an alternative but logically equivalent
notation, for each M € N, definition 4.28 uses a recursive definition with G (in
theorem 4.21) replaced by the addition function F* from remark 4.23,

G:=F™ . NN,
NN+ M,

to specify by induction a multiplication function H* : N — N such that

G(IL):=F"M(L) =L+ M,
H™(0) := 0, (MO0)
HM(N + 1) := G[HM(N)]. (M1)

4.30 Example. Multiplication by repeated addition, as in definition 4.28, was used
in the IBM® 604® [64, p.23 & 71] and IBM 650® [65, p. 35 & 36, §2].

The following theorem shows that multiplication distributes over addition on the
right-hand side.

4.31 Theorem. ForallP,Q,Re N, (P+ Q) *R= (P*R) + (Q xR).
Proof. For each P and each Q, proceed by induction with R. For R := 0,

(P+Q)+x0=0 (MO) with M := (P + Q),
=0+0 (A0) with M := 0,
= (P % 0) + (Q % 0) (MO) with M := P and (MO) with M := Q.

Second, assume that there exists K € N such that the theorem holds for R := K, so
that (P + Q) * K = (P * K) 4+ (Q * K) for each P and each Q; then

P+Q)x(K+1)=[P+0)*K|+ P+ Q) M), M :=P + Q,

= [(P* K) 4+ (Q * K)] + (P + Q) induction hypothesis,
= (PxK)+[(Q %K) + (P + Q)] theorem 4.24,

= (PxK) + [{(Q * K) + P} + Q] theorem 4.24,

= PxK)+[{P+ (Q* K)} + Q] theorem 4.27,

= (P*K) + [P+ {(Q * K) + Q}] theorem 4.24,

= [(P*K)+ P] 4+ [(Q * K) + Q] theorem 4.24,
=[Px(K+ 1D]+[0=*(K+1)] (M) twice.

a

The following three theorems show that multiplication commutes. The first
theorem shows that multiplication by 0 commutes.
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4.32 Theorem. For each natural number N € N, 0 * N = 0.

Proof. Proceed by induction with N. First, establish the conclusion for N := 0:
00 =0 (M0).

Second, assume that there exists K € N such that the theorem holds for N := K, so
that 0 * K = 0 ; then

0x(K+1)=(0%xK)+0 (M1),
=0+0 induction hypothesis,
=0 (A0).

The second theorem shows that multiplication by 1 commutes.
4.33 Theorem. For each nonnegative integer N € N, 1 x N = N.

Proof. Proceed by induction with N. First, establish the conclusion for N := 0:
1 %0 =0 (MO0).

Second, assume that there exists K € N such that the theorem holds for N := K, so
that 1 * K = K ; then

1*(K+1)=(10*K)+ 1 Ml),
=K+1 induction hypothesis.

Finally, the third theorem shows that multiplication commutes.
4.34 Theorem. For all nonnegative integers P,Q € N, Px Q = Q * P.
Proof. For each P € N, proceed by induction with Q. First, for Q := 0,

Px0=0 (M0),
= 0 * P theorem 4.32.

Second, assume that there exists K € N such that the theorem holds for Q := K, so
that P *x K = K *x P for each P € N; then

Px(K+1)=(Px*xK)+P (M1),
=(K=*xP)+P induction hypothesis,
= (K * P) + (1 * P) theorem 4.33,
=(K+1)xP theorem 4.31.

a

The next theorem shows that multiplication distributes over addition also on the
left-hand side.
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4.35 Theorem. ForallP,Q,Re N, Px(Q+R) = (P*xQ)+ (P*R).
Proof. Use commutativity and distributivity on the right-hand side (theo-
rems 4.34, 4.31):

Px(Q+R)=(Q+R)*xP theorem 4.34,
= (Q * P) + (R * P) theorem 4.31,
= (P * Q) + (P * R) theorem 4.34.

The following theorem shows that multiplication is associative.
4.36 Theorem. Forall P,Q,Re N, Px (Q*R) = (P*x Q) *R.
Proof. For all P, Q € N, proceed by induction with R. For R := 0,

Px(Q*x0)=Px0 (MO0),

=0 (MO0),
= (P *x Q) * 0 MO0) with M := (P % Q).

Second, assume that there exists K € N such that the theorem holds for R := K, so
that P x (O * K) = (P * Q) * K forall P,Q € N ; then

PxQ)*x(K+1D]=[P*xQ)*K]+ (P*Q) M) withM := (P * Q),
= [P x (Q * K)] + (P * Q) induction hypothesis,
=Px[(Q*K)+ O] theorem 4.35,
=Px[Qx*(K+1)] (M1).
a

There are other arithmetic operations with natural numbers, such as the factorial.

4.37 Definition. For each N € N, define N! (read “N factorial”) recursively by

0l:=1,
N+ D= N« (N+1).

4.3.3 Exercises on Arithmetic by Induction

The following exercises involve the following sets (also defined in example 3.35):
0:=g,

1 := {0},
2:={0, 1},
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4.21.
4.22.
4.23.
4.24.
4.25.
4.26.
4.27.
4.28.
4.29.
4.30.
4.31.
4.32.
4.33.
4.34.
4.35.
4.36 .
4.37.
4.38.
4.39.
440.
441.
4.42.
443.
444 .
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3:=1{0,1,2},
4:=1{0,1,2,3},
5:=1{0,1,2,3,4},
6:=1{0,1,2,3,4,5},
7:=1{0,1,2,3,4,5,6},
8:=1{0,1,2,3,4,5,6,7},
9:=10,1,2,3,4,5,6,7,8}.

Provethat1 4+ 1 = 2.

Prove that2 4+ 1 = 3.

Prove that3 4+ 1 = 4.

Prove that4 4+ 1 = 5.

Prove that 5 + 1 = 6.

Prove that 6 +1 = 7.

Prove that 7 + 1 = 8.

Prove that 8 +1 = 0.

Prove that 2 + 2 = 4.

Prove that 3 +2 = 5.

Prove that4 + 2 = 6.

Provethat54+2 = 7.

Prove that 6 4+ 2 = 8.

Prove that 742 = 9.

Prove that 3 + 3 = 6.

Prove that4 +3 = 7.

Prove that 5 + 3 = 8.

Prove that 6 + 3 = 0.

Prove that 4 4+ 4 = 8.

Prove that 5 44 = 9.

Prove that 2 x 2 = 4.

Prove that 3 x 2 = 6.

Prove that 4 x 2 = 8.

Prove that 3 %« 3 = 0.



4.4 Orders and Cancellations 205

4.45 . Prove or disprove that addition distributes over multiplication on the left.
4.46 . Prove or disprove that addition distributes over multiplication on the right.
The following exercises refer to the factorial specified by definition 4.37.

4.47 . Identify a set C and functions F and G that fit theorem 4.21 to justify
definition 4.37.

448 . Calculate 0!, 11, 2!, 31
4.49 . Prove or disprove that (P + Q)! = (P!) + (Q!) forall P,Q € N.
4.50 . Prove or disprove that (P x Q)! = (P!) x (Q!) forall P,Q € N.

4.4 Orders and Cancellations

4.4.1 Orders on the Natural Numbers

The set of natural numbers can model geometric concepts, for instance, a direction
from left to right, and algebraic concepts, for instance, increasing magnitudes:

0<1<2<3<4<5<6<7<8<9<...

For both types of concepts — geometric and algebraic — it suffices to introduce an
ordering relation on the natural numbers. To this end, this subsection shows that the
natural numbers are well-ordered by a relation < defined by

(M <N) & [(M=N)Vv (M eN).

From this well-ordering relation will result the laws of arithmetic cancellations,
which will also allow for the solutions of certain equations. The first results define
a strict order < in terms of the foundational relation € of set membership.

4.38 Definition. For all M, N € N, define M < N (read “M is less than N”) by
(M <N) & (M €N).

4.39 Example. 0 < 1because0 € 1: 0 = Fand 1 = {@}, so @ € {T}.
1 <2because 1 €2;1 = {@},2 = {@, {&}}, whence {@} € {2, {@}}.

The following theorem establishes the transitivity of the relation € on N.
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4.40 Theorem. Forall LM,N € N, ifLe M andM € N, then L € N:

VLYMVN{[(L e N) A (M € N) A (N € N)]

= [{(Le M)A (M eN)} = (LeN)].

Proof. Proceed by induction with N.

Initial step

If N := 0 = @, then for all nonnegative integers L, M € N the proposition M € &
is False, whence so is the conjunction (L € M) A (M € 0), and hence the implication
[(LeM)A M e0)] = (LeO0)is True.

Induction hypothesis

Assume that there exists some K € N such that the theorem holds for N := K, so
that (Le M) A(M € K)] = (L€ K) forall L,M € N.

Induction step

IfLeMand M € K + 1 = K U {K}, then two cases arise: M € {K} or M € K.

In the first case, M € {K}, whence M = K, and the hypothesis L € M then yields
LeM=KCKU{K},sothatL € K + 1.

In the second case, M € K, whence the induction hypothesis yields L € K C
KU{K} =K+ 1, and then again L € K + 1. O

The transitivity of the relation € holds on the set N, but it can fail on other sets.

4.41 Counterexample. If X := @, Y := {@}, and Z := {{@}}, then X € Y and
Y € Z, but X ¢ Z. Theorem 4.40 fails for Z = {{@}} because {{@}} ¢ N.

The following theorem shows that on the natural numbers the relation € is neither
reflexive nor symmetric, but, instead, € is both irreflexive and asymmetric.

4.42 Theorem. Foralll,LLM e N M ¢ M, and (I ¢ L)V (L ¢ I).
Proof. This proof of the first result (M ¢ M) proceeds by induction with M.

Initial step

If M =0, then M = @. From @ ¢ & it follows that M ¢ M.
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Induction hypothesis

Assume that there exists some K € N such that the theorem holds for M := K, so
that K ¢ K.

Induction step

This step of the proof proceeds by contraposition. If (K U {K}) € (K U {K}), then
two cases can arise: (K U {K}) € K or (K U {K}) € {K}.

First, if (K U {K}) € K, then the transitivity of the relation € (theorem 4.40) and
K € (K U{K}) give K € K, which contradicts the induction hypothesis.

Second, if (K U {K}) € {K}, then (K U {K}) = K, whence K € {K} C (K U
{K}) = K gives K € K, which contradicts the induction hypothesis.

The proof of the second result proceeds by contraposition. For all / € N and
L € N, the conjunction (I € L) A (L € I) and the transitivity of € (theorem 4.40)
give I € I, which contradicts the result just proved. Therefore, =[(I € L) A (L € I)].

O

The following theorem shows that each natural number differs from its successor.
4.43 Theorem. For each natural number N € N, N # N + 1.

Proof. From N € {N} € (NU{N}) = N+ 1litfollowsthat N € (N+1). YetN ¢ N
by theorem 4.42. Therefore N # N + 1 by the axiom of extensionality (S1). O

The following theorem shows that adding 1 to both sides of a valid inequality
gives a valid inequality, so that if M < N then (M + 1) < (N + 1).

4.44 Theorem. Forall M,N € N, if M € N, then (M + 1) € (N + 1):
FVMYN((MeN)ANeN)]={MeN) =[M+1)eN+D]}).

Proof. Apply induction with N. For N := 0 = &, and for each M € N, the
proposition M € & is False; hence the implication (M € @) = [[M+1) € (N+1)]
is True.

Next, assume that there exists K € N such that the theorem holds for N := K, so
that (M € K) = [M + 1) € (N + 1)] holds forevery M e N.If M €e K+ 1 =
K U {K}, then two cases occur.

In the first case, M € {K}, and then M = K, whence M + 1 = K + 1 €
K+1DU{K+1}=K+1)+ L

In the second case, M € K, whence M 41 € K + 1 by induction hypothesis; with
K+1C(K+DHU{K+1}=(K+1)+1,itfollowsthat M+1 e (K+1)+1. O

The next theorem shows that 0 = @ is the smallest natural number.

4.45 Theorem. For each natural number M € N, if M # 0, then 0 € M.
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Proof. This proof proceeds by induction with M.

For M := 0, the proposition M # 0 is False, whence the implication (M # 0) =
(0 € M) is True.

Next, assume that there exists K € N such that the theorem holds for M := K, so
that (K # 0) = (0 € K). Two cases arise: K = 0 or K # 0.

In the first case, if K = 0,then 0 = @ € (T U {F}) = KU {K} = K + 1; thus,
0 € K + 1is True.

In the second case, if K # 0, then 0 € K, by the induction hypothesis, whence
0e KCKU{K}=K+ 1,andhence 0 € K + 1. O

The following theorem shows that the relation € is connected on the natural
numbers: if M # N, then either M € Nor N € M.

4.46 Theorem. For all natural numbers M,N € N, exactly one of the following
three formulae is True, while the other two are False:

M eN,
M=N,
NeM.

Proof. First, observe that at most one of the three formulae may hold. Indeed, M ¢
M by theorem 4.42, whence (M € N) A (M = N) is False, and (M = N) A (N € M)
is False. Similarly, also by theorem 4.42, (M € N) A (N € M) is also False. Second,
at least one of the three formulae must hold. This proof uses induction with N.

For N := 0, and for each M € N either M = 0 = N is True, or M # 0, and then
0 € M is True by theorem 4.45. To complete the induction, assume that there exists
K € N such that the theorem holds for N := K, sothat M €e K) V(M = K) Vv (K €
M) for each M € N, and examine all three formulae.

IfMeK,thenM e KK+ 1,whenceM € K + 1.

IfM=K,then M =K € {K} C KU {K}, whence M € K + 1.

IfKeM,thenK+1eM+1=MU {M}, (theorem 4.44); two cases occur.

In the first case, K+ 1 € {M}, whence K+ 1 = M. In the second case, K+1 € M
already. Thus, M € [K + 1)) V(M = [K + 1]) V (K + 1] € M) is True. |

The foregoing result completes the proof that < is a strict total order (irreflexive,
asymmetric, and transitive) on the natural numbers. The following theorem shows
that the natural numbers are well-ordered by the relation <.

4.47 Theorem (Well-Ordering Principle). Each nonempty subset of the natural
numbers has a smallest element.

Proof. By contraposition, this proof establishes that every subset of the natural
numbers without a smallest element (definition 3.192) is empty. To this end, assume
that a subset £ C N has no smallest element. Thus every N € N is not the smallest
element of E, which means that N ¢ E or that E contains an element M such that
M < N.
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To prove that E = &, the proof proceeds by induction with the set S € N
consisting of every N € N such that the complement N \ E contains every M < N:

S:={NeN: (NU{N}) C (N\E).

Initial step

The set S = N\ E contains 0; indeed, contraposition shows that if E contained 0,
then 0 would be the smallest element of E, because 0 < N for every N € N by
theorem 4.45 and hence also for every N € E.

Induction step

Assume that K € S for some K € N; thus, every M < K belongs to the complement
of E. Contraposition again confirms that if E contained K + 1, then K + 1 would be
the smallest element of E; consequently, K + 1 ¢ FE, whence K + 1 € S. Therefore,
S=N,whence E=N\ S =a. |

4.48 Definition (minimum). For each nonempty subset £ C N, the minimum of
E is the smallest element of E and it is denoted by min(E).

In contrast to the Well-Ordering Principle, some nonempty subsets of the natural
numbers have no maximum. Yet every nonempty subset of the natural numbers that
has an upper bound (definition 3.198) also has a largest element (definition 3.192).

4.49 Theorem. Each nonempty subset of the natural numbers with an upper bound
in the natural numbers has a largest element.

Proof. 1f there exists an upper bound M € N for a nonempty subset £ C N, then
I <M forevery Il € E. Let S € N be the set of all the upper bounds for E:

S:={NeN: VI[I€E) = (I<N)]}.

Then M € S by hypothesis on E; in particular, S # &. Consequently, by the Well-
Ordering Principle (theorem 4.47) S has a smallest element K := min(S). Because
K € S, it follows that I < K forevery I € E.

Moreover, K € E, as proved by the following induction. If K = 0, then E = {0}
because K = 0 < [ forevery I € N\ {0}; hence K =0 € E.

Suppose that there exists L € N such that the theorem holds for K := L, so that
foreach E C Nif L = min(S), then L € E. If min(S) = L+ I, then L+ 1 € E,
for otherwise I < L for every I € E and then L € S; thus the theorem holds for
L+ 1. a
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4.50 Definition (maximum). For each nonempty subset £ € N with an upper
bound in N, the maximum of E is the largest element of E and it is denoted by
max(E).

The following abbreviations occasionally prove convenient.

4.51 Definition. Forall / € Nand N € N define aset {/,..., N} by
{I,....N}:={KeN: (I <K)A(K<N)},
which thus consists of all the natural numbers from / through N . Similarly,
..} =LI1+1,1+2,...}:={KeN: <K},

which thus consists of all the natural numbers larger than or equal to [ .

4.52 Example. If E := {2,...,7},then E = {2,3,4,5,6,7}. Also, min(E) = 2
and max(E) = 7.

4.53 Example. If E := {2,3,...}, then min(E) = 2 but £ has no maximum.

4.4.2 Laws of Arithmetic Cancellations

This subsection establishes rules to cancel terms in equations with additions or mul-
tiplications. The material also provides more practice with proofs by mathematical
induction. The first rule shows how to solve equations of the form M + 1 = L + 1.

4.54 Theorem. Forall LM €N, ifM +1 =L+ 1, then M = L.

Proof. fM+1=L+1,then M U{M} = LU {L}, and the sets on both sides have
the same elements. In particular, L € (L U {L}) and thus L € (M U {M}), whence
two cases arise: L € {M},or L € M.

In the first case, L € {M}, and then L = M indeed.

In the second case, L € M; then M ¢ {L}, for otherwise M = L and L € L would
contradict theorem 4.42. However, M € LU{L}, whence M € L, but that would also
contradict theorem 4.42. Therefore, this second case does not occur. a

The following theorem allows for the cancellation of an additive term N common
to both sides of an equation of the type M + N = L + N.

4.55 Theorem. Forall M,N,Le€ N, if M+ N =L+ N, then M = L.

Proof. For all natural numbers L, M € N, proceed by induction with N. For N := 0,
ifM+0=L+0,then M =M + 0 = L + 0 = L, by hypothesis and by (A0).

Second, assume that there exists K € N such that the theorem holds for N := K,
so that for all natural numbers L,M € N,if M + K = L+ Kthen M = L.
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If M+ (K + 1) = L+ (K + 1), then the associativity and the commutativity of
addition lead to (M + 1) + K = (L + 1) + K, whence M + 1 = L + 1 by induction
hypothesis, whence finally M = L by theorem 4.54. O

The following theorem shows that addition preserves the ordering.
4.56 Theorem. Forall L,M,N € N, if L <M thenL+ N <M + N.

Proof. For all L and M, proceed by induction with N.
For N :=0,andforall Land M,if L4+0 = M+0,thenL=L+0=M+0= M.
To complete the induction, assume that there exists K € N such that the theorem
holds for N := K, so that for all Land M, if L < M then L + K < M + K . Hence,
if L<MthenL + 1 <M + 1 by theorem 4.44, whence

L+K+1) =L+ (1+K)
=(L+1D+K
<M+1)+K
=M+ (1+K)
=M+ (K+1).

4.57 Theorem. Forall M,N € N, if M # 0, then N < N + M.

Proof. Set L := 0 in theorem 4.56. If M # 0 then 0 < M by theorem 4.45, whence
L <M.Hence N =04 N <M + N by theorem 4.56. O

The following theorem forms the basis for the concept of subtraction of a natural
number from a larger natural number.

4.58 Theorem. Forall M,N € N, if M < N, then there exists exactly one natural
number L € N such that M + L = N.

Proof. This proof establishes the existence and the uniqueness separately.

Existence

First, establish the existence of such a number L. For each M € N, proceed by
induction with N.
If N := 0, then (M < 0) is False, because (M < 0) < (M € @&). Therefore

FVM([(M € N) A (M < 0)] = (3L[(L € N) A (M + L = N)]})

is universally valid, and hence the theorem holds for N = 0.

For each M € N, assume that there exists K € N such that the theorem holds
for N := K, so that for each M € N, if M < K then there exists L € N such that
M+ L=K.If M < (K+ 1) = KU {K}, then two cases arise.
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In the first case, M € {K}, whence M = K, and then M + 1 = K + 1, so that
L = 1. In the second case, M € K, that is, M < K, and the induction hypothesis
yields some L € N for which M+L = K;hence M+ (L+1) = (M+L)+1 = K+1.

Uniqueness

Second, verify the uniqueness of L, which results from the theorem that if M + L =
N =M + K, then L = K (theorem 4.55). O

The following definition specifies the concept of subtraction of a natural number
from a larger natural number.

4.59 Definition (Subtraction). Forall L, M,N,€ N,if M < N,then N — M := L
is the natural number L defined in theorem 4.58 such that M + L = N

4.60 Example. 8 —5 = 3 because 5 + 3 = 8 by exercise 4.37.

The following theorem shows that multiplication by a nonzero natural number
preserves the ordering.

4.61 Theorem. Forall LM,N € N, if M <N and0 < L, then L* M < L % N.

Proof. For all nonnegative integers M, N € N, use induction with L, the smallest
nonzero value of Lbeing 1. For L :=1,if M < N,thenl * M =M <N = 1% N.

Assume that there exists K € N with 0 < K such that the theorem holds for
L := K, so that for all natural numbers M,N € N,if M < N,then K * M < K * N.
Thus, if M < N, then apply theorem 4.56 twice:

K+1)«M=K*M)+M<K+«M)+N<(EK*N)+N=(K+1)N.

ad

The following theorem allows for the cancellation of a nonzero multiplicative
term on both sides of an equation, which forms the basis for the division of a natural
number by a nonzero natural number, and the solution of equations of the type
LxM=1LxN.

4.62 Theorem. Forall LM,N € N, if0 <LandL*M = Lx N, then M = N.

Proof. Proceed by contraposition.
If M # N, then either M < Nor N < M.
IfM <N,thenLxM <LxNandL*xM # L*N.
Similarly, if N < M,then Lx N < L« M and L * M # L x N. O

4.63 Definition (division). For all K, M,N € N, if 0 < L and K * L = N, then
define N/L by N/L := K, as defined uniquely by theorem 4.62.
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4.64 Example. 8/4 = 2 because 2 * 4 = 8 by exercise 4.43.

4.65 Example. Division by repeated subtraction was used in the Whirlwind I
computer [82, p. 3-7-3-9].

4.4.3 Exercises on Orders and Cancellations

The following exercises involve the natural numbers (sets) 0,1,2,3,4,5,6,7,8,9
defined in example 3.35, page 128, and reviewed in subsection 4.3.3.

4.51. Prove that2 < 5.
4.52. Provethat5 < 7.
4.53 . Prove that2 < 7.
4.54 . Prove that 3 < 5.
4.55. Prove that 3 < 7.
4.56 . Prove that4 < 9.
4.57 . Prove that 2 < 8.
4.58 . Prove: there are no natural numbers K > 1,L > 1 with K * L = 2.
4.59 . Prove: there are no natural numbers K > 1,L > 1 with K * L = 3.
4.60 . Prove: there are no natural numbers K > 1,L > 1 with K * L = 5.
4.61 . Prove: there are no natural numbers K > 1, L > 1 with K « L = 7.

4.62 . Determine all the natural numbers K > 1 and L > 1 such that K x L = 6 and
prove that there are no other such natural numbers.

4.63 . Determine all the natural numbers K > 1 and L > 1 such that K x L = 9 and
prove that there are no other such natural numbers.

4.64 . Prove that the relation < is a total ordering on N, with
(M <N) & [(M =N)V (M e N)].

4.65 . Prove: for each nonempty S C N there exists / € Swith/ N S = @.
4.66 . Prove that for each L € N* there exists I € Lsuch that/ N L = @.
4.67. Provethat { ¢ K) V(K ¢ L)V (L ¢ I)forall [,K,L € N.

4.68 . Provethat1 < N foreach N € (N\ {0, 1}).

4.69 . Prove that N ¢ N,

4.70 . Prove that N # (N U {N}).
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4.5 Integers

4.5.1 Negative Integers

Several operations remain undefined with natural numbers. For instance, the
ordering relation does not include elements smaller than the empty set, which
precludes the use of natural numbers to model relations extending in two opposite
directions. Also, the arithmetic of natural numbers does not contain provisions
for the “difference” from a larger natural number to a smaller one. Finally, the
arithmetic of natural numbers does not include any concept of division other than
special cases.

There exist several methods to extend the ordering and the arithmetic of natural
numbers, to allow for elements “smaller” than zero, and for differences of any two
elements. Such methods begin with the specification of a larger set of “integers” Z
[from the German “Zahl(en)” for “number(s)”].

One method of defining a larger set, outlined by Kunen [74, p. 35], is sufficiently
general to produce not only the integers, but also the rational numbers and the real
numbers. Essentially, the method consists in defining the new numbers in terms of
equivalence classes. For the integers, the strategy consists in introducing the concept
of the “difference” between two natural numbers M and N by means of the pair
(M, N). Then relate (M, N) to every other pair (P, Q) with the same “difference”
between P and Q. Because the concept of “difference” has not yet been defined for
all pairs of natural numbers, however, a precise definition uses sums instead.

Two cases arise: either N < M, or N > M. In the first case, if N < M, then
definition 4.59 specifies their difference J := M — N. If also (M,N) and (P, Q)
represent the same difference, then P — Q = J = M — N. An equivalent statement
without subtractions results from adding J to both extremes:

M—-N=J, M=N+1J
P-Q=J, P=0Q+J.

In the second case, if N > M withJ := N —M and also Q — P =J = N — M, then

N-M=J, N=M+1
Q-P=J Q=P+

In either case, the statement that (M, N) and (P, Q) represent the same “difference”
can be reworded without subtractions but with sums instead: there exists J € N
with

e eitherM =N+JandP=Q+J(GfM > Nand P > Q),
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M N

P 0
e orN=M+JandQ=P+J (M <Nand P < Q),

N M

0 P

Swapping coordinates, from (M,N) to (N,M), will amount geometrically to
reversing an order or a direction, which will amount algebraically to passing from a
positive to a negative integer. Such considerations lead to the following definition.

4.66 Definition. Define arelation = on the set A := NxNforall M, N, P, Q € Nby

(M.N) = (P,Q)
¢
V[ eNA{[M=N+HAP=Q0+NVIN=M+I)AQ=P+]}]:
thereisaJ e NwithM =N+JandP=Q+J,orN=M+JandQ =P+ J.

4.67 Example. (3,6) = (5,8) because J := 3 confirms that 6 = 3 + 3 and 8 =
5 + 3, by exercises 4.35 and 4.37.

The following theorem provides an equivalent formulation of this relation.
4.68 Theorem. For all pairs of natural numbers,
(M,N) = (P, Q)
¢
M+Q=N+P.
Proof. This proof establishes the two implications (= and <) separately.
Assume first that (M, N) = (P, Q). Then two cases can arise.
If there exists I € NwithM = N + 1 and P = Q + [, then
M+0=N+D)+0=N+I+Q0) =N+Q+I1)=N+P.
If there exists / € Nwith N =M + I and Q = P + I, then
M+Q=M+P+D)=M+I+P)=M+])+P=N+P.

For the converse, assume that M + Q = N + P. Then two cases can arise.
If M < N, then there exists I € N such that N = M + I. Hence
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M+Q=N+P=M+D)+P=M+ (P+1)

whence (by theorem 4.55) cancelling M yields Q = P + 1.
If M > N, then there exists / € N* such that M = N + I. Hence

N+P=M+Q0=N+D+0=N+(Q+1

whence (by theorem 4.55) cancelling N yields P = Q + 1. O
4.69 Example. (5,4) = (2,1) because 5 + 1 = 4 + 2, by exercises 4.25 and 4.31.

Instead of definition 4.66 the derivations can hence utilize theorem 4.68.
Thus the following theorem shows that the relation =~ is an equivalence relation
(definition 3.150).

4.70 Theorem. The relation = is an equivalence relation on N x N,

Proof. This proof verifies that the relation = is reflexive, symmetric, and transitive.

Reflexivity

For each pair (M,N) € (N x N), the equality M + N = N + M holds by the
commutativity of addition, whence (M, N) = (M, N).

Symmetry

If (M,N) = (P,Q),then M + Q = N + P, whence Q + M = P + N, which means
that (P, Q) = (M, N).

Transitivity

If (K,L) = (M,N),thenK + N = L+ M. If also (M,N) = (P,Q),then M 4+ Q =
N + P. Consequently,

K+M+Q =K+N+P)=K+N)+P=(L+M)+P=L+M+P)
whence (theorem 4.55) cancelling M yields K + Q = L + P, and (K, L) = (P, Q).
O

4.71 Definition (Kunen’s definition of the integers). The set of integers is the set
Z := (NxN)/ = of all equivalence classes [(M, N)]= for the relation =~ [74, p. 35].

4.72 Example. Setting I := 3 shows that (0,3) = (1,4) = (2,5) = (3,6) =
(4,7). Thus the pairs (0,3), (1,4), (2,5), (3,6), (4,7) are elements of the
equivalence class [(0, 3)]=. Similarly, (3,0) = (4,1) = (5,2) = (6,3) = (7,4).
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Thus the pairs (3, 0), (4, 1), (5, 2), (6, 3), (7, 4) are elements of the equivalence class
[(3,0)]=.

Each pair (7,J) € N x N is equivalent to a pair of the type (K, 0) or (0, K).

4.73 Theorem. IfI > J, then (I,J) = (I — J,0).
If1 < J, then (I,J) = (0,J —I).

Proof. If1 > J,thenl = (I —J) + JandJ = 0+ J whence (I,J) = (I — J,0).
Ifl <J,thenl =0+ 7andJ = (J —1I) + I whence (I,J) = (0,J —I). O

The following diagram shows a few elements from three equivalence classes:

[(0, 2)]=, [(0,0)]=, and [(3, 0)]~ relative to the relation = on A := N x N:

(1,3) (3.3) (6,3)
(0, 2) (2.2) (5,2)
(1,1) @1
(0,0) 3,0

4.5.2 Arithmetic with Integers

From the preceding definition of integers in terms of equivalent pairs of natural
numbers — which represent equivalent differences — follows a definition of
arithmetic in terms of such pairs.

4.74 Definition (Kunen’s definition of integer arithmetic). Define an arithmetic
with pairs of natural numbers as follows:

(M,N)+ (P,Q) :=(M+ P,N + Q),

(M.N) % (P, Q) := (M P] + [N % Ql. [M * Q] + [N * P]).

The following theorem verifies that addition and multiplication of pairs com-
mute.

4.75 Theorem. Forall M,N,P,Q € N,
(M,N) + (P,Q) = (P,Q) + (M,N),
(M,N) x (P,Q) = (P,Q) * (M,N).

Proof. Apply the commutativity of addition and multiplication with natural
numbers:



218 4 Mathematical Induction: Definitions and Proofs by Induction

(M,N)+ (P,Q) =M+ P,N+ Q)
=P+M,Q+N)
= (P,Q) + (M,N);

(M.N) * (P.Q) = (M x P + [N % Q]. [M % Q] + [N * P])
= ([P*M] +[Q* N].[Q * M] + [P * N])
= ([PxM] +[Q* N]. [P N] + [0+ M])
= (P,Q) * (M,N).

a

The next theorem checks that arithmetic with equivalent pairs yields equivalent
results: different pairs representing the same difference yield the same sum or
product.

4.76 Theorem. Foralll,J,K,L,M,N,P,Q € N, if
(I.J) = (K.L),
(M.N) = (P, 0),
then
(I.J) + (M.N) = (K.L) + (P, Q).
(I, J)*« (M,N) = (K,L) % (P, Q).

Proof. 1If (I,J) = (K,L),then I + L = J + K. If also (M,N) = (P, Q), then
M + Q = N + P. Moreover,

(I,J)+ M,N) = (I +M,J +N),
(K,L)+ (P,Q) = (K+P,L+ Q),
whence
I+M)y+ L+ =I+L)+ M+ Q)
=J+K)+(N+P)
=lJ+N)+(K+P),

which means that (1,J) + (M,N) = (K, L) + (P, Q). For the multiplication,
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(I, J)* (M,N) = (I*M]+ [J =N [l =N+ [J = M]),

(K.L) % (P,Q) = ([K % Pl + [L x Q]. [K * Q] + [L * P]),
so that (I.J) % (M. N) = (K. L) * (P, Q) if and only if
([ % M)+ [J % N]) + ([K Q] + [L % P]) = ([I % N] + [J * M]) + ([K * P] + [L % Q)).
Additions and cancellations (theorem 4.55) give

I«sM+J«xN+KxQ+L*xP=IxN+J*«xM+K*xP+LxQ
I*M+I*Q+J*N+K*Q+L*PiI*N+I*Q+J*M—i—K*P+L*Q
I*(M+Q)+J*N+K*Q+L*P£I*N+J*M+K*P+(I+L)*Q
I*(N+P)+J*N+K*Q+L*PEI*N—{—J*M—i—K*P—F(J—i—K)*Q
I*P+J*N+L*P£]*M+K*P+J*Q

¢
I*P+JxN+JxP+LxP=J«xM+K*xP+JxP+J*xQ

¢
I*xP+J*x(N+P)+LxP=JsM+K+J)xP+JxQ
¢
I*xP+JxM+Q)+LxP=JxM+I+L)yxP+J*Q
¢

0=0,
which is universally valid, whence (1,J) x (M,N) = (K, L) * (P, Q). O

Hence the following definition specifies an arithmetic with equivalence classes
based on the arithmetic of representative pairs.

4.77 Definition (Integer addition and multiplication).
(IM.N)]=) + ([(P. Q)]=) := (M + P, N + Q)]=),

(M. N))=) = ([(P.Q)]=) := ((M*P+N*Q, MxQ+N xP)]=).

4.78 Theorem. For Z, and for all K, L, M,N,P,Q € N,
addition commutes,
addition is associative,
[(0,0)]~ is the additive unit: [(M,N)]= + [(0,0)]= = [(M,N)]=,
[(N, M)]= is the additive inverse: [(M,N)]~ + [(N,M)]= = [(0,0)]=,
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multiplication commutes,

multiplication is associative,

multiplication distributes over addition, and

[(1,0)]= is a multiplicative unit: [(M,N)]= * [(1,0)]= = [(M, N)]=.

Proof. The proof forms the object of exercises. O
The following definition specifies a subtraction.

4.79 Definition (Integer subtraction). Define a subtraction of integers by

(M. M)]=) = ([(P. Q=) := (M. N)]=) + ([(Q. P)]~).

which is a binary operation — from Z x Z to Z. Define an “opposite” by

_([(P» Q)]ﬁ) = ([(Q’ P)]ﬁ)»

which is a unary operation (unfortunately also denoted by —) from Z to Z.

4.80 Example. Reducing every pair (I, J) to either form (I — J,0) or (0,J —I) can
facilitate calculations:

[(2.3)]= + (5. D]= = [0, D]= + [(4.0)]~
=[0+4,1+0)]=
= [(4’ 1)]2
=1[G3.0)]=:

(2, D= = [(7.3)]= = [2, D]= +[3,7)]=
= [(1.0)]= + [(0, 4)]~
= [(1.H)]=
= [(O’ 3)]2
= —[3.0)]=:

(3. D]= % [(2,5)]= = [(2,0)]= * [(0,3)]=
=[2*04+0%3,2%3+0x*0)]=~
=[(0,6)]=

4.5.3 Order on the Integers

The order < on N extends to Z by a definition of “positive” and “negative” on Z.
By theorem 4.73, every integer [(M, N)]~ is the equivalence class of a pair (Z,0)
or (0,7) for some I € N. In the first case M — N = I — 0 > 0, so that M — N
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is a nonnegative difference. In the second case N — M = I — 0 > 0, so that the
opposite, N — M, is a nonnegative difference, and then M — N represents a non-
positive difference.

4.81 Definition. An integer [(M, N)]= is positive if and only if M > N; an integer
[(M,N)]= is negative if and only if M < N.

4.82 Definition. The sets of nonzero integers (Z*), negative integers (Z*), positive
integers (Z7 ), non-positive integers (Z-), and nonnegative integers (Z.) are

z* = Z\{[(0.0)]=}.

Z— :={[M,N)]= € Z: M < N},
= {[(M,N)]= € Z: 3A{I € N) A[(M,N) = (0,1)]}}.

Zy :={[M,N)]l~ € Z: M = N},
= {[(M.N)]= € Z: I{(I € N) A[(M,N) = (1,0)]}},

Z* == {[(M,N)]~ € Z: M < N},
= {[(M,N)]= € Z: 3{I € N*) A[(M,N) = (0,D)]}}.

T i={[M,N)]~ €Z: M > N}
= {[(M.N)]= € Z: I{(I € N*) A [(M,N) = (1,0)]}}.

The following relation on pairs will lead to an order on equivalence classes.

4.83 Definition. Define a relation < on N x N as follows:

(M,N) < (0,0)

¢
M < N

and

(M,N) < (P,Q)
¥
(M.N) + (Q.P) < (0,0)

¢
M+ Q<N+P.

The following theorem verifies that the ordering does not depend on the choice
of the pairs representing the equivalence classes.



222 4 Mathematical Induction: Definitions and Proofs by Induction

4.84 Theorem. Foralll,J,K,L,M,N,P,Q €N, if
(1,J) = (K, L),

(M,N) = (P,Q),
then

(I.J) < (M,N)
¥
(K.L) < (P.Q).

Proof. If (I,J) = (K,L),then I + L = J + K. If also (M,N) = (P, Q), then also
M + Q = N + P. Consequently, adding L + P to each side of the inequalities yields

(1.J) < (M,N)
¢
I+N<J+M
(2
I+L)+(N+P)<(L+P)+(J+M)
(3
J+K)+M+0) <(L+P)+U+M
¢
J+M+EK+0Q) <(L+P)+J+M
(2
K+Q<L+P

¢
(K.L) < (P, Q).

A definition of an order on Z can thus use any pair from an equivalence class.

4.85 Definition. Define an order < on Z by

[(M.N)]= < [(P.Q)]=
¢
(M.N) < (P,Q)

¢
M+ Q<N+P.

Theorem 4.86 shows that < is a strict total order (definition 3.187).



4.5 Integers 223

4.86 Theorem. The relation < is a strict total order on Z X Z. In particular, if
(K. D)= < [(M.N)]=

and
(M. N)]= < [(P,Q)]=.

then
(K, D))= < [(P, Q)]=.

Proof. This proof verifies that < is irreflexive, connected, and transitive.

Irreflexivity
(The relation does not relate any element to itself.) For each pair (M, N) € NxN,
M+ N £ N + M, whence ([(M,N)]=) £ ([(M,N)]=).
Connectedness
(Each element is related to every different element.) If ([(M,N)]=) #
(I(P,Q)]=), then M + Q # N + P whence either M + Q < N + P, and then
(M, N)]2) < ([(P,Q)]=), or M+Q > N +P, and then ([(M, N)]=) > ([(P, Q)]=).
Transitivity
If ([(K. L)]=) < ([(M.N)]=), then

K+ N<L+ M;
if also ([(M,N)]=) < ([(P, Q)]=), then also

M+ Q<N+P.
Consequently, adding the preceding two inequalities gives

(K+N)+ M+ Q) <(L+M)+ (N+P)

whence the commutativity and associativity of addition yields

K+[M+N)+Ql<L+[M+N)+P
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whence (by theorem 4.56) cancelling M + N yields
K+Q<L+P

so that [(K, L)]~ < [(P, Q)]=. ]
The next theorem shows that multiplication by a positive integer keeps the order.

4.87 Theorem. If
[(M.N)]= < [(P.Q)]=.
[(0.0)]= < [(I.)]= < [(K.D)]=.
then
(. D)= * [(M.N)]=) < ([(1.N)]= * [(P.D)]=) .
whence, if also (P, Q) > (0,0), then
(4. D)= * [(M.N)]=) < ([(K.D)]= * [(P,Q)]=).
Proof. The proof uses the equivalence (1,J) = (I — J,0). First, from [(M,N)]~ <

[(P, Q)]= it follows that M + Q < N + P by definition of < on the pairs. Hence a
multiplication throughout by I — J > 0 yields

I-DNxM+Q)<I-J)«(N+P)
whence

,J)y* (M,N) = (I—-J,0) % (M,N)
=([I-J]*M,[I-J]*N)
<([I=J]1*xP,[I-J]*Q)
=WU—-J,0)%(P,0)
= (1,J) * (P, Q).

Swapping the roles of (/,J) with (K, L), and (M, N) with (P, Q), then yields
(I.J)* (P,Q) = (P.Q) * (I.J) < (P,Q) * (K.L) = (K, L) x (P, Q).
Consequently,

(I.J) % (M,N) < (I,J) % (P,Q) < (K,L) x (P, Q).
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The following theorem shows that the square of every integer is nonnegative.
4.88 Theorem. ForeveryX € 7Z, X « X > 0.

Proof. For every X € Z there exists K € N such that X = [(K,0)]= or X =
[(0, K)]=, by theorem 4.73. However,

(K,0) % (K,0) = (K*K+0%x0,K+x040 %K)
(K % K,0)
=0*x0+K*xK,0xK+ K=*0)
= (0,K) % (0,K)

and in either case X * X = [(K* K, 0)]=~ > [(0,0)]~ because KxK+0>0+0. O
4.89 Example. (—[(1,0)]=) * (=[(1,0)]=) = ([(0, D]=) * ([(0, D]=) = [(1,0)]=.

An alternative method to define all the integers specifies from N a similar but
disjoint set Z* for all the “negative” integers, and then defines Z := Z* U N. For
instance, apply the axioms of the power set, pairing, and separation to define

7* :={Ke2(N): IN[(NeN)A (N #0)A (K ={ND]}
= {{N}: NeN*}
= . U121} gl
= {852

Then change the notation to define —N := {N} for each N € N*. In particular,
Z* NN = @. Indeed, @ € N by theorem 4.45 and @ ¢ {N} for each positive
natural number N € N\ {&}. Consequently, {N} ¢ N for every {N} € Z*.

4.90 Definition (Landau’s definition of integer arithmetic). The setZ := Z* UN
is the set of integers. Arithmetic extends from N to Z by setting

(=M) + (=N) := —(M + N),
(~N) + M :=M + (=N) := —(N—M) ifM <N,
(-N)+M: =M+ (-N):=M—-N  ifN<M.

Similarly,

(=N) % (—M) := M % N,
(—N) *M := M % (—N) := —(M % N).

Moreover, the ordering € on N extends to an ordering Z by the definition

(—N) < (—M) if and only M < N,
(—N) <K

forall K € Nand M,N € N*.
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The addition and multiplication thus defined for integers remain associative and
commutative, multiplication distributes over addition, N4+0 = N and 1 *N = N for
each integer N € Z. Proofs proceed by cases, depending on the sign of the operands,
and are straightforward but lengthy. See [76, Ch.IV] or the exercises.

4.91 Remark. Common usage abbreviates each nonnegative integer [(/,0)]~ by I.
Also, any variable can denote an integer, for instance, M = [(P, Q)]=.

4.5.4 Nonnegative Integral Powers of Integers

The J-th power M’ of an integer M € Z is the product M * --- * M of J factors M.
Specifically, from the convention M° := 1, induction produces higher powers.

4.92 Definition (Integral powers). For each integer M, define
M° = 1.
Then for each integer M and for each nonnegative integer J define
M T = (M)« M.

In M/, the number M is the base while J is the exponent.

4.93 Remark. According to definition 4.92, the Jth power of M amounts to J
multiplications of M, beginning with 1. With an alternative but logically equivalent
notation, for each M € N definition 4.92 uses a recursive definition with G in
theorem 4.21 replaced by the multiplication function H™ from remark 4.29:

G:=H™ : N> N,
L+—>MxL,

to specify by induction an exponentiation function EM : N — 7, J > M’, with

G(L):=H™(L)=M L,
EM(0) := 1,
EMJ +1) := G[EM)].

4.94 Example. Here are the first four nonnegative powers of the integer 2:

20 =1;

2= (2 k2 =1%2=2;
22 =02h)*2=2%2=4;
B = () %2 =4%2=3.
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The following theorem establishes relations between product of bases, sums of
exponents, and integral powers.

4.95 Theorem. ForallM € Z and N € Z, and foralll € NandJ € N,

(M * N)! = (M’) x (N),
N1+J (NI) * (NJ)

Proof. This proof proceeds by induction with the exponent J. The first equation,
(M x N)! = (M’) * (N”), holds for all integers M and N, and for J € {0, 1}:

MxN)=1=1x1= M x*(N°);
MxN)!' =MxN=M"*N.
Hence, to prove that (M * N)’ = (M”) x (W) forevery J € N, let

S:=
{J € N: VMVYN{[M e N)A (N e N)] = [(M x N) = (M7) « (N)]}} .

Thus, assume that there exists K € S, or, equivalently, K € N such that the theorem
holds for J := K; then

(M x N)XF1 = [(M * N)X] x (M * N)  definition 4.92,
= [(M¥) * (N®)] * (M * N) induction hypothesis,
= [(M¥) * M] * [(N¥) x N] associativity and commutativity,
= (MK 5 (WK definition 4.92 twice,
whence K + 1 € S, and hence, S = N, which means that the first equation holds.
The second equation, N/ = (N') % (M), holds for each integer N, for each

nonnegative integer /, and for J € {0, 1}:

N0 =N = (NT) s 1 = (N) = (N?),
N = (N) x N = (N') x (N)).

Next, let
={J e N: VIVNIN'*/ = (N') « (W)]}

and assume that there exists K € S, or, equivalently, K € N such that the theorem
holds for J := K, so that N/ = (N') % (NX) forall ] € Nand N € N; then
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NIHEFD — NUFD+K associativity and commutativity of +,
= (N'*1) % (NX)  induction hypothesis,
= [(NT) * N] % (N¥) definition 4.92,
= (N') % [(N¥) * N] associativity and commutativity of *,
= (NT) * (NK*1)  definition 4.92,

whence K + 1 € S, and, consequently, S = N, which proves the second equation.

a

4.5.5 Exercises on Integers with Induction

4.71.
4.72.
4.73.
4.74.
4.75.
4.76 .
4.77.
4.78 .
4.79.
4.80.
4.81.
4.82.
4.83.
4.84.
4.85.
4.86 .
4.87.
4.88.
4.89.
4.90.

Calculate [(2,4)]= + [(6,3)]= .

Calculate [(5,3)]= + [(1,6)]= .

Calculate [(3, D)]= — [(5,2)]= -

Calculate [(7,3)]= * [(2,5)]= .

Prove that Kunen’s addition commutes.

Prove that Landau’s addition commutes.

Prove that Kunen’s addition is associative.

Prove that Landau’s addition is associative.

Prove that Kunen’s multiplication commutes.

Prove that Landau’s multiplication commutes.

Prove that Kunen’s multiplication is associative.

Prove that Landau’s multiplication is associative.

Prove that Kunen’s multiplication distributes over addition.
Prove that Landau’s multiplication distributes over addition.
Prove that subtraction does not commute.

Prove that subtraction is not associative.

Prove that multiplication distributes over subtraction.

Prove that subtraction does not distribute over multiplication.
Prove that subtraction does not distribute over addition.

Prove that addition does not distribute over subtraction.
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4.6 Rational Numbers

4.6.1 Definition of Rational Numbers

Some practical situations involve comparisons of proportions. Integer arithmetic
does not allow for proportions, but a method similar to that for passing from natural
numbers to differences also leads from integers to proportions. As a pair of natural
numbers (/,J) can represent a difference, a pair of integers (P, Q) can represent a
proportion.

For example, the density of the universe at one location involves the mass or
number of particles P in a volume Q, which can be summarized by the ordered pair
(P, Q). The density at another location involves the mass or number of particles M
in a volume N, as summarized by the pair (M, N). A comparison of the densities
(P, Q) and (M, N) can proceed through a multiplication by a common factor, for
instance, Q or N.

Specifically, in a volume N times larger than Q, the first density of P particles in
a volume Q becomes P * N particles in a volume Q * N, or (P x N, Q * N).

Likewise in a volume Q times larger than N, the second density of M particles in
a volume N becomes Q * M particles in a volume Q x N, or (Q * M, Q * N).

Both densities (Px N, Q*N) and (Q * M, Q * N) refer to the same volume Q * N;
thus, they are identical if and only if their masses equal each other: Px* N = Q x M.

The foregoing reasoning leads to a relation between pairs of integers.

4.96 Definition. On the set Z x Z* of all pairs of integers (P, Q) with Q # 0, define
arelation = by

(P,Q) = (M,N)
¢
PxN=QxM

The relation = on Z x Z* in definition 4.96 differs from the relation = on N x N
in definition 4.66. Nevertheless, it is also an equivalence relation (definition 3.150).

4.97 Theorem. The relation = in definition 4.96 is an equivalence relation on
7 x 1>

Proof. This proof checks algebraically that = is reflexive, symmetric, and transitive.

Reflexivity

For each pair, (I,J) = (I,J) because [ xJ = J * .
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Symmetry

If (I,J) = (K,L), then I x L = J % K by definition of = whence K xJ = L x I by
commutativity, so that (K, L) = (I,J).

Transitivity
If
(1,J)) = (K, L),
(K.L) = (M,N),
then
IxL=J=xK,
KxN=LxM,

whence multiplying the left-hand sides and the right-hand sides together gives

(I*xL)*x(K*xN)=(J*K)*x(LxM),
(I*N)x(LxK)=(J*M)x*(K=*L),

and hence cancelling the nonzero factor L * K = K * L yields
I*N=JxM

which means that (1,J) = (M, N). O

4.98 Definition. The set of rational numbers, denoted by Q (for “quotients”), is the
set of all equivalence classes for the relation =. A rational number is an element

of Q.

The equivalence class of a pair (1, J) is called the ratio of / to J, and it is denoted
by [(,J)], or also by I/J, or also by § A fraction is a pair (I,J) € (Z x Z*), where
I is the numerator and J is the denominator.

The following theorem provides a means to select a specific fraction from a
rational number, or, equivalently, a specific pair (M, N) from an equivalence class

P/Q.
4.99 Theorem. For each P/Q € Q, there exists M/N = P/Q such that

M =min{l e N: 3[(J € N) A (/] = P/Q)]}.

Proof. This proof applies the Well-Ordering Principle to the set of all nonnegative
numerators of a rational number. To this end, for each P/Q € Q define the set
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E:={eN: J[JeN)A /] =P/O)].

Then E # &, because if P > 0 then P/Q = P/Q, whence P € E, whereas if
P < 0 then (—P)/(—Q) = P/Q, whence (—P) € E. The Well-Ordering Principle
(theorem 4.47) then guarantees the existence of a first element in E. O

4.6.2 Arithmetic with Rational Numbers

The comparison of two rational numbers P/Q and M/N can proceed through
equivalent fractions with a common denominator, for instance, (P * N)/(Q * N) and
(Q * M)/(Q * N). Common denominators also lead to an arithmetic with fractions
(ordered pairs) and then with rational numbers (equivalence classes).

4.100 Definition. For all pairs (/,J) and (K, L) in Z x Z*, define functions + and
x on (Z x Z*) x (Z x Z*) by their counterparts + and * already defined on Z x Z*:
L))+ (K, L)y:=((I*«L]+[J*K], JxL),

(I.J)* (K.L):= (%K, J*L).

The symbols + and * on the left-hand sides are the functions being defined, whereas
the symbols + and * on the right-hand sides are the addition and multiplication of
integers. Yet common usage employs + and * for both.

The following theorem shows that equivalent fractions lead to equivalent results.

4.101 Theorem. If

(I,J) = (K,L),

(M.N) = (P, Q).

then
,J)+ M,N) = (K,L) + (P,Q),
1,J) * (M,N) = (K,L) x (P, Q).

Proof. This proof proceeds through algebraic verifications. By hypotheses, I * L =
J*x Kand M x« Q = N x P, whence

(I.J)+ (M,N)y=(I+N+J*M,J*N),

(K,L)y+ (P,Q) =(K*Q+Lx*xP,LxQ),
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where

UIxN+JxM)«(L*xQ)—(J*N)*«(K*xQ+LxP)
=[I*xNxLxQ+J*xM*xLxQ—[J*N*«K*xQ+J*NxLsxP|

=[I*L)*x(N*xQ)+ (J*xL)* (M= Q)]
—[(J*K)*x (N*Q)+ (J*L)* (N *P)]

=[I*L)y*x(N*xQ)+ (J*xL)* (M =* Q)]
—[I*L)y*(N*Q)+ (J*xL)* (M= Q)]

=0.
Thus, (I,J) + (M,N) = (K, L) + (P, Q). Similarly,

(I.J) % (M,N) = (I * M,J % N),
(K.L) % (P,Q) = (K x P,L % Q).

where, by hypotheses,

(IxM)*(L*xQ)— (J*N)*(K=*P)
=(UxL)yx(M=x*Q)— (J*K)* (N *P)
=T *xL)yxM=xQ)— (I *xL)*(M=x*Q)
=0.

Thus, (I,J) x (M,N) = (K, L) * (P, Q). |
4.102 Definition. Define the addition and the multiplication of rational numbers by

I+K _IxL+JxK
J L JxL
I K IxK
— % — = .
J L JxL

The following theorems establish algebraic characteristics of rational arithmetic.
4.103 Theorem. The addition of rational numbers commutes.

Proof. Forall I/J and K/L in Q,

+K_I*L+J*K_L*I+K*J_

1 K
J L J*L LxJ L

L
7
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4.104 Theorem. The multiplication of rational numbers commutes.

Proof. Forall I/J and K/L in Q,

I K IxK Kxl
— % — = — = —
J L JxL LxJ

K 1
— % —.
L J

4.105 Theorem. The addition of rational numbers is associative.
Proof. Forall1/J,K/L, and M/N in Q,

(1 K) M IxL+JxK M

JTL)TNT T W

[U*xL+J*K)*N]+[(J*L)*M)|
(J+L)*N

_ [[*(L*N)+J*x(K*xN)]+[J*(Lx*xM)

Jx (L*N)

_[Ix(LxN)]+[J* (K x N+ LxM)]
N J % (L% N)

1 +K>|<N+L*M
J LxN

_1+ K+M
T J L N

4.106 Theorem. The multiplication of rational numbers is associative.

Proof. Forall1/J, K/L, and M/N in Q,

I K M I«xK M
— % — | x — = * —
J L N JxL N

_{UxK)yxM
T (UxL)xN

_Ix(K*xM)
~ J*(L%N)

233
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KxM
*
LxN

1 K M
=-x|—=x—=.
J L N

4.107 Theorem. For each N € N* and each 1/J € Q, multiplications of the
numerator and denominator by a nonzero common factor yields the same rational
number: 1/J = (I * N)/(J * N).

~~

ad

Proof. Verify the criterion for equivalent fractions: I % (J * N) =J x (I« N). O
4.108 Theorem. The multiplication of rational numbers distributes over addition.
Proof. ForallI/J,K/L,and M/N in Q,

I K M IxL+J*xK M
-4+ -] = — % —
J L N J*xL N

_U*xL+J*xK)xM
N (J*L)*N

_{IxL)xM+ (JxK)*M)
N Jx (L*N)

I xM)xL+Jx*(Kx*M)
- J % (L% N)

_(xM)*x(L*N)+ (J*N)*(Kx*M)
N (J *N) % (L*N)

I*M+K*M
J*x N LxN

(8)+(5-4)

a
The following theorem shows that adding 0/1 does not produce any change.
4.109 Theorem. Foreach K/L € Q, (K/L) + (0/1) = (K/L).
Proof. (K/L)+ (0/1) = ([K* 1+ L*0]/L*1)=(K/L). o

Thus, the rational number 0/1 plays the same role as the integer 0 in additions.
The following theorem shows that each rational number has an additive inverse.
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4.110 Theorem. Eachl/J € Q has an additive inverse: (1/J) + ([—1]/J) = (0/1).
Proof.

I~ IxJ+Jx (=]

J J JxJ
JxI+Jx(=I)
JxJ

Jx[I + (1)
JxJ

JxJ

_0x(UxJ)
1k (I xJ)

0
T

The following theorem shows that multiplying by 1/1 changes nothing.
4.111 Theorem. Foreach K/L € Q, (K/L) * (1/1) = (K/L).
Proof. (K/L) x (1/1) = ([K % 1]/[L % 1]) = (K/L). |

Thus, the rational number 1/1 plays the same role as the integer 1 in multiplica-
tions. Similarly, each nonzero rational number has a multiplicative inverse.

4.112 Theorem. Eachl/J € Q suchthatl # 0 has a multiplicative inverse: (I/J)*
(/1) = (1/1).

Proof.

IxJ IxJ 1xIxJ) 1

JxI  IxJ 1x(IxJ) 1

I J
_*_
J 1

Rational arithmetic thus satisfies the algebraic properties in table 4.115.

4.113 Definition (Field). A field (of numbers) is a set [F with at least two different
elements 0 and 1, so that 0 # 1, and binary operations + and x*, satisfying the
algebraic properties in table 4.115.
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Table 4.115 These properties hold for all I/J,K/L, P/Q € Q.

(1) | Associativity of 4 [/ + (K/L)]+ P/Q) = {/J])+[(K/L) + (P/Q)]
(2) | Commutativity of 4 I/ + (K/L)y=(K/L)+ 1/J)

(3) | Additive identity (K/L) + (0/1) = (K/L) = (0/1) + (K/L)
(4) | Additive inverse (K/L) + ([-K]/L) = (0/1)
(5) | Associativity of * [(/DK/DIP/Q) = (/N(K/L)(P/O)]

(6) | Commutativity of * (I/)K/L) = (K/L)1/J)
(7) | Multiplicative identity | (K/L)(1/1) = (K/L) = (1/1)(K/L)
(8) | Multiplicative inverse | If (K/L) # 0,
then (K/L)(L/K) = (1/1)
(9) | Distributivity I/NDIK/L) + (P/O)] = [U/N)(K/L)] + [(/))(P/Q)]

Technically, the pair (4, *) suffices to identify the set [F and the elements O and
1, but for emphasis a field can be defined as the quintuple (F, 4, 0, %, 1).

4.114 Example. The quintuple (Q, +, 0, x1) is a field (of numbers).
The next theorem forms the basis for a concept of division of rational numbers.

4.116 Theorem. For each K/L € Q, and for each I/J € Q such that I # 0,
[(K/L) * (J/D] * (I/J) = (K/L).
Proof.

(K J) I KxJ I (Kx))xI Kx(UxD) Kx({IxJ) K
L I

— k= k== x — = = = = —.
J LxI J (LxDxJ Lx{I=xJ) Lx(IxJ) L

O

4.117 Definition. For each K/L € Q, and for each I/J € Q such that I # 0, define

1 K J
o= — k-
J L 1

K .
L
4.118 Definition. For each K/L € Q, and for each J € N, define
K\* 1
L U
K\t K\’ K
— =1—=) =)
L L L

Moreover, if K/L # 0/1, then for each J € Z, define

(B =)
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4.6.3 Notation for Sums and Products

The notation introduced here proves convenient to define and investigate sums and
products of finite sequences of numbers.

4.119 Definition. A finite sequence of rational numbers is a function S : N — Q
defined on some N € N. The value S(K) is also denoted by Sk; then the function S
is also denoted by (Sk).

4.120 Example. The function S : 9 — Q defined by Sx := (24)X is a finite
sequence of numbers:

So = (%) =1,

S1 = (2h)' = 24,

Sy = (25)* = 4,

S3 = (2h) = 8/,

Sy = (2)* = 164,
S5 = (24)° = 23,
S3 = (2/5)8 = 4/7,
Sy = (25)" = 1887,
S5 = (243)% = 256/sse1.

The next definition gives a notation for the product of a finite sequence of
numbers.

4.121 Definition (Product notation). For each finite sequence of numbers
S : N — Q, define the “empty product” to be 1:

HSK = 1.

K<0

Then define the product of the first value to be the first value:

0
1_[ SK = So.
K=0

Hence for each L € N, such that 0 < L < N, define the product of the first L values
of the sequence S “inductively” [77, p. 5] or “recursively” [49, p. 133] by
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4.122 Example. Consider the finite sequence S : 9 — Q defined by Sk := (2/)X:

HK<OSK =1
H%:oSK =350
=1,

[Tk=oSk = (1_[%:0 SK) * S
= (1) x %,

[0Sk = (ko S¢) % 52
= (1% 23) * 4,

Hi:o Sk = (Hi:o SK) * S3
= (1% 25% %)) x 8/,

[Tk=o Sk = (Hi:o SK) * Sa
= (1 % 2/3% 4fo x 8/27) x 16/,

Hi:o Sk = (H;<=O SK) * Sy

=(1 %2544 8 416,32 64 128 256

3¥9* 27 %81 ¥ 243 ¥ 7120 * 2187 6561 *

The next definition gives a notation for the sum of a finite sequence of numbers.

4.123 Definition (Sum notation). For each finite sequence of numbers S: N — Q,
define the “empty sum” to be 0:

ZSK = 0.

Then define the sum of the first value to be the first value:

0
Z S[( = S(].
K=0

Hence for each L € N, such that 0 < L < N, define the sum of the first L values of
the sequence S inductively by

L

> Sk = CZ:]SK) + Sp.

K=0
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4.124 Example. Consider the finite sequence S : 9 — Q defined by Sk := (2/)X:

ZK<0 Sx =0,
Z(I](=O Sk = So
=1,

TkeoSk = (LkeoSk) +5)
=)+ %,

Y ko Sk = (Z[l<=0 SK) + 5
(14 253) + 4,

ko Sk = (ZkeoSk) + 53
= (14 25+ %) + 8/,

> k—oSk = (Zi:o SK) + 54
= (1+ 25+ %o+ 8h7) + 191,

8 7
koo Sk = (ZkooS) + s
— 256
(1 +7+7+ﬁ+%+ﬁ+76249+2]12887) + 6561 °

The pattern in the foregoing example, called a geometric series, is amenable to
an alternative formula, which expresses the entire sum as one ratio.

4.125 Theorem (geometric series). For every N € N* and every X € Q \ {1},

ZXK l—XN

Proof. This proof uses induction with N. For N := 1, and for every X € Q \ {1},

1-X'

1-1 0
YoxF =YX =X'=1=—".
K=0 K=0 1-X

Assume that there exists I € N* such that the theorem holds for N := I and for
every X € Q\ {1}, so that
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-1 1
> X =1
1-X
K=0

Then

I+1)—1 -1
Z XK — (ZXK> +x!
K=0

K=0
o 1=X Ly
1-X

1-x a=-X=xX
1-X 1-X

_ (1 _XI) + (XI _XI+1)
B 1-X

1—X1+1
To1-X

a

An alternative proof of the same formula proceeds along the following outline:

KooXK =14 X 4o XV 4 XV

X« Y NCL XK X+X 4+ x4+ XV

=X+ Y3 0XK=1+0+-+ 0 — xV

whence dividing both sides by (1 — X) yields
N—1 N
1-X
K=0

Yet such a proof also requires induction to rearrange the terms in the subtraction.
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4.126 Example. Consider the finite sequence S : 9 — Q defined by Sk := (2/)X:
SkmoSk = (L+3+i+d+ i+ B+ 5+ 10 + &

— 1=Cp)’
=12

1-51%/19,683
5

_ 1917V10683
5

= 3/1 * 19171/19683

= 19171 /g5¢1.

4.6.4 Order on the Rational Numbers

The determination of whether two rational numbers P/Q and M/N coincide can
utilize equivalent fractions with a common denominator, for instance, (P * N)/(Q *
N) and (Q*M)/(Q * N), and then with the comparison of the numerators P x N and
QO * M. The same comparison leads to a concept of order on the rational numbers.

4.127 Definition. Define a relation < on Q as follows. First, 0 < (P/Q) if and only
if 0 < P x Q, so that either P and Q are both positive, or P and Q are both negative:

[0<®/Q)] < [0<(PxQ)]
Second, (I/J) < (P/Q) if and only if 0 < [(P/Q) — (I/J)]:

[(d/7) < (P/Q)] © {0 < [(P/Q) — (I/D]}.

The following theorem shows that the square of any nonzero rational number,
and the sum and product of positive rational numbers, are positive rational numbers.

4.128 Theorem. If (M/N) > 0 and (I/J) > O, then (M/N) + (I/J) > 0 and
(M/N) % (I/J) > 0. Moreover, (K/L) x (K/L) > 0 for every (K/L) # (0/1).

Proof. For the square, let P/Q := (K/L)*> = (K?)/(L?). Then P x Q = (K?) *
(L?) = (K * L)> > 0 (theorem 4.88). Thus (K/L)> = P/Q > 0 (definition 4.127).

For the product, let P/Q := (M/N)*(I/J) = (M=I)/(Nx*J). By the hypotheses,
MxN>0andI*J >0.Hence PxQ = M*I)* (N*xJ) = (MxN)x([IxJ) >0,
whence (M/N) x (I/J) = P/Q > 0 (definition 4.127). For the sum, let
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|

M
=— +

I _ M *xJ)+ (N =1)
0 N J NxJ '

Then

PxQ=[MxJ)+ (NxD]*(NxJ)y=M=xN)*x (I *xJ)+ (NxN)*x([I*xJ)>0.

Indeed, J> > 0 and N? > 0 (theorem 4.88), (M *N) * (J?) > 0 and (N?)* (I J) > 0

by hypothesis, whence P x Q = (M * N) * (J?) + (N*) x (I x J) > 0. O
The next theorem shows that < is a strict total order (definition 3.187) on Q.

4.129 Theorem. The relation < is a strict total order on the rational numbers.

Proof. This proof verifies that < is connected, irreflexive, and transitive.

Irreflexivity

(P/Q) £ (P/Q) because 0 £ 0 = (P/Q) — (P/Q).

Connectedness

If (M/N) # (P/Q),then P x N # Q * M whence (P x N — Q x M) # 0, whence
(Q*N)*x(PxN—Qx*M) # 0, and then either (Q*N) *(P*xN—Q*M) < 0, in which
case (P/Q)—(M/N) < (0/1),sothat (P/Q) < (M/N), or (Q*N)*(PxN—Q*M) >
0, in which case (P/Q) — (M/N) > (0/1), so that (P/Q) > (M/N).

Transitivity

If I/J) < (K/L) and (K/L) < (M/N), then (K/L) — (I/J) > 0 and (M/N) —
(K/L) > 0, whence (M/N) — (I/J) = [M/N) — (K/L)] + [(K/L) — (/J)] > 0
(theorem 4.128) and then (M /N) > (I/J) (definition 4.127). O

4.130 Definition. The sets of nonzero rationals (Q*), negative rationals (Q*),
positive rationals (Q7 ), non-positive rationals (Q-), and nonnegative rationals

(Q4) are

Q" :=Q\{0/1},

Q- :={P/QeQ: P/Q = 0/1},
Qt :={P/QeQ: P/Q = 0/1},
Q* :={P/QeQ: P/Q <0/},
Q) :={P/QeQ: P/Q>0/1}.
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4.131 Definition. Define the absolute value |P/Q| of a rational number P/Q by

P/QifP/Q =0,
P =
IP/0l {—(P/Q) if P/Q < 0.
4.132 Theorem (Triangle Inequality). Forall K/L € Q and M/N € Q,

K+M<K+M
L N|™|L N

with equality if and only if (K/L)(M/N) > 0. Also,

K M - K M
L N||T|L N
with equality if and only if (K/L)(M/N) > 0.
Proof. Apply the definition of the absolute value to four cases. O

4.133 Theorem (Archimedean Property of the Rationals). For each rational
P/Q € Q there exists a natural number N € N such that P/Q < N/1.

Proof IfP/Q < 0,1etN := 1.If P/Q > 0,1et N := |P| + 1; then

N P_N [Pl _H(PI+ D *|Q— (A * [P}

1 0 1 |0 1x|0|

because [(|P| + 1) * [Q|] — (1 % |P) = [P % (IQ] = 1) + Q] = |Q] > 0. O

07

4.6.5 Exercises on Rational Numbers

4.91. Calculate (2/3) + (7/5).
4.92 . Calculate (5/2) + (1/7).
4.93 . Calculate (7/3) — (2/5).
4.94 . Calculate (1/2) — (1/3).
4.95. Calculate (2/3) * (7/5).
4.96 . Calculate (5/2) x (1/7).
4.97 . Calculate (2/3) = (7/5).
4.98 . Calculate (5/2) + (1/7).

4.99 . Prove that on QQ the division does not commute.
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4.100 . Prove that on Q division is not associative.

4.101 . Prove that on QQ division does not distribute over addition.

4.102 . Prove that on QQ division does not distribute over multiplication.
4.103 . Prove that on Q addition does not distribute over division.

4.104 . Prove that on Q multiplication does not distribute over division.
4.105 . Prove thatif 0 < (I/J) and 0 < (P/Q), then O < [(I/J) + (P/Q)].
4.106 . Prove thatif 0 < (I/J) and 0 < (P/Q), then O < [(I/J) * (P/Q)].
4.107 . Prove thatif Q > 0 and R > 0, then P/(Q/R) = (P * R)/Q.

4.108 . Prove that for each P/Q € Q there exists a smallest N € N* such that there
exists M € Z with P/Q = M/N.

4.109 . Prove that for each K/L € Q4 there exists a smallest N € N with K/L <
N/L.

4.110 . Find rational numbers K/L and M /N with (K/L)> + (M/N)? = 1.

4.7 Finite Cardinality

4.7.1 Equal Cardinalities

The adjective ‘“cardinal” means “principal” or “of greatest importance” . In the
context of sets, the cardinal feature of sets is their size. One way to define the “size”
of a set consists in establishing a correspondence with another set of known size,
for instance, a natural number, as in figure 4.1. Such a natural number is then the
“number” of elements in the set, and the correspondence amounts to an operation
of counting. Thus the natural numbers constitute the “standard” sizes with which to
“count” sets. More generally, two sets have the same cardinality if and only if there
exists a bijection between those two sets.

4.134 Definition. For all sets A and B, the sets A and B have the same cardinality
if and only if there exists a bijection F': A — B, a situation denoted by

AxB.
A =B,
|A| = |B],

#(A) = #(B),

card (A) = card (B).

Definition 4.134 does not yet define the concept of cardinality; it only defines
the concept of same cardinality. Because such a definition leaves the notation #(A)
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NASA Photo ID:
STScl-PR94-17

NASA Photo ID:
P-41508

Fig. 4.1 Same cardinality: Earth and Moon, or Pluto and Charon, or {Q, {o }}.

yet undefined, this exposition adopts the notation A &~ B, which merely means that
there exists a bijection from A to B.

4.135 Example. All empty sets have the same cardinality. Indeed, by the axiom of
extensionality there exists only one empty set, namely &, and the empty function
g : @ — Jis abijection, whence & ~ J.

4.136 Example. All singletons have the same cardinality. Indeed, for all sets X and
Y and all singletons {X} and {Y}, the function F : {X} — {Y} defined by F :=
{(X,Y)} is a bijection. Thus {X} =~ {Y}.

4.137 Example. The sets A := {4,9} and B := {2, 3} have the same cardinality,
thanks to the bijection F : A — B with F := {(4,2), (9, 3)}. The other bijection,
G = {(4,3),(9,2)}, could also serve to prove that A and B have the same
cardinality.

The following theorem forms the basis for the relation between the addition of
natural numbers and the union of disjoint sets.

4.138 Theorem. For all sets A, B, C, and D, if

A= C,
B~ D,
ANB =,
CND =g,

then

(AUB) ~ (CUD).



246 4 Mathematical Induction: Definitions and Proofs by Induction

Proof. The hypotheses A &~ C and B &~ D mean that there exist bijections

F:A—C,
G:B—D.

Such bijections lead to a bijection
H: (AUB) — (CUD)
defined by
H := (FUG) C (AUB) x (CUD)
so that

Y = F(X)if X € A,
[(X.Y) € H] &
Y = G(X) if X € B.

The relation H just defined is a function, because for each X € (AUB) the relation
H contains only one pair (X, Y). Indeed, thanks to A N B = @, either X € A and
then Y = F(X), or X € B and then Y = G(X), but not both (definition 3.94).

To verify the injectivity of H, assume that W € (AUB) and X € (AUB) have the
same image H(W) = Y = H(X) in C U D. Because of C N D = @, either both
images lie in C or both lie in D. In the first case, if both images lie in C, then W € A
and X € A, and then

F(W) = H(W) = H(X) = F(X),

whence W = X by injectivity of F. In the second case, if both images lie in D, then
W € B and X € B, and then

G(W) = HW) = H(X) = G(X),
whence W = X by injectivity of G. To verify the surjectivity of H, assume that
Z € (CUD). Then either Z € C or Z € D. In the first case, if Z € C, then the
surjectivity of F' guarantees the existence of an element W € A such that

Z=F(W)=HW).

In the second case, if Z € D, then the surjectivity of G guarantees the existence of
an element X € B such that

Z = G(X) = H(X).

Therefore, H : (AUB) — (CUD) is a bijection. O
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The following theorem forms the basis for the relation between multiplication of
natural numbers and Cartesian products of sets.

4.139 Theorem. For all sets A, B, C, and D, if

A
B

R R

C,
D

3

then
(AxB) = (CxD).
Proof. The hypotheses A &~ C and B & D mean that there exist bijections

F:A— C,
G:B—D.

Such bijections lead to a bijection H defined by

H: (AxB) — (CxD),
(W.X) — (F(W), G(X)).

The relation H is a function, because F and G are functions, so that for each W € A
and each X € B there exists at most one ¥ € C and at most one Z € D with
(W,Y) € Fand (X,Z) € G, so that there exists at most one (¥,Z) € C x D with
((W,X), (v, Z)) € H. To verify the injectivity of H, assume that (W,X) € (A x B)
and (U, V) € (A x B) have the same image H(W,X) = H(U, V) in C x D:

H(W,X) = H(U, V) hypothesis,
{ definition of H,
(F(W), G(X)) = (F(U),G(V))
$ equality of pairs,
[F(W) = F(O] A [G(X) = G(V)]
{ injectivity of F and G,
W=UAX=V]
{ equality of pairs.
W, X)=(U,V)

To verify the surjectivity of H, assume that (R, S) € (C x D). Then the surjectivity
of F guarantees the existence of an element W € A such that

R =FW),
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and the surjectivity of G guarantees the existence of an element X € B such that

S = G(X).
Consequently,
R,S) = (F(W),G(X)) = HW,X).
Therefore, H : (A x B) — (C x D) is a bijection. O

4.7.2 Finite Sets

The following definition establishes the concept of cardinality for finite sets.

4.140 Definition. For each set S, the set S is finite if and only if there exists N € N
and a bijection F': N — S. Such a natural number N is then called the number of

elements in S, or the cardinality of S, which is denoted by #(S), |S|, or S.

4.141 Example. For each natural number N € N the set N is finite and has N
elements, because the identity function Iy : N — N, K +— K is a bijection.

4.142 Remark. Because every bijection has an inverse function, a set S is finite if
and only if there exist a natural number N € N and a bijection G : S — N, for
instance, the inverse function G := F°~! for any bijection F: N — S.

The following theorem shows that the insertion of a new element into a set
corresponds to the arithmetic addition of 1 to its cardinality.

4.143 Theorem. The equality #(AU{Z}) = [#(A)] + 1 holds for each finite set A,
and for each set Z ¢ A.

Proof. For each finite set A there is a natural number N and a bijection F : N — A.
Moreover, for each set Z there exists a bijection of singletons G : {N} — {Z}.
Consequently, because A N {Z} = @ by hypothesis, and because N N {N} = @

by theorem 4.42, it follows that theorem 4.138 gives a bijection N + 1 — AU{Z}:

H = (FUG): N+ 1 = (NU{N}) — (AU{Z}).

a

The following theorem shows that the cardinality of the union of two disjoint
finite sets equals the arithmetic sum of their two cardinalities.

4.144 Theorem. The equality #(AUB) = [#(A)] + [#(B)] holds for all disjoint finite
sets A and B.
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Proof. This proof proceeds by induction with the cardinality of the second set.
If #(B) = 0, then B = @ by definition, whence for each finite set A,

#(AUB) = #(AU@) = #(A) = [#(A)] + 0 = [#(A)] + [#(B)].

Hence, assume that there exists a natural number N € N for which the theorem
holds, so that the equality #(AUB) = [#(A)] + [#(B)] holds for all disjoint finite sets
A and B with #(B) = N. For each set C with N + 1 elements, there exists a bijection
F: N+ 1 — C. Consequently, the subset B := F"(N) = F"({0,...,N — 1}) has
N elements, because the restriction F|y : N — B is a bijection. Hence, with the
element Z := F(N), it follows that C = BU{Z} with Z ¢ B, whence

#(AUC)
= because C = BU{Z},
#(AU[BU{Z}])
= associativity of U,
#[(AUB)U{Z}]

= theorem 4.143,
#(AUB) + #({Z})
= induction hypothesis,
[#(A) + #(B)] + #({Z})
= associativity of +,
#(A) + [#(B) + #({Z})]
= theorem 4.143,
#(A) + #(O).

O
The following two theorems confirm that every subset of a finite set is also finite.

4.145 Theorem. For each N € N, every subset S C N is also a finite set, with at
most N elements. Moreover, each proper subset S C N has fewer than N elements.

Proof. This proof proceeds by induction with N.

If N := 0, then N = &, and the only subset S € N is § = &, which is finite.

As an induction hypothesis, assume that there exists a natural number K € N
such that the theorem holds for N := K, so that each subset S C K is finite with
at most K elements, and that each proper subset S C K has fewer than K elements.
Hence, consider a subset R € K + 1. Two cases arise: either K ¢ R or K € R.

If K ¢ R, then R C [(K + 1) \ {K}] = K whence R is finite with at most K
elements by induction hypothesis.

If K € R, then the set C := R\ {K} is a subset of [(K + 1) \ {K}] = K, whence
C is finite with at most K elements by induction hypothesis. Thus, there exists a



250 4 Mathematical Induction: Definitions and Proofs by Induction

natural number L < K such that C = R\ {K} has cardinality L < K, and L = K
if and only if C = K. Hence, theorem 4.143 shows that R = CU{K} is finite with
cardinality L+ 1 <K+ 1l,andL+ 1=K + lifandonlyif R = K + 1. O

4.146 Theorem. Every subset of a finite set is also finite, with at most as many
elements.

Proof. For each finite set A there exists a natural number N € N and a bijection
F: A — N. Hence, for each subset B C A, the restriction Flg : B — N is a
bijection from B onto a subset S := F"(B) € N. Because every such subset S € N
is also finite with at most N elements, it follows that there exists a natural number
L < N and abijection G : § — L. Consequently, the composition Go F|p establishes
a bijection from B onto L, which means that B is finite with L < N elements. O

4.147 Theorem. The equality #(A \ B) = [#(A)] — [#(B)] holds for every subset
B C A of every finite set A.

Proof. The result follows from the disjointness of B and A \ B, and from theo-
rem 4.146, which ensures that both B and A \ B are finite:

BN(A\B) = o,
BU(A\B) = A,
[#(B)] + [#(A \ B)] = #(A),

whence #(A \ B) = [#(A)] — [#(B)] by definition (4.59) of subtraction. |

Theorem 4.145 shows that for each subset S € N there is a bijection F : S — L
with L < N, but it does not yet prevent the existence of other bijections G: S — L
with L > N. The following theorem confirms that there is no such bijection.

4.148 Theorem. Forall K,N € Nwith K < N, there are no injections F : N — K.

Proof. This proof uses induction with N. For N := 1, the only smaller natural
number is K := 0, and there exists no function F : {1} — &, whence no injection
either.

As an induction hypothesis, assume that there exists a positive integer L € N*
such that the theorem holds for N := L, so that for every natural number K < L
there are no injections F : L — K. The proof that for every K < L + 1 there
are no injections F : (L + 1) — K proceeds by contraposition. Thus, assume that
there is such an injection F: (L+ 1) — K. Let Z := F(L) and S := K \ {Z}. By
theorem 4.147, S is a finite set with K — 1 elements, and there is a bijection G : § —
(K — 1). Then the restriction F|, : L — § is an injection, and the composition
GoF|.: L — (K—1)isan injection. Hence K — 1 > L by induction hypotheses,
whence K > L + 1. ad

The following theorem shows the equivalence of the concepts of injection,
surjection, and bijection between sets with the same finite cardinality.
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4.149 Theorem. For all sets A and B with the same finite cardinality, and for each
function F : A — B with domain 9(F) = A, the following conditions are mutually
equivalent:

(P) F is injective,

(Q) F is surjective,

(R) F is bijective.
Proof. If F is bijective, then F is also injective and surjective, because (R) < [(P) A
(Q)] by definition of bijectivity (definition 3.118); therefore both (R) = (P) and
(R) = (Q) hold, by theorems 1.53 and 1.54.

For the reverse implications, because A and B have the same finite cardinality,
there exist a natural number N € N and a bijection G : N — A.

If F is injective, then F"(A) C B is a finite set with cardinality L < N, so that
there exists a bijection H : F"(A) — L. Then the composition

G  F H
HoFoG:N—>A—F"A) —>L

is an injection, whence L > N by theorem 4.148. From L < N and N < L it follows
that L = N. Hence H, G, and (H o F o G) : N — N are bijections, whence F is also
surjective, whence bijective, which proves the implication (P) = (Q); therefore
(P) = [(P) A (Q)] holds (by theorem 1.82), whence also (P) = (R).

The proof of the converse, (Q) = (P), uses the contraposition [—(P)] = [—(Q)].
If F is not injective, then A contains two distinct elements X # Z such that F(X) =
F(Z).Let S := A\ {Z}, so that F"(A) = F"(S) and there exists a bijection J : (N —
1) — S, by theorem 4.147. Also, there is a bijection I : B — N, because A and B
have the same cardinality, N. Then the composition

[oFoJ: (N—1) 5 s LN
cannot be a bijection, because by theorem 4.148 its inverse could not be an injection
from N to N — 1. Hence F cannot be surjective, which proves (Q) = (P). O

The following theorem shows that the number of elements in a Cartesian product
equals the product of the numbers of elements in its factors.

4.150 Theorem. Forall K,L € N, the Cartesian product K x L has K x L elements.
Proof. By induction with L, if L = 0, then L = &, whence for every K € N

Kx0=Kx g =@,
#K x0) =#(2) =0=K x0.

As induction hypothesis, assume that there exists a natural number M € N such
that the theorem holds for L := M, so that the equality

#KxM)=K=*«M
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holds for every K € N. Hence, from the disjoint union M + 1 = MU{M}, and from
the distributivity of Cartesian products over unions (theorem 3.63), it follows that

Kx M+ 1) =K x (MU{M})
= (K x M)U(K x {M}),

#K x (M + 1)] = #[(K x M)U(K x {M})]
[#(K x M)] + [#(K x {M})]
=Kx*M)+K
=Kx(M+1),

thanks to the disjoint union (K x M)U(K x {M}). O

4.7.3 Exercises on Finite Sets

4.111.
4.112.
4.113.
4.114.

4.115.

4.116 .

4.117.
4.118.
4.119.
4.120.

Determine #(@).

Determine #[ 22 (2)].
Determine #(2[2(9)]).
Determine #[ 2 (22[2(2)])].

Determine #(3@[@(@[9@)])]).

Determine # [@ ({(Z {o}. {2, {@}}})].

Prove or disprove that all ordered pairs have the same cardinality.

For all finite sets A and B, prove that (A x B) & (B x A).

For all finite sets A, B, C, prove that [(A x B) x C] & [A x (B x O)].
For all finite sets A and B, prove [#(AAB)] = [#(A U B)] — [#(A N B)].

4.8 Infinite Cardinality

4.8.1 Infinite Sets

Some sets are not finite, for they do not admit any bijection onto any natural number.

4.151 Definition (infinite sets). A set Z is infinite if and only if Z is not finite,
which means that there are no bijections from Z onto any natural number.

For instance, the set N is infinite.
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4.152 Theorem. The set N of all natural numbers is not finite.

Proof. For each natural number N and for each function F' : N — N, the restriction

F|y+1 (N + 1) — N cannot be injective, by theorem 4.148, whence F cannot be

injective. Therefore, there are no such bijections, which means that N is not finite.
O

As there exist finite sets with different cardinalities, there also exist infinite sets
with different cardinalities. For instance, the following considerations lead to infinite
sets with cardinalities different from the cardinality of the natural numbers.

4.153 Definition. For all sets X, Y, let YX denote the set of all functions from X to
Y, with domain X.

4.154 Example. If X := o, then 2¥ = {@}, because @ : @ — {0, 1} is the only
function from X = @ to 2 = {0, 1}.

4.155 Example. 1If X := {S} is a singleton, then 2¥ consists of two elements,
because there are exactly two functions from X = {S} to 2 = {0, 1}:

F: {S} - {0,1},
S+ 0;

G: {S} —> {0,1},
S+ 1.

Thus, 28} = {F, G} has exactly two elements, F and G.
The next theorem shows that each set X is “strictly smaller” than 2X.

4.156 Theorem. For each set X, there exists an injection from X to 2X. Yet there
does not exist any surjection from X to 2%.

Proof. To establish the existence of an injection X — 2X_ consider the function
J : X = 2% defined as follows. The function J maps each element N € X to a
function J(N) : X — 2 specified by

l1if K =N,
VK =1 0k ZN.
In other words, the function J(N) is the characteristic function yy; of the singleton
{N} (from example 3.89). Consequently, J is injective; indeed if M # N, then
[J(M)](M) = 1but [J(N)](M) = 0, whence J(M) # J(N).

To prove the absence of any surjection X —» 2%, for each function J : X — 2%,
this proof demonstrates a method known as Cantor’s diagonalization to show that
J is not surjective. Each such function J : X — 2% maps each element N € X to a
function J(N) € 2%, so that J(N) : X — 2. In particular, J(N) maps N to an element
[J(N)](N) € 2 = {0, 1}. Thus, define a function F : X — 2 by
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0if [J(M](N) =1,

F(N) =
) 1if [J(N)](N) = 0.

Thus, F(N) # [J(N)](N) for every N € X, whence F # [J(N)] for every N € X.

Consequently F ¢ J"(X), whence J is not surjective. O

4.157 Example. One among several methods to define the set R of all real numbers
consists in defining R as a set of infinite sequences of digits [118, p. 565-566]. Thus
the set of all real numbers between 0 and 1 can be defined as the set of all sequences
R € 3 (subject to the constraint that there does not exist any K € N such that
R(N) = 2 for every N > K). Then every function J : N — R fails to be surjective.
Indeed, as in the proof of theorem 4.156, for each function J : N — R define a
function G : N — R by

Lif [J(N)](N) = 2,
G(N) := { 0if J(N)](N) = 1.
1if [J(N)](N) = 0.

Thus, G € R but G(N) # [J(N)](N) for every N € N, whence G # [J(N)] for every
N € N. Consequently G ¢ J"(N), and therefore J is not surjective. Hence there does
not exist any bijection J : N — R.

Example 4.157 reveals that the set R of all real numbers is “more infinite” than
the set N of all natural numbers. Moreover, applying theorem 4.156 to X := R
shows that 2% is also “more infinite” than R. Then 2" is also “more infinite” than
2% And so forth, thus there exists an “infinite” variety of “infinite” sets.

4.8.2 Denumerable Sets

There exist several infinite sets that have the same cardinality as N has. For instance,
using only addition and multiplication from integer arithmetic, this subsection
presents a proof that the set of all nonnegative integers N and the set of all integers
Z have the same cardinality; similarly, N and the Cartesian product N x N have the
same cardinality. The following terminology conforms to [8, p. 152], [30, p.47], and
[128, p. 151].

4.158 Definition. A set is denumerable — or has cardinality R, (read “aleph
zero”’) — if and only if it has the same cardinality as the set N of all natural numbers.
A set is countable if and only if it is either finite or denumerable.

The following theorem shows that the set Z of all the integers has the same
cardinality as the set N of all the nonnegative integers.
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4.159 Theorem. The sets N and 7 have the same cardinality.
Proof. Define F: N — Z by

F(V) = N/2 if there exists K € Nwith N = 2 % K,
—(N 4+ 1)/2 if there exists K e NwithN + 1 =2 x K.

The function F is surjective. Indeed, if L € N, then L = F(2 % L). Similarly, if
LeZ\N,thenL =F([2*L]+1).

The function F is also injective. Indeed, if F(M) = F(N), then either both or
neither of F(M) and F(N) are elements of N. If F(M) € N and F(N) € N, then
M/2 = F(M) = F(N) = N/2, whence M = N.If F(M) ¢ N and F(N) ¢ N, then
—M+1)/2=FM)=F(N)=—(N+1)/2, whence M = N. |

4.160 Theorem. For all disjoint denumerable sets A and B, AUB is denumerable.

Proof. By the hypotheses there exist bijections / : A — N and J: B — N. The
function K : N — Z with K(N) := —(N+1) is injective, and hence the composition
K o1 is also injective. Therefore, the function G := (K o I)UJ is a bijection from
AUB to Z. Hence F°~! o G : AUB — N is a bijection, with F as in theorem 4.159.
O

To facilitate the proof that N and the Cartesian product N x N have the same
cardinality, the following definition specifies an inductive method to define and
compute the sum 1 + 2 + --- + (N — 1) + N, known as an arithmetic series.

4.161 Definition. Define a function 7 : N — N by
T(0) :=0,
TIN+1):=T(N)+ (N+1).
Also, define the notation 0 + 1 4 --- + N := T'(N).
Thus,
T(0) :=0,
T(1) =TO)+O0O+1)=0+(0O+1) =1,

TQ) =T+ (1 +1)=1+(1+1) =3,
T@R) :=TQ) +Q2+1)=3+@2+1) =6,

The values of T are called triangular numbers because they correspond to the
number of elements in the following patterns:
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7(O) T()  T(Q) 7(3)

The following theorem provides a different formula to compute the same function
T.

4.162 Theorem (arithmetic series). For each natural number N € N,

Nx(N+1)

O+14+2+--+N-1)+N=TWN) = >

Proof. This proof uses induction with N. If N := 0,then T7(0) =0 =0 (0+1)/2.
Assume that there exists M € N such that the theorem holds for N := M, so that
TM)eNand2«xT(M)=M*x(M+1). ThenTM+1)=TM)+ M+ 1) €N,
and

2%xTM+1) =2 [T(M) + (M + 1)]
=2xTM)]+ 2% M+ 1)]
=MsxM+1)+2x(M+1)
=M+2)x(M+1)
=M+ 1)x[(M+1)+1].

Consequently, 2« T(M +1) = M+ 1)« [(M 4+ 1)+ 1], but T(M + 1) € N, whence
M+1D)«[M+1)+1]/2eNandTM+1)=M+ D x[(M+1)+1]/2. O
An alternative proof of the same formula proceeds along the following outline:
TWN) = 0 + 1 +4-+®-1)+ N,

TN) = N +N-)+-4+ 1 + 0
TN)+T(N) =N+ 1)+ N+ 1) 4+ N+1) + N+ 1),

whence 2 * T(N) = N % (N + 1). However, a proof along this outline also requires

induction to rearrange the terms of the sum with associativity and commutativity.
The following definition provides a formula for Cantor’s diagonal enumeration

of N x N, and the subsequent theorems will verify that indeed it enumerates N x N.

4.163 Definition. Define a function .7 : (N x N) — N by
T M,N):=M+TM + N)

(M+N)s (M+N+1)
+ 5 .

=M
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The value .7 (M, N) corresponds to the sum of the number of elements in the
triangular pattern counted by the “triangular number” T(M + N) and a last partial
row with M elements (instead of a complete last row of M 4 N elements for the next
triangular number). For example, with M := 1 and N := 2,

7(1,2)
T(M + N) . .

M °
The following theorem shows that the function 7 : (N x N) — N is surjective.
4.164 Theorem. For eachl € N there exist M € N and N € N such that

(M +N) % (M+N+1)
+ 5 .

I=M

Proof. This proof proceeds by induction with /.
First, if I := 0, then / = 0 + T(0 4+ 0) with M := 0 and N := 0.
Second, assume that there exists K € N such that the theorem holds for 7 := K,
so that there exist M, N € N with K = M + T(M + N).
IfN>0,thenK+1=14+M+TM+N)]=M+1)+T(M+1]+[N—-1]).
IfN=0,thenK+1=14+M+TM+0)]=M+1)+TWM+0) =
0+70+[M+1)). |

The following theorem shows that the function .7 : (N x N) — N is injective.

4.165 Theorem. Forall K,L,M,N € N, if K+T(K+L) =M+ T(M + N), then
bothK =M and L = N.

Proof. If
K+T(K+L)=M+T(M+N),
then subtracting M and T(K + L) from both sides gives
K—M=TM+N)—-T(K +L).
If K > M, then K — M > 0, so that the left-hand side is positive, but then the right-
hand side must also be positive: T(M +N)—T(K +L) > 0. Hence M +N > K+ L,

but then

TM+N)—TK+L) >TM+N) —TM+N—-1)=M+N
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by definition of 7. Thus
K-M=TM+N)—T(K+L)>M+N
whence K > (2% M) + N. With M + N > K + L, this gives
M+N>K+L>[2*xM)+N|+L
whence subtracting (2 * M) + N from all sides gives
-M > L,

which contradicts the hypothesis that L > 0. O
The following theorem confirms that N x N is denumerable.

4.166 Theorem. The function 7 : (N x N) — N is bijective.

Proof. The bijectivity results from theorems 4.165 and 4.164. O

The computation of the inverse function .7~! : N — N x N can proceed
according to the straightforward algorithm provided by the proof of theorem 4.164:
for each I € N, observe that 7(0) = 0 < I, and compute 7(0), 7(1), ..., T(L) until
T(L—1)<I<T(). ThenletM :=1—-T(L—1)and N :=(L—-1) - M.

4.8.3 The Bernstein—Cantor—Schroder Theorem

The following theorem guarantees the existence of a bijection between two sets,
provided that there exist injections from one set to the other and vice versa. Accord-
ing to Suppes [128, p. 95], Cantor conjectured the theorem and then Bernstein and
Schroder proved it independently of each other in the 1890s. Fraenkel [37, p. 102]
credits the following proof to J. M. Whitaker.

4.167 Theorem (Bernstein—Cantor-Schroder). For all sets A and B, if there are
injections F: A — Band G : B — A, then there is a bijection H: A — B.

Proof. The strategy of this proof consists in producing a subset E C A such that
G'[B\F'(E)] = (A\E)

and then in setting
H:= (Flp) U (G ag) -

To this end, define
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7 :={CCA: G"[B\F'(O)] < (A\ O);
={CCA: CCA\G'B\F'(O)}:

the proof will verify that | J & satisfies the requirements.
First, for all subsets V,W C A, if V C W, then F"(V) C F"(W), whence [B \
F"(W)] € [B\ F"(V)], and hence G"[B \ F"(W)] € G"[B\ F"(V)], so that
{A\G"[B\ F"(V)]} S {A\ G"[B\ F"(W)]}.

In particular, if V € 2, then V € A\ G"[B \ F"(V)] by definition of 2, and
V € W := | 2 by definition of | | Z; consequently

V C{A\G'[B\F'(V)]} € {A \ G" [B \ F" (U @)]} .

Because these inclusions hold for every element V € 2, it follows that they also
hold for their union:

Jzc {A\G“[B\F“(U@)]}.
E::A\G"[B\F"(U@)].

From | ) 2 C E it follows that

A\ G [B \ P (U @)] C{A\G"[B\ F'(E)]}.
so that
EC{A\G"[B\F'(E)}

whence E € 2. Consequently, E C | ] 2, whence E = | 2, but then the definition
of E gives

E=A\G"[B\F"(E)].

The next theorem shows a use of the Bernstein—Cantor—Schroder Theorem.
4.168 Theorem. There exists a bijection H : 7. — Q.

Proof. First, there exists an injection F : Z — Q with F(N) := N/1.
Second, there exists an injection I : Q — (Z x Z) such that I(P/Q) := (P, Q)
with P € N minimum (theorem 4.99).
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Also, there exists an injection J : (Z x Z) — Z, by theorem 4.166.

Consequently, the composition G := J o [ is an injection Q — Z.

Therefore, the Bernstein—Cantor—Schroder Theorem guarantees the existence of
abijection H : Z — Q. O

Theorem 4.169 shows that every infinite subset of a denumerable set is denumer-
able. Hence every subset of a countable set is also countable.

4.169 Theorem. For each infinite subset S C N, there exists an injection H : N —
S. Hence S is denumerable.

Proof. Define G : 2(S) — Z(S) by G(S) := S and G(B) := BU {min(S \ B)} for
every B # S.

Define F : N — Z(S) by F(0) := {min(S)}, and F(N + 1) := G[F(N)].
Thus F(N + 1) inserts the smallest element of S that has not yet been included by
F(0),...,F(N).

Let H(M) := max[F(M)].

Also, the inclusion function ¢ : § — N defined in example 3.93 by ((X) = X is
injective by example 3.121.

Hence there exists a bijection between S and N, by the Cantor-Bernstein—
Schroder Theorem (4.167). O

Theorem 4.170 shows that every subset of the range of a function defined on a
countable domain is also countable.

4.170 Theorem. For each set E, if there exists a surjection Q : N — E, then E is
countable.

Proof. If E is finite, then E is countable, by definition.

If E is not finite, then define an injection G : E — N by G(X) :=
min[Q°~!" ({X})], so that G(X) is the smallest natural number mapped to X by
Q. The function G is well-defined, because Q is surjective, so that the pre-image
07" ({X}) # @ contains a unique smallest element. The function G is also
injective; indeed, if X # Y, then Q°~V"({X}) N Q°~"({Y}) = @, because Q is a
function. Consequently, the image S := G"(E) C N is an infinite subset of N.

By theorem 4.169 and the Bernstein—Cantor—Schroder Theorem (4.167), it
follows that S and hence E are denumerable. O

4.8.4 Denumerability of all Finite Sequences
of Natural Numbers

This subsection shows that the set of all finite sequences of natural numbers is
denumerable.

Theorem 4.171 shows that allowing the number of variables to change from one
function to another still produces a set of functions.
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4.171 Theorem. For all sets E and C, all the functions F : EX — C of any finite
number of variables from the domain E and with values in the co-domain C form a
set

{C(EK) ‘K e N}.

Proof. LetA:=N,B:=F,and ¥ := N.Thus 2 = N C Z(N) = Z(A) because
K C Nforeach K € N, by theorem 4.20. Then, with the notation of theorem 3.136,

Fng = {EX: KeN}

is the set of all finite sequences of elements of E.

Next, again with the notation of theorem 3.136, let A := | ) %y . Then EX €
Fn.e whence EX C A for each K € N, by theorem 3.40, and hence #y g € Z(A).
Also let 7 := Fn g and B := C, the set C in the hypothesis of the theorem. Thus
CE") is the set of all functions F : EX — C defined on all of EX, with EX € 2 for
each K € N, and

Fgc = {C(EK) ‘Ke N}

is the set of all functions defined on any EX into C.

4.172 Theorem. For each K € N*, the set NX of all finite natural sequences of
length K is denumerable.

Proof. Following [86, p. 799], this proof proceeds by induction with K.

For K = 1, the identity function Iy : N — N, N — N defined in example 3.86 is
a bijection, by example 3.120.

For K = 2, Cantor’s diagonal enumeration 7 : NxN — N from definition 4.163
is a bijection, by theorem 4.166.

Denote the identity function Iy by 77, and Cantor’s diagonal enumeration .7
by 2.

As an induction hypothesis, assume that for some K = M there exists a bijection
yM . NM — N.

For the induction step from K = M to K = M + 1, define Z;,; : N¥*! - N
by

FIm+1 Ny, ..., Ny—1,Ny) := SB[ TuNo, . .., Ny—1), Nul.

Equivalently, ;41 = % o (9 X Iy), with X from definition 3.116, and where
Iu is bijective by induction hypothesis, whence 7, K Iy is also bijective, by
theorem 3.117, and hence the composition of the bijection .7 preceded by the
bijection 7, X I is again bijective, by theorem 3.123. O
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4.173 Theorem. The set U NX of all finite sequences of natural numbers is

KeN*
denumerable.

Proof. For each K € N*, denote by % : N — N any enumeration of all natural
sequences of length K, as in theorem 4.172. Again following [86, p. 799], this proof
pieces together all the bijections Jx of NX by means of K and .%. Specifically,
define # : | ) N¥ - Nby

KeN*

y(No,...,N](_O = :%[:%((N(),...,N[(_]),K].

The map . is injective: indeed, if “(Ny,...,Nxk—1) = LJo,-..,J—1),
then [Tk (No,...,Nk-1),K] = S%[T.(o,...,Jr—1),L], whence K = L and
Tx(Nog, ..., Nxk—1) = T.(Jo,...,J—1), because 7 is injective by theorem 4.165.
Consequently, 7, (No,...,N—1) = J.(Jo,...,Jr—1), whence (Ny,...,N—1) =
(Jo,...,Jr—1), because 7} is injective, by theorem 4.172.

The map . is also surjective: indeed, for each M € N there exists (I, K) € N?
such that % (I, K) = M, because .7; is surjective by theorem 4.164. Consequently,
there exists (N, ...,Nx_1) € NX such that Fx(Ny, ...,Nx_) = I, because Fx is
surjective, also by theorem 4.172. Thus . (Ny, ..., Nxk—1) = M. O

4.8.5 Other Infinite Sets

The present text has defined a set to be finite if and only if there exists a bijection
onto a natural number, and infinite if and only if there does not exist any such
bijection. There exists a different definition of infinite sets, called “Dedekind-
infinite” [128, p. 107], corresponding to Dedekind’s definition [25, §V, #64, p. 63].

4.174 Definition. A set Z is Dedekind-infinite if and only if there exists a proper
subset Y ; Z and a bijection F : Z — Y, or, equivalently, F -l y > 2Z

Thus, a set is Dedekind-infinite if and only if it has the same cardinality as that
of one of its proper subsets.

4.175 Example. The set N is Dedekind-infinite because there is a proper subset

N* C N and a bijection defined by the successor function:

G: N*—N,
X — X U{X}.
4.176 Theorem. Every Dedekind-infinite set is also infinite.

Proof. This proof proceeds by contradiction. If a set Z is not infinite, in other words,
if Z is finite, then there exist a natural number N € N and a bijection G : N — Z.
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If Z is also Dedekind-infinite , then there exists a proper subset ¥ & Z and a bijection
F : Z — Y. Then the composition

G GO—I
H=G"'oFoG:N3z5¥vS N

would be a bijection from N onto a proper subset G°~!"(Y) & N, which would
contradict theorem 4.148. |

The proof of the converse requires the Axiom of Choice (exercises 4.139, 4.140).
4.177 Theorem. Every infinite set contains a denumerable subset.

Proof. Apply recursion (theorem 4.21). If Z is infinite, then Z # @, whence there
exists some X € Z. Define Fy : {0} — Z by 0 — X. Assume that there exists
an injection Fy : N — Z. Then Z # Fy"(N) because Z is infinite, whence Z \
Fy"(N) # @ and there exists X € Z \ Fy"(N). Let Hy : {N} — {X} and let
Fyntp = FyUHy. Finally, let F := UNeN Fy.Then F: N — Zis an injection. O

Theorem 4.177 explains the subscript 0 in the notation X for the cardinality of N.
Because in the Zermelo-Frankel set theory with the Axiom of Choice every infinite
set Z contains a denumerable subset, there exists an injection F : N — Z, so that
the cardinality of N cannot exceed that of Z. If there is also an injection G: Z — N,
then the Bernstein—Cantor—Schroder Theorem (theorem 4.167) guarantees that there
is also a bijection H : N — Z; thus, the cardinality of Z cannot be strictly smaller
than that of N. Thus R, represents the “smallest” infinite cardinality.

4.178 Theorem. Every infinite set is also Dedekind-infinite.

Proof. If W is infinite, then W contains a denumerable subset Z < W, by
theorem 4.177. By example 4.175, there exists a bijection F : Z — Y onto a proper
subset ¥ & Z. Extend F to all of W by setting H := FU (Iy |w\z). O

4.179 Theorem. Every denumerable union of disjoint denumerable sets is denu-
merable.

Proof. 1f % is denumerable, then there is a bijection A : N — % with [ +— A(I). If
each A(/) is denumerable, then by the Axiom of Choice there is a bijection F; : N —
A(I) with J — F;(J) € A(I). Hence the function G : N x N — | J % defined by
G(I,J) := F;(J) is a bijection. m|

4.8.6 Further Issues in Cardinality
4.8.6.1 Other Axioms of Infinity
Bolzano [10] and Dedekind [25, §V, Theorem 66, p. 64] argued for the “existence”

of an infinite set from practical considerations. Yet the “existence” of an infinite set
does not follow from the other axioms, but requires an axiom of infinity [8, p.21].



264 4 Mathematical Induction: Definitions and Proofs by Induction

Zermelo [145] introduced such an axiom with a set such that if X is an element, then
{X} is also an element. The variant adopted here, with {X} replaced by X U {X}, is
attributed to John von Neumann [135] and has proved more convenient [8, p.22].
There also exist “infinitely” many other nonequivalent axioms of infinity [18, §57,
p. 342-346].

4.8.6.2 Peano’s Axioms

There is an alternative method to introduce natural numbers, published by Giuseppe
Peano, which does not involve set theory. Instead, Peano’s system consists of the
following axioms, stated here beginning with 0, as done in [46, §2, #II], [128,
p. 121].

Axiom A0 O is a natural number.
Axiom A1 K = L means that K and L are the same natural numbers.

Axiom A2 For each natural number N there exists exactly one natural number
denoted by N’ and called the successor of N.

Axiom A3 N’ # 0 for each natural number N.
Axiom A4 If K’ = L', then K = L.

Axiom A5 For each set S of natural numbers, if

¢ (is an element of S, and
 if N belongs to S, then K’ belongs to S,

then every natural number is an element of S.

From Peano’s axioms, and two additional axioms for recursive definitions of
addition and multiplication [128, p. 136], the same proofs as in this chapter verify
all the algebraic properties of arithmetic and ordering with natural numbers [76,
Ch. 1, p.1-18]. However, in situations that involve other topics, for examples,
rational numbers or cardinality of sets, the use of Peano’s axioms would require
some theoretical link between Peano’s natural numbers and other sets, in other
words, some means of including Peano’s arithmetic and applications within the
same framework. This theoretical link can be the development of arithmetic from
within set theory, as done here.

4.8.6.3 Alternative Sequence of Developments
The progression from N to Z and then to Q allows for subtractions with integers

without requiring rational numbers, and then allows for divisions and subtractions
with rational numbers without requiring the development of “real” numbers.
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An alternative development proceeds from N to Q, then to the nonnegative “real”
numbers Ry and finally to the “real” numbers R and the “complex” numbers C, as
outlined by Edmund Landau [76]. Yet other constructions of the set of real numbers
from the axioms are detailed by Michael Henle [58] and John Stillwell [120].

4.8.6.4 The Generalized Continuum Hypothesis

Because there is no surjection from N to 2 (theorem 4.156), the question arises
whether there is any set S with a cardinality between the cardinalities of N and 2.
In other words, the question pertains to the existence of a set S for which there exist
injections

N <> § <5 oN

but no injections from 2N back to S and no injections from S back to N. The
hypothesis that no such set as S exists is called the continuum hypothesis.

More generally, because for every infinite set X there does not exist any surjection
from X to 2%, the question arises whether there exists any set S with a cardinality
strictly between the cardinalities of X and 2X. In other words, the question pertains
to the existence of a set S for which there exist injections

X < sl 0X

but no injections from 2% back to S and no injections from S back to X. The
hypothesis that no such set as § exists is called the generalized continuum
hypothesis.

The axioms of set theory (S1-S8) are consistent with both the generalized
continuum hypothesis (as proved by K. Godel [44, 45]) and with the negation of the
generalized continuum hypothesis (as proved by P. J. Cohen [19, 20, 22]). Therefore,
if the axioms of set theory are consistent, then the generalized continuum hypothesis
can be neither proved nor disproved within set theory. The generalized continuum
hypothesis is thus logically independent from set theory. Hence there exist two
mutually exclusive extensions of set theory, one extension with the generalized
continuum hypothesis, the other extension with the negation of the generalized
continuum hypothesis.

4.8.7 Exercises on Infinite Sets

4.121 . Prove that if A is infinite and if A C B, then B is also infinite.
4.122 . Prove that if A is denumerable and Z ¢ A, then AU{Z} is denumerable.
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4.123 . With A denumerable, B finite, disjoint, prove that AUB is denumerable.
4.124 . Prove that if A is denumerable and B finite, then A U B is denumerable.
4.125 . Prove that if A and B are denumerable, then A U B is denumerable.
4.126 . Prove that there exists a bijection from 2 to 22(N).

4.127 . Prove that #(N) is not countable.

4.128 . Prove: if A is denumerable and B is finite, then A x B is countable.
4.129 . For each nonempty set X prove that there is no injection 2X < X.
4.130 . Prove that if [#(X)] = [#(Y)], then [#(2¥)] = [#(2")].

4.131. Prove: if [#(X)] < [#(Y)] are both finite, then [#(2%)] < [#(2")].

4.132 . Prove that if X is a finite set, then 2% is also finite.

4.133 . Prove that if X is a finite set, then [#(X)] < [#(2¥)].

4.134 . Prove that every infinite subset S C N is denumerable.

4.135. For each denumerable set A prove that every subset § C A is countable.
4.136 . Prove: if A is uncountable and A C B, then B is uncountable.

4.137 . Prove that if A, B, and C are denumerable, then so is (A x B) x C.
4.138 . Prove that if A x B is denumerable, then A and B are countable.

4.139 . Show where the proof of theorem 4.179 invokes the Axiom of Choice.
4.140 . Show where the proof of theorem 4.177 invokes the Axiom of Choice.



Chapter 5
Well-Formed Sets: Proofs by Transfinite
Induction with Already Well-Ordered Sets

5.1 Introduction

This chapter focuses on “well-formed” sets, which are defined by means restricted
to the axioms of Zermelo-Fraenkel set theory from chapters 1, 2, 3, and 4. The
main result states that no two well-formed sets are members of each other, and
consequently that every well-formed set is not an element of itself.

This chapter shows the dependence of one axiom on the others for sets — called
well-formed sets — defined in specific ways solely through the axioms of set theory.
Such well-formed sets suffice for most of logic, mathematics, computer science, and
their applications to the sciences and engineering. Among other features, the result
shows that no well-formed set is an element of itself, and that this result is provable
from the other axioms of set theory [74]. This chapter also provides a way to revisit
induction (chapter 4) on a different level.

5.2 Transfinite Methods

5.2.1 Transfinite Induction

Transfinite methods lead to an example of decidability in set theory. On the set
N, the Principle of Mathematical Induction (theorem 4.15) is logically equivalent
to the Well-Ordering Principle (theorem 4.47), which states that every nonempty
subset S € N has a smallest element. All well-ordered sets also lend themselves to
a method of proof known as transfinite induction, which relies on “initial intervals”
in well-ordered sets. All sets in this chapter are already well-ordered.

5.1 Definition. For each set W well-ordered (definition 3.194) by a relation < and
for each C € W, the initial interval determined by C is the subset
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We:={BeW: (B=<C)A(B#CO))},

which consists of all elements preceding C but different from C.
5.2 Example. If W = N, with < for <, then Ny = N for each N € N.
The Principle of Mathematical Induction extends to all well-ordered sets.

5.3 Theorem (Transfinite Induction). For each set W well-ordered by < and for
each set V, if V.C W, then V. = W if and only if

VC{(CeW)A(Wc C V)] = (CeV)}.

Proof. If V.= W, then the formula is a tautology: [(P) A (Q)] = (P). For the
converse, let U := W\ V. If U # &, then U has a first element A € U. Thus, if
B < Abut B # A, then B ¢ U, whence B € W\ U = V. Hence the initial interval
W4 < V,butthen A € V by hypothesis on V, which contradicts A € U = W\V. O

Well-ordered sets also lend themselves to a method of definition known as
transfinite construction, which relies on the concept of “ideal” in a well-ordered
set.

5.4 Definition (ideal). For each set W well-ordered by a relation < a subset V C
W is an ideal of W if and only if V contains every element preceding any of its
elements. Thus V is an ideal if and only if W¢e € V for every C € V:

VBYC{{(BE W)A(B<C)A(CeV)]= (BeV)}

The set of all ideals of W relative to < is denoted by .7 (W).
5.5 Example. If W = N, with < for <, then N is an ideal for each N € N.
The following two theorems yield relations between ideals and initial intervals.

5.6 Theorem. For each set W well-ordered by a relation < and for each ideal
VW, ifBeW\V,thenV C Wp.

Proof. By definition of an ideal, if C € Vand B € W with B < C, then B € V.
By contraposition, C ¢ V follows from B € W\ V, and C € W with B < C.
Because < totally orders W (remark 3.195), it follows that if B € W \ V, then
(W\ V) C[W\ (WgU{B})], whence VC W U{B}. Yet B ¢ V, whence V C Wp.

O

5.7 Theorem. For each set W well-ordered by a relation < and for each ideal
V & W, there exists a smallest element A € W\ 'V, and for this element Wy = V.

Proof. If V.G W, then W\ V # &. Because W is well-ordered by < it follows that
W\ V contains a smallest element A € W \ V. Thus for every B € W such that
B < A and B # A, it follows that B € V by minimality of A in W \ V. Therefore
W4 C V. Moreover, V C Wy by theorem 5.6. a
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The following theorems show that the set of all ideals is well-ordered by
inclusion.

5.8 Theorem. For each set W well-ordered by a relation < and for each nonempty
set F of ideals of W, the intersection (| % is also an ideal of W.

Proof. If C € (| %, then C € V for each ideal V € .%. Hence, if B € Wand B < C,
then B € V because V is an ideal. This conclusion holds for each V € .%, whence
B € (\.%.Thus .7 is an ideal of W. O

5.9 Theorem. For each set W well-ordered by a relation < and for each nonempty
set F of ideals of W, the smallest element of F is (| .F. Therefore the set I<(W)
is well-ordered by inclusion ().

Proof. For each nonempty set .% of ideals of W, there exists at least one ideal
U € %, and the intersection (] .Z is also an ideal, by theorem 5.8. Let

Z:= {CeW: Ce(Uf)\(ﬂf)}

If Z = @, then | J.# = (%, whence .# contains only one ideal, in effect U =
NZ.

If Z # & then it has a smallest element A € Z C W. Because [ |.% is an ideal
by theorem 5.8, and because A ¢ (].Z, it follows that W4 = () .# by theorem 5.7.

Also because A ¢ ()%, there exists anideal V € % withA ¢ V. Hence V C W,
by theorem 5.6.

From V C W, and Wy, = (. it follows that V C [.%, but [|.% C V.
Consequently (|.% =V € .Z.

Therefore every nonempty set % < .#L(W) has a smallest element, in effect
(%, so that .9 (W) is well-ordered by set inclusions. O

5.2.2 Transfinite Construction

As the Principle of Mathematical Induction leads to a method of definition by
induction (theorem 4.21) — also called a recursive definition or recursion —
similarly transfinite induction also yields a method of definition by transfinite
induction.

5.10 Theorem (Transfinite Construction). For each nonempty set W well-
ordered by a relation < with first element A € W, and for each nonempty set
E, let

Y = UEWB

Bew
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denote the set of all functions with domain equal to an initial interval Wy and with
range in E (definition 4.153). For each Z € E, and for each function P . Y — E,
there exists exactly one function F : W — E such that F(A) = Z and F(B) =
P (Flwg)-

Proof. This proof establishes the uniqueness and existence separately.

Uniqueness

There is at most one such function. Indeed if ¥ : W — E and G: W — E are two
such functions, with F(A) = Z = G(A) and F(B) = P (F|w,), G(B) = P (Glw,),
then let

S:=1{CeW: F(C) # G()}.

If S # @, then S has a smallest element, D € S. Hence F(B) = G(B) for every
B < D in W, which means that F|y, = G]w,, but then

F(D) = P (Flw,) = P(Glw,) = G(D)

would contradict D € §. Consequently, S = &, so that F(B) = G(B) for every
B € W, which means that F = G.

Existence

Let % denote the set of all ideals V' € W for which there exists a function
Fy:V — Esuchthat Fy(A) = Z and Fy(B) = P (Fy|w,).

For each ideal U € .%, applying the uniqueness just proved to the well-ordered
set U N V instead of W shows that the functions Fy and Fy coincide on the well-
ordered subset U NV in W.

Hence, define a function Fg : | J% — E by setting Fz(B) := Fy(B) for
any ideal U € .# with B € U. In other terms, Fz = |J;c4 Fu. The preceding
argument confirms that this definition does not depend on which ideal U contains
B, because if B € U and B € V, then Fy(B) = Fy(B).

Next, if an ideal U is an initial interval, U = Wp for some B € W, and if Wy € %,
then Wp U {B} € .%. Indeed, a function Fy : U — E extends to Wy U {B} by the
definition Fy,u¢s (B) := P(Fy).

Suppose that W ¢ .%. Then let ¢ denote the set of all the ideals of W that are not
elements of .%. In particular, W € ¢. Define V := (¥, which is then the smallest
ideal of W in 4. If V had a last element D, then V = Wp U {D} by definition of
Wp and of an ideal; however, Wp € %, otherwise V # (¥, but from Wp € % it
follows that Wp U {D} € .%. Thus V cannot have a last element.
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If V does not have a last element, then V = |z, W by definition of an ideal.
Again, it follows that Wz € % for each B € V, whence V = |Jzo, W € U .#
and then V € .% because of the existence of F ¢, contradicting the definition of V.
Therefore, W € %, which means that F extends to all of W. O

5.2.3 Exercises on Transfinite Methods

5.1. Prove that in each well-ordered set each initial interval is an ideal.

5.2. Provide an example of an ideal that is not an initial interval in a well-
ordered set.

5.3. Prove that if Z is well-ordered by <, then < differs from <.
5.4 . Prove that if Q is well-ordered by <, then < differs from <.

5.5. Provide an example of a well-order < on a set of modular integers Zy, =
{[0]ps, - - -, [M — 1]3} and modular integers [y, [K]as, [L]as» such that [K]y < [L]y
but [[]y + [Kly # U]y + [L]u.

5.6 . Provide an example of a well-order < on a set of modular integers Zy, =
{[0]pss - - -, [M — 1]ps} and modular integers [{]5s, [K]ps, [L]ss» such that [0]y < [I]y
and [K]y < [L]y but [I]y * [K]m A [I]yr * [L]u-

5.7 . Prove that every subset of a well-ordered set is also well-ordered.

5.8 . Determine whether for each set % of ideals in W the union | J .% is also an
ideal in W.

5.9 . Determine whether for each set ¢ of initial intervals in W the union | J ¥ is
also an initial interval in W.

5.10 . Determine whether for each set ¢ of initial intervals in W the intersection
(¥ is also an initial interval in W.

5.3 Transfinite Sets and Ordinals

5.3.1 Transitive Sets

Sets defined exclusively through the axioms of set theory adopted here are called
well-formed sets. They have the advantage of avoiding certain contradictions that
would arise from defining sets by means not so strict. The definition of well-formed
sets involves the concept of sets that are “transitive” relative to the relation €.
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5.11 Definition (Transitive Sets). A set A is transitive if and only if every element
of A is also a subset of A, so that VX[(X € A) = (X C A)], or, equivalently,

VYVX{[(Y e X\) A (X € A)] = (Y € A)}.

5.12 Example. The following sets are transitive:

@,

(@},

(2. {21},

{o. (2}, (o, (2} }.
{212} {2}, (2. (o)} }.

5.13 Counterexample. The set A := { {T} } is not transitive, because it contains
an element X := {} that is not a subset of A: X £ A, because @ € X but @ ¢ A.

Power sets, unions, and intersections of transitive sets are also transitive.
5.14 Theorem. If a set A is transitive, then &2 (A) is also transitive.

Proof. If S € #(A),then S € A. Thusif X € S, then X € A, and X C A by
transitivity of A. Hence X € &(A) for each X € S, whence S C Z(A). O

5.15 Theorem. Ifa set . is transitive, then | ) F is also transitive.

Proof. If § € | J %, then there exists A € .7 with S € A. Yet A C % by transitivity
of #.From S € A and A C .% follows S € .#, whence S C | J .Z. O

5.16 Theorem. If .7 is a nonempty set of transitive sets, then \ ) F and (| .F are
also transitive.

Proof. If S € | J #, then S € A for some A € F, whence S C A by transitivity of
A, and hence S C A C | J &, so that | J Z is transitive.

If S € (%, then S € A for every A € .%, whence S C A by transitivity of A,
and hence S C () %, so that (| Z is transitive. O

5.3.2 Ordinals

Well-formed sets will rely on the concept of ordinals (also called “ordinal numbers”
[30, p. 42]). The following definition conforms to Kunen’s [74, p. 16].

5.17 Definition (ordinals). A set A is an ordinal if and only if it is a transitive set,
and the relation € is an irreflexive well-ordering on the set A.
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5.18 Example. The following sets are ordinals:

g,

{2},

(2. {2} },

{@, {2}, {2, {2} } }

5.19 Counterexample. The set

a={o, (o}, {io}}, (2. (2} } | = 2({o, (2}})

is transitive but not an ordinal. Indeed, if

X =,
Y= {{2}}.

then X € Aand Y € A, so that {X,Y} C A, but {X, Y} does not have any smallest
element relative to the relation €, because X ¢ Y and Y ¢ X.
In particular the subset {X, Y} is not an ordinal.

5.20 Theorem. The empty set is an element of every nonempty ordinal.

Proof. By definition, every ordinal A is transitive, so that if X € A then X C A.
Consequently, if ¥ € X and X € A, then Y € A. Therefore, if X € A and X # &,
then X is not the smallest element of A. Yet every nonempty ordinal A has a smallest
element. Hence contraposition shows that the smallest element must be &. O

5.21 Theorem. IfA is an ordinal, then A ¢ A. Moreover, A ¢ X for each X € A. In
particular, if A and X are ordinals, then A ¢ X or X ¢ A.

Proof. If A is an ordinal, then € is connected (definitions 3.185, 3.194) and
irreflexive (definition 5.17): exactly one of X € ¥, X = Y, or Y € X holds for
all X, Y € A. Because A = A, it follows that A ¢ A. Moreover, if A is an ordinal
and X € A, then X C A, whence if Y € X then Y € A. With Y := A, it follows by
contraposition that A ¢ X. |

5.22 Theorem. Every element of an ordinal is an ordinal.

Proof. If A is an ordinal and X € A, then X C A because A is a transitive set. Hence
€ well-orders X, because € well-orders A. If moreover Z € Y and Y € X, then
Z € X because A is a transitive set, whence Y € X. Thus X is also a transitive set.
Furthermore, the relation € remains irreflexive on the subset X C A. m|

5.23 Theorem. If A is an ordinal, then either A contains a last element D and
A = DU{D}, or A =\ JA is the union of all its elements.
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Proof. If A is an ordinal and B € A, then B C A; consequently, | JA C A.

Let D := |JA. If D # A, then there exists X € A\ D. Then X C D because
X € A; hence X is an ordinal by theorem 5.22, whence X # A by theorem 5.21, and
X<CA=D.

Conversely, still with X € A \ D, for each B € A it follows that X ¢ B, whence
B € X, and hence B C X, so that | Jze, B € X. Thus, D = |JA = (pes B € X.

Therefore, if D # A, then D € X C D, whence X = D is the only element of
A\ D, and hence A = D U {D}. O

5.24 Theorem. If B is an ordinal, then B U {B} is also an ordinal.

Proof. First, BU {B}is transitive. Indeed, if X € BU {B}, then either X € B, whence
X CBCBU{B},orX € {B}, whence X = B C BU {B}.

Second, € well-orders B U {B}. Indeed, for each nonempty subset S € B U {B},
two situations can occur: S € Bor S N {B} # &.If S C B then S has a smallest
element, because B is an ordinal. If S N {B} # o, then either S = {B} has the
smallest element B, or S N B # @ and then S N B is a subset of B and hence has a
smallest element, which is then also a smallest element of S = (S N B) U {B}.

Moreover, the relation € remains irreflexive and transitive on B U {B}. Indeed,
B ¢ B by theorem 5.21. Furthermore, if X € Yand Y € Zin BU {B}, then Y € B
from either Z € B or Z € {B}. Also, Y # B by theorem 5.21, which forbids B € Z
and Z € B U {B}, and hence X # B also by theorem 5.21, which forbids B € Y
Y € Z, and Z € B U {B}. Consequently only two cases can occur: Z € Bor Z = B.

IfZ=B,then X # Band Y # B, whence X € Z.

If Z € B, then X, Y, and Z all three lie in B, whence X € Z because € is transitive
on the well-ordered set B.

Finally, € is strict on B U {B}. Indeed, because € is strict on B, it follows that if
X e BU{B}and Y € B U {B}, then two different cases can arise.

IfX e BandY € B,then X € Y and Y € X cannot both hold, for transitivity
would yield X € X which cannot hold by strictness of € on B.

IfX e BandY € {B},then X € Y and Y € X cannot both hold. Otherwise Y = B
and then X € B and B € X. However, X is also an ordinal by theorem 5.22, whence
€ is also transitive on X, so that B € X and X € B yield B € B, which cannot hold
by strictness of € on X. O

5.3.3 Well-Ordered Sets of Ordinals

The following theorems show that every set of ordinals is well-ordered. First C is
strongly connected (definition 3.184) on every set of ordinals.

5.25 Theorem. For all ordinals A and B, either A C B, or A = B, or B C A.

Proof. If B £ A, then there exists X € B \ A, and hence there exists a smallest such
element: X € B\ A, sothat X € Y forevery Y € B\ A with Y # X. Also, X # &,
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because X ¢ A but @ € A. From X € B it follows that X C B, whence if Y € X, then
Y € B, but then Y € A because of the minimality of X. Thus X € A N B.

Conversely, if Y € AN B, then Y € B, whence either Y € X or X € Y, because
X € B also. However, X € Y cannot occur, because X € Y and Y € A N B would
yield X € A. Thus, if Y € A N B, then Y € X, which means that A N B C X.

Consequently, X = A N B.

The foregoing argument with A and B switched shows that if A € B, then Z :=
B N A is the smallest element in A \ B. In particular, Z=BNA=ANB=X.

Consequently, if A € B and B € A both held, then X := AN B =: Z would be
the smallest element in both A \ B and B \ A.

However, because (A \ B) N (B\ A) = &, it follows that X ¢ (A \ B) N (B\ A).
Thus at least one of B € A or A € B must fail to hold, which means that B C A or
A C B or both, so that either A C B,orA = B, or B C A. a

The second theorem shows that € is strongly connected on every set of ordinals.
5.26 Theorem. For all ordinals A and B, either A = B, or A € B, or B € A.

Proof. Consider the sets C := A U {A} and D := B U {B}, which are ordinals by
theorem 5.24. Applying theorem 5.25 to C and D instead of A and B shows that
DCCorCCD.IfCCD,thenA € C C D = BU{B}, so that either A € B or
A=B.IfDCC,thenBe D C C=AU{A},sothateither B€ Aor B = A. O

5.27 Theorem. Every set % of ordinals is well-ordered by €.

Proof. The relation € is irreflexive on .% by theorem 5.21, and it is connected by
theorem 5.26. The relation € is also transitive on .% . Indeed, for all A, B, C € %, if
A€ Band B € C, then B € C whence A € C.

Moreover, for each nonempty subset & C .7, there exists some C € ¢. For each
B € ¢, either B € C,or B = C, or C € B, by theorem 5.26. Define

E={Bec¥Y:Be(C}=CNY.

If E = @&, then C is the smallest element of ¢, because then C € B foreach B € ¢
with B # C. If E # @, then E has a smallest element A € E, because E is a
subset of the ordinal C. If B € ¢, then B ¢ A, because B € A would yield B € C,
contradicting the minimality of A. Hence A € B for every B € ¢ with B # A. O

5.3.4 Unions and Intersections of Sets of Ordinals

The union and the intersection of every nonempty set of ordinals is an ordinal.
5.28 Theorem. For each set ¥ of ordinals, \ ) .Z is also an ordinal.

Proof. The union | J Z is transitive, by theorem 5.15.
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The union | J % is well-ordered. Indeed, for each nonempty subset S C | J .7,
let

E:={AcZ:ANS # T}

From § # @ follows E # @. Hence E C .% has a smallest element A, because
% is an ordinal, by theorem 5.27. Thus S N A # @. Therefore, SN A C A also
has a smallest element B € S N A. Also, for each C € S there exists D € % with
C € D. Then either A = D,or A € D,or D € A. Yet D € A cannot occur, by
minimality of A. From B € A, withA € D or A = D, follows B € D; hence B € D
and C € D. Consequently, either B € C or C € Bor B = C, but C € B cannot occur
by minimality of B and because B € A. Thus, B € C or B = C, which shows that B
is the smallest element of S. By theorem 5.21 € is strict on | .%, for every element
is an ordinal by theorem 5.22. O

5.29 Theorem. For each nonempty set % of ordinals, (| .Z is also an ordinal.

Proof. The intersection (). is a transitive set by theorem 5.16. The intersection
(% is also well-ordered. Indeed, each nonempty subset S C () .7 is also a subset
S C A of some A € .% and hence S has a smallest element, because A is an ordinal.

The relation € is a strict total order on (].%, as it is on every subset of A € .7,
where it is strict. Indeed, if X € (|.% and Y € [ .%#,then X € A and Y € A whence
X € Yand Y € X cannot both hold. O

5.3.5 Exercises on Ordinals

5.11. Prove that N is a transitive set.

5.12. Prove that every natural number N € N is a transitive set.

5.13. Prove that N is an ordinal.

5.14 . Prove that every natural number N € N is an ordinal.

5.15. Investigate whether € is a transitive relation on every transitive set.
5.16 . Prove that every ordinal is an element of some ordinal.

5.17 . Prove that every ordinal is a subset of some ordinal.

5.18 . Determine whether every ordinal is a subset of some transitive set.
5.19. Determine whether every transitive set is a subset of some ordinal.

5.20 . Verify that it is not necessary to assume that V # @ for Transfinite Induction.
In other words, prove that for each set W well-ordered by a relation < and for each
subset V C W, if the following formula is True,

VC{[(CeW)A(We S V)] = (Ce V)i,

then either W = @ or V # @.
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5.21. Determine whether every singleton {A} with an ordinal A is an ordinal.
5.22. Determine whether {A, B} is an ordinal for all ordinals A and B.

5.23 . Determine whether every set of ordinals is an ordinal.

5.24 . Determine whether every subset of every ordinal is an ordinal.

5.25. Prove that there is an ordinal whose power set is not an ordinal.

5.26 . Prove that every countable set admits a well-ordering.

5.4 Regularity of Well-Formed Sets

5.4.1 Well-Formed Sets

The following definition establishes sets that contain all the well-formed sets.

5.30 Definition. For each ordinal A, define a set R(A) by transfinite construction:

e R(D):= @,

* R(AU{A}) := Z[RA)];

* R(A) := |Jges R(B) if there does not exist any ordinal B such that A = B U {B},
but if R(B) has been defined for every B € A.

5.31 Definition. A set X is well-formed if and only if there exists an ordinal A such
that X € R(A).

5.32 Remark. The transfinite construction proceeds as follows. For each ordinal W,
let

E = 2[Z(W)],
Y= UAewEWA»
P.Y - E,

P(Rlw,) := Uges R(B).

The values of P remain in E, because if R|y, : W4 — E, then R(B) € E
PP (W)] for each B € Wy = A, whence R(B) C &(W), and hence |z, R(B)
P (W), so that | Jzey R(B) € Z[ZF(W)]. Yet for all ordinals U and V, U C
or V C U by theorem 5.25, so that 2[2(U)] € LP[LP(V)] or P[P (V)]
P[P (U)]. Therefore, the transfinite construction defined with W := U or W := V
gives the same definition on U N V. In other words, for each ordinal A, the definition
of R(A) can proceed from any ordinal W containing A, for example, W := A U {A}.

N <INl
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5.33 Example. The first few sets of the form R(A) are also ordinals:

R(2) = @,
R({2}) = R(@ U{D}) = Z[R(9)] = 2[0] = {7},
R({@.{2}}) = R ({2} U {{2}}) = ZIR(2))] = Z[{2}] = {2.{2}}.

The next ordinal,
A= { 2, {2}, {2.{2}} }

is not of the form R(B) for any set B, but A = BU{B} for the ordinal B := {@, {&}}.
Hence, the list continues with

R({ 2. {2}, {2.{o2}} }) = R({@,{@}} Y {{Q’{Q}}})

~ (2. (). {io}). 2.1} ).

which is of the form R(A), but it is not well-ordered by € and hence not an ordinal,
by counterexample 5.19. The set R(A) is also different from the ordinal

2, {2}, {2,{2}}. {@, {2}, {Q{@}}} }

5.34 Theorem. For each ordinal Q, the set R(Q) is transitive.

Proof. This proof proceeds by transfinite induction (theorem 5.3).

Choose an ordinal W with Q € W, for instance, W := Q U {Q}. Then consider
the subset V C W of all the elements C € W for which R(C) is transitive.

Consider any element C € W such that W € V. By transfinite induction, it
suffices to verify that C € V to establish that V = W. Because

We={BeW: BeC)AB#C)}

by definition 5.1 for the relation € instead of <, it follows that W = C. From
C = W¢ C Vit then follows that R(B) is transitive for each B € C by definition
of V. Consequently, | gz R(B) is also transitive, by theorem 5.15.

Two cases can arise, either C does not have a last element, or C has a last element.

If C does not have a last element, then R(C) = | e R(B) is transitive.

If Chas alastelement Z € C,then C = ZU{Z}. FromZ € C = W C V, it
follows that R(Z) is transitive by definition of V. Hence Z?[R(Z)] is also transitive,
by theorem 5.14. Yet R(C) = R(Z U {Z}) = Z[R(Z)], whence R(C) is transitive.
Thus in either case R(C) is transitive, whence C € V, and thence V = W.

Finally, from Q € W = V it follows that R(Q) is transitive by definitionof V. O
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5.4.2 Regularity

The following theorems confirm that every element, subset, pairing, power set,
union, intersection, and Cartesian product of well-formed sets is again a well-
formed set.

5.35 Theorem. For each well-formed set X there is a smallest ordinal A with
X € R(A).

Proof. If X is a well-formed set, then there exists an ordinal C such that X € R(C) €
Z[R(C)] = R(C U {C}). Hence X € R(C U {C}) by transitivity (theorem 5.34). By
theorem 5.27, there exists a smallest ordinal A € C U {C} such that X € R(A).

For every ordinal D, either D = A, or D € A € C U {C} and then X ¢ R(D), or
A € D and then D is not the smallest such ordinal. O

5.36 Theorem. If X is well-formed, then every Y € X is well-formed.

Proof. 1f X is well-formed, then there exists an ordinal A such that X € R(A).

IfA = @, then X € R(A) = R(¥) = &, whence Y € X is vacuously well-
formed.

If there exists an ordinal B such that A = B U {B}, then X € R(A) = Z[R(B)],
whence X C Z[R(B)] by transitivity of Z[R(B)], Consequently, Y € R(A) =
Z[R(B)] is well-formed for each ¥ € X. If R(A) = |Jges R(B) and the theorem
holds for each Z € R(B) for each B € A, then for each X € R(A) there exists B € A
such that X € R(B) whence every Y € X is also well-formed. O

5.37 Theorem. If X and Y are well-formed sets, then so are {X,Y}, 2(X), |JX,
X x Y, every subset of X, and (| X provided X # @.

Proof. If X and Y are well-formed sets, then there exist ordinals A and B such that
X € R(A) and Y € R(B). Either A = B (whence R(A) = R(B)), or A € B (whence
R(A) € R(B)), or B € A (whence R(B) C R(A)). For instance, assume that R(A) C
R(B). Thus X € R(B) and Y € R(B), so that {X,Y} € Z[R(B)] = R(B U {B}),
whence {X, Y} is well-formed, because B U {B} is an ordinal.

Similarly, if X € R(B) is a well-formed set, then X C R(B) by transitivity, whence
Z(X) € Z[R(B)] = R(BU{B}) and hence #(X) € Z[R(BU{B})] = R(AU{A})
with A := B U {B}. Thus, Z(X) is well-formed.

Consequently, from #(X) € R(AU{A}) it follows that Z(X) € Z[R(AU{A})],
whence if S C X, then S € Z[R(A U {A})] is well-formed.

In particular, () X is well-formed because ()X € ( J X and | J X is well-formed.

Also, if X € R(B) is a well-formed set, then X € R(B). Hence, if Z € Y and
Y € X, then Y C X whence Z € X and Z € R(B). This shows that | JX C R(B).
Consequently, | X € Z[R(B)] = R(B U {B}) is well-formed.

In particular, because {X, Y} is well-formed, it follows that X U ¥ = [ J{X, Y} is
well-formed, whence (X U Y), Z[Z(X UY)], and Z{P[F(X U Y)]} are also
well-formed. Therefore, X x ¥ € Z2{LZ[Z (X U Y)]} is also well-formed. O
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5.38 Theorem. For all well-formed sets X and Y, =[(X € Y) A (Y € X)]. In
particular, X & X for each well-formed set X.

Proof. If X = @, then Y ¢ X and X ¢ X.

If X # @ and Y € X, then it suffices to verify that X ¢ Y. To this end, let A be
the first ordinal such that X € R(A); in particular, X € R(A) by transitivity of R(A).

IfA = ZU({Z}, then X € R(A) = R(ZU {Z}) = P[R(Z)], s0o X C R(Z),
whence Y € X C R(Z), and hence Y C R(Z). However, X ¢ R(Z) because A is
the first ordinal with X € R(A). If A does not contain a last element, then R(A) =
(Ugea R(B), whence X € R(A) means that there exists B € A with X € R(B), and
then X € R(B) by transitivity of R(B). Yet X ¢ R(B) because B € A and A is the
first ordinal with X € R(A);

Thus, in either case there exists C € A such that X € R(C) and X ¢ R(C) and
Y € R(C). (In the first case C := Z, while C := B in the second case.)

Therefore X ¢ Y, because X € Y € R(C) and the transitivity of R(C) would yield
X € R(C). In particular, X ¢ X, because the foregoing argument applied to ¥ := X
shows that if X € X, then X ¢ X, contrary to the axioms governing €, which state
that for all sets X and Y either X € Y or X ¢ Y but not both. O

5.4.2.1 Independence of the axiom of regularity

As an extension of theorem 5.38, every nonempty well-formed set X contains
an element Y that does not contain any element of X, so that Y N X = &, or,
equivalently, so that there does not exist any Z € Y such that Z € X (exercise 5.31).
Outside of well-formed sets, however, there exist systems of set theory in which the
relation A € A may hold for some set. One way of preventing the relation A € A
from holding for any set consists in the axiom of regularity,

VX{(X # @) = AY[(Y e X) A{VZ[(Z € Y) = (Z ¢ X)]}])}.

attributed independently to Zermelo and von Neumann [128, p. 53]. The axiom of
regularity has the disadvantage of asserting a condition about sets already defined by
previous axioms. Yet within the theory of well-formed sets, exercise 5.31 confirms
that the axiom of regularity is not independent but is a theorem derivable from
the other axioms. Because well-formed sets suffice for most of logic, mathematics,
computer science, and their applications, the foundations of these fields can restrict
themselves to well-formed sets [74]. In contrast to the derivability of the axiom
of regularity from the other axioms of the theory of well-formed sets, neither the
generalized continuum hypothesis nor its negation are derivable from the other
axioms of the theory of well-formed sets [19, 20, 44, 45]. Thus, the “axiom of
regularity” is an example of an axiom that is “dependent” on the other axioms,
whereas the generalized continuum hypothesis is an example of an axiom that is
“independent” from the other axioms.
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5.4.3 Exercises on Well-Formed Sets

5.27.
5.28.
5.29.
5.30.
5.31.
5.32.
5.33.

Prove that the set N of all natural numbers is a well-formed set.

Prove that every natural number N € N is a well-formed set.

Prove that the set Z of all integers is a well-formed set.

Prove that the set Q of all rational numbers is a well-formed set.

Prove that for each well-formed set X there exists Y € X such that YNX = &.
Prove that if X is a well-formed set, then so is {X}.

For each well-formed set X, prove that if A is the smallest ordinal such that

X € R(A), then there exists an ordinal B such that A = B U {B}.

5.34.
5.35.

set.

5.36.

Prove that every finite set of well-formed sets is a well-formed set.

Determine whether every countable set of well-formed sets is a well-formed

Determine whether every set of well-formed sets is a well-formed set.



Chapter 6
The Axiom of Choice: Proofs
by Transfinite Induction

6.1 Introduction

This chapter presents several statements, which are called “principles” because
they are well-formed formulae but not propositions, in the sense that neither of
them nor their negations are theorems, in the Zermelo-Fraenkel set theory. The
first sections show how Zorn’s Maximal-Element Principle implies Zermelo’s Well-
Ordering Principle, which in turn implies the Choice Principle. Thus any extension
of the Zermelo-Frankel set theory that includes Zorn’s Maximal-Element Principle
as an axiom also includes the other two principles as theorems. From the Choice
Principle, subsequent sections demonstrate the converse implications, known as
Zorn’s Lemma and Zermelo’s Theorem, so that all three principles are logically
equivalent within the Zermelo-Frenkel set theory. Hence all three principles are
theorems in the Zermelo-Frenkel-Choice set theory, which includes the Choice
Principle as the Axiom of Choice. The material also introduces yet other principles
that are logically equivalent to the Axiom of Choice, for example, the principle of
the distributivity of intersections over unions of families of sets. Any theory that
requires any such equivalent principle thus also requires the Axiom of Choice.
Other consequences of the Axiom of Choice include the existence of extrema for
continuous functions on closed and bounded sets in Euclidean spaces.

6.2 The Choice Principle

This section presents several mutually equivalent forms of the Choice Principle.
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6.2.1 The Choice-Function Principle

One version of the Choice Principle relies on the concept of a “choice function™:

6.1 Definition (choice function). For each set .# of nonempty sets, a choice
function is a function C : % — | J % such that C(A) € A for every setA € Z.

6.2 Example. If 7 = @, then | J.Z = | @ = O: there exists exactly one function
C: ¥ — |J%,namely @ : @ — @, which is “vacuously” a choice function.

6.3 Example. With 1 = {@}, if & = {1}, then | J & = [J{1} = 1 = {@}: there
exists exactly one function C: % — | J %, namely C: {1} — {&} with C(1) = &,
which is a choice function because C(1) € 1.

6.4 Example. For each nonempty set A, if # = {A}, then there exists X € A,
whence (A,X) € F x| J.Z = {A} x A, and C := {(A, X)} is a choice function.

6.5 Example. With 1 = {@} and 2 = {@,1}, if & = {1,2}, then | JF =
U{1,2} = 1U2 = {&, 1} = 2. There are two choice functions C: {1,2} — {@, 1}:

The requirement that C(1) € 1 = {@} imposes that C(1) = @.

The requirement that C(2) € 2 = {@, 1} allows for the two possibilities:

either C2) = @ € {@,1},or C(2) = 1 € {@, 1}.

Thus the two choice functions are F : # — | J % with F(1) = 0 and F(2) = 0,
orG: F — | JZ with G(1) = 0and G(2) = 1.

More generally, each finite set of nonempty sets has a choice function.

6.6 Theorem. Within the Zermelo-Freenkel set theory, each finite set of nonempty
sets has a choice function.

Proof. This proof proceeds by induction on the number N € N of sets.

For N = 0, example 6.2 shows that the empty set has a choice function.

Example 6.4 proves the theorem for N = 1.

As an induction hypothesis, assume that the theorem holds for some N = M € N
and every finite set .# with exactly M elements, all nonempty. For each set & with
exactly M + 1 elements, all nonempty, there exists B € ¢, so that % := ¢\ {B} has
exactly M elements, all nonempty. By the induction hypothesis, there exists a choice
function F : % — | J.%. Example 6.4 shows that there exists a choice function
G: {B} - | J{B} = B. Because . N{B} = @, theunion C := FUG: F U{B} =
Y - (J.Z%)UB = J¥ is a function. Also, C(A) = F(A) € A foreachA € F
and C(B) = G(B) € B for each B € {B}, whence C is a choice function for¥. 0O

Still, theorem 6.6 applies only to finite sets.

6.7 Example. No choice functions are known for 4 = & [Z(N) \ {@}], which
is the set of all nonempty sets of subsets of the set N of natural numbers, which
corresponds to the set of all nonempty sets of real numbers between 0 and 1.

The statement of the existence of choice functions is one version of the Choice
Principle, called the Choice-Function Principle to distinguish it from other versions.
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6.8 Definition (Choice-Function Principle). Each set of nonempty sets has a
choice function. Specifically, the Choice-Function Principle is formula (6.1):

vy({\m [(Ae.Z)= (A+#02)]) 6.1)

= [ac {(c; 7 - y‘) A[(YA{(A € Z) = [CA) € A]})]}]).

Neither the Choice-Function Principle 6.8 nor its negation are propositions in the
Zermelo-Fraenkel set theory: there it is merely formula (6.1).

The concept of a “family” of sets provides a convenient way to specify more than
one operation on a set, for instance, to choose more than one element from a set.

6.9 Definition (family of sets). A family of sets # = {A;: i € .#}is a set (of sets)
with a function I : .¥ — %, i+ A;, from a set .Z, called the indexing set or set of
indices, to .%#.

6.10 Example (Self-Indexed Family of Sets). Each set (of sets) .% is a family of
sets: the same set .# := .% serves as an indexing set, and the identity function
t: F > F, Er>Ap:=Eshowsthat % ={E: E€ %} ={Ag: E€ 7}

Still other versions of the Choice Principle rely on families of sets, as in
definitions 6.11 and 6.12.

6.11 Definition (family choice-function). For each family {A; : i € .#} of sets, a
family choice-function is a function C : % — | J,c , A; such that C(i) € A; for
each index i € .#.

6.12 Definition (Family Choice-Function Principle). Each family of nonempty
sets has a family choice-function.

The Family Choice-Function Principle 6.12 and its negation are formulae but not
propositions in the Zermelo-Frenkel set theory. However, theorem 6.13 shows that
choice functions are equivalent to family choice-functions.

6.13 Theorem. Within the Zermelo-Frenkel set theory, the Choice-Function Prin-
ciple 6.8 is logically equivalent to the Family Choice-Function Principle 6.12

Proof. If the Family Choice-Function Principle 6.12 holds and % is a set of
nonempty sets, then the self-indexed family .# = {E : E € %} from example 6.10
has a family choice-function C : .# — | Jzec s E = |JZ such that C(E) € E for
each E € .%. Thus C is a choice function for .%.

Conversely, if the Choice-Function Principle 6.8 holds and .% := {A;: i € £} is
a nonempty family of nonempty sets, indexed by a function I : .# — %, then there
exists a choice function C : . % — | J % such that C(E) € E for each E € %. The
composite function C ol : & — Jic s Ai, i — ClI(i)] = C[A] € A;, is a family
choice-function. ]
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Another version of the Choice Principle relies on choice functions only for
pairwise disjoint sets, as specified by definition 6.14.

6.14 Definition (Choice-Function Principle for Pairwise Disjoint Sets). Each
set of pairwise disjoint nonempty sets has a choice function.

Yet another version of the Choice Principle relies on functions and relations, as
specified by definition 6.15.

6.15 Definition (Choice-Relation Principle). For each relation R there exists a
function F C R such that F and R have the same domain [128, p. 243, AC3].

In the Zermelo-Frankel set theory, a relation is a subset of a Cartesian product:
R C A x B. There is a different principle, called the Relational Axiom of Choice,
where R may be a relation defined for all sets [88, p. 22].

6.2.2 The Choice-Set Principle

This subsection provides different statements of the Choice Principle that are
logically mutually equivalent within the Zermelo-Frenkel set theory. One version
of the Choice Principle relies on “choice sets” rather than choice functions.

6.16 Definition (choice set). For each set .# of nonempty sets, a choice set is a set
S C |J.Z such that for each A € .%, S N A contains exactly one element.

As with the Choice-Function Principle 6.8, neither the Choice-Set Principle nor
its negation are propositions in the Zermelo-Fraenkel set theory: it is merely a
formula, stated in words in definition 6.17.

6.17 Definition (Choice-Set Principle). Each set of nonempty sets has a
choice set.

6.18 Example. If % = @, then | J . = | J @ = @: there exists exactly one subset
S C & = &, namely S = &, which is “vacuously” a choice set, because S N A
“vacuously” contains exactly one element for eachA € % = @.

6.19 Example. With 1| = {@}, if & = {1}, then U F = {1} = 1 = {T},
whence there exists exactly one choice set § C | J.% = 1, namely S = 1. Indeed,
the only element in .# = {1}is I,and SN1 = 1N 1 = {@}, which contains exactly
one element, namely & € 1. In contrast @ C | J % = 1 is not a choice set.

Theorem 6.20 shows that choice sets are equivalent to choice functions.

6.20 Theorem. Within the Zermelo-Frenkel set theory, the Choice-Function Prin-
ciple 6.8 is logically equivalent to the Choice-Set Principle 6.17.
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Proof. Each choice set S C | J % corresponds to the choice function F defined by
Fg:= {(A,X) eﬁxUﬂ‘: XEADS}.

Conversely, each choice function is a subset of a Cartesian product: F C .% x| J &.
Thus F consists of pairs (A, X) with exactly one X € A for each A € .#. Hence

Spi={xelJ 7 e 2 Al@x) eFl

is a choice set, obtained from the second projection (example 3.87) of F. O

Still another version of the Choice Principle relies on choice sets only for
pairwise disjoint sets, as specified by definition 6.21.

6.21 Definition (‘“Pairwise Disjoint” Choice-Set Principle). Each set of pairwise
disjoint nonempty sets has a choice set.

Theorem 6.22 shows that choice sets for any sets, and choice sets for pairwise
disjoints sets, are mutually equivalent in the Zermelo-Frankel set theory.

6.22 Theorem. Within the Zermelo-Frenkel set theory, the Choice-Set Prin-
ciple 6.17 is logically equivalent to the “Pairwise Disjoint” Choice-Set
Principle 6.21.

Proof. The “Pairwise Disjoint” Choice-Set Principle 6.21 is a particular case of the
Choice-Set Principle 6.17. Thus the latter implies the former.

To establish the converse implication, to each set & of nonempty sets corresponds
the set .# of pairwise disjoint nonempty sets defined by

A= {(A,X) : (xeA)}g(fx(U(g’),
T = {A/:Aeg}g@[gx(ug)].

The elements of .% are pairwise disjoint, because if A,B € & and A # B, then
(A,X) # (B,Y) regardless of X € A and Y € B, whence A’ N B" = @. Also,
A’ # @ foreach A’ € .7, because A contains at least one element X by hypothesis,
so that A’ contains at least one element (A, X). If the “Pairwise Disjoint” Choice-Set
Principle 6.21. holds, then there exists a choice set S C | J & C & x (|J &) such
that S N A’ is a singleton for each A’ € .Z: there exists a unique X € A for which
(A,X) € A’ N S. The second projection of S yields a choice set T C | J & such that
T NA = {X} is a singleton for each A € .. |

The statements of the Choice-Set Principle 6.17 and the “Pairwise Disjoint”
Choice-Set Principle 6.21 with a proof of their mutual equivalence in the Zermelo-
Frankel set theory similar to theorem 6.22 are in Zermelo’s [145].
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6.23 Definition (Axiom of Choice). The Axiom of Choice is any of the principles
6.8, 6.14, 6.15, 6.17, 6.21, included as an axiom in a set theory.

6.2.3 Exercises on Choice Principles

6.1 . Find the number of choice functions for each finite set % = {Ao,...,Ay—1}
of nonempty finite sets where each element A; has exactly N; elements.

6.2 . Find the number of choice sets for each finite set % = {Ay,...,Ay—} of
nonempty finite sets where each element A; has exactly N; elements.

6.3 . Prove that each finite set of nonempty finite sets has a choice set.

6.4 . Prove that the Choice-Function Principle 6.8 is logically equivalent to the
“Pairwise Disjoint” Choice-Function Principle 6.14. within the Zermelo-Frankel
set theory.

6.5 . Translate the Choice-Set Principle 6.17 into a logical formula, similar to
formula (6.1) for the Choice-Function Principle 6.8.

6.6 . Translate the “Pairwise Disjoint” Choice-Set Principle 6.21. into a logical
formula, similar to formula (6.1) for the Choice-Function Principle 6.8.

6.7 . Prove that the Choice-Relation Principle 6.15 is logically equivalent to the
Choice-Function Principle 6.8 in the Zermelo-Frankel set theory.

6.8 . Translate the “Pairwise Disjoint” Choice-Function Principle 6.14 into a
logical formula, similar to formula (6.1) for the Choice-Function Principle 6.8.

6.3 Maximality and Well-Ordering Principles

This section introduces two principles and shows that each of them implies the
Choice Principle.

6.3.1 Zermelo’s Well-Ordering Principle

As the Choice-Function Principle 6.8, neither Zermelo’s Well-Ordering Principle
nor its negation are propositions in the Zermelo-Fraenkel set theory: it is merely a
formula, stated in words in definition 6.24.

6.24 Definition (Zermelo’s Well-Ordering Principle). Each set has a well-order.
[88, p. 117].
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6.25 Example. The order < is a well-order on the set N of all natural numbers.

6.26 Example. Every finite set has a well-order. Indeed, by definition of “finite” for
each finite set E there exists a natural number N € N and a bijection F : E — N.
The subset N C N is well-ordered by example 6.25 and theorem 3.197. Hence the
relation < defined on E by X < Y if and only if F(X) < F(Y) well-orders E.

Theorem 6.27 shows that the existence of a choice function on a set follows from
the existence of a well-ordering on its union.

6.27 Theorem. For each set .F of nonempty sets with a well-ordered union ) %,
there exists a function C : . F — | J.F such that C(A) € A for every set A € F.

Proof. Let C(A) be the first element of A relative to the well-order on | J Z#. O

6.28 Example. 1If 7 = & (N)\ {@}, which is the set of all nonempty subsets of the
set N of natural numbers, then | J % = N, where < is a well-order. By the proof of
theorem 6.27, the function C : .% — N with C(A) = min(A) chooses the smallest
element of A and thus is a choice function for .%.

6.29 Example. No well-orders are known for # = £ (N), which is the set of all
subsets of the set N of natural numbers, which is also isomorphic to the set of all real
numbers from 0 through 1. Because Z = | J¥ with ¥ = Z[Z(N) \ {&}] from
example 6.7, any specific well-order on % would yield a specific choice function on
¢, by theorem 6.27.

Theorem 6.30 shows a logical relation between the foregoing principles.

6.30 Theorem. Zermelo’s Well-Ordering Principle 6.24 implies the Choice-
Function Principle 6.8.

Proof. Theorem 6.27 shows that if every set admits a well-ordering relation, in
particular, | J .7, then every set # of nonempty sets has a choice function. O

As sets (of pairs), relations are partially ordered by inclusion. Theorem 6.31
shows that every total order is maximal relative to inclusion among partial orders.

6.31 Theorem. Each reflexive total order on a set is maximal among all partial
orders on that set.

Proof. If R is a reflexive total order on a set A, and if T is a relation on A such
that R C T, then there are X, Y € A such that (X,Y) € T but (X,Y) ¢ R, whence
(Y, X) € Rby totality of R. Hence X # Y by reflexivity of R. Consequently, (Y, X) €
R C Tand (X,Y) € T with X # Y. Thus T is not anti-symmetric and therefore not
a partial order. Therefore, R is not properly contained in any partial order on A. 0O

The concept of maximality in a partially ordered set leads to Zorn’s Maximal-
Element Principle.
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6.3.2 Zorn’s Maximal-Element Principle

As the Choice-Function Principle 6.8 and Zermelo’s Well-Ordering Principle 6.24,
neither Zorn’s Maximal-Element Principle nor its negation are propositions in
the Zermelo-Frankel set theory: it is merely a formula, stated in words in
definition 6.32.

6.32 Definition (Zorn’s Maximal-Element Principle). In each partially ordered
set where each chain has an upper bound, there is a maximal element [88, p. 117],
[128, p. 248, Z;].

Theorem 6.33 shows another logical relation between the foregoing principles.

6.33 Theorem. Zorn’s Maximal-Element Principle 6.32 implies Zermelo’s Well-
Ordering Principle 6.24.

Proof. This proof follows Dugundji’s [30, p. 34, (2) = (3)]. For each set X, let
Z be the set of all pairs (A, R) where R weakly well-orders a subset A € X. Thus
Z C[Z(X)] x [P (X x X)] is well-formed. Also, 2 # &, because (T, ) € 2.

Define a relation < on 2" by (A,R) < (B,S) if and only if A C Band R C S
with (X,Y) € Sforall X € Aand Y € B\ A. Then < partially orders Z":

Reflexivity. (A,R) < (A,R) because A CAandR C RwithA\ A = @.
Antisymmetry. If (A,R) < (B,S) with (B,S) < (A,R),then A C BandR C §
withB C Aand S C R, whence A = Band R = S, so that (A,R) = (B, S).
Transitivity. If (A,R) < (B,S) and (B,S) < (C,T),thenA € B C CandR C
SCT. IfalsoX € Aand Z € C\ A, then two cases can arise: either Z € B\ A,
orZ e C\B.
In the first case, if Z € B\ A, then (X,Z) € S C T because X € A.
In the second case, if Z € C \ B, then (X, Z) € T because X € B.
Thus (A,R) < (C,T).

For each chain % C % linearly ordered by < in 2~ define

C:= U A,

(AR ¥

r= J R

(AR)ED

Then T weakly well-orders C:

Reflexivity. For each X € C there exists (A,R) € % such that X € A, whence
(X,X) € R C T by reflexivity of R.

Antisymmetry. For all X, Y € C there exist (A,R), (B,S) € # such that X € A
and Y € B. Because % is a chain, two cases can arise: either (4,R) =< (B,S),
or (B,S) < (A,R). In the first case, if (A,R) < (B,S), then X,Y € B; if also
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(X,Y) e Tand (Y,X) € T, then (X,Y) € S and (Y, X) € S by maximality of S
on B from theorem 6.31, whence X = Y by anti-symmetry of S. The second case
is similar.

Transitivity. For all X,Y,Z € C there exist (4, R), (B, S), (D, U) € % such that
X €A,Y € B,Z € D.Because % is achain, assume A CBC DandRC S C U.
(The other five orders are similar.) If also (X, Y), (Y,Z) € T, then there exist
(E,V),(F,W) € % such that (X,Y) € Vand (Y,Z) € W. Again because % is
a chain, assume V € W, whence (X, 7Y), (Y,Z) € W, and hence (X,Y), (Y,Z) €
U by maximality of U on D from theorem 6.31, whence (X,Z) € U < T by
transitivity of U.

Well-ordering. Each nonempty subset E C C contains at least one element Z €
E C C = Jrew A Hence there exists (A, R) € % such that Z € A.

Thus A N E # @, whence A N E has a least element X € A N E, because R
well-orders A.

Hence X is also the least element of E. Indeed, if Y € E, then there exists (B, S) €
% such that Y € B. Either Y € A,or Y € B\ A.

In the first case, if Y € A, then (X, Y) € R C T, because X is the least element of
ANE.

In the second case if Y € B\ A, then (X, Y) € S by definition of < and hence
(X,Y)eSCT.

In either case (X, Y) € T. Therefore X is the least element of E.

Thus (C,T) € 27, and (C, T) is an upper bound relative to < for %

Hence, if Zorn’s Maximal-Element Principle holds, then 2" contains a maximal
element (D, U). In particular, D = X: by contraposition, if D # X, then there would
exist K € X \ D. Setting E := DU {K} and V := U U {(H,K) : H € D} would
define a strict upper bound such that (D, U) < (E, V), contradicting the maximality
of (D, U). Therefore, U well-orders D = X. |

Definition 6.34 states another version of Zorn’s Maximal Principle.

6.34 Definition (Zorn’s Maximal-Set Principle). In each nonempty set (of sets)
that contains the union of each chain of elements (which are sets) relative to
inclusion, there is a maximal element relative to inclusion: an element that is not
a proper subset of any other element. [128, p. 245, Z,].

Max Zorn stated the Maximal-Set Principle 6.34 for sets of sets partially ordered
by inclusion in reference [147, p. 667, (MP)], where the axiom of the power-set is
also in question [147, p. 669, (MP)], but did not prove it there from any other axioms.
Indeed, Max Zorn also stated that he would show its relation and equivalence with
the Axiom of Choice in “another paper” [147, p. 669, (MP)]. In other words, “Zorn’s
Lemma” is not in [147].

The Axiom of Choice is logically independent from the Zermelo-Frankel axioms
of set theory [21, 66, Ch. 5]. Consequently, appending Zorn’s Maximal-Element
Principle to the Zermelo-Frankel axioms of set theory yields a larger “Zermelo-
Fraenkel-Choice” set theory that also includes Zermelo’s Well-Ordering Principle
and the Axiom of Choice.
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6.3.3 Exercises on Maximality and Well-Orderings

6.9 . Prove that the hypothesis of Zorn’s Maximal-Element Principle 6.32 implies
that the partially ordered set is not empty.

6.10 . Prove that the conclusion of Zorn’s Maximal-Set Principle 6.34 requires the
hypothesis that the set be not empty.

6.11 . Translate Zorn’s Maximal-Set Principle 6.34 into a logical formula, similar
to formula (6.1) for the Choice-Function Principle 6.8.

6.12 . Translate Zermelo’s Well-Ordering Principle 6.24 into a logical formula,
similar to formula (6.1) for the Choice-Function Principle 6.8.

6.13 . For each partial order < on a set E, let ¥ € Z(E) be the set of all chains
relative to < in E. Thus each element of & is a subset of £ on which < is a linear
order. Partially order € by inclusion. Prove that the union of each chain in ¢’ relative
to inclusion is an element of %

6.14 . Prove that Zorn’s Maximal-Set Principle 6.34 is logically equivalent to
Zorn’s Maximal-Element Principle 6.32 within the Zermelo-Frankel set theory.

6.4 Unions, Intersections, and Products of Families of Sets

This section shows that the Choice Principle is equivalent to the distributivity of
intersections over unions of sets.

6.4.1 The Multiplicative Principle

Yet other versions of the Choice Principle rely on Cartesian products, as in
definitions 6.35 and 6.36.

6.35 Definition (Cartesian Product). The Cartesian product [ [,. , A; of a fam-
ily of sets {A; : i € .#} is the set of all functions C : . — |J,c »A;, such that
C(i) € A; foreachi e &

6.36 Definition (Multiplicative Principle). For each nonempty family of
nonempty sets {A; : i € £}, the Cartesian product [[,c ~A; is not empty [88,
p. 117].

The Multiplicative Principle 6.36 and its negation are formulae but not propo-
sitions in the Zermelo-Frankel set theory. However, theorem 6.40 shows that the
Multiplicative Principle 6.36 is equivalent to the foregoing choice principles.
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6.37 Theorem. Within the Zermelo-Freenkel set theory, the Family Choice-
Function Principle 6.12 is logically equivalent to the Multiplicative Principle 6.36.

Proof. Definitions 6.11 and 6.35 show that the Cartesian product consists of all the
family choice-functions as its elements. Thus the Cartesian product is nonempty if
and only if there exists a family choice-function. O

6.4.2 The Distributive Principle

This subsection shows that the Choice Principle is equivalent to the distributivity
of intersections over unions of families of sets. The following development follows
Dugundji’s [30, Ch. I, § 9.7-9.8, p. 25].

6.38 Definition (Distributive Principle). For each family of sets {4;: i € .#} and
each partition {.#; : £ € £} of the indexing set ., which sets up equivalence
classes in .7, let & := [[,c & #¢; then

U(ﬂAM)Zﬂ Ual. 6.2)

ket \leZL e \i€d

6.39 Example. For the self-indexed family .% := {A, B, C, D} and the self-indexed
partition ¢ := {{A, B}, {C, D}}, the right-hand side of equation (6.2) becomes

N UAizmummwum.

The Cartesian product of the partitioning equivalence classes is ¢ := {A, B} x
{C,D} = {(A,0),(A,D),(B,C),(B,D)}, and the left-hand side of equation (6.2)
becomes

LJ(ﬂAW)=MDQUMDmmeQmem.

ket \LeZ

The Distributive Principle 6.38 and its negation are not propositions in the
Zermelo-Frenkel set theory; there they are mere formulae. Nevertheless, theo-
rem 6.37 shows that one of the inclusions, but only one, implied by equation (6.2)
is a theorem in the Zermelo-Frankel set theory.
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6.40 Theorem. Within the Zermelo-Freenkel set theory, for each family of sets
{A; 1 i € Y} and each partition { % : L € £} of the indexing set ¥, which
sets up equivalence classes in I, let X = [|,c o Ju; then

U (ﬂ Ak(«)) < Ual- 6.3)

ket \leZ e \i€e s

Proof. This proof unravels the definitions of unions, intersections, and Cartesian
products:

X € Urer (Neer Arw))

4 definition of | J
[k € ) A (X € Npeg Arn)]

4 definition of
I [(k € ) AVL[(L € 2) = (X € Ayp))]}]

' kex)=

(VL € Z) = [k(t) € A]})
Ve[l € Z) = {3i[(i € J) A (X € Ap]]]
¢ definition of | J
ve[(te 2) = (X e Upen Ai)]
k(3 definition of
Xe€Ney (Uiéﬂz Ai)

ad

Theorem 6.41 shows that in the Zermelo-Frankel set theory, the Distributive
Principle 6.38 is equivalent to the foregoing choice principles.

6.41 Theorem. Within the Zermelo-Freenkel set theory, the Multiplicative
Principle 6.36 is logically equivalent to the Distributive Principle 6.38.

Proof. Reversing the last two equivalences in the proof of theorem 6.40 gives
xe VU | e tveiwe2) = @ilie s e,
tez \ies
which implies that for every £ € £,
{lie S: XeA} #@.

If the Multiplicative Principle 6.36 holds, then the Cartesian product contains a fam-
ily choice function k € [[,c o {i€ S : X € Aj}, sothatk({) € {ie S : X € A;},
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whence X € Agq), for each £ € £, which is precisely the converse of the
implication in the proof of theorem 6.40. Thus equation (6.2) holds, and so does
the Distributivity of Intersection over Union Principle 6.38.

Conversely, for each nonempty family of nonempty sets {7 : £ € £}, let & :=
[lrcy F, and foreach i € | J,c o #; define A; := {@} or any other singleton. Thus
for every £ € Z,

A =2},

i€
AU a]=ta.
e \i€d

If the Distributivity of Intersection over Union Principle 6.38 holds, then equa-
tion (6.2) gives

U (ﬂ Ak(@)) = {2},

ket \leZL

which is not empty, whence neither is £ = [[,c o %, so that the Multiplicative
Principle 6.36 holds. O

6.4.3 Exercises on the Distributive and Multiplicative
Principles

6.15 . Translate the Multiplicative Principle 6.36 into a logical formula, similar to
formula (6.1) for the Choice-Function Principle 6.8.

6.16 . Translate the Distributive Principle 6.38 into a logical formula, similar to
formula (6.1) for the Choice-Function Principle 6.8.

6.5 Equivalence of the Choice, Zorn’s, and Zermelo’s
Principles

Based on Dugundji’s proof [30, Ch. II, § 2], this section proves that the Choice-
Function Principle 6.8 implies Zorn’s Maximal-Element Principle 6.32 by means of
the concept of a “tower” of sets relative to a function.
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6.5.1 Towers of Sets

The subsection introduces the concept of “towers” of sets relative to a function.

6.42 Definition (Tower). [30, Ch. II, p. 32, def. 2.2] A nonempty set 7 C L (X)
of subsets of a set X is a tower relative to a function F : 7 — X if and only if

(TA) @ € 7,
(T.B) if & C 7 is linearly ordered by inclusion, then | J & € 7, and
(TC)ifA e T, thenAU{F(A)} € .

A sub-tower is a nonempty subset . C 7 that is also a tower relative to the
restriction F| o : . — X.

An element M € . is medial in a sub-tower . if and only if A ST M orM C A
for every element A € .%.

A sub-tower is minimal if and only if it does not properly contain any sub-tower.

6.43 Example. The empty set @ is medial in every tower .7": indeed, @ € .7 by the
definition 6.42 of towers, and @ C A forevery A € 7. d

6.44 Theorem. For each nonempty set % of towers relative to a common function
F: UZ — X, the intersection M = (| .F is also a tower relative to F| 4.

In particular, the set % of all sub-towers of a tower 7 contains a unique smallest
sub-tower M = (| .Z.

Proof. This proof verifies that ./ = () .7 satisfies the definition 6.42 of towers.

(T.A) From @ € Z forevery .7 € % follows @ € (& = A .

(T.B) If o C ., then of C 7 forevery J € %, if o« is also linearly ordered
by inclusion, then | ) & € . forevery J € %, whence | J o € (. = .
(T.C) If A € #,then A € F for every 7 € %, whence A U {F(A)} € 7 for

every 7 € %,and hence AU {F(A)} € F = M.

In particular, the set .% of all sub-towers of a tower 7 contains the sub-tower

M=F < JF =7, because J € F and. ¥ C T for every ¥ € F.
Also, # = (.F C % forevery .¥ € %, so that . is the smallest sub-tower. 0O

6.45 Theorem. If M € .# is medial in the minimal sub-tower 4 of a tower 7,
then either A C M or M U {F(M)} C A for every element A € M/ .

Proof. This proof verifies that the set . :={A e .# : (AC M)V (MU{FM)} C
A)} is also a sub-tower of the smallest sub-tower ..

(T.A) @ € . because I C M regardless of M. Thus .7 # @.

(T.B) If Z is a chain in ., then for each A € #Z C ., either M U {F(M)} C A
or A C M. Hence two cases can arise:
In the first case, if there exists any A € & such that M U {F(M)} C A, then
MU{FM)}cAcCUZ.
In the second case, if there does not exist any A € & such that MU{F(M)} C A,
then A C M for every A € # C . by definition of ., whence | J#Z C M.
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In either case | JZ € .77.

(T.C) Foreach A € .7, either M U {F(M)} C A or A C M, by definition of ..
In the first case, if M U {F(M)} C A, then M U {F(M)} CA C AU {F(A)}.
In the second case, if A C Mand A € . C .#,then AU {F(A)} € .# because
M is a tower, whence either M U {F(M)} C AU {F(A)} or AU{F(A)} C M
because M is medial in .#. Thus A U {F(A)} € .7.

Thus . is a sub-tower of the smallest sub-tower .#. Hence .¥ = ., so that
ACMorMU{F(M)} C A for each medial element M € .# andeachA € .Z. 0O

6.46 Theorem. Every element of the smallest sub-tower of any tower is medial in
the smallest sub-tower. The smallest sub-tower is linearly ordered by inclusion.

Proof. This proof consists of verifying that the set ¥ of all medial element of .# is
a sub-tower of .Z .

(T.A) @ € ¥ because @ is medial in .# by example 6.43.

(TB) If € ¥ isachainin ¥ and B € % < ¥, then B is medial in ./, so
that BU {F(B)} € A or A C B for each A € ./, by theorem 6.45.
In the first case, if there exists any A € % such that B U {F(B)} C A, then
BU{FB)}CAC%.
In the second case, if there does not exist any A € % such that BU {F(B)} C A,
then A C B forevery A € % C ¥, by definition of ¥ whence | J % C B.
In either case | J% € V.

(T.C) Every A € ¥ is medial in .# by definition of . By theorem 6.45 for
every B € ./ either B C A, in whichcase BC A C AU{F(A)},orAU{F(A)} C
B. In either case A U {F(A)} is medial in .#, so that A U {F(A)} € V.

Thus ¥ is a sub-tower of the minimal sub-tower .#. Hence ¥ = .#, so that every
element of .# is medial in .#. Hence ./ is linearly ordered by inclusion. |

6.47 Theorem. For every tower < P(X) relative to a function F : F — X
there exists A € 7 such that F(A) € A.

Proof. Let .# be the smallest sub-tower, and let A := | J.#. Then A € .# by
definition 6.42 of a tower and because .# < .# and . is linearly ordered, by
theorem 6.46. Hence also A U {F(A)} € .# by definition 6.42 of a tower, whence
AU{F(A)} C|J# = A, and hence F(A) € A. |

6.5.2 Zorn’s Maximality from the Choice Principle

This subsection shows that Zorn’s Maximality Principle follows from the Choice
Principle.

6.48 Theorem. The Choice-Function Principle 6.8 implies Zorn’s Maximal-
Element Principle 6.32.
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Proof. For each set X with a reflexive partial order < let & be the set of all chains
relative to < in X.

For each nonempty chain C € %, let Uc be the set of all upper bounds for C
relative to < in X. The hypotheses of Zorn’s Maximal-Element Principle 6.32 imply
that Uc # @.

If the Choice-Function Principle 6.8 holds, then there exists a function
F: {Uc: C e ¥} — X such that F(Uc) € Uc, which chooses one upper bound
F(U¢) for each nonempty chain C € ¥. Hence define D¢ := {K € X : [F(U¢) =<
K] A {=[K = F(U¢)]}}, which is the set of all the elements of X that strictly follow
the upper bound F(U¢). If there exists C € € such that D¢ = &, then F(U¢) is a
maximal element of X.

Alternatively, if D¢ # @ for every C € ¥, then, again by the Axiom of
Choice 6.8, there is a function G : {D¢ : C € €} — X such that G(D¢) € D¢
for each C € ¥. The hypotheses of Zorn’s Maximal-Element Principle 6.32 also
imply X # @, so that there exists Z € X. Define H(@) := Z and H(C) := G(Dc¢).
The remainder of the proof verifies that .7 := % U {Q&} is a tower relative to H.

(T.A) @ € 7 by the definition  := € U {&}.

(T.B) If .# is a chain in .7 relative to inclusion, then | J .7 is a chain relative to
< in X. Indeed, for all K, L € | J. there exist A, B € . such that K € A and
L € B. Also, . is linearly ordered by inclusion, so that A € B or B C A. Hence
K,L € BorK,L € A. Moreover, A, B € . C .7 are chains relative to < in X,
whence A and B are linearly ordered, and hence K < Lor L <X K, in B or A.
Thus | .7 € 7.

(T.C) If C € 7, then H(C) is an upper bound for C relative to < in X, whence
C U {H(C)} is also a chain relative to < in X. Hence CU {H(C)} € 7.

By theorem 6.47 there is a chain C € .7 such that H(C) € C. Hence H(C) <
F(Uc¢) because F(Uc) is an upper bound for C. Yet H(C) € Dc is a strict upper
bound with =[H(C) < F(Uc¢)]. This contradiction completes the proof: there is a
chain C € % for which D¢ = @, so that F(Dc¢) is maximal relative to <inX. O

Zermelo’s Theorem [144] consists of the logical implication that the Well-
Ordering Principle follows from the Axiom of Choice within the Zermelo-Frenkel-
Choice set theory.

Zorn’s Lemma consists of the logical implication that Zorn’s Maximal-Element
Principle follows from the Axiom of Choice within the Zermelo-Frankel-Choice
set theory.

6.49 Definition (Interval). In a set E pre-ordered by a relation < a subset S € E
is an interval if and only if forall U, W € Sand every V € E, if U < V < W, then
Ves.

6.50 Example. The empty subset & and the whole set E are intervals.
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6.5.3 Exercises on Towers of Sets

6.17 . Define F : #(N) — N by F(@) := 0 and F(A) := min(A) for A # @.
Prove that the set .7 of all intervals of N is a tower relative to F.

6.18 . For each set E well-ordered by a reflexive relation < define F : Z(E) — E
by F(@) := min(E) and F(A) := min(A) for A # @. Prove that the set .7 of all
intervals of E is a tower relative to F.

6.19 . Prove that #(E) is a tower relative to any function #(E) — E.

6.20 . Prove or disprove that every union of towers is a tower.

6.6 Yet Other Principles Related to the Axiom of Choice

This section states principles that are related to the Axiom of Choice, in particular,
in the sense that they are not propositions within the Zermelo-Frankel set theory.

6.6.1 Yet Other Principles Equivalent to the Axiom of Choice

This subsection states principles that are equivalent to the Choice Principle in the
Zermelo-Frankel set theory.

6.51 Definition (Hausdorff’s Particular Maximal-Chain Principle). In a set of
sets partially ordered by inclusion, each chain is a subset of a maximal chain [128,
p. 248, H;].

6.52 Definition (Hausdorff’s Maximal-Chain Principle). Each set of sets has a
maximal chain relative to inclusion [88, p. 118], [128, p. 248, H,].

6.53 Definition (Hausdorff’s Maximal-Subset Principle). In each partially
ordered set there is a maximal linearly ordered subset [56, 57, p. 339], [91, p. 69].

6.54 Definition (Zermelo’s Principle). For each partition .# of a set (of sets) A,
there exists a subset C C A such that C N B is a singleton for each B € % [88,
p- 117].

6.55 Definition (Counting Principle). For each set E there is an ordinal O and a
bijective function F' : O — E with domain O [88, p. 117], [128, p. 241].
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6.56 Definition (Kuratowski’s Maximal-Order Principle). For each partial
order R and for each linear order L C R there exists a maximal (relative to inclusion)
linear order M such that L € M < R [88, p. 118].

6.57 Definition (Trichonomy Principle). For all sets A and B, there exists an
injection F with F : A < B with domain A, or F : B — A with domain B [88,
p. 118], [128, p. 241].

6.58 Definition (Mapping Principle). For all nonempty sets A and B, there exists
a surjection F with F: A — B,or F: B — A [88, p. 118].

6.59 Definition. A set (of sets) A is of finite character if and only if

(FC.A) A # @,
(FC.B) if X € A and B C X is finite, then B € A, and
(FC.C) for each set E, if every finite subset of E is a member of A, then E € A.

6.60 Definition (Teichmiiller-Tukey Maximal-Element Principle). Every set of
finite character has a maximal element [128, p. 249].

6.6.2 Consequences of the Axiom of Choice

This subsection states principles that follow from the Choice Principle in the
Zermelo-Frenkel set theory.

6.61 Definition (Finite Sets and Infinite Sets). A set E is finite if and only if there
is N € N and a bijection F : N — E; it is infinite if and only if it is not finite.

6.62 Theorem. [n the Zermelo-Freenkel-Choice set theory, every infinite set con-
tains a denumerable subset.

Proof. For each set E, let & be the set of all injections from any subset of N into E.
Thus each element F' € & is a subset of N x E , and & € (N x E) is partially
ordered by inclusion. If E is infinite, then for each N € N there exists an injection
F: N — E, which is also a subset of N x E. In particular & # @.

Each chain .# C & defines an injection | J.# € &. Indeed, for each (X,Y) €
| Z, there exists F € % suchthat (X, Y) € F.Ifalso (X,Z) € G € %,then F C G
or G C F, because .Z is a chain, whence Y = Z. Moreover, if (U,Y),(X,Y) €
| #, then there exist F, G € # such that (X,Y) € Fand (U,Y) € G, with F C G
or G C F, whence U = X by injectivity of F or G. Thus |_J .%# is an upper bound for
Z and | J F € &. By Zorn’s Maximal-Element Principle 6.32 the set & contains a
maximal element F.

If the domain of F was finite, then a reparametrization of its domain would give
an injection G : N < N, which would not be injective, by definition of infinite.
Hence the domain of F is an infinite subset of N.
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Therefore, the image of F is a denumerable subset of E. O
Without the Axiom of Choice, theorem 6.62 fails [66, p. 141].

6.63 Definition (Dedekind Infinite Sets). A set D is Dedekind infinite if and only
if there exist a proper subset B C D and an injection F : D — B. A set is Dedekind
finite if there are no injections from it into any of its proper subsets.

6.64 Theorem. In the Zermelo-Freenkel set theory, every Dedekind infinite set is
infinite.

Proof. By contraposition, if a set is finite, then there are no injections from it into
any of its proper subsets, whence it is Dedekind finite. O

6.65 Theorem. In the Zermelo-Freenkel-Choice set theory, every infinite set is
Dedekind infinite.

Proof. If a set E is infinite, then by theorem 6.62 it contains a denumerable subset
D C E. In particular, there is a bijection C : N — D. Define B := E \ {C(0)}, and
F: E — Bwith F(X) := X forevery X € E\ D and F[C(N)] := F[C(N + 1)] if
X = C(N) € D. Then F is an injection from E to B. O

6.66 Definition (Countable Axiom of Choice). Each countable set of nonempty
sets has a choice function.

Proofs of the equivalence of compactness and sequential compactness, or
continuity and sequential continuity — and hence of the existence of extrema of
continuous functions on closed and bounded intervals — invoke the Countable
Axiom of Choice [66, p. 21, § 2.4.3] but do not require (the results do not logically
imply) the Axiom of Choice [111, p. 178].

6.6.3 Exercises on Related Principles

6.21 . Prove that in the Zermelo-Fraenkel-Choice set theory every denumerable
union of pairwise disjoint denumerable sets is denumerable.

6.22 . Following the R. L. Moore method [15, 146], prove all logical implications
between all “principles” stated in the present chapter.



Chapter 7
Applications: Nobel-Prize Winning Applications
of Sets, Functions, and Relations

7.1 Introduction

This chapter shows concrete applications of sets, functions, and relations:

1.

Arrow’s Impossibility Theorem. Kenneth J. Arrow received the Nobel Prize in
Economic Science in 1972, mainly for his Impossibility Theorem, from work at
the RAND Corporation in 1948 [4, p. 328, footnote 1].

. Gale and Shapley’s Matching Algorithm. Gale and Shapley’s Ph.D. advisor was

Princeton’s Albert William Tucker; Lloyd S. Shapley received the Nobel Prize in
Economic Science in 2012, for work that can be traced back to a lecture by John
von Neumann in 1948 at the RAND Corporation [68, p. 384].

. Nash’s Equilibrium. Nash’s Ph.D. advisor was Princeton’s Albert William

Tucker; John Forbes Nash, Jr., received the Nobel Prize in Economic Sciences
in 1994, for work that can be traced to Melvin Dresher and Merrill Meeks Flood
in 1950 at the RAND Corporation [12, 124, 125]. He received the Abel Prize in
2015.

David Gale and Lloyd S. Shapley pointed out that readers without a technical

background may miss the logic in their Nobel-Prize winning work even though it is
written in plain English:

“Yet any mathematician will recognize the argument as mathematical, while people without
mathematical training will probably find difficulty in following the argument” — [41,
p. 391].

This chapter shows what mathematicians recognize in the argument: links between
applications and mathematical sets, functions, and relations. Expositions considered
concise and elegant by mathematicians are listed in the references.

© Springer Science+Business Media New York 2015 303
Y. Nievergelt, Logic, Mathematics, and Computer Science,
DOI 10.1007/978-1-4939-3223-8_7



304 7 Applications: Nobel-Prize Winning Applications of Sets, Functions, and Relations
7.2 Game Theory

The mathematical analysis of games, called game theory, explains why and
predicts how people will rationally make decisions against their interest. Examples
include decisions whether to arm one’s self. For their contributions to game theory,
John Harsanyi, Reinhard Selten, and John Forbes Nash, Jr., received the Nobel
Prize in Economics in 1994 [93-95]. This introduction to game theory relies on
mathematical functions and ordering relations.

7.2.1 Introduction

Publicized by Albert W. Tucker as A Two-Person Dilemma [131], but now known
as The Prisoner’s Dilemma [132], a prototype of the subject of game theory
originated through the work of Melvin Dresher and Merrill Meeks Flood in 1950
at the RAND Corporation [12, 124, 125]. Similar games explain the nuclear arm
race (see Figure 7.1) [13, 126].

Fig. 7.1 Early days of the nuclear arm race. Left: a Soviet modified SS-6 (Sapwood) with
Sputnik 2 on 3 November 1957, photograph courtesy NASA. Right: an Atlas rocket lifts off,
photograph courtesy U.S. Air Force. (http://www.history.nasa.gov/SP-4408pt1.pdf) (http://www.
nationalmuseum.af.mil/shared/media/photodb/photos/050406-F- 1234P-014.jpg)


http://www.history.nasa.gov/SP-4408pt1.pdf
http://www.nationalmuseum.af.mil/shared/media/photodb/photos/050406-F-1234P-014.jpg
http://www.nationalmuseum.af.mil/shared/media/photodb/photos/050406-F-1234P-014.jpg
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7.1 Example (The Prisoner’s Dilemma [131, 132]). The police charge Al and Bo
with a crime and hold them in separate cells, so that Al and Bo cannot communicate
with each other. Al and Bo believe that they have at least a first strategy:

(PD.1) If Al and Bo do not confess to the crime, then they both go free.
However, the police gives each of them another strategy, to confess:

(PD.2) If both Al and Bo confess to the crime, then each gets sentenced to prison.
(PD.3) If one confesses but the other does not confess, then whoever confesses
gets a reward and goes frees, while whoever does not confess gets a death
sentence.

Al and Bo’s dilemma is whether to confess or not to confess.

The Prisoner’s Dilemma also applies to two countries, or their rulers, or any two
individuals, Al and Bo, deciding whether to cooperate not to arm themselves, or to
defect the agreement of cooperation and arm themselves. The Prisoner’s Dilemma
predicts that they will both arm themselves, as shown in figure 7.1, and explains
why [13, 126], as demonstrated in subsection 7.2.2. Game theory also explains
animal behavior, for example musth in male African elephants [87]. To get a sense
of Nash’s work, the reader may at this stage try to design a method to analyze
mathematical games such as The Prisoner’s Dilemma but with any numbers of
players and strategies.

7.2.2 Mathematical Models for The Prisoner’s Dilemma

This subsection describes ways to design a mathematical model and analyze games
such as The Prisoner’s Dilemma.

7.2 Example (The Prisoner’s Dilemma, continued [131, 132]). What Al and Bo
eventually get (reward, freedom, prison, or death) is called their payoff. The first
step in designing a mathematical model of the game consists in modeling the
players’ preferences with ordering relations on each player’s set of payoffs. In this
example, it seems reasonable to assume that Al and Bo rank all four payoffs in the
same order of preference, with > meaning “better than”:

reward & freedom > freedom > prison > death.

The second step in designing a mathematical model of the game consists in
modeling every way the players may play by organizing their actions, called
strategies, and corresponding payoffs in a table. Table 7.3 summarizes Al’s and
Bo’s strategies and their resulting payoffs in The Prisoner’s Dilemma. Al has only
two strategies available: either to confess or not to confess. Similarly, Bo may either
confess or not confess. Moreover, The Prisoner’s Dilemma is a noncooperative
game in the sense that neither player knows the other player’s action in advance.
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The analysis of the game then examines every combination of strategies in the
table. For instance, Al may examine each of Al’s own strategies and seek to avoid
the worst payoff.

Al confesses.  If Al confesses, then meanwhile two cases can occur: Bo can either
confess or not confess.

Bo confesses.  If Bo also confesses, then Al faces a prison term,
Bo does not confess  If Bo does not confess, then Al goes free with a reward.

Thus, if Al confesses, then the worst that can happen to Al is a prison term.
Al does not confess.  Similarly, if Al does not confess, then two cases can occur:
Bo can either confess or not confess.

Bo confesses. If Bo confesses, then Al faces death.
Bo does not confess  If Bo does not confess either, then Al goes free.

Thus, if Al does not confess, then the worst that can happen to Al is death.

Consequently, to avoid death with certainty but without knowing Bo’s action, Al
must confess.

Table 7.3 is symmetric in the sense that swapping Al’s and Bo’s réles does not
change their payoffs. Thus Al’s reasoning also applies to Bo, who must also confess
to avoid death with certainty.

Therefore, to avoid death with certainty, Al and Bo both confess, even though
they would both be better off by not confessing.

7.4 Example (Arm race [13, 126]). If two individuals or countries cooperate not to
arm themselves, then they remain free and safe. If both defect and arm themselves,
then they remain safe but incur a penalty with the cost of armament. If either
one defects and arms itself while the other one does not arm itself, then whoever
arms itself stays free and gets a reward by conquering and looting the other, who
suffers from death, destruction, and loosing the property to the conqueror. The
ordering of the outcomes just described are the same as those in table 7.3 for
The Prisoner’s Dilemma. Therefore, the analysis of The Prisoner’s Dilemma in
example 7.2 predicts and explains why they will both arm themselves.

Example 7.5 shows another way to analyze The Prisoner’s Dilemma.

Table 7.3 Payoffs for the
Prisoner’s Dilemma.

BO’S STRATEGIES

CONFESS NOT CONFESS

PAYOFFS TO PAYOFFS TO

AL Bo AL Bo
CONFESS prison | prison |reward | death

AL’S STRATEGIES
NOT CONFESS death | reward | freedom |freedom
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7.5 Example (The Prisoner’s Dilemma, continued [131, 132]). In contrast to
example 7.2, Al may focus first on Bo’s strategies and seek to get the best payoff.
Again, Bo may either confess or not confess.

Bo confesses.  If Bo confesses, then Al has two choices.

Al confesses.  If Al confesses, too, then Al gets a prison term.
Al does not confess.  If Al does not confess, then Al gets death.

Thus, if Bo confesses, then Al gets the better of the two payoffs available (prison
or death) by confessing.
Bo does not confess.  If Bo does not confess, then Al has two choices.

Al confesses. If Al confesses, then Al goes free with a reward.
Al does not confess.  If Al does not confess, then Al goes free.

Thus, if Bo does not confess, then Al also gets the better payoff by confessing.

Thus, regardless of Bo’s action, Al gets the better payoff available by confessing.
Therefore, Al confesses. The same analysis applies to Bo, who also confesses.

7.2.3 Dominant Strategies

Some of the modeling and analysis of The Prisoner’s Dilemma carry over to other
games. To this end, this subsection shows that a special type of strategy contains an
equilibrium, from which no players has any incentive to switch to another strategy.
For a game with exactly two players, Al and Bo, assume that Al has a nonempty set
of strategies S, and a nonempty set of payoffs P,,, while Bo has a nonempty set of
strategies Sy, and a nonempty set of payoffs Py,. Assume also that Al and Bo have a
linear order “>" on their sets of payoffs. If Al plays a strategy A € S, and Bo plays
a strategy B € Sy, then Al gets a payoff p'; while Bo gets a payoff p}°,. Thus for
each Ci € {Al, Bo}, p© is a function p : S, xSy, — P. Table 7.6 shows the payoff
table of a game for two players with two strategies.

7.7 Definition (dominant strategy). A strategy is weakly dominant for a
player (Al, for instance) if and only if, for each fixed combination of the other
players’ strategies, that player (Al) cannot get a higher payoff by switching to

Table 7.6 Payoffs for
noncooperative two-person
games with two strategies.

BO’S STRATEGIES
L (“LEFT”) R (“RIGHT”)
PAYOFFS TO | PAYOFFS TO
AL | Bo AL |Bo
T (“TOP”) p’?,]L p%?L p?,lk P??R
AL’S STRATEGIES
B (“BOTTOM”) P pg?L Pk Pax
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another strategy. A strategy is strongly dominant for a player (Al) if and only if,
for each fixed combination of the other players’ strategies, that player (Al) always
gets a lower payoff by switching to another strategy.

7.8 Example. In The Prisoner’s Dilemma (examples 7.1 and 7.5), Al’s strongly
dominant strategy is to confess: If Bo confesses, then Al gets a higher payoff by
confessing (prison) than by not confessing (death). Similarly, if Bo does not confess,
then Al also gets a higher payoff by confessing (freedom and a reward) than by
not confessing (freedom). By symmetry of The Prisoner’s Dilemma, Bo’s strongly
dominant strategy is also to confess.

7.9 Definition (dominant strategy equilibrium). A position is an array of strate-
gies, with one strategy for each player. A weakly (respectively strongly) dominant
strategy equilibrium is a position where each player plays a weakly (respectively
strongly) dominant strategy.

7.10 Example. In The Prisoner’s Dilemma, the position where Al and Bo both
confess is a dominant strategy equilibrium, where their dominant strategies meet.
Neither Al nor Bo has any incentive to switch to another strategy (not to confess),
because whoever decides not to confess while the other still confesses faces death.

7.11 Definition (Nash equilibrium). A Nash equilibrium is a position from
which no players can get a higher payoff by changing only their own strategy, while
all the other players’ strategies remain fixed [93, p. 287].

7.12 Example. In The Prisoner’s Dilemma, the position where Al and Bo both
confess is a Nash equilibrium: If Al decides not to confess but Bo still confesses,
then Al’s payoff drops. Similarly, if Bo decides not to confess but Al still confesses,
then Bo’s payoff drops. In contrast, the position where neither Al nor Bo confess is
not a Nash equilibrium, because whoever decides to confess gets a higher payoftf if
the other one still does not confess.

7.13 Theorem. Every weakly dominant equilibrium is a Nash equilibrium.

Proof. Table 7.14 shows the conditions for either of Bo’s strategic to be weakly
dominant in a game with only one other player (Al).

Table 7.14 Bo’s potentially weakly dominant strategies.

BO’S STRATEGIES

L 1S WEAKLY R IS WEAKLY
DOMINANT: OR | DOMINANT:
PAYOFFS TO PAYOFFS TO
Bo Bo Bo Bo
T p’?f)L = PR P??L = p”?f)k
AL’S STRATEGIES AND OR AND

B B B B
B psy | = Prx el | = Pex
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If R is Bo’s single weakly dominant strategy (Bo’s R column in table 7.14), then
Bo plays R. Indeed, if Al plays T, then R gets Bo a larger payoff, because p7, < p%;
if Al plays B, then R also gets Bo a larger payoff, because py’, < pr..

Since Al knows the game, Al knows that R is Bo’s single weakly dominant
strategy. Thus, Al knows that Bo will play R. Consequently, Al has only two payoffs
available: p7'; or p'.. Therefore, Al chooses a strategy that yields the larger available

R
payoff. For instance, if p', < pf', then Al plays B.

Hence the game ends at (B,R) with payoffs pg', to Al and pf7, to Bo. From (B,R)
Bo cannot get a higher payoff by switching to L because p};, < p%. From (B,R) Al
cannot get a higher payoff by switching to T because p3'. < p;'.. Thus (B,R) is a
Nash equilibrium.

If R and L are both weakly dominant strategies for Bo, then Bo’s payoffs are
identical in R and L. If p}', is the largest of Al’s four payoffs in Bo’s weakly
dominant strategies, then (B,R) is still a Nash equilibrium. Yet Al no longer knows

which of R or L Bo chooses: the game might not end at a Nash equilibrium. O

7.2.4 Mixed Strategies

Some games or situations might not occur more than once in the players’ life time,
for instance, The Prisoner’s Dilemma. Yet other games or situations may occur more
than once in the players’ life time. Each player may then adopt a mixed strategy,
defined by choosing one strategy some of the time and another strategy at other
times. Each player’s payoff may then be a weighted average of the payoffs from
the different strategies in the mixed strategy. For emphasis, strategies that are not
mixed, for instance, as in The Prisoner’s Dilemma, are called pure strategies.

7.15 Example (The Battle of the Sexes [92]). Al and Bo would like to go to a
show together. Al prefers a Jazz concert while Bo prefers a play at the theater.
Nevertheless, they would prefer to go to the same show together, rather than to
different shows separately. After some negotiation they agree on a show. On the
day of the show, however, they each forget which show they had agreed on, but
cannot communicate with each other. So they each must decide to which show to
go, without knowing in advance where the other will go. Table 7.16 shows their
payoffs. In hope of finding Bo, Al goes to the Jazz concert one half of the time, and

Table 7.16 Payoffs for the
Battle of the Sexes.

BO GOES TO
JAazz (J) PLAY (P)
PAYOFFS TO | PAYOFFS TO
AL |Bo AL |Bo
Jazz (J) |3 2 1 1
AL GOES TO
PLAY (P) |0 0 2 3



310 7 Applications: Nobel-Prize Winning Applications of Sets, Functions, and Relations

Table 7.17 Payoffs for the Battle of the Sexes over four days.

BO GOES TO

Jazz (J) PLAY (P)

PAYOFFS TO PAYOFFS TO

AL Bo | AL Bo
Jazz (J) |3 Day 1) |2 1 (DAY 3) |1

AL GOES TO
PLAY (P) | O Day 2) |0 2 (DAY 4) |3

to the play at the theater the other half of the time. In hope of finding Al, Bo does
the same. Table 7.17 shows the four combinations of strategies; for this example,
assume that they occur equally frequently. Thus Al’s and Bo’s average payoffs over
four days are

3+404+1+4+2 3

pN(1/2,1/2) = 3+0+1+2 =
4 2

24+0+1+3 3

Al now decides to go to the Jazz concert every day, while Bo still goes to Jazz every
other day and to the play every other day. There are then only two kinds of days,
and their average payoffs become

341
P10 = T =

2
2+1 3
*(1/2,1/2) = —— = —.
P21/ = T =

Hence arises the question whether other mixed strategies can increase both Al’s
and Bo’s payoffs.

7.2.5 Existence of Nash Equilibria for Two Players
with Two Mixed Strategies

This section shows that if neither player has any weakly dominant pure strategy, then
the game still has a Nash equilibrium for some combination of mixed strategies.

7.18 Definition (mixed strategy). The same players might play multiple rounds
of the same game and independently choose any available strategy for each round.
Over M rounds, Al may play T exactly T times and B exactly B times, with T +
B = M. Thus Al plays T with a frequency t = T/M and B with a frequency
b = B/M = 1 —t. The ordered pair of frequencies (¢, 1 — ¢) is called a mixed
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strategy for Al. Meanwhile, Bo may play L exactly L times and R exactly R times,
with L+R = M. Thus Bo plays L with a frequency £ = L/M and R with a frequency
r=R/M =1—{.Thus (£,1 —{) is a mixed strategy for Bo. Mixed strategies are
also subject to the condition that Al and Bo play (T,L) with frequency 7- £ and hence
also receive payoffs py', and py, with frequency - £. Similar products of frequencies
apply to the other plays (T,R), (B,L), and (B,R). The sum of such payoffs to Al and
Bo are

pre) =t L-pd +t-(1=0-pio+ (A =0-L-pg + (1 =0 -(1=0)-py,
prt ) =t-L-p +t-(1=0)-p+(A=0)-L-p +(1=1)-(1—£)pp.

7.19 Theorem. Every game for two players with two pure strategies has a Nash
equilibrium.

Proof. For Bo’s payoff, collecting similar powers of 7 and £ leads after some algebra
to the equivalent formula

PPt ) = L4t - [(pry — pri) + (P — Pei)] — (P — P} + 1+ (P — Pae) + Pae

Al has a problem: if Al can choose a frequency * such that

[(an p?t\R) _"_ (pB() pgl)L)] _ I‘B}()R _pg()L) p— O,

then Bo’s payoff becomes

( 6)_t TR_pBR)+pBR’

which does not depend on £ and thus strips away from Bo all controls over Bo’s
own payoff. In particular, Bo cannot get a higher payoff by switching to a different
frequency £. Yet if Bo can choose a frequency £* so that Al cannot control Al’s own
payoff, then they are at a Nash equilibrium (¢*, £*). The following considerations
show that such a Nash equilibrium exists provided that neither Al nor Bo has any
weakly dominant strategy. Table 7.20 shows the conditions for Bo not to have any
weakly dominant strategy, obtained from the logical negation of Table 7.14. Two
cases emerge: either py, . < pay and pi, > pi, or pi < pi, and pi > pr.

In the first case, py’, < pp, and pi, > pi%. Hence pi’, — pp > 0 and
P — Pi% > 0. Consequently,

TL _pTR) + (P pE?L) > (pifL _p?j’k) > 0.

Thus, Al can choose a frequency #* between 0 and 1 where Bo has no controls over
Bo’s payoff:



312 7 Applications: Nobel-Prize Winning Applications of Sets, Functions, and Relations

Table 7.20 Conditions for Bo to have no weakly dominant pure strategies.

BO’S STRATEGIES

L IS NOT WEAKLY R IS NOT WEAKLY
DOMINANT: AND | DOMINANT:
PAYOFFS TO PAYOFFS TO
Bo Bo Bo Bo
T |ph |< |Prx P |> PR
AL’S STRATEGIES OR AND OR
B ppy [ < |Pex Pey | > | Pax

Bo __ ,,Bo
B,R pB,L)

B B B B
T T pT?R) + B?R - pB?L)

1>¢ = > 0.

Similarly, if Al has no weakly dominant strategies, then Bo can choose a frequency
£* between 0 and 1 where Al has no control over Al’s payoff, because

Al Al
B,R pT,R)

Al _ pAl Al __ pAl
B.L pT,L)+ B,R pT,R)

1>¢0" = > 0.

With such frequencies,

prEE ety =00 plt 4+ (L= LF) - pils
prE L) =+ prr (1= ) “Pox-

Neither Al nor Bo can change their own payoff by switching to another frequency
while the other player’s frequency is fixed. Thus (#*, £*) is a Nash equilibrium. The
second case, where pi°, < pi% and pp > pg%, is entirely similar.

If a player has a dominant strategy, then such a strategy contains a Nash

equilibrium, by theorem 7.19. O

For Nash’s equilibria with two players and two strategies, see also
[106, p. 138-139], [107], [119, p. 155-168].

7.21 Example (The Professors’ Problem). Al and Bo are on the tenured faculty
at King Game’s College. Each may either teach students or sit on committees.
Teaching does not hamper any one’s work, but committees hamper other faculty
members’ work, to the extent summarized by Al’s and Bo’s end-of-the-year bonus
payoffs in table 7.22. The sum of Al’s and Bo’s payoffs reflects the value of their
work to the College. Al and Bo know table 7.22 but work in different offices and
thus do not cooperate with each other; hence they must choose a strategy without
knowing in advance what the other is doing.

Bo has exactly one weakly dominant strategy, which is to sit on committees;
consequently, Bo declines to teach and decides to sit. Al knows table 7.22 and thus
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Table 7.22 Payoffs for The
Professors’ Problem.

BO’S STRATEGIES

TEACH SIT
PAYOFFS TO | PAYOFFS TO
AL |Bo AL |Bo
TEACH | 6 9 2 9
AL’S STRATEGIES
SiT 5 1 3 2

Table 7.23 Payoffs for The
Administration’s Response.

BO’S STRATEGIES

TEACH SiT
PAYOFFS TO | PAYOFFS TO
AL |Bo AL |Bo
TEACH |4 9 4 5
AL’S STRATEGIES
SiT 5 1 3 2

knows that Bo will sit on committees; therefore, to get the higher payoff available
to Al under Bo’s decision to sit, Al also declines to teach and decides to sit on
committees.

Not only do Al and Bo choose the Nash equilibrium where they are both worse
off than in the other Nash equilibrium, but the sum of the values of their work to the
College is the worst of all possibilities.

The administration’s challenge is to entice the faculty to teach by modifying the
payoff table.

Table 7.23 shows the new game on campus after the administration capped
payoffs from committees to 5 units. If Bo sits on committees, then Al may also
sit for a payoff of 4 rather than teach for 6: Al now values teaching only up to 4.

To get a deeper sense of one of Nash’s many contributions, the reader may
attempt proving the existence of a Nash equilibrium in games for any number of
players with any number of strategies.

7.24 Example (Blue against Red [26]). In Melvin Dresher’s initial context, the
Blue and Red commanders led opposing armed forces [26, p. 4], but they might also
lead sports teams [12]. Table 7.25 shows only the payoffs to the Blue commander.

7.2.6 Exercises on Mathematical Games

7.1. Identify all the weakly dominant pure strategies in The Battle of the Sexes
(table 7.16 in example 7.15).
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Table 7.25 Payoffs fo Blue for a noncooperative two-commander game with
three strategies (adapted from [26, p. 4]).

RED’S STRATEGIES
L (“LEFT”) | C (“CENTER”) | R (“RIGHT”)

T (“TOP”) Failure Success Success
BLUE’S

M (“MIDDLE”) | Draw Success Draw
STRATEGIES

B (“BOTTOM”) | Success Draw Failure

7.2 . Identify all weakly dominant pure strategies in the Administration’s Solution
to the Professors’ Problem (table 7.23 in example 7.21).

7.3 . Identify all Nash equilibria with pure strategies in The Battle of the Sexes
(table 7.16 in example 7.15).

7.4 . Identify all Nash equilibria with mixed strategies in the Administration’s
Solution to the Professors’ Problem (table 7.23 in example 7.21).

7.5. Prove or disprove that every Nash equilibrium is a dominant strategy
equilibrium.

7.6 . Prove or disprove that every two-player game restricted to pure strategies has
a Nash equilibrium.

7.7 . For each function f : A x B — C such that C is linearly ordered and for each
nonempty subset E C A X B the image f”/(E) has a first element min[f”'(E)] and a
last element max[f”'(E)], prove that

max{min{f(x,y) : y € B} : x € A} < min{max{f(x,y): x€ A}: y € B}.

7.8 . Design a function f : A x B — C such that C is linearly ordered and for each
nonempty subset E C A x B the image f”(E) has a first element min[f”(E)] and a
last element max[f” (E)], with a strict inequality

max{min{f(x,y): y € B} : x € A} < min{max{f(x,y): x € A}: y € B}.

Denote by “Al’s strategies” and “Bo’s strategies” the set of all strategies available
to Al and Bo respectively.
7.9 . Prove that if each player plays so as to avoid the worst payoff available, then
they get the payoffs
payoff to Al = max{min{pg, s : Ss € Bo’s strategies} : S, € Al’s strategies},

payoff to Bo = max{min{pg’ g : Sy € Al’s strategies} : Sy, € Bo’s strategies}.
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7.10 . Assume that in a game for two players with two strategies pg, 5. > Py o
wBo Al'®Bo
Bo

if and only if pg o < pgg ¢ for all positions (S, Ss,) and (S}, S,). Prove that if

1'°Bo

each player plays so as to avoid the worst payoff available, then they get the payoffs

payoff to Al = min{max{pg, g : S € Bo’s strategies} : S, € Al’s strategies},

Bo

payoff to Bo = min{max{pg’ s : Su € Al’s strategies} : Sy, € Bo’s strategies}.

7.11 . For noncooperative games with any number of players and any number of
pure strategies, prove or disprove that if at least one player has at least one weakly
dominant strategy, then such a strategy contains a Nash equilibrium.

7.12 . For noncooperative games with two players but any number of pure strate-
gies, prove or disprove that if at least one player has at least one weakly dominant
strategy, then such a strategy contains a Nash equilibrium.

7.13 . Analyze the game of Blue against Red defined by table 7.25 in example 7.24.

7.14 . Prove or disprove that the formulae from exercise 7.10 still hold for more
than two strategies.

7.3 Match Making

Match making pairs up items or individuals from two groups. For example, the
National Resident Matching Program (NRMP) uses an algorithm developed by
David Gale, Alvin E. Roth, and Lloyd S. Shapley to match medical doctors with
internships in hospitals [68, 96]. For their work on such problems, Alvin E. Roth
and Lloyd S. Shapley received the Nobel Prize in Economics in 2012. The precise
statements and proofs of their algorithms involve the mathematical concepts of sets,
functions, relations, and induction.

7.3.1 Introduction

The problems considered here have been documented for millennia since Plato’s
time (Figure 7.2): how to arrange for proper marriages [97, p. 27], and how to admit
students to schools [127, p. 44, footnote 11]. The problems consist in matching in
some “optimal” way individuals from two groups, for example, boys and girls for
marriage, students and schools for education, doctors and hospitals for internships,
or, more generally, beggars and choosers (table 7.26). “Optimality” may mean, for
instance, that there are no beggar from one couple and chooser from another couple
that prefer each other to their current mate. A similar optimality applies to schools
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Fig. 7.2 Heracles and
Athena, the goddess of
wisdom, 480-470 B.C. (about
the time of the Battles of
Thermopylae and Salamis
between Greek and Persian
forces), by an olive tree
presumably at the then future
site of Plato’s Academys;
photograph courtesy
“User:Bibi Saint-Pol” via
Wikipedia. (http://en.
wikipedia.org/wiki/File:
Athena_Herakles_Staatliche_
Antikensammlungen_2648.

jpg)

Table 7.26 Applications of
Gale and Shapley’s

BEGGARS B | CHOOSERS C | RELATION M

algorithms [68]. Boy Girl Marriage
Student School Admission
Doctor Hospital Residency
Recipient Donor Transplant

admitting several students. To get a sense of Gale and Shapley’s work, the reader
may at this stage try to design such optimal match-making procedures.

7.3.2 A Mathematical Model for Optimal Match Making

The first step in producing a successful match-making method consists in designing
a mathematical model of the situation. With marriages, for instance, the group of
boys may be modeled by a set B and the girls by a set C. To allow for applications
more general than marriages and to shorten the prose, call the elements of B beggars
and those of C choosers. Moreover, in the contexts considered here, the two sets B
and C must be disjoint: BN C = &. The goal consists in marrying each boy exactly
one girl and each girl to exactly one boy. In general, the goal consists in establishing
a bijection between the two sets B and C, or, yet more generally, a relation M C B x
C. Yet not every relation leads to successful marriages, because each chooser prefers
some beggars over others while each beggar prefers some choosers over others. Thus
a mathematical model of the situation must also include such preferences.

To specify preferences for certain choosers over others, each beggar b € B ranks
all choosers by a strict well-order Z on C. Thus relative to Z each nonempty
subset W C C has a unique first-ranked element, denoted by first, (W).
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To specify preferences for certain beggars over others, each chooser ¢ € C ranks
all beggars by a strict well-order : on B. Thus relative to j each nonempty subset
V C B has a unique first-ranked element, denoted by first. (V).

The two disjoint sets B and C, with B well-ordered by each chooser and C well-
ordered by each beggar, complete the mathematical model of the situation. The
second step consists in designing a model of a successful relation.

For each relation M C B x C, denote its domain by Domain(M) and its range by
Range(M). Also, call “single” each beggar ¥’ € B), := B \ Domain(M) and each
chooser ¢’ € Cj, := C \ Range(M): neither b’ nor ¢’ are related to anyone by M.
Definition 7.27 specifies the notion of a successful relation by a concept of stability.

7.27 Definition. A relation M C B x C is unstable if and only if at least one of the
following conditions holds:

(US.1) A beggar and a chooser prefer each other to their current mates: there
are different couples (by, ¢1), (b2, ¢2) € M for whom by ” byandc; . 2,2
condition denoted by (b1, ¢1) < (b3, ¢3).

(US.2) There is a couple (b,c) € M and a “single” beggar ¥ € B), =
B \ Domain(M) for whom &’ : b and c ; ¢ for every “single” chooser
¢ € Cy; = C\ Range(M), a condition denoted by (b, ¢) > b'.

(US.3) There is a couple (b,c) € M and a “single” chooser ¢’ € C;, = C\
Range(M) for whom ¢ 7 cand b , b’ for every “single” beggar b’ € B, =
B\ Domain(M), a condition denoted by ¢’ < (b, ¢).

A relation M C B x C is stable if and only if it is not unstable, so that none of the
preceding three conditions holds.

7.28 Definition. A stable relation M C BxC is total if and only if Domain(M) = B
and Range(M) = C.

7.29 Example. The empty relation @ C B x C is vacuously stable. It is total if and
onlyif B=g = C.

Specifications of the situation and goal do not yet suffice to reach the goal. To this
end, the next step in mathematical modeling consists in developing an algorithm,
method, or procedure to reach the goal from the current situation. One algorithm
uses a match maker, another algorithm is carried out by the participants without a
match maker.

7.3.3 An Algorithm for Optimal Match Making
with a Match Maker

This subsection defines and demonstrates an algorithm for a match maker (person or
machine) to find a stable relation. First, a match maker with access to all well-orders
from all beggars and choosers can extend any stable relation.
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7.30 Theorem. For each stable relation M C B x C with Domain(M) C B and
Range(M) C C there exists a stable proper extension M with M C M C B x C.

Proof. By the hypothesis that Domain(M) C B, there exists a “single” beggar b’ €
B}, = B\ Domain(M) # @. Since the well-order ; restricts to a well-order on
C,, = C\ Range(M) # @, the “single” beggar b’ has a first-ranked single chooser
¢ = firsty (C},). In particular, the set C; of those single choosers in Cj, that are

ranked first among C), by some single beggar in B}, is not empty:

Ci:={c € C;VI : Hb/(b/ S B;VI) Aleyp = ﬁI‘Stb/(C[/W)]} #* .

Also, for each first-ranked single chooser ¢; € Cj, the set B, € Bj, of single
beggars who rank c; first in Cj,,

B, = {bl € B;W rep = ﬁI'Stb/(C}/w)},

is not empty by definition and hence has a unique first element b,, := first., (B, ).
Moreover, if ¢; # ¢, € Cy, then b., # b,,, because b., ranks c; first, ahead of c.
Thus the function C < B}, ¢; — b, is injective. Define

M] = {(bcl,Cl) S B;l/l X C],M . (C] S C]) A [bcl = ﬁI'Stcl (Bcl)]},
M:=MUM, > M.

First, the relation M, is stable in B}, x C,:

If (be,,c1), (b, c}) € My, then ¢; = first,, (C),), whence ¢ b: ¢’ for every
¢’ € C), so that (b),,c}) > (b, c1) and ¢’ > (b, ¢1) do not occur. Moreover,
b., = first, (B.,), so that if b’ € B, and &/ ; be,, then b’ ¢ B,,, which means that
there exists ¢’ € C}, with ¢/ Z, ¢, so that (b, c1) > b’ does not occur either.

Second, M is stable in B x C: if (b,c) € M and (b.,,c1) € M,, then either
b t b.,, in which case (b, ¢) > (b, ¢1) fails, or b, t b but then by the assumed
stability of M in Bx C there exists a “‘single” chooser ¢’ € C}, for whom ¢’ b: ¢, yet
c1 = firsty,, (C)y), so that either ¢; = ¢’ or ¢ b: el b: c. In either case (b, ¢) ><
(b, , ¢1) fails.

Similarly, if ¢ 7 c1, then (b,,c1) > (b, c) fails; also, if ¢; 7 ¢, then by the
assumed stability of M there exists some “single” beggar b’ € C}, such thatb’ ~ b,

c

whence either b' = b, orb,, ~. b’ 7 b, and then (b, c1) >< b fails. O

Second, if the sets B of beggars and C of choosers have the same finite number of
elements, then the algorithm that starts from the stable empty relation and iterates
theorem 7.30 yields a total stable relation after finitely many iterations.

7.31 Algorithm (Match Maker’s Algorithm).

Initially, for all disjoint sets B and C, set M := @ € B x C.

While Domain(M) # B and Range(M) # C, find a proper extension M by
Theorem 7.30, and re-set M := M.
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Table 7.33 Gale and
Shapley’s unlabeled example,

BEGGARS | CHOOSERS C

adapted from [41, p. 389]. B i 2 e c4
b 1,3 12,2 3,1 |4,3
by 1,4 12,3 3,3 4,4
b3 3,1 1,4 12,3 |4,2
by 2,2 (3,1 |1,4 4,1

7.32 Example. Consider Gale and Shapley’s unlabeled example [40, 41, p. 389],
adapted in table 7.33. At the intersection of the row for b; and the column for ¢,
the ordered pair (m;, n;) states that b; ranks c; in position m;, whereas c; ranks b; in
position #;. For instance, at the intersection of the row for b3 and the column for ¢,
the ordered pair (1, 4) states that b3 ranks c; in position 1, whereas ¢, ranks b3 in
position 4.

Start from the stable empty relation @ C B x C. Thus By = Band C; = C. The
set of first-ranked choosers is C; = {cy, ¢3, ¢3}. They are ranked first by

Be, = {b1, by}, B, = {b3}, B, = {by4}.
Among those beggars who ranked them first, their first-ranked beggars are
b, = first,, ({b1, b2}) = by, b, = b3, by, = by.
Theorem 7.30 extends M := & to
M = {(b1, c1), (b3, 2), (bs, c3)},

where all beggars have their first choice. Theorem 7.30 then extends M to

M = {(br. e1), (bs, c2), (ba, €3)} U {(bs, ca)},

where b, and ¢4 have their worst choice, but then ¢4 was ranked last by every beggar.

7.3.4 An Algorithm for Optimal Match Making
Without a Match Maker

This subsection describes Gale & Shapley’s algorithm to find a stable relation
without any match maker [40, 41]. In the context of marriages, boys and girls carry
out the algorithm themselves through rounds of proposals and rejections.
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7.34 Algorithm (Gale & Shapley’s Deferred Acceptance Procedure).
Initially, for each girl ¢ € C, the set B, of boys who proposed to her is empty.
Similarly, for each boy b € B, the set C, of girls who rejected him is empty.
Then each round of proposals and rejections proceeds as follows:

(BG.1) Each girl ¢ € C has a set B., which is either empty, or is a singleton
containing only (the name of) her top-ranked boy among those boys who have
already proposed to her.

(BG.2) Each boy b € B has a set Cj, which is either empty, or contains all the
girls who have already rejected him.

(BG.3) Each boy b € B proposes to his top-ranked girl ¢, := first(C\ C,) among
those girls who have not yet rejected him.

(BG.4) From the boys’ proposals, each girl ¢ € C receives a set B.. of proposals,
which may be empty, she forms the union B/ := B/ U B, and rejects all but her
top-ranked boy in that set, in effect re-setting it to B, := {first.(B))}.

(BG.5) Each boy b € B who receives a rejection from a girl ¢ € C appends her
to his set of rejections, in effect replacing Cj, by C;, U {c}.

If the sets B of beggars and C of choosers have the same finite number of
elements, then Gale & Shapley’s algorithm yields a stable relation after finitely
many iterations, as proved in exercises 7.15 and 7.16.

7.3.5 Exercises on Gale & Shapley’s Algorithms

7.15 . For disjoints sets B and C with the same finite number N of elements, prove
that if in some round any boy b € B receives his (N — 1)-th rejection, then Gale &
Shapley’s algorithm terminates at the next round.

7.16 . For disjoints sets B and C with the same finite number N of elements, prove
that Gale & Shapley’s algorithm terminates after at most N> + 2 — 2N rounds.

7.17 . Prove or disprove that for all disjoint sets B and C with the same infinite
cardinality there must exist a total stable relation.

7.18 . Carry out Gale & Shapley’s algorithm with Gale & Shapley’s example 7.32.

7.19 . Extend algorithm 7.31 (with a match maker) to stable relations that may
relate each chooser to more than one beggar, with a quota g, of beggars for chooser
¢ (polygamy, polyandry, schools admitting more than one student, etc.).

7.20 . Extend algorithm 7.34 (without a match maker) to stable relations that may
relate each chooser to more than one beggar, with a quota ¢, of beggars for chooser
¢ (polygamy, polyandry, schools admitting more than one student, etc.).

7.21 . Denote by . the subset of the power set &?(B x C) consisting of all stable
relations, partially ordered by inclusion. Prove that for each chain .7~ C ., its union
Ug =T €& isan upper bound for 7 in .~.
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7.22 . Determine the maximum number of iterations of theorem 7.30 (match
making with a match maker) necessary to complete a total stable relation between
disjoints sets B and C with the same finite number N of elements.

7.23 . Design and test a program to iterate theorem 7.30 (match making with a
match maker) for disjoints sets B and C with the same finite number N of elements.

7.24 . Design and test a program to iterate theorem 7.30 (match making with a
match maker) for disjoints finite sets B and C with quota.

7.3.6 Projects

7.35 Project. Develop concepts, theorems, and algorithms for match making where
beggars might order any subset, not necessarily the whole set, of choosers, and
choosers might order any subset, not necessarily the whole set, of beggars. For
example, the National Resident Matching Program (NRMP) evidently uses an
algorithm to this effect [96].

7.36 Project. Develop concepts, theorems, and algorithms for tri-partite match
making. (Tri-partite reproduction occurs in Isaac Asimov’s novel The Gods Them-
selves [5]. See also the “three-parent” therapy [2].)

7.4 Arrow’s Impossibility Theorem

Arrow’s Impossibility Theorem exposes some of the limitations inherent to voting:
several desired features of voting procedures are mutually incompatible. Jointly with
John R. Hicks, Kenneth J. Arrow received the Nobel Prize in Economics in 1972,
in part for his Impossibility Theorem. Its precise statement and proof involve the
mathematical concepts of sets, functions, and ranking relations.

7.4.1 Introduction

The problem considered here consists in designing a procedure to rank several
mutually exclusive alternatives, or merely to choose exactly one such alternative. By
law or otherwise, the voting procedure may have to take into account many decision
criteria from the voters, and may have to conform to rules imposed in advance by
the voters.

In the political arena, the decision criteria may be ballots submitted by voters,
while the alternatives may be persons who are candidates for public office. Different
voting procedures may lead to the election of different candidates.
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Fig. 7.3 The Mars Climate
Orbiter is conjectured to have
followed too low a trajectory
and burned up in Mars
atmosphere; art work
courtesy Jet Propulsion
Laboratory (JPL) and NASA.
(http://www.jpl.nasa.gov/
jplhistory/the90/images/
climate-orbiter-browse.jpg)

7.37 Example. In the United States presidential election of 1824, the popular and
electoral votes had ranked Andrew Jackson (Democrat-Republican Party) ahead of
John Quincy Adams (Coalition Party), William H. Crawford, and Henry Clay (Whig
Party); nevertheless the House of Representatives elected John Quincy Adams ahead
of Andrew Jackson (http://www.archives.gov/federal-register/electoral-college/
scores.html).

In the scientific arena, the decision criteria may be measurements from sensors,
which may act as voters, while the alternatives, which play the roles of candidates,
may be decisions on how to proceed with a mission. In some missions, a simple
majority of votes may fail to select the best alternative (Figure 7.3).

7.38 Example. The Mars Climate Orbiter spacecraft was lost on 23 September
1999, due to small thrusters controlled by faulty unit conversions that compounded
during the year-long flight, which had been tracked by three telemetric systems:
Doppler only, range only, and Doppler and range combined. Two out of the three
systems submitted the same vote and won. Range only, and Doppler and range
combined, both showed a flight path clearing the planet, allowing the mission to
proceed without corrections. Both systems were wrong and the probe crashed.
The minority vote was right: “The Doppler-only solutions consistently indicated
a flight path insertion closer to the planet. These discrepancies were not resolved”
[78, p. 13]. In some situations, discrepancies must be investigated, not voted away.

Among other procedures, the voting procedures considered here are based on
voters ranking all the candidates.

7.39 Example. Table 7.40 shows Judges’ (voters’) ranking of three skaters (candi-
dates) at the 1994 Winter Olympic Games in Lillehammer, Norway [112, p. 22].
The judges’ plurality voting procedure selects the skater rated first by the largest
number of judges, here Baiul ahead of Kerrigan.
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Table 7.40 Judges’ rankings of skaters [112, p. 22].

VOTERS
SKATERS |D |PL |CZ |UA |PRC |USA |J |CDN |UK
Baiul 1 1 1 1 1 2 2 |3 3
Kerrigan |2 |2 2 2 2 1 11 1
ChenLu |3 |3 3 3 3 3 312 2

Table 7.42 Voters’ rankings of three candidates [113, p. 448].

VOTERS’ RANKINGS OF CANDIDATES
RANKS |0 1 2 |3 |4 |5 6 |7 8 |9 |X
Top Al |Al Al |Al [Al |Bo |Bo |Ci |Ci Ci |Ci
Second |Bo |[Bo |[Bo |[Ci |Ci |Ci |Ci |Bo |Bo |Bo |Bo
Last Ci |Ci |[Ci |Bo |Bo |Al |Al |Al |Al | Al | Al

Table 7.43 Voters’ rankings of the two remaining candidates.

VOTERS’ RANKINGS OF CANDIDATES
RANKS |0 1 2 3 4 5 6 7 8 9 X
Top Al |Al |Al [Al |Al Bo |Bo |Bo Bo Bo |Bo
Second |Bo |[Bo |[Bo |Bo |Bo |Al |Al |Al |Al |Al |Al

Example 7.41 exposes some peculiarities of plurality voting.

7.41 Example. Table 7.42 shows hypothetical rankings of three candidates by
eleven voters, adapted from [113, p. 448].

The method of election called Borda’s count attempts to take into account
voters’ rankings by allocating a candidate two points for each top choice and one
point for each second choice from the voters. Table 7.42 shows that Ci leads with
with (4 x 2) 4+ (4 x 1) = 12 points, followed by Bo (2 x 2) + (7 x 1) = 11 points,
and Al with 5 x 2 = 10 points. The press might list the outcome as Ci > Bo > Al.
Thus Ci is elected.

The method of election called plurality voting ignores voters’ second and
subsequent choices, takes into account only each voter’s top choice, and elects the
candidate who is the top choice of most voters. Table 7.42 shows Al leading with 5
top choices, followed by Ci with 4, and Bo with 2. Thus Al > Ci > Bo, and Al is
elected.

Suppose now that Ci drops out (as did Ross Perrot in 1992). Table 7.43 shows
the voters’ rankings of Al and Bo from table 7.42. With plurality voting, Bo wins
with 6 votes and Al loses with 5 votes: Bo > Al, and Bo is elected.

Such a reversal of the election result from Al to Bo, caused by a change in
the ranking of a seemingly irrelevant third candidate, Ci, is one of the features of
plurality voting that is deemed undesirable by some voters.
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7.4.2 A Mathematical Model for Arrow’s Impossibility
Theorem

Many features have been deemed desirable from a voting procedure, for instance,
the following features.

(AIT.1) Unrestricted Domain. Each voter may submit any ranking of the candi-
dates: no rankings are forbidden.

(AIT.2) Unanimity. If every voter prefers candidate Al to Bo, then the voting
procedure must rank Al ahead of Bo.

(AIT.3) Independence of Irrelevant Alternatives. If every voter prefers candidate
Al to Bo in two different elections, then the voting procedure must rank Al
ahead of Bo in both elections, independently (regardless) of changes in the
ranking of any candidate Ci other than Al and Bo between the two elections.

(AIT.4) Absence of Dictators. The ranking from the voting procedure does not
coincide with the ranking of any fixed voter: no voters can dictate the outcome
of all elections.

(AIT.5) Anonymity. The ranking from the voting procedure does not depend
on who cast what vote. (Anonymity may be desirable for public votes, but
undesirable for the votes of elected representatives or scientific sensors.)

To get a sense of Arrow’s work, the reader may at this stage try to design a voting
procedure with all the features just listed to elect one among three candidates: either
find such a voting procedure, or prove that there are none.

Arrow’s Impossibility Theorem states that the first four features, (AIT.1),
(AIT.2), (AIT.3), and (AIT.4) are already mutually incompatible: no such voting
procedures are possible. As just stated, the four features are somewhat vague. For
instance, a voting procedure might need only to accommodate finitely many voters.
A precision sufficient for rigorous reasoning may have to be inserted and culminate
in a mathematical model of the descriptions of the features. To get a deeper sense
of Arrow’s work, the reader may at this stage try to formulate those four features
mathematically.

In general, a set ¥ of voters must rank a set € of mutually exclusive alternatives,
for instance, candidates, decisions, laws, policies, etc. To this end, each voter
submits one ranking of the set ¥ of candidates. From the rankings submitted by
the voters a “social welfare function” .# produces a final “aggregate” ranking of the
set &€ of candidates (Table 7.44).

7.45 Definition. A weak ranking allowing for ties on a set € is a transitive and
strongly connected relation R C ¢ x €.

To allow for ties, weak rankings need not be anti-symmetric; thus weak rankings
are not partial orders.

The notation (X, Y) € R, also abbreviated by XRY, means that R ranks X before
or tied with Y.

The transitivity of R is defined by VXVYVZ {[(XRY) A (YRZ)] = (XRZ)}.
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Table 7.44 Symbols from logic.

SYMBOL DEFINITION

—(P) “not P”: True if and only if P is False.

(P) A (Q) | “Pand Q”: True if and only if P and Q are both True.
P)Vv(Q) “Por Q”: False if and only if P and Q are both False.

(P) = (Q) | “Pimplies Q”: False if and only if P is True and Q is False.
v “for each”;

3 “there exists”.

The strong connectedness of R is defined by
VXVY{{(X € €) A (Y € €)] = [(XRY) V (YRX)]} .

In particular, for all elements X and Y in €, if X = Y, then XRX, so that R is
reflexive.

The inverse ranking is the inverse relation R°™! = {(¥,X) € ¥ x € :
(X.Y) e R}.

The preference Py associated with the ranking R is the set-theoretic difference
Pr =R\ RL

A weak ranking R may also be denoted by such a symbol as > so that X > Y
means XRY.

The associated preference Pg may then be denoted by > so that X > Y means
X =Y)A[=(Y = X)].

The set of all weak rankings of a set ¢ is denoted by 2(%).

A voters’ profile is a function r : ¥ — (%) with domain ¥

To each voter V € ¥, a voters’ profile r associates that voter’s ranking, (V) €
Z(€), also denoted by ‘Z/ .

The voter’s preference associated with that voter’s ranking (V) is then also
denoted by Py orby 7 .

The set of all voters’ profiles, which are all functions from ¥ to 2(¢) with
domain ¥, is denoted by (%)” .

A social welfare function is a function .7 : 2(¢)” — %(%) with domain
#(€)” .

To each voters’ profile r, a social welfare function .# associates an “aggregate”
ranking .Z (r) € #(%).

7.46 Definition. A ranking R € ¥ x ¥ induces a ranking Ry y := RN ({X, Y} x
{X,Y}) of two candidates X,Y € ¥ relative to each other. Two rankings R, S €
% x € rank two candidates X, Y € ¥ in the same order if and only if Ry y = Sx y.
Two voters rank two candidates in the same order if and only if so do their rankings.

The problem considered here consists in investigating the feasibility and design
of a social welfare function.
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Table 7.47 Symbols for Arrow’s Impossibility Theorem.

SYMBOL DEFINITION

€ Set of all candidates.

A (F) Set of all rankings on %'

v Set of all voters.

r Voters’ profile: a function 7 : ¥ — (%) with domain ¥

(€)Y Set of all voters’ profiles: all functions ¥ — (%) with domain ¥
F Social welfare function: a function % : 2(%¢)” — %(%).
R(E)Z 7] | Set of all social welfare functions: all functions 2(%)* — #(%).
X z Y Alternative notation for (X, Y) € Pyy): voter V prefers X to Y.

7.4.3 Statement and Proof of Arrow’s Impossibility Theorem

Not all social welfare functions are considered here: only those that satisfy the
following four conditions.

(AIT.1) Unrestricted Domain. The domain of each social welfare function . is
all of (€)” . This means that each voter may submit any ranking of the
candidates for the social welfare function to produce an aggregate ranking
(Table 7.47).

(AIT.2) Unanimity. For all candidates X and Y in %, if in a voters’ profile r each
voter V in ¥ prefers X to Y, then so does the aggregate ranking from the social
welfare function %

VXVYVr({[re 2(€) ] AVVI(X.Y) € Pyy)]} = [(X.Y) € Pz)).

(AIT.3) Independence of Irrelevant Alternatives. If every voter V € 7 ranks
candidates X and Y in the same order in two voting profiles r and s, then the
aggregate rankings . (r) and .Z (s) also rank X and Y in the same order:

VXVYVrYs{(VV{[r.s € 2(€)"] A (X, Y) € r(V) Ns(V)]})
= [(X.Y) e Z(r) N Z(9)]}.

(AIT.4) Absence of Dictators. The social welfare function does not coincide with
the ranking of any voter:

v vr({lre 2(6)"1 = [#() = rM]} -

7.48 Definition. A permutation of a set ¥ is a bijection o : ¥ — ¥ with domain
¥ and range 7.

The set of all permutations of a set ¥ is denoted by .#’» and called the symmetric
group of 7.
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For all elements Bo, Ci € ¢, the transposition t;, ; is the permutation 3, €
Yy that swaps Bo and Ci but fixes every other element Al € € \ {Bo, Ci}:

Tooci(Bo) := Ci,
TBo,Ci(Ci) = Bo;
VAI{(Al € € \ {Bo, Ci}) = [1s.(Al) := Al]}.

A voter V € ¥ swaps two candidates Bo and Ci by changing from a ranking ‘i, to
the ranking defined by

(1) € X 10 ) TalD

Arrow’s Impossibility Theorem applies to every set ¥ of voters that is, or can be,
strictly well-ordered by a relation < so that each nonempty subset & C ¥ has a first
element first(&’) and ¥ has a last element last(?"). The strict well-order < remains
fixed for the entire proof. For instance, some sets of voters may be in alphabetical
order.

7.49 Theorem (Arrow’s Impossibility Theorem). No social welfare functions
satisfy all four conditions (AIT.1)—(AIT.4).

Proof. This proof expands on [4, 6, 42, 143], showing that every function satisfying
(AIT.1), (AIT.2), (AIT.3) violates (AIT.4). For all distinct candidates Al,Bo € €,
at one extreme focus on any profile r where every voter V € ¥ prefers Al to Bo, so
that (Al, Bo) € Py forevery V e ¥

VV{(V € ¥) = [(AL Bo) € Pyp)l}.

By the rule of unanimity so does the aggregate ranking: (Al, Bo) € Pz ().
At the other extreme, focus on any profile s where every voter V € ¥ prefers Bo
to Al, so that (Al, Bo) € Py, forevery V € 7

YV{(V € ¥) = [(Bo, Al) € Py}

By the rule of unanimity so does the aggregate ranking: (Bo, Al) € P ).
Between extremes, for each voter V € ¥ define a profile ry € (%) such that

each voter U < V prefers Bo to Al, so that Bo Z Al for each U < V, while each

voter W > V prefers Al to Bo, so that Al VT, Bo foreach W = V:

U<V = (Bo,Al e Prv(U);
V<W= (Al,Bo) € Prv(W)-

If V = last(¥), then ry = s and .% (ry) = . (s) ranks Bo ahead of Al.
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Let &,/ be the subset of voters for whom .% (ry) ranks Bo ahead of Al:
Euom =4V €V 1 (Bo,Al) € Py}

Thus last(¥') € &/a # @ and &,/ has a first elements Vg, 1= first(&,/.). This
first element V5, is called a pivotal voter for Bo over Al.

By the rule of Independence of Irrelevant Alternatives Vg, is a pivotal voter
for Bo over Al starting from every profile ¥ where every voter ranks Al before Bo.
Indeed, for each voter V € 7, in " and in r, also in " and in s, as well as in 7/, and
in ry, each voter U < V, V,and W > V ranks Al and Bo relative to each other in
the same way.

The following considerations show that V;,,,, can also dictate the ranking of Bo
relative to any third candidate Ci € ¢\ {Al, Bo}. To this end, consider the voters’
profile gy defined for V := V,,/, by

U<Vv: Bo ;, Ci J, Al
ay v Al 7 Bo , Ci,
V <W:Al , Bo ;, Ci.

Since V = V4 is pivotal for Bo over Al, the aggregate ranking .% (4y) still ranks
Al > Bo. Also, by unanimity % (qy) ranks Bo > Ci. By transitivity the aggregate
ranking . (4y) ranks Al > Bo > Ci. If V = V,,/,, swaps Al and Bo, then the voting
profile changes from ¢y to ry, defined by

U<Vv: Bo ; Ci ,, Al
rwy Vi Bo, Al Ci
V <W:Al ; Bo  Ci

Since V = V,,,, is pivotal for Bo over Al, the aggregate ranking .% (ry) now ranks
Bo > Al. By Independence of Irrelevant Alternatives . (ry) still ranks Al > Ci,
because each voter ranks Al and Ci in the same order in both profiles ¢y and ry. By
transitivity, the aggregate ranking . (ry) ranks Bo > Al > Ci. If any, some, or all
voters other than V = V,,,,, swap Bo and Ci, then the voting profile changes from
ry to sy, defined by

. PR > > o>
U<V: ClUBoUAlorBoUC1UA1,

Sy V: BO;AI;Ci,
. > o> > > .
V <W: Al W Ci w Bo or Al WBO - Ci.

Then Al and Bo are ranked in the same order by every voter in 7y and sy, whence the
aggregate ranking % (sy) still ranks Bo > Al. Similarly, Al and Ci are ranked in the
same order by every voter in ry and sy, whence the aggregate ranking % (sy) still
ranks Al > Ci. By transitivity the aggregate ranking .% (sy) ranks Bo > Al > Ci,
even though every voter other than V ranks Ci > Bo.
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Candidate Al plays only an auxiliary role in the proof that Vy,/ is a dictator for
Bo over Ci. If any, some, or all voters swap Al and any candidate Ig other than Bo
and Ci, then the voting profile changes from sy to Py, defined by

. PR > > s> >

U<Vv: Ci gBog A.101r---g Ci QB(,)Q. ,

Pv V: BoVAIVC1or---VBoVC1V- ,
V<W:Al ,, Ci , Boor--- o Ci o, Bo ,, -

Then Bo and Ci are ranked in the same order by every voter in sy and Py, whence
the aggregate ranking .# (Py) still ranks Bo > Ci, even though every voter other
than V ranks Ci > Bo.

For the uniqueness of the dictator, in the strict well-ordering < of the voters 7,
a pivotal voter Vy, /¢ for Bo over Ci cannot appear later than such a dictator for Bo
over Ci as Vy,/,, because such an earlier dictator Vy,/,, would determine the ranking
of Bo over Ci before a pivotal voter Vy,/¢; does; consequently, Vg,/ei < Vio/u-

Similarly, a pivotal voter V3, for Ci over Bo cannot come earlier than such a
dictator for Bo over Ci as V3,4, for otherwise such a later dictator could reverse a
pivotal vote from the pivotal voter; therefore Vi, < Vei/so-

Combining VBo/Ci = VBn/Al with VB()/AI = VCi/Bo gives VBU/CI = VB()/A] = VCi/Bu by
transitivity.

Reversing the roles of Bo and Ci gives the reverse ranks V5, < Vi X Viojaie

Consequently, Ve = Vao/a = Vei/no-

Therefore there is exactly one pivotal voter, who is the pivotal voter and the
dictator for every pair of candidates.

Thus every social welfare function satisfying (AIT.1), (AIT.2), (AIT.3) violates

(AIT.4). O

Another rule that might be imposed on a social welfare function pertains to the
anonymity of voters. One way to model the concept of anonymity of voters consists
in requiring that a social welfare function remains invariant under all permutations
of the voters.

7.50 Definition. A social welfare function .# : 2(%)” — (%) is invariant
under permutations if and only if .% (r o 0) = % (r) for every profile r : ¥ —
Z(€) and every permutation o € % .

(AIT.5) Anonymity. A social welfare function respecting voters’ anonymity is
invariant under permutations.

Yet another condition attempts to model the condition that no voters have a right
of veto.

(AIT.6) No Veto. Except perhaps for voter Val, if none of the other voters prefer
any other candidate to Al, in other words, if all the other voters prefer Al to all
the other candidates, or are indifferent between Al and all the other candidates,
then the social welfare function does not rank any other candidate ahead of Al,
regardless of Val’s rankings [115, p. 386].

There is an alternative variation of the concept of unanimity.
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(AIT.7) Weak Unanimity. Except perhaps for voter Val, if all the other voters do
not prefer Bo to Al, so that they might prefer Al to Bo or be indifferent between
Al and Bo, but Val prefers Al to Bo, then the social welfare function prefers Al
to Bo:

vxvrvr ({[r € 2(6) 1 A (X, Y) € Prya) A YVICEX) # Pl

= [(X.Y) € Pz(»)).

7.4.4 Exercises on Arrow’s Impossibility Theorem

7.25 . Prove that for each relation R C % x € the relation P := R\ R°~lis
irreflexive.

7.26 . Prove that for each relation R
asymmetric.

IN

% x € the relation Pg := R\ R°!is

7.27 . Prove that if a relation R C % x ¥ is transitive, then Pg := R\ R°~lis also
transitive.

7.28 . Prove that for each relation R € % x % the relation P := R\ R lis
anti-symmetric.

7.29 . Prove that if a relation R C % x ¥ is transitive, then Pg := R\ R lisa
partial order.

7.30 . Prove that if a relation R C € x € is transitive, then the inverse relation R°~!
is also transitive.

7.31. With at least two voters and at least two alternatives, prove that every social
welfare function conforming to the rules of Unrestricted Domain and Anonymity
has no dictators.

7.32 . With at least two voters and at least three alternatives, prove that every social
welfare function conforming to the rules of Unrestricted Domain, Unanimity, and
Independence of Irrelevant Alternatives is not invariant under permutations of the
voters.

7.33 . Determine whether either of Unanimity and Weak Unanimity implies the
other.

7.34 . Determine whether Weak Unanimity is compatible with No Veto.
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Exercises from Chapter 1

1.1 Use axioms P1 and P2, theorem 1.12, and Modus Ponens:
F(@) = [(K) = (L)] axiomP1,
F(H) = {(L) = [(K) = (L)]} theorem 1.12,
Fl = {0 = [(K) = O] = ((H) = 0] = {#H) = [(K) = L)]}) axiomP2,
FI(H) = ()] = {(H) = [(K) = (L)]} Modus Ponens.

1.3 Use the reflexivity of implications and the law of commutation:

F{l@) = B)] = B)} = {{(A) = ®B)]=B) P:={A) = B)
= (B)}in 1.14,

F[(A) = B)] = [{[(A) = (B)] = (B)} = (B) | substitution in the law
~—~—" of commutation.

0 P R
1.5 Substitute P for A and also P for B in the preceding tautology:
F[(A) = (B)] = [{[(A) = (B)] = (B)} = (B)] preceding tautology,
FI(P) = (P)] = [{[(P) = (P)] = (P)} = (P)] substitutions,
= (P) = (P) theorem 1.14,
FP) = (P)] = (P)} = (P) Modus Ponens.

1.7 The formula {[(P) = (Q)] = (P)} = (P) cannot be proved using only
implications.

1.9 Use the tautology [(H) = (L)] = {(H) = [(K) = (L)]}:

R = @] = (P) j=2{R)=>D]=[ O = (P |
H L H K L
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1.11 See also [72, p. 34]:
(@) = {P) = (P)]= (P} substitution in axiom 1a,

H{P) = [(P) = (P)]}
= ([ = {[(P) = (P)] = (P)}]

= [(P) = (P)]) substitution in axiom 1b,
F(P) = [(P) = (P)] substitution in axiom 1la,
F[(P) = {[(P) = (P)] = (P)}] = [(P) = (P)]  Detachment.
F[(P) = (P)] Detachment.

1.13 Apply exercise 1.11 and Detachment:
F[(P) = (P)] = [{l[(P) = [(P) = (Q)]} substitution in b,

= [(P) = (Q)]]
FA{[(P) = [(P) = (Q)]} = [(P) = (Q)] Detachment.

1.15 Apply exercise 1.12 and Detachment:
FT hypothesis,
F (@) = (T exercise 1.12,
F[A) = (1] = ({(A) = [(T) = (C)]} substitution in 1b,
= [(4) = (O)])
F{A) = [(T) = (O)]} = [(A) = (C)] Detachment.
1.17
FIB) = (O]l = {4) = [B) = (O} la,
F([B) = (O] = {A) = [(B) = (O)) =

({[(B) = (O] = ({(4) = [B) = (O} = [(4) = ()}

= {[(B) = ()] = [(4) = ©)])) Ib,
H{IB) = (O = ({4) = [B) = O} = [(4) = (©))}
= {[(B) = (O] = [4) = (O]} Detachment.

1.19 Apply exercises 1.15, 1.18, and Detachment:
HlA) = B)] = (1) = (B = (O} = [(4) = () Ib,
- [(B) = (O)
= {A) = B] = ({4) = [B) = (O = [(4A) = ()} 112,
F{IB) = (O] = [(4) = B}
= {[B) = ©] = () = (B = O} = [4) = (©)))}

1.21 F [(A) = (B)] = {[(B) = (O)] = [(A) = (B)]} by substitution in la.
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1.23 Apply Tarski’s axiom III and Detachment:

F(H) = (K) hypothesis,

FH) = (K)] = {[(K) = (L)] = [(H) = (L)]} substitution in axiom III,
FIK) = )] = [(H) = (L)] Detachment,

(&) = (L) hypothesis,

F(H) = (L) Detachment.

1.25 - (P) = {[(P) = (Q)] = (P)} by substitution in axiom I.
1.27 Apply exercises 1.23, 1.25, and 1.26:
(P = ([P = (@] ={P) = (Q] = (D))
H L
1.29 Apply exercises 1.27, 1.28, and 1.23:
(P) = {(P) = (] = (D)}
1.31 Apply exercise 1.29 and axiom III:
F{Q) =@ = B®] = ®)}=
(1@ = ® = ®)} = () = ®)

= {(© = [(P) = B]] I,
H(Q) = 1@ = ®] = ® 129,

- (@ = ®] = B} = [(P) = B)

={(Q) = [(P) = ®]} Detachment.

1.33 Apply axiom III, exercise 1.32, and Detachment:

FIP) = (@] = {(Q = B®] = [(P) = (R]} axiomIII,

FI(Q) = (R)] = {[P) = (Q)] = [(P)= (R]} 1.32, Detachment.
1.35 Apply axiom II with exercises 1.24, 1.33, and 1.23:

F (@ = ] ={P) =1[P)= ®])
=>{E) =P =>@®}=>[P)=>®])={P)=>©@I=[P=>®]} I

—

L

F({@ = 1P = ® = [(P) = B)])
= ([P =2 @=2{P) =) = ®}) ={P)=>Q]=(P) = ®]} 132

F{P) = [P) = B} = [(P) = (R)] 1,
FIP) = @1={P®) =[P = ®})=>{E® = ©]=[P) = ®} Detachment,
F{©Q) = [(P) = ®} = {P) = ©@]=[P)= ®} 1.34.

[(P) = (@] = ({(P) = [(Q) = B} = [(P) = R)]}).
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1.37 Proceed as in theorem 1.40:

F(P) = [(Q) = (P)] axiom F1,
F1(Q) = (P)] = {[~(P)] = [~(Q)]} axiom F4,
F @) = {{-P)] = [-(0)] transitivity of implications (theorem 1.16).

1.39 A proof of {[—(Q)] = [~(P)]} = [(P) = (Q)] can proceed as follows.

=] = [=(P)]} = ({=[=(P)]} = {=[=(Q)]}) axiom F4,

F(P) = {=[=(P)]} axiom Fo6,

FH{[=(Q)] = [=(P)]} = ((P) = {=[=(Q)]}) transitivity (theorem 1.31),
H{=[=(Q)]} = (Q) axiom F3,

FA{[—(Q)] = [-(P)]} = [(P) = (Q)] transitivity (theorem 1.32).
141

{{(B) = (M = [(4) = (O} = ({[(B) = (F)] = ()} = {[(B) = (F)] = (F)}) axiom C2,
{[(B) = (F)] = (F)} = (B) axiom C3,
{[(B) = (M] = [(A) = (A} = [{[(B) = (F)] = (A)} = (B)] wansitivity,
@) =A{(B) = (N = (4)} CL,
{{B) = (] = [A) = (A} = [(A) = (B)] transitivity.

1.43 Substitutions of —(B) for (B) = (F) and —(A) for (A) = (F) into the solution
of exercise 1.41 transform Church’s third axiom into {[—=(Q)] = [-(P)]} =
[(P) = (Q)]. Consequently, all three axioms of classical logic remain valid in
Church’s logic, and, therefore, Church’s logic allows for proofs of all the theorems
of classical logic.

1.45 For the first theorem,

F[=@)] = {S) = 9] = [~P)]} axiom P1,

FALIS) = (9] = [~@P)]} = (=[~@)]} = {~[©S) = (S)]}) law of contraposition,
F=®)] = (=@ = {=[S) = O)}) transitivity,

F (@) = {~-[-@)} converse double negation,
F=@)] = [P) = =[S = O] transitivity.

For the second theorem,

F©) = ©) theorem 1.14,
@) =[S = ) theorem 1.12,
FIP) = ] = ({P) = [~} = [~(P)]) reduction ad absurdum,

F{P) =[S = 9]} = {[(P) = {—[) = (S)]}] = [—'(P)]} substitution,
F @) = {=[6S) = )1} = [—=(P)] Modus Ponens.
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1.47 Pierce’s law:

{{(P) = (D] = (P)} = (P)

335

¢ definition of v,

[=(={=P)] Vv (@} v (P) v (P)]

¢ de Morgan’s second law,

{[~(~{~®] Vv (@N] A [~(P]} v (P)

¢ double negations,

(=@ V(D) A [=(P)]) v (P)

¢ distributivity,

[{[=P)] v (@)} v (O] A[=(P)] V (P)}

$ commutativity, associativity,
excluded middle,

[(Q) v (D] A(T)
¢ identity,
(T) A(T)
¢ idempotence,
(T)
1.49

{(P) = (@] = R} = {[R) = (P)] = (P)}
Si3
[=(={[=@)] v (@} Vv R}N] Vv [~{~®)]V P}V P)]
ti3
{[~(~{=@1 Vv @N] A =R} V [(=[=®]} A [=(P)]) v (P)]
¢
(=P V @} ARV [{R®) A =P}V (P)]
ci3
{=@IA =RV A=®B) V (I(R) v ()] A=)V (P)})
i3
(=PI A =R V@ A=®B) VIR Vv (P)] A (D)
Si3
{=PIA =R V@ A =®) VIR) V (P)]
Si3
({=I®) v P} VL A =®) VIRV (P)]
Si3
({=I® vV PIVIR V(P VO A=®])
i3
(1) V) A [=®)]})
ti3

(T

~

definition of Vv,

de Morgan’s second law,

double negations,

distributivity,

excluded middle,

identity,

de Morgan’s second law,

commutativity,
associativity,

excluded middle,

identity,
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1.51
F(P) = {(P) = (Q)] = (Q)} theorem 1.26,
H{P) = (@] = (Q)} = ([-(@)] = {~[(P) = (Q)]}) theorem 1.44,
F (@) = ([-(Q)] = {~[(P) = (Q)]}) theorem 1.16.

1.53 One implication is axiom P1 and the other implication is Pierce’s law.

155 [(P) = (Q)] & (={(P) A [~(Q)]}):

(P) = (Q)
ki double negations,
P) = {1
¢ double negations,
~(=[®) = {=[~@1])
¢ definition of A,
(={P) A -]
1.57
H (V)= W) hypothesis,
F(=(W)) = (=(V)) contraposition,
= (R) = () hypothesis,
F[=(W)] = [(R) = (9] theorem 1.12,

H{[-W)] = [(R) = O]}
= {[(=(V)) = R)] = [(=(V)) = ()]} axiom P2,

F(—=(V)) = (R)] = [(—(V)) = ()] Modus Ponens,
FI(=(V)) = (R)] = [(=(W)) = (9)] second line and theorem 1.16,
FIV)VR)] = [(W)vV(S)] definition of V.

1.59 No, the suggested rule fails if U and W are False but V is True.

1.61

F([(P) = (O] A=) = [=(S)]})
= ({(P) A=} = () A [=(9)]}) theorem,

F{P) A= = (&) A[-O]}) =
[(—-{(S) A [—-(S)]}) = (—-{(P) A [—-(Q)]})] contraposition,
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F (=) A=) = (={(P) A [=(O]})]

= (=] Vv )} = [(P) = () de Morgan, definition of A,
E =] v () excluded middle,
F@P) = () Modus Ponens.

1.63
F@®) = [(T) = (R)] axiomPI;

F (@A) = {[(A) = (B)] = (B)} theorem,
F(T) = {[(T) = (R)] = (R)} substitutions in theorem,
F T hypothesis,
[(T) = (R)] = (R) Modus Ponens.

1.65 Use {[—(R)] = (F)} = {[~(F)] = R)} and [(T) = (B)] = (R).

1.67 Definition 1.51 of (A) < (B) as [(A) = (B)]A[(B) = (A)] with theorems 1.57
[(P) A (Q)] = [(Q) A (P)] and 1.52 [(P) A (Q)] = (Q) yield Tarski’s axiom IV.

1.69 Theorem 1.61 gives a derivation of (I) < (J). from (I) = (J) and (J) = (I).
The Deduction Theorem (1.22) then yields a proof of [(/) = (/)] = {[(/) =
D] = () & D]}

1.71 Subsections 1.3.10, 1.3.11, and 1.3.12 show that axioms P1 and P2 are
derivable from Tarski’s axioms I-III. Moreover, axiom P3 coincides with Tarski’s
axioms VII. Consequently, axioms P1, P2, and P3 are derivable from Tarski’s
axioms I-VII. Therefore, every theorem of the Classical Propositional Calculus is
also derivable from Tarski’s axioms [-VII.

1.73 Substitute R for S in theorem 1.82, which gives {[(P) = (Q)] A [(R) =
B} = {{P) A (B)] = [(Q) A (R)]}. Then apply the reflexivity of the
logical implication (theorem 1.14), the law of contraposition (theorem 1.44), and
transitivity, to derive Rosser’s axiom R3 from axioms P1, P2, and P3.

1.75 Kleene’s axiom 7 is the law of reductio ad absurdum (theorem 1.48).

1.77 {[(P) = (Q)] = (P)} = (P) is a triadic tautology in Lukasiewicz’s triadic
logic.

1.79 {[(P) = (Q)] = (P)} = (P) is not a triadic tautology in Church’s system or
in Lukasiewicz’s.

1.81 {[(P) = (Q)] = (Q)} = [(Q) = (P)] = (P)} is a triadic tautology in
Lukasiewicz’s system, but not in Church’s.

183 {(P) = [(Q) = B} = {{(P) = (Q)] = [(P) = (R)]} is a triadic
tautology in Church’s system, but not in Lukasiewicz’s.
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1.85 {(P) = [(Q) = (B)]} = {(Q) = [(P) = (R)]} is a triadic tautology in both
Church’s system, and in Lukasiewicz’s.

1.87

F [=(P)] = (P) hypothesis,
F (P) = (P) theorem 1.14,
F P deduction rule.

1.89 In the proof of {[=(P)] = (P)} F (P), the first step lists the hypothesis H, here
F {[=(P)] = (P)}. The Deduction Theorem replaces this step, = H, by a complete
proof of (H) = (H), from theorem 1.14, with [-(P)] = (P) substituted for H
everywhere. The second step invokes theorem 1.14, which the Deduction Theorem
replaces by a complete proof of theorem 1.14. The third step uses the deduction rule

F [=(R)] = (S) hypothesis,
F (R) = (S) theorem 1.15,
F S deduction rule,

which the Deduction Theorem replaces by a complete proof of this deduction rule.

1.95 The commutation law establishes the logical equivalence

{(P) = Q] =[(Q) =R =[(Q = @® ]
H K L

¢

© =[{lP)=OI=[(=®}= K ]
K H L

To prove either formula with the Deduction Theorem, this proof starts by assuming
that the hypotheses H and K, here Q and [(P) = (Q)] = [(Q) = (R)], are True.

F P = @] = (0 = ®)]

F @ = {®) = @] = [(Q = ®I}] = ({(Q=1P) = O} = {0 =10 = ®))
F{Q = [(P) = (O} = {(Q) = [(0) = R}

F(Q) = [(P) = (0]

F () = [(0) = ®)]

Fo

F© = ®

Fo

R

The result then follows from the Deduction Theorem.

1.97 The formula S defined by {[—(P)] = (P)} = (P) has only one propositional
variable, P. Moreover, S has the form (V) = (W), with [~(P)] = (P) for V,
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and P for W. Thus the first step consists in applying the Provability Theorem
(theorem 1.125) to prove P’ I §'.

P True If P is True, then so is W, and the single line - P constitutes a proof
of = W. Hence a copy of the proof of theorem 1.12 forms a complete proof of
PE (V) = (W), whichis P' - §'.

P False If P is False, then W is also False, but so is V. Thus, V' is —=(V), which
is ={[—~(P)] = (P)}. In this case the Provability Theorem calls for a proof of
P’ V'. However, V is False and has the form (H) = (K), with —(P) for H, and
P for K. Hence the Provability Theorem calls for proofs of P+ H' and P’ - K’,
which are here [—(P)] - [~(P)] and [~(P)] F [—(P)]. In both cases the proof
of [-(P)] I [—(P)] is a substitution in the proof of theorem 1.14. Hence follows
a proof of P = (H') A (K'), which is here [~(P)] F [=(P)] A [=(P)], and, by
definition of A the same proof shows that [=(P)] = —{[=(P)] = (P)}, which is
[=(P)] F [=(V)], or, equivalently, P’ F V.

Thence follows a proof of P’ - {[—~(W)] = [—(V)]} and hence by contraposition
a proof of P’ - [(V) = (W)], which is again P’ |- §'.

1.99 The law of reductio ad absurdum, S,
[(P) = (@] = ({(P) = [} = [=(P)]),

has the form (V) = (W), with (P) = (Q) for V, and {(P) = [~(Q)]} = [~(P)]
for W.

P True, Q True If P is True and Q is True, then W is True. However, W has the
form (H) = (K), with (P) = [—(Q)] for H, which is False, and —(P) for K,
which is also False. Hence the Provability Theorem calls for a proof of P/, Q' I
H', here P, Q  —(H). Because H has the form (P) = [—(Q)], and hence —(H)
has the form (P) A {—[—(Q)]}, the Provability Theorem calls for proofs of P, Q -
P and P, Q - Q, which follow from substitutions in the proof of theorem 1.14:

F(P) = (P) theorem 1.14,

Q) = () theorem 1.14,

F(P) = {(Q) = [(P) A (Q)]} theorem 1.82,

F(P) = [(Q) = {~[(P) = [~(Q)]}] definition of A,

F P ={Q) = [~H]} substitution,

F(P) = [(Q) = {[~(K)] = [~(H)]}] axiom P1 and theorem 1.16,
H @) = {0 = [(H) = K]} axiom P3 and theorem 1.16;
F(P) = [(Q) = (W)] substitution,

F W)= [(V) = (W)] axiom P1,

@) =10 =[(V)= W]} theorem 1.32,

F@P) = [(Q) = 9)] substitution.
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P False If Pis False, then W is True, regardless of whether Q is True or False, and
in either case the same proof of theorem 1.14 gives a proof of [=(P)] = [—~(P)],
whence a proof of [~(P)] = (W), and hence a proof of [~(P)] = [(V) = (W)],
which is [=(P)] = (5).

P True, Q False If P is True but Q is False, then W is False. Because S is a
tautology, V is also False. Hence the Provability Theorem calls for a proof of
P,Q + V', here P,[—(Q)] F —=(V). Because V has the form (H) = (K), the
Provability Theorem calls for proofs of P/, Q' - H and P',Q’ F [=(K)], here
P,[—(Q)] F P and P, [—(Q)] I [~(Q)], both of which follow from substitutions
in the proof of theorem 1.14. Thence the proof of theorem 1.82 gives a proof of
(H) A [-(K)], which is =(V):

= (P) = (P) theorem 1.14,
F[=(Q)] = [—(Q)] theorem 1.14,
=P = ([_‘(Q)] = {(P) A [—'(Q)]}) theorem 1.82,
F(P) = ([~(Q] = {-[(P) = (Q)]})  definition of A,

@) = {{—~(Q)]=[-M]} substitution,
F(P) = ([~(Q)] = {[~(W)] = [=(V)]}) axiom P1 and theorem 1.16,
FP) = {—-)]=[V)=> W]} axiom P3 and theorem 1.16.

From the proofs of (P) = [(Q) = (S)] and (P) = {[—(Q)] = ()} follows a proof
of (P) = (S), and thence from the proof of [=(P)] = (§) follows a proof of S.

1.101 The propositional form {[(P) = (Q)] = (R)} = {[(R) = (P)] = (P)} has
the form (V) = (W).

P True If Pis True, then axiom P1 gives a proof of (P) = (W), and hence a proof
of (P) = (S).

P False, R False If P is False, then (P) = (Q) holds, by the law of denial of the
antecedent (theorem 1.40):

F =)= [(P) = (Q)]

If R is also False, then [=(R)] = [—(R)], whence [(P) = (Q)] A [-(R)] holds,
whence also ={[(P) = (Q)] = (R)}, which is —(V).

P False, R True  If P is False and R is True, then [(R) = (P)] is False, but so is P,
whence [(R) = (P)] = (P), which is W, is True.

1.103 The propositional form [{[(P) = (R)] = (Q)} = (Q)] = {[(Q) = (R)] =
[(P) = (R)]} has the form (V) = (W).

R True IfRis True, then axiom P1 gives a proof of W, whence a proof of S.
R False, P False If P is False, then the proof of [—(P)] = [(P) = (R)] gives a
proof of W, whence a proof of S.



Solutions to Some Odd-Numbered Exercises 341

R False, P True, Q True If Q is True and R is False, then the definition of A gives
a proof of (Q) = ([~(R)] = {~[(Q) = (R)]}) and hence a proof of W, whence
a proof of S.

R False, P True, Q False ~ With R False, P True, Q False, the definition of A gives
a proof of (P) = ([—-(R)] = {=[(P) = (R)]}), and hence also a proof of
{[(P) = (R)]} = (Q), whence a proof of —=(V), because Q is False and V is
[P = ®] = (@] = (0.

1.105 The propositional form U defined by

{B®) = (O] = [(S) = P} = {[R) = (P)] =[S = (P}
has the form (V) = (W).

P True If P is True, then axiom P1 gives a proof of (P) = [(S) = (P)], whence
a proof of (P) = (W), and hence a proof of (P) = (U).

P False, S False If S is False, then the law of denial of the antecedent, [—(S)] =
[(S) = (P)] gives a proof of [=(S)] = (W) and hence of [~(S)] = (U).

P False, S True, R False With P False, S True, R False, the law of denial of the
antecedent gives [=(R)] = [(R) = (Q)], while (S) = (P) is False, whence V is
False, and then the law of denial of the antecedent gives (V) = (W), whichis U.

P False, S True, R True  With P False, S True, R True, (R) = (P) is False, whence
the law of denial of the antecedent gives [(R) = (P)] = [(S) = (P)], which is
W, hence the law of denial of the antecedent gives (V) = (W), whichis U.

P False, S True  The foregoing two cases give a proof of [=(P)] = [(S) = (U)].

P False The proofs of [=(P)] = [(S) = (U)] and [=(P)] = {[—(S)] = (U)}
then combine into a proof of [—~(P)] = (U).

Finally, the proofs of (P) = (U) and [=(P)] = (U) combine into a proof of U.

Exercises from Chapter 2

2.1 IX{VY[~(X € V)]}.

2.3 IX{(X € A) A [~(X € B)]}.

2.5 AX({(X € OA[=(X € AIA[-(X € B} V{[~(X € OJAIX € A)V(X € B)]}).
2.7 VX[(X € A) = (X € B)].

29 VX{(X € C) & [(X € A) A (X € B)]}.

2.11 Theorem 2.46 establishes the equivalence [AX(P)] < (—v{VX [=(P)]}).
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2.13 Axiom Q2 is a theorem derivable from Margaris’s and Rosser’s axioms:

FAVXI(P) = (Q)]} = {[VX(P)] = [VX(Q)]} axiom A4,
F(P) = [VX(P)] axiom A6, no free X in P,
F{VX[(P) = (Q)]} = {(P) = [VX(O)]} derived rule.

2.15 Axiom Q4 follows from the abbreviation —={VX[—(P)]}, double negation and
theorem 2.45:
F [VX(P)] & {VX[-—(P)]} theorem 2.45,
FA{=[VX(P)]} & (={¥X[-—(P)]})  contraposition and its converse,
F{3X[~(P)]} & [~(YX{=[=(P)]})] abbreviation, (R) < (),
F{3X[-(P)]} & {—-[VX(/P)]} transitivity.

2.17 Kleene’s 3-rule is derivable from the rules of inference with axioms Q1- Q4
and the propositional calculus.

H(P) = (Q) hypothesis,

H[(P) = (Q)] = {[-(Q) = [=(P)]} contraposition,
F[=(Q) = [=(P)] Detachment,
FVX{[—(Q) = [~(P)]} Generalization,

F [-(Q)] = {VX[~(P)]} theorem 2.29,
EAVX[=(P)]} = {(—=[3X(P)]} axiom Q3,

F -] = {-Ex@®)]} transitivity,

F[EX(P)] = (Q) converse contraposition

and Detachment.

2.19 Kleene’s 3-schema is derivable from the rules of inference with axioms
Q1- Q4 and the propositional calculus.

F {VX[=(P)]} = {Subf}[-(P)]} axiom QI,

F {Subfy[=(P)]} = {—[Subfy(P)]} remark 2.20,

F {VX[=(P)]} = {=[Subf}(P)]} Detachment,

F [Subfy(P)] = (—-{VX [—-(P)]}) contraposition and double negation,

F (={YX[=(P)]}) = [3X(P)] theorem 2.46,
F [Subfy(P)] = [3X(P)] transitivity.

2.21
FW) & U) hypothesis,
(V) & (U)] = [(V)= (U)] theorem 1.62,
W)= () Detachment,

FI(V)= (U)] = {{(U)= W)]=[(V)= (W)]} transitivity
(theorem 1.27),
FIU) = W] = [(V) = (W)] Detachment.
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2.23
FV) < U) hypothesis,
FIV) < (D))= [(U) = (V)] theorem 1.62,
FU) = (V) Detachment,

FIU) = WV)]={V)= W)]=[(U) = (W)]} transitivity
(theorem 1.28),
V)= W)]=[(U)= W) Detachment.
2.25 Theorem 2.45 shows that if = (V) < (U), then F (P) = (Q).

227 If - (V) & (U), then = [=(V)] & [=(U)], by contraposition and
transposition.

231

{3X[(P) v (O} & {BX(P)] v [3X (Q)]} » {EFX(Q)] Vv BX (P)]}
& ((IX[Q v (P)]})

2.33
{3X[(P) v (P)]} & {BX(P)] v 3X(P)]} & [3X(P)]
2.35

(YX{L(P) A (D] V (R)}) &
(YX{P) Vv BIALQ Y B])
((VXI(P) v (R)]} A{YXI(Q) V (R)]})

2.37

[3X(0)] ¢ (3X{=[-(Q)]})

& (= {VX[=(O)})

& [~(YX {VX[~(Q)]})]
& [~(VX {~[3X(©))]
& [~(=EXBEX©)]
< 3IXEXQ)}

2.39 The implication

VX[(P) v ()} = {(P) v [VX(Q)]}
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is theorem 2.79. For the converse,

F(P) = [VX(P)] axiom Ql,

FIVX(Q)] = [VX(Q)] theorem 1.14,
F{(P) v [VX(Q)]} = {[VX(P)] v [VX(Q)]} theorem 2.39,
FA{IVX(P)] Vv [VX(O)]} = {VX[(P) V (Q)]} theorem 2.77,
F{(P) vIVX(Q)]} = {VX[(P) v (Q)]} theorem 1.16.

2.41 Invoke the reflexivity of the logical implication (theorem 1.63): by definition
of #,

[%(A.B)] & (VX{[£(X.A)] = [E(X.A)]}),

which is in prenex form, and its matrix is an instance of theorem 1.63: (P) = (P).

2.43 Invoke the transitivity of the logical implication (theorem 1.65):

F[&X,A)] = [£(X,B)] specialization of the hypothesisZ(A, B),
F[&(X,B)] = [£(X,C)]  specialization of the hypothesisZ (B, C),
F[&(X,A)] = [£(X,C)] transitivity of the implication (theorem 1.65),

whence the conclusion Z(A, C) follows by Generalization.
2.45 Invoke the reflexivity of the logical implication (theorem 1.63): by definition
of &,

[(4,4)] & (YX{[E(A.1)] = [EA.N)]).

which is in prenex form, and its matrix is an instance of theorem 1.63: (P) = (P).

2.47 The equality predicate .# defined as in example 2.85 for set theory is
reflexive, as proved by the solutions to exercises 2.41 and 2.45, so that .# satisfies
axioms _# 1. Also, the set theory described in example 2.85 has only one predicate,
&, and formula (2.2) shows that .# satisfies axiom _#2.

2.49 Axiom _Z 1 from subsection 2.5.3 coincides with axiom .#1 from subsec-
tion 2.5.1. Axiom _#?2 from subsection 2.5.3 is a special case of axiom .#2 from
subsection 2.5.1, which allows for atomic formulae as particular cases of P and Q.

Exercises from Chapter 3

3.1 Negate the definition of the empty set: IX(X € ).
3.3 Negate the definition of supersets: IX[(X € B) A (X ¢ A)].
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3.5 By definition of the empty set (axiom S2), the formula —(X € &) is universally
valid. By specialization, with @& substituted for X, it follows that —=(& € @) is True,
whence @ € & is False, by definition of False.

3.7 Use substitutions in the axiom of extensionality and the definition of equality.

3.9 For each set S, @ C S, by theorem 3.11. Consequently, & is a subset of &.
Conversely, if S is a subset of &, so that § € &, then § = & by theorem 3.10:

FSC @ hypothesis on S,
@ CS theorem3.11,
FS=¢@ theorem 3.10.

3.11 This proof proceeds by contraposition, showing that if S # @, then S has a
subset different from S. Because @ C S by theorem 3.11, it follows that if S # @,
then $ has a subset, &, different from S.

3.13 If S is a subset of every set, then S is a subset of the empty set: S C &.
Moreover, @ C S by theorem 3.11. Consequently, S = &, by theorem 3.10.

315 fAC Band B < C,thenA € Band B € C, whence A C C, by theorem 3.9.
However, because A € B, there exists some Z € B such that Z ¢ A. Consequently,
ZeCbhutZ ¢ A, sothatA # C, whence A € C.

3.17 This proof establishes each implication (= and <) independently.
For one implication, assume - VY[(A C Y) < (B C Y)].

FVYY[(ACY) < (BCSY)] hypothesis,

() Subf?,
FACA) & (BCA)

4 =,
FACA) = (BCA)

FACA theorem 3.8,
FBCA Modus Ponens;

FVY[(ACY)< (BCY) hypothesis,

U Subfg,
FACB) < (BCB)

N8 =,
FACB) < (BCB)

FBCB theorem 3.8,
FACB Modus Ponens;
FA=B theorem 3.10.

For the converse, assume - A = B, and begin with any superset Y.
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FACY hypothesis,
FVX[(X €A) = (Xe€Y)] definition of subsets,
FBCA hypothesis,
FVX[(XeB)= (XeY)] transitivity of =,
FBCY definition of subsets.

Swapping A and B yields the converse. Hence - VY[(A C Y) < (B C Y)].

319 If C D2 Dand D 2 W,then D € C and W € D, whence W C C. For the
converse, let W := D, whence D 2 D, the hypothesis (D 2 D) = (C 2 D), and
Modus Ponens yield C 2 D.

321 LetX :=2,Y := {2}, Z:= { {2} }.
3.23 LetX :=@and Y := { {&} }.
3.25 LetX := {@}and A := { {@} }.

327 (X € {@}) & (X = @) whereas (X € {{T}}) & (X = {@}). Yet @ # {T}.
Consequently, {@} and { {@} } have different elements. Therefore {@} # {{D}}.

329 (@} € {D,{T}}. Yet (X € {¥}) & (X = @) and @ # {T}, whence
{@} ¢ {T}. Hence {T} # { @, {T}}.
3.31 From VS(S C S) specialization with § := { {@} } gives { {&} } C { {2} }.

3.33 The set { {o} } has only one element {@}, which is also an element of the set
{2, {@} }.Hence { {2} } < { @, {@} }.

3.35 For theorem 3.13, the word “and” in the informal proof corresponds to
the logical connective V in the formal proof through the universal quantifier,
specializations with H first and then K, and the axioms of extensionality and pairing,
along the following outline:

FX=H)=[X=HVvX=K] P)=[P)V Q]
FIX=H)v(X=K)|= (XeL) pairing,

FX=H)=X¢€l) transitivity,
F(X=H)=|[(XeL)= (HelL)] extensionality,
FX=H)= (HEeL) transitivity,

FH=H)= HeL) specialization Subfy,
FH=H extensionality,

FHeL Modus Ponens;

FKelL as for H;
FHel)ANKeLl) (P) = {(Q) = [(P) A ()]}

3.37 If A = B, and if S C A, then each element of S is also an element of B, whence
S C B. Thus Z(A) € Z(B), and conversely with the r6les of A and B switched.
If Z(A) = Z(B), and if X € A, then {X} € &(A), whence {X} € Z(B), so that
{X} € B, and hence X € B. Thus A C B, and conversely B C A with the rdles of A
and B switched. Therefore A = B.
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339 {{o}}n{w {o}} ={{o}}
341 { {a} } U { @, {o} } = { 7, {o} } in the superset { 7, {2} }
343 VS[(SN @) = 2].

3.45 By definition, A\ @ = {X € A: X ¢ @} where X ¢ & holds for every
set X. Hence VA(VX{(X € A) & [(X € A) A (X ¢ @)]}) whence A = A\ & by
extensionality.

3.47 By definition, A\B ={X € A: X ¢ B}. Thus (A\B) = g ifandonlyif X ¢ B
fails, and hence X € B holds, for every X € A, which is the definition of A C B.
3.49 The formula YAVB[(A \ B) = (B \ A)] is False. Indeed, with A := @ and
B := {3}, it follows that

A=,
B := {0},
A\B = 2\ {2}
=0
# {9}
={o}\ o
= B\ A.
351 {2,3,7,U{3,5,7} = {2,3,5,7}.
3.53 {2,3,7)N{3,5,7} = {3,7}.
3.55 {2,3,71A{3,5,7} = {2,5}.
357 o =@.
359 Ul e. (o)} = 1o} #{ 2. (2} }.
3.61 {&} € { @, {@} | but{@} ¢ {@} = { 2. {2} }.

3.63
X = {o},
A={{a}}
Y:={ {2} }.
Bi= (L]
XUy = {2 {o}}
AUB = {{@} {{@}}}
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3.65

(xeUtar) & @i e taph nx e )}
& @YY =A) A X e}
& [FY(X € A)]
& X eA.

3.67 Use the tautology {[(P) vV (Q)] A (R)} < {[(P) A (R)] V [(Q) A (R)]}.
3.69 Use the tautology [(P) V (F)] < (P):

Xe@AUQ)) e [(XeAd) vV Xew)
& X eA.

3.71 Use the tautology [(P) V (P)] < (P).
3.73 Use de Morgan’s second law:

Xe[UNANB} & [(XeU) A{=[X e ANB)]}]
& [(X e U) A{=[(X € A) A (X € B)]}]
S{X e UN[XEA) V(X ¢B)}
SHIXe)AXEA]VIXeU) AKX EB)]}
< {lXeU\A]VI[XeU\B]
< {X € [(U\ A)cup(U \ B)]}
?.753 Use the tautology (B) Vv [—(B)] and the contradiction (B) A [=(B)], with X € U
or b:
XelA\B\ U}
S {lXxXe A\ B A[-X e U)]}
S {(XeAHA{-[XeBA[~X e )}
X eAA[~X e U} A (X €B))
XeA\UIA(~(X eB]V{X eU)A[~(X € U)})}

]
{(XeAA[~X e A{[~X B} A{[~Xe€B)]VI[-(XeU)})]
]

< (£
{
(X eMA[~X eI A({[~XeB)]VXeU}A{~XeB]V[~XeV))]
[
(xeMA-x e A{~XeB]V[-(Xe))]

[

<
<
<
<
& [{xepa~X e A({—~{XeBA[-Xe)]})]

& (Xe@\UIA{=XeB\U)
& {XelAa\U)\ B\
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3.77

(Xe[AUB\ U]} © {Xe(AUB) A[-(X € )]}
S{{(XeAdA)VvXeB|A[~XeU]}
S ({[XeMA[-X e VX eB) A[-X e U)))
< X e[A\D)U B\ D).

3.79

XeUn@\s)}

S {XeUAXe@A\B]}

& (X e ) AM{X eHA[-(X €B]Y)

S [{lXe)A[~XeBAXEAN]

S {{[(XeU)A[~XeBAXeA]V[{{XeU)A[-XeB]}A[-X € )]}
& ({[X e ) A[~(X € B} AKX €A) A [~(X € U)]})

< ({lx e Al=X e B A[~{-~X €AV (X € U)}])

& {Xe[(U\B)\ U\

381 f CC (ANB),then C CAand C C B.

3.83

A= {T},
B:= {{2}},

AUB:= {2, {7}},
C:=AUB,
C € ZAUB),
C ¢ Z(4),
C ¢ Z(B),

C ¢ P(A)U Z(B).

385 g€ Z(A\ B)but @ € #(B) whence & ¢ [Z(A) \ #(B)].



350 Solutions to Some Odd-Numbered Exercises

3.87
(UF)NB=Usez(ANB)
3}({[}( e (UF)NBl & [XeUrer(ANB)]}
}IX({[X cUANNINXeB)} & [FA{Aec F)A[Xe(ANB)])

VX({[FAA e F)A(X €A A X eB)}
S [FA{Ae FIAN[(X A AXeB)})
which is a tautology by associativity of A.
389 AAA=(AUA)\(ANA) =A\A=2.
391 AAB=(AUB)\(ANB)=(BUA)\ (BNA) = BAA.
3.93 Yes, [([AAC) U (BAC)] 2 [(AU B)AC].

(AUB)AC =[(AUB)UC]\ [AUB)N (]
=[(AUB)UCI\[ANC)U(BNC)]
=[AUBUC)\ANO]N[AUBUC)\ (BN C)
= {[(AUBUC)\AJU[(AUBUC)\ C]} N{[(AUBU C) \ B]

U[AUBUC)\ C]}
CHAUO\AJU[AUC)\ Cly N{[(BUC)\BIU[BUC)\C]}
C{lAUON\AJU[AU O\ Cl}UL[(BUC) \BJU[(BUC) \ CT}
=[AUCO\NANOJU[BUO)\ (BN O)]
= [(AAC) U (BAC)].

3.95 Yes, [[AAC) N (BAC)] 2 [(A N B)AC].

(ANB)AC =[(ANB)UC]\[(ANB)NC]
={{ANB)UCI\(ANB)}U{[(ANB)UC]\ C}
={{ANB)UCI\A}U{[(ANB)UC]\ B} U{[(ANB)UC]\ C}
CH{{AUON\AJUAUO\CEN{[(BUC)\BJU[(BUC)\ C]}
=[AUO\NANOIN[BUC)\ (BNCO)]
= [(AAC) N (BAC)].

3.97 Yes, [[AAC) \ (BAC)] 2 [(A\ B)AC].



Solutions to Some Odd-Numbered Exercises 351

3.99 No, [[AUC)A(B U C)] 2 [(AAB) U (], because the left-hand side does not
contain (A U C) N (B U C) while the right-hand side contains all of C.

3.101 Yes, [(AN C)AB N C)] 2 [(AAB) N C).
3.103 Yes, [(A\ O)A(B\ O)] 2 [(AAB) \ C].

3.105 No, [(C\A)A(C\ B)] 2 [C\ (AAB)], because the left-hand side does not
contain C \ (A U B) while the right-hand side contains all of C \ (A U B).

3.107 No, [Z(A)AZP(B)] 2 [P (AAB)], because the left-hand side does not
contain @ € Z(A) N & (B) while the right-hand side contains @ € Z(AAB).

3.109

(AAB)N(ANB) = [(AUB)\ (ANB)] N (ANB)
=g

(AAB)UANB) =[(AUB)\ (ANB)] U (4ANB)
=AUB.

3.111 As defined here the Cartesian product of sets is not associative (but a slightly
different version of the Cartesian product is associative). For example, (AxB) x C #
A x (B x C) for the sets A = {0}, B = {1}, and C = {2}, because

(AxB) x C={((0,1),2)} = {{(0. D}, {(0, 1), 2}}
Ax (BxC)={(0.(1,2)); = { {{0}. {0.(1.2)} } }

which reveals that {0} € (0,(1,2)) € A x (B x C) whereas {0} ¢ ((0,1),2) €
(A x B) x C. Consequently, (0, (1,2)) # ((0,1),2) by extensionality, and then
(Ax B) x C # A x (Bx C) again by extensionality. (A slightly different definition of
the Cartesian product through functions of integers will later provide an associative
Cartesian product.)

3.113 (The last step still requires further symbolic substeps.)
A=92)v(B=09)
¢ extensionality,
{(~EAX(X € A)]} v {—[FY(Y € B)]}
¢ de Morgan’s Law,
—{[AX(X € A)] A [FY(Y € B)]}
¢ definition of A x B,
—{3X3Y[(X,Y) € (A x B)|}
¢ uniqueness of &.
AxB) =g

3.115 The Cartesian product distributes over unions: for all sets A, B, and C,

[(Ax B) U (CxB)] = [(AUC) x B].
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An informal proof can establish that [(A x B) U (C x B)] and [(A U C) x (B)] have
exactly the same elements. These two sets are Cartesian products, and, consequently
their elements are ordered pairs.

e An ordered pair (X, Y) is an element of (A x B) U (C x B) if and only if (X, Y) €
(AxB)or(X,Y) € (CxB);

* hence (X,Y) € [[AxB)U(CxB)]ifandonlyif X e Aand Y € B,or X € C and
Y € B,

* whichisequivalenttoX e AorX € C,and Y € B;

e thus (X,Y) € [(Ax B) U (CxB)]ifand only if X € (AU C) and Y € B, which
is equivalent to (X,Y) € [(A U C) x B].

Just as the preceding informal proof concatenated the two occurrences of Y € B into
one such occurrence, a formal proof can rely on the distributivity of A over V by the
tautology

{P) ARV Q) A B} < {(P) V(D] AR

(X,Y) € [(AxB)U (C x B)]
¢ definition of union,
[(X,Y) e AxB)]VI[(X,Y) € (CxB)]
¢ definition of Cartesian products,
[(XeA)AY eB)]VI[XeCl) A eB)
¢ distributivity of A over Vv,
[XeA)v(XeO)]A(YeB)
{ definition of union,
Xe(AUO]AY €B)]
¢ definition of Cartesian products.
(X,Y) e [(AUC) x B

3.117

[AX (B\D)] = [(AxB)\ (AxD)]

<

VXVY{(X.Y) €[AX (B\D)] < (X.Y) € [(AXB)\ (A X D)}

<

VXVY{(X EAAY EB ALY ED)}} < [(XEA) A EB)A{—[X EA) A (Y €D)}}

<

VXVY{X €AY EB ALY ED) & [XEAHAY EB AKX €AV [~(Y € D]}

¢

VXVY{X €AY EBAITY ED]} & [XEAAY EB ALY EDJ]VI[X €A A (Y EB) A—(X €A}
(P) < [(P) V (False)] &

VXVY{(X EAA (Y EB)A{—(Y ED)}]} & [XEA) A (Y €B)A{—(Y €D)}]}



Solutions to Some Odd-Numbered Exercises 353

3.119 No, [(A\ C) x (B\ D)] 2 [(A x B) \ (C x D)], because the right-hand side
contains all of (A \ C) x B.

3.121 No, [(AAC) x (BAD)] 2 [(A x B)A(C x D)]. For instance, if B = D, then
BAD = @, whence (AAC) x (BAD) = & on the left-hand side. Yet on the right-
hand side, still with B = D, if C = &, then CxD = @, whence (AXB)A(CxD) =
(A x B).

3.123 No, ([Z(A)] x [Z(B)]) Z2 Z(A x B), because the left-hand side consists of
pairs of subsets of A and B, whereas the right-hand side consists of subsets of A x B.
For instance, if A = @ = B, then A X B = @, whence #(A x B) = Z(@) = {T},
whereas [Z(A)] x [Z(B)] = [2(9)] x [Z(2)] = {T} x {T} = {(2. )}

3.125 If S denotes the relation of strict inclusion on A := Z2(H), then
L= {(V,W) e P(H)x PH): WS V).
3.127 From @ € A and @ C B it follows that & x @ € Z(A) x H(B), and also

F=0xPCPxJ.Thus g € .

3.129 If A = @ = B, then Z(A) = P (D) = {T} = Z, because Z(A) x Z(B) =
P (D) x P (D) = {@} x {@} = {(@, @)}. From the solution to exercise 3.127, it
follows that #(A) = {@} is all of 2.

3.131 No, F is not a function, because it contains two pairs, (0, 1) and (0, 4), with
the same first coordinate but different second coordinates.

3.133 Yes, R is a function.
3.135 Yes, Z is a function (in effect the zero function).
3.137 Yes, the empty set & € & x B is a function from & to B.

3.139 Foreach X € B, 145 (X) = 1 = yp(X), so that 14| coincides with y5(X)
on B (but not on A).

3.141 If V # W, then yy U yw is not a function, because of multiple values on
VAW, where one of yy or yw has the value 0 while the other has the value 1.
Therefore, yy U yw does not coincide with the function yyuw.

3.143 Let

=19},

= {2},

:= RUS,

= {0},

: A— B,
={(2.9). (2}.9)}.

> I T~ I SRS
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Then

RNS =g,
F'(RNS) = F"(2) = o,
F'(R) = F"({9}) = {F(9)} = {2} =B,
F'(S) = F'({{@}}) = {F(2))} = {2} = B,
F'(R)NF"(S)=BNB=B#F"(RNYS).

3.145 For all sets and for every function, [F"(K)] \ [F"(H)] € F"(K \ H).

3.147 For each X € A, from {X} C A it follows that F"({X}) C B, with F"({X}) =
{F(X)} by definition of F". Consequently, for each X € A, the pair ({X HLF"({X })) €
P (A) x Z(B) corresponds to the pair (X, F(X)) € FCAXB.

3.149 F'({@.{@}}) = {F(2). F{@})} = {F(0). F(1)} = {2}.
Fo—1"({@.{@}}) = Fo—1"({0.1}) = {2}.
F{o.{2}}) =F2) =0=2.

Fo — 1"({{@, {@}}}) — Fo—1"({2}) = {0, 1}.
3.151 Foreach X € A, (Ig o F)(X) = I[F(X)] = F(X).
3153 CFo@ COXxBC @

3.155 Define a function G : F"(A) — A as follows. For each Y € F"(A) there exists
exactly one X € Z(F) C A with Y = F(X); define G(Y) := X. Then G[F(X)] = X,
so that G o F = Iy (), with 2(G) = F"(A) C B.

3.157 Let
A= {2 {2}},
B = {T},
F:={(2,9).(2},92)},
G = {(2,9)).

Then (F o G)(2) = &, so that F o G = I, and hence G is a right inverse for F. Yet
F has no left inverse, because F is not injective.

3.159 Let
A:={0,1},
B:=1{0,1,2},
F = {(O’ O)v (1» 1)}’
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G :=1(0,0), (1, 1), (2,0},
H :={(0,0),(1,1),(2, 1)}

Then GoF =Ij,and Ho F = I,4.

3.161 The empty relation is vacuously reflexive, symmetric, and transitive because
(X,Y) € @ is False>
Reflexivity:

VX{(X € @) = [(X.X) € 2]}

is True (a theorem) by the tautology (theorem) (False) = (P).
Symmetry:

VXVY{[(X.Y) € O] = [(Y.X) € D]}

is True (a theorem) by the tautology (theorem) (False) = (P).
Transitivity:

VXVYVZ({[(X.Y) € DI A [(Y.2) € @]) = [(X,Z) € 2]}

is True (a theorem) by the tautology (theorem) (False) = (P).

3.163 The relation of strict inclusion is vacuously anti-symmetric, because the
hypothesis (V & W) A (W & V) is False for all sets V and W:
VEWMAWSY)
{ definition of &,
(VEW) AV EWIAIW S VIAWEV)

{ definitions of € and =,

(VX[(X e V) = (X e W} ATY[(Y € W) A (Y & V)]}
AMVX[(X e W) = (X e VY A{IZ[(Z € V) A (Z ¢ W]}

$:BY(P)] & {=VY[=(P)]}

(VX[(X € V) = (X € W)} A {=YY=[(Y € W) A (Y ¢ V)]}
AVX[(X € W) = (X € V)]} A{=VZ=[(Z € V) A (Z ¢ W)]}
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¢ de Morgan’s Law,

{VX[(X e V) = (X e W A{=VY([=(Y € W)] vV [=(Y £ V)D}
AVYX[X e W) = (X € VIF A=VZ([=(Z e V]V [=(Z € WD

1P = Q] < {[=(P)] V(D)

(VX[(X e V) = (X e W} A {=VY[(Y € W) = (Y € V)]}
AMVX[(X € W) = (X e VI A{=VZ[(Z € V) = (Z € W)]}

{ substitutions,

{(VX[X eV)= X e W)} A{-VY[(Y e W)= (Y € V)]}
AMYY[Y eW)= Y e V)A{-VX[(XeV)=> Xe W]}

$: (P) A[—(P)] is False,

False
Consequently, with (V & W) A (W & V) False, the implication

[(VEWMAWS V)= (V=W)

is True.

3.165 Here are the equivalence classes:

A/% = {[0], [1]},
[0] = {0,2,4},
[1] = {1,3,5}.

3.167 Verify that | J.%# = B and that the elements of .% are pairwise disjoint:

| JZ =10.2.4.6}U{1.3.5.7} ={0.1,2,3.4,5.6,7} = B,
{0,2,4,6yN{1,3,5.7} = @.

Here is the corresponding equivalence relation:
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1,7 3,7 5,7 (7,7)
(0,6) (2,6) (4,06) (6,6)

(1,5) (3,5) 5,5) (7.5)
0,4) (2,4) 4,4) (6,4)

(1,3) (3,3) (5,3) (7,3)
0,2) (2,2) 4,2) (6,2)

1,1 3,1 Gy (7,1)
(0,0) (2,0) (4,0) (6,0)

Ry =

3.169 Outline: For each equivalence relation %, the partition .% consists of all the
equivalence classes corresponding to %. The relation %z, then consists of all the
pairs from all the equivalence classes of %, which is then Z again.

3.171 The relation 2 is

antisymmetric, vacuously, because it does not contain any two pairs (X, Y) and
(Y’ X)v

asymmetric, because it does not contain any two pairs (X, Y) and (Y, X),

not connected, because (2,9) ¢ 2 and (9,2) ¢ 2,

irreflexive, because it does not contain any element on the diagonal,

not reflexive, because (0,0) ¢ 2,

not strongly connected, because (2,9) ¢ 2 and (9,2) ¢ 2,

not symmetric, because (0, 1) € 2 but (1,0) ¢ 2,

not transitive, because (2,6) € 2 and (6,9) € 2 but (2,9) ¢ 2.

3.173 The relation . is

not antisymmetric, because (0,1) € .¥ and (1,0) € . but 0 # 1,

not asymmetric, because it does not contain any two pairs (0,1) € . and
(1,0) € .7,

not connected, because (8,9) ¢ . and (9, 8) ¢ .7,

irreflexive, because it does not contain any element on the diagonal,

not reflexive, because (0,0) ¢ .,

not strongly connected, because (8,9) ¢ . and (9, 8) ¢ .77,

symmetric, because if (X, Y) € . then (Y, X) ¢ .7,

not transitive, because (9, 6) € . and (6, 8) € .¥ but (9, 8) ¢ .7.

3.175 The relation ¥ is

not antisymmetric, (0,1) € ¥ and (1,0) € ¥ but 0 # 1,

not asymmetric, because it does not contain any two pairs (0,1) ¢ ¥ and
(1,0) ¢ 7,

not connected, because (0,2) ¢ ¥ and (2,0) ¢ 7,

not irreflexive, because it contains at least one element on the diagonal,

not reflexive, because (0,0) ¢ 7,

not strongly connected, because (0,2) ¢ ¥ and (2,0) ¢ 7,

not symmetric, because (1,2) € ¥ but (2,1) ¢ ¥,

not transitive, because (0, 1) € ¥ and (1,2) € ¥ but (0,2) ¢ V.
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3.177 The empty relation is vacuously a partial order.

3.179 See the definitions of the “diagonal” (example 3.68) and “irreflexive”
(definition 3.165).

3.181 By definition, every strict partial order is irreflexive and transitive. If it
contained (X, Y) and (Y, X), then it would also contain (X, X) by transitivity, but
it cannot contain (X, X) by irreflexivity; consequently, it cannot contain both (X, Y)
and (Y, X), which makes it asymmetric.

3.183 By definition 3.176, an asymmetric relation cannot contain both (X,Y)
and (Y, X), so that the hypothesis in the definition (3.173) of “anti-symmetric” is
vacuously False.

3.185 By the preceding exercise (3.184), every asymmetric relation is also
irreflexive; consequently, an asymmetric and transitive relation is also irreflexive and
transitive, which is the definition of a strict partial order. Conversely, the solution
to exercise 3.181 shows that every strict partial order is asymmetric, whence also
asymmetric and transitive.

3.187 The empty relation is vacuously asymmetric and strongly connected.

3.189 The empty subset of the empty set is vacuously a chain with respect to the
relation of inclusion.

Exercises from Chapter 4

4.1

5 :{ 2. 12}, {123, {g_{g},{z,{rz}}}, { 2. (). {2.42}}. {z,{@}.{z,{z}}} } }

4.3 For each set, X € {X} by pairing, whence X € (X U {X}) by union.
Moreover, for each set, X € X, whence X C (X U {X}), also by union.

4.5 The equation may fail. Let A :== @ and B := { {@} }. Then A C B but

AU{AY = 2 U (o) = (o),
BU{B}={{@}}u§ {{@}}} ={{@}, {{@}}},
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but @ ¢ % {2}, {{2}} } whence

{@}z§{®}, {{@}}},

sothat AU {A} € BU {B}.
4.7 The equation may fail. Let A :== & and B := { {@} }. Then

(AU{A})m<BU{B}>=<@U{@}m({{@}}u{ {{@}}})=@,
(AﬂB)U{AﬂB}:(@ﬁ{{@}})U{@ﬂ{{@}}} = {2},

sothat AU {A}) N (BU{B}) # (AN B)U{ANB}.
4.9 This proof proceeds by induction with M.

Initial Step

If M = 0, then M = &, whence the hypothesis “K € M and L € M” is False for all
K, L € N, and hence the implication is True.

Induction hypothesis

Assume that there exists N € N such that the theorem holds for M := N, so that for
alK,L,e N,if Ke NandL € N,then K UL € N.

Induction step

Forall K,L,e N, if K € (N U {N}) and L € (N U {N}), then only four cases can
arise.

IfK € Nand L € N, then (KUL) € N by induction hypothesis; from N C NU{N}
it then follows that (K U L) € (N U {N}).



360 Solutions to Some Odd-Numbered Exercises

IfKe{N}and L € N,then K = Nand L € N, whence KUL=NUL =N,
and hence (KU L) = N € {N} C (N U {N}); swapping K and L yields a proof for
K e Nand L € {N}.

IfK € {N}and L € {N},then K = N and L = N, whence K UL = N, and hence
(KUL) =N € {N} € (NU{N}).

4.11 Let H := I be as defined by the Axiom of Infinity.
He %  yetunproved,

¢ definition of .%#,

[H € Z(H)]
A[(@ € H) A (VX{(X € H) = [(X U{X}) € H]})]

which is True by the definition of H and the Axiom of Infinity.

4.13
VX{(X eN) = [(XU{X}) e N]} yetunproved,

¢  definition of N,
VX{X e F) = [XUi{X}) e T}
¢ definition of ),

VX[{VB[(B € #) = (X € B)]}
= (VB{(Be Z) = [(XU{X}) € B]})]

i
VX[VB({[(B € Z) = (X € B)]}
= {Be.Z)= [(XU{X}) € B]})]
f+ axiom P2,

VX{VB[(B € F)
= {(X € B) = [(X U{X}) € B]}]}

which is True by the definition of .%. Moreover, @ € N by theorem 4.8.
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4.15
FleZ theorem 4.4,
FTesrH)=>((Z <D theorem 3.48,
N.Z C1 Modus Ponens;
FECSN)& (SS9 definition of .7,
SCI transitivity of C;
FECSNA[(@eSHA(VX{(XES) = [(XU{X} € S]})] hypothesis on S,
F@eSHA(VX{XeS) = [XU{XH S} [(P)A(Q)]= (Q) and M.P,
Fl@es)A(VX{(XeS) = [XU{X}) eS]})] = (S€.F) definition of %,
FSez M.P.
FSesrH)=(ZF<S) theorem 3.48,
N cS Modus Ponens;

NF=s N.Z CSandS < (7.
FS=N definition of N.

4.17 Because @ € N it follows that (\N € & whence (N = &.

419 Let S := VU{@,{@}}. This proof shows that S = N, whence V = S\
{2.{2}} =N\ {2,{2}}.

For each X € S, either X € {@, {@}} or X ¢ {@.{2}}.

If X € {@,{@}}, then either X = @ or X = {@}.

In the first case (if X = @), then @ € S, by pairing and union. Moreover, & U
{@} = {@} € V by hypothesis, whence @ U {&} € S.

In the second case (if X = {@}), then {@}U{{@}} € V whence {F}U{{@}} € S.

Otherwise (if X € S\ {@, {@}}), then X € V, whence XU{X} € V by hypothesis,
and hence X U {X} € S by union.

Thus, X U {X} € S foreach X € S, and @ € S. Consequently, S = N by the
Principle of Mathematical Induction.

Therefore, V = S\ {@} = N\ {T}.

421 1+ 1 = 1U {1} by definitionof M + 1 = M U {M},and 1 U {1} = 2 by
definition of 2.

4.23 34+ 1 = 3 U {3} by definition of M + 1 = M U {M}, and 3 U {3} = 4 by
definition of 4.

425 5+ 1 = 5U {5} by definitionof M + 1 = M U {M}, and 5 U {5} = 6 by
definition of 6.

427 741 = 7U {7} by definitionof M + 1 = M U {M}, and 7 U {7} = 8 by
definition of 8.

429 242 =24(1+1) = (24+1)+1 by definitionof M+(N+1) = (M+N)+1,
and (24 1) + 1 = 3 + 1 = 4 by the preceding exercises.
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431 442 =4+(1+1) = (4+1)+1 by definitionof M+ (N+1) = (M+N)+1,
and (4 + 1) + 1 =5+ 1 = 6 by the preceding exercises.

433 64+2=6+(1+1) = (6+1)+1 by definitionof M+ (N+1) = (M+N)+1,
and (6 + 1) + 1 =7 + 1 = 8 by the preceding exercises.

435 343 =3+2+1) = (3+2)+1bydefinitionof M+ (N+1) = (M+N)+1,
and (3 4+ 2) + 1 =5+ 1 = 6 by the preceding exercises.

437 543 =5+2+1) = (5+2)+1 by definitionof M+ (N+1) = (M+N)+1,
and (5 +2) + 1 =7+ 1 = 8 by the preceding exercises.

439 4+4=4+3+1) = (44+3)+1bydefinitionof M+ (N+1) = (M+N)+1,
and (4 +3) + 1 =7 + 1 = 8 by the preceding exercises.

441 2%x2 =2%x(14+1) = (2x1)+2 by definitionof Mx (N+1) = (M*xN)+ M,
and 2 x 1 = 2 by definition of M * 1 = M, whence (2% 1) +2 = 24 2 = 4 by the
preceding exercises.

443 4%2 =4x%(14+1) = (4%1)+4bydefinitionof Mx (N+1) = (M *N)+ M,
and 4 x 1 = 4 by definition of M * 1 = M, whence (4 * 1) + 4 = 4 + 4 = 8 by the
preceding exercises.

445 No,because | + (1x1)=1+1=2but(1+1)x(1+1)=2%x2=4.
4.47 Let C := N x N and specify G: C - Cby G(K,L) := (K *x L,L + 1). Then
define F: N — Cby F(0) := (1,1) and F(I + 1) := G[F(I)]. Thus,

F(0) = (0,1),

F(1) = GIF(0)] =G(1,1) = (1x 1,1+ 1) = (1,2),
F(2) = GIF(D)] = G(1,2) = (1 x2,2+ 1) = (2,3),
F(3) = GIF(2)] =G(2.3) = 23,3+ 1) = (6,4),

FU+1) = GIF()]) = GULT+ 1) = (1) + T+ 1), U+ 1) +1)
=(I+ D, 1+2),

Thus N! equals the first projection of F(N).
4.49 No, because (1 +2)!=3!'=6but (1) +(2)=1+2=3.
4.51 2 < 5because 2 € 5:

{o.421}e

§ 2.2}, {0.2)). {g‘{g}.{g,{g}}}, { 2. (2}, {242}, {z,{z},{z,{@}}} } §
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4.53 2 < 5and 5 < 7 by previous exercises whence 2 < 7 by transitivity.

4.55 3 < 4, and 4 < 5, by definition of <, 5 < 7 by previous exercises, whence
3 < 7 by transitivity.

4.57 2 < 7 by previous exercises, and 7 < 8 by definition of < whence 2 < 8 by
transitivity.

4.59 If 1 < K and 1 < L, then by theorem 4.58 there exist I € N* and J € N* with
K=I4+1landL=J+1.HenceK«xL=(I+1)x(J+1)=IxJ+I1+J+1>
0+14+1+1.

4.61 If 3<Kand3 <L,then3 %3 < K=*L,whence7 <9< K *L;thusK < 4
and L < 4. The only possibilities with | < K < 4and1 < L < 4are K € {2,3}
andL € {2,3}. Yet2x2=4#7,2x3=3%x2=6#7,and3%x3=9#7.

4.63 Similarly, K * L = 9 if and only if (K, L) € {(1,9), (3,3), (9, 1)}.

4.65 If S # @ and S € N then S has a smallest element / € S, by the Well-Ordering
Principle. Consequently, for every J € § it follows that / < J, which means that
(I=J)yv{d <J),whence (I <J)forl # J. Thus ~(J < I) because only one of
the three relations (<, =, >) holds. From —(J € I) for every J € S it follows that
INS=g.

4.67 This proof proceeds by contradiction. Negating the conclusion gives

“ERVKELD VL ED]=[~UEKIA[=(KED]A[(L¢D)]
={TeK)AN(KeL)A(Le])

If({eK)yA(KeL)A(Lel)forsomel, K,L e N,thenl € I by transitivity of €
on N, but 7 ¢ I for every I € N. Therefore the negation of the conclusion is False.

4.69 This proof proceeds by contradiction.

First, I ¢ I forevery I € N: = VI{(I € N) = [~(I € I)]}.

Second, Subfl; gives (N € N) = [~(N € N)], which has the pattern (P) =
[=(P)].

From the tautology {(P) = [—~(P)]} = [—~(P)] it then follows that —=(N € N).
4.71 Calculate [(2,4)]= + [(6,3)]= = [(0,2)]= + [(3,0)]= = [(0+ 3,2 4+ 0)]=~
[(3.2)]= = [(1,0)]= .

4.73 Calculate [(3, D)]=—[(5.2)]= = [(3. D]=+[(2.9)]= = [(2.0)]=+[(0.3)]= =
[2+0,0+3)]= =[2,3)]= = [0, D]=.
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4.75 Kunen'’s addition of pairs of natural numbers commutes.

(M. N)]=) + ([((P.Q)]=) = [((M + N.P + Q)]=
=[N +M,Q+ P
= ((P.Q)]=) + ((M.N)]=) .

4.77 Kunen’s addition of pairs of natural numbers is associative.
((K.D]= + [M.N)]=) + [(P.Q)]= = [(K+M.L+N)]= + [(P.Q)]=

[(K+M)+P,(L+N)+ Q)=

=[(K+M+P),L+ N+ Q)=

= [(K,L)]= + [N+ M,Q + P)]=

= [(K.D]= 4+ (P, Q)= + [(M.N)]=) .

4.79 Kunen’s multiplication of pairs of natural numbers commutes.

(M, N)]=2) * ((P,Q)]=) = [M*P+N=*xQ, MxQ+NxP)
=[(PxM+Q=*N, QxM+ PxN)]
=[(PxM+Q=*N, PxN+ Q*M)]
= ([(P, Q)]=) * ([(M,N)]=)

(I P b

4.81 Kunen’s multiplication of pairs of natural numbers is associative.
(K. D))= * ([(M.N)]=) * ([(P. Q)]=)
=[(K.D]=*[(M*xP+NxQ. M%Q+N *P)=

=[(KxM*xP+NxQ)+L+xM=*Q+ N *xP),
KxMxQ+N*xP)+Lx(M*P+N x*xQ))]=

=[((KxP+LxQ)*xM+ (KxQ+ LxP)=*N,
(K*P+LxQ)xN+ (K*xQ+L*xP)xM)|~

=[(K*P+L*Q,K*Q+Lx*P)~x*[M,N)]=

= ([(K.L)]= * [(P. Q)]=) * [(M.N)]=.
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4.83 Kunen’s multiplication of pairs of natural numbers distributes over addition.
(K. D)= * ((M.N)]= + [(P. Q)]=)
= [(K,L)]= * [(M + P,N + Q)]=
=[Kx(M+P)+Lx(N+Q).Kx(N+Q)+Lx*M+P)-=
=[(K«P+LxQ+K+M+LxNK+Q+L*P+KxN+Lx*xM~
=[(K*P+L*xQK*xQ+L*P)|a+[(K+M+L*N,K*N+LxM)|~
= ([(K. D)= *[(P.Q)]=) + ([(K. D)]= * [(M.N)]=) .

4.85 Subtraction does not commute:

[(O’ O)]2 - [(1»0)]2 = [(O’ O)]2 + [(O’ 1)]2
=[(04+0,0+ 1)]~
= [(0, D]=:

[(1.0)]= = [(0,0)]= = [(1,0)]= + [(0. D]~
=[(1+ 0,0+ 0)]~
= [(1’0)]2

where [(0, 1)]= # [(1,0)]~ because M + 0 =04+0#14+1=N+P.

4.87 Kunen’s multiplication of pairs of natural numbers distributes over subtraction.

XY -2)=Xx[Y+(-2D)]=X*xY)+[X*x(-2)]=Xx*Y)+[-(X *x2)]
=X=x*xY)—(Xx2).

4.89 Subtraction does not distribute over addition.

I—(1+)=1-2=-1,
(1-1)+(1-1)=0+0=0.

4.91 By definition 4.102, (2/3) + (7/5) = [(2*5) + 3% 7)]/(3 x 5) = 31/15.
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4.93 By theorem 4.110, (7/3) — (2/5) = (7/3) + [(-2)/5] = {(7 * 5) + [3 *
(—2)]}/(3 % 5) = 29/15.

4.95 By definition 4.102, (2/3) % (7/5) = (2% 7)/(3  5) = 14/15.
4.97 By definition 4.117, (2/3)=(7/5) = (2/3)*(5/7) = (2%5)/(3%7) = 10/21.

4.99 By exercise 4.97, (2/3) +(7/5) = 10/21. Similarly, (7/5) +~(2/3) = (7/5)
(3/2) = (7%3)/(5%2) = 21/10. However, 10/21 # 21/10, because, according to
the relation in definition 557, (10, 21) £ (21, 10) since 10 * 10 % 21 % 21 in N.

4101 2/3)=[(7/5)+1/D]=@2/3) ={{T« 1)+ (A =x5)]/G*1)} =(2/3)+
(12/5) = (2/3) % (5/12) = (2% 5)/(3 = 12) = 5/18. However, [(2/3) = (7/5)] +
[(2/3) = (1/1)] = (21/10) + (2/3) = [(21 % 3) 4+ (10 % 2)] /(10 % 3) = 83/30, and
83/30 # 5/18 because 83 * 18 # 30 * 5.

4.103 (1/1) +1[(2/3) = (7/5)] = (1/1) + (10/21) = [(1 x 21) + (1 = 10)]/(1 *
21) = 31/21. However, [(1/1) + (2/3)] = [(1/1) + (7/5)] = (5/3) = (12/5) =
(5/3) % (5/12) = 25/36, and 25/36 # 31/21 because 25 * 21 # 36 * 31.

4105 If0 < (I/J) and 0 < (P/Q),then 0 < I xJand 0 < P x Q. Also, (I/J) +
(P/Q)=(U*Q+J=P)/(J *Q), with

UxQ+TxP)x(J*xQ)=UxD)*«(QO*xQ)+(TxJ)x(PxQ)>0

because Q * Q > 0and J xJ > 0. Hence 0 < [(I/J) + (P/Q)].

4.107 (P/1)/(Q/R) = (P/1) * (R/Q) = (P* R)/(1 % Q) = (P* R)/ Q.

4.109 If there exists M € N such that K/L = M/1, then N = M. In the alternative,
by theorem 4.133, for each K/L € Q, there exists N € N with K/L < N/I.
Consequently, the set S := {N € N: K/L < N/1} is not empty. By the Well-
Ordering Principle, S contains a smallest element, denoted here by N.

4.111 By example 4.135 with N := @ it follows that #(&) = @ = 0.
Alternatively, #(&) = 0 because of the bijection @ : @ — @ and @ = 0.

4.113 By example 3.24, Z({@}) = {@.{@}} = 2. By definition 4.140 with N :=
2, it follows that #(2) = 2.

4.115 From #(9[9(@)]) = 2 follows #[Z2(L[#(D)])] = 4 whence
PP (PP
(@)D]} = 16.
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Alternatively, #[@(W{@[@(@)]})] = 16 because

P (21212 (@))})
= 2(2{2[(2}]})
- {@, {2}, {{2}}. {@. {Q}}}]

=1g,
{{z} {2}, (e} {{e. @)},
(2. (21}, {2, iz} |o. (e, (a}},
{ta). {ton}}. {2} (2. to}}}. {{te}). (2. t23}).
(2.1} {t23}}. {2. (2}, {o. o1},

(2. {te}. {2. t2}}}. {te1. {te1}. {2. (23},
={0,1,2,3,4,5,6,7,8,9,10,11,12,13, 14, 15}.

4.117 No, not all ordered pairs need to have the same cardinality. If X # Y,
then (X,Y) = {{X}, {X, Y}} with {X} # {X,Y}. In contrast, if X = Y, then
X.X) = {{X}.{X.X}} = {{X}.{X}} = {{X}}. There exist only two functions
from (X,X) to (X,Y), neither of which is a bijection: F : {X} — {X}, and
G : {X} — {X,Y}. Consequently, there does not exist any bijection from (X, X)
to (X, Y), whence (X, X) and (X, Y) do not have the same cardinality.

4.119 By theorem 4.150 and by associativity of *, #[(A x B) x C] = [#(A x B)]

[#(O)] = {#HA)]«[F#B)]}+[#(O)] = #A)]+{[#B)]+[#(O)]} = [#(A)]*[#BxC)] =
#[A x (B x C)].

4.121 Apply contraposition to theorem 4.146.

4.123 If A is denumerable, then there is a bijection F : N — A. Consequently, the
function G N* — A defined by G(N) := F(N + 1) is also a bijection.

If moreover X ¢ A, then H : {0} — {X} is also a bijection.

Thus, G U H is a bijection (GU H) : ({0} UN) — ({X} UA). Hence A U {X} is
denumerable.

Now proceed by induction with the number of elements in B.

4.125 Use theorem 4.160 and (A U B) = (A \ B) U (B\ A).
4.127 Apply theorem 4.156 and exercise 4.126.
4.129 Apply theorems 4.156 and 4.167.

4.131 Any non-surjective injection F' : X < Y induces a non-surjective injection
G : 2X — 2 by restriction from Y to X.

4.133 #(2X) = 2*® > #(X) by induction with #(X) € N.
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4.135 If A is denumerable, then there exists a bijection F': A — N, which restricts
to an injection on each subset S C A.

4.137 Apply theorem 4.166 twice.

4.139 The existence of every function Fj relies on the Axiom of Choice.

Exercises from Chapter 5

5.1 For each X € .% let F(X) be the smallest element of X.
5.3 The set Z is nonempty but has no smallest element relative to < or <.

5.5 With M := 2, define [0], < [1]5. Let [{]p := [1]2, [K]s := [0z, [L]as := [1]5.
Then [0], < [1]2 but [1]> + [0]2 A [1]> + [1]2.

5.7 For each countable set C there exists an injection F : C — N. Define a relation
R on C by XRY if and only if F(X) < F(Y).

5.9 If W does not contain a last element,

—{3ZVY[(Y < Z2) v (Y = 2)]}
whence

VZAY{~(Y < DIA (Y #2).}

In other words, for each Z € W there exists Y € W such that =(Y < Z) and Y # Z.
In particular, Y ¢ Wy. In yet other words, there does not exist any Z € W such that
W = W;. Because < totally orders W, however, it follows that Z < Y must hold.
Let ¢ consists of all the initial intervals in W. Then | J¥ = W, but there does not
exist any Z € W such that W = W;. Consequently, | J¥ is not an initial interval
of W.

5.15 There is a transitive set on which € is not a transitive relation. For example,
the set

A= {@, (o), {{@}}}

is transitive, because every element of A is also a subset of A. Nevertheless, the
relation € is not transitive on A, because @ ¢ {{@}}, even though

o e{o}. {2}e{{a}}.
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Exercises from Chapter 6

6.1 Each finite set of pairwise disjoint sets % = {Ay,...,Ay—1} where each
element A; has exactly N; elements has exactly ]_[2:(: (Ny) choice functions.

6.3 Theorem 6.6 shows that each finite set of nonempty sets has a choice function.
The proof of theorem 6.20 shows that each choice function corresponds to a choice
set.

6.5 The Choice-Set Principle 6.17 translates into formula (1):

vy({VA [(Ae.Z)= A+ 2)]} (1)

- {as [(s c Uﬁ) A(YA{A € F) = [AX(SNA = {X})]})]}>.

6.7 For each set . of nonempty sets, define a relation R € % x | J.# by R :=
{(A,X): (A € F) A (X € A)}. If the Choice-Relation Principle 6.15 holds, then
there exists a function F C R with the same domain as that of R. Hence F'is a choice
function. Thus the Choice-Function Principle 6.8 holds.

Conversely, for each relation R C A x B, and for each set X in the domain of R,
define the vertical section of R at X by Ry := {Y € B: (X,Y) € R}. In particular,
Rx # @ because X is in the domain of R. If the Choice-Function Principle 6.8 holds,
then there exists a choice function C: % — | J.# for.% := {Rx: 3Y[(X,Y) € R]}.
Thus C(Rx) € Ry for every X. Hence parametrize the vertical sections of R by
S: A > H(B) with S(X) := Ry, and set F := C o S. Thus F is a function,
with F(X) = C[S(X)] = C(Rx) € Rx, whence F C R. Thus the Choice-Relation
Principle 6.15 holds.

6.9 In every partially ordered set A the empty subset @ C A is a chain. If the
hypothesis of Zorn’s Maximal-Element Principle 6.32 holds, then A contains an
upper bound for @. Hence A # & [88, p. 118].

6.11 Zorn’s Maximal-Set Principle 6.34 translates into formula (3):
Vﬂ‘({(ﬁ # D) AVG[{[9 € P(F)| A (YAYB{(A € G) A (B e D))
=lAcBvEcal)l = (<7} 2)

= {3IS[(Se F)N{VA[Ae F)=> (SL A)]}]}).
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6.15 The Multiplicative Principle 6.36 is formula (3):

vyvyw{[(f £@)A(: I — F)A(Villi €.7) = [IG) # 21})]
(3)
= [([Ties 1)) # Q]}-

6.17

(T.A) @ € 7 by example 6.50;

(T.B) if & C 7 is linearly ordered by inclusion, and if U, W € | J <, then there
exist intervals H, K € o7 suchthat U € Hand W € K, withH C KorK C H.
In the first case, if H C K,then U,W € K. IfalsoV e Nand U <V < W, then
VeKC|J; Thus | o € T, the second case is similar;

(T.C) if A € 7, theneither A = @ and A U {F(A)} = {0} € T, 0or A # @ and
AU{F (A)} = A € 7, because F(A) = min(A) € A.

6.19

(T.A) @ € Z(E);
(T.B) if o C P(E) then | J o/ C E whence | 7 € #(E);
(T.C) if A e Z(E),then AU {F(A)} € H(E), because F(A) € E.

6.21 For each denumerable element D, of a denumerable family .% = {D; k € N}
there exists a bijection F' : N — D,. Thus the set B, of all such bijections is not
empty. Let Z := {B; £ € N}. In the Zermelo-Frankel-Choice set theory, there
exists a family choice-function F : N — | J 4 such that F, := F({) € B for each
£ € N; thus each Fy : N — Dy is a bijection. Hence the function N x N — | J &
with (k, £) +— Fy(k) is a bijection.

Exercises from Chapter 7

7.1 There are no dominant pure strategies in The Battle of the Sexes.
7.3 The two positions where they both go to the same show are Nash equilibria.

7.5 There are two-person games with a Nash equilibrium but without any dominant
strategy and hence without dominant strategy equilibrium, for instance, The Battle
of the Sexes (exercises 7.1 and 7.3).

7.7 Forallx € Aandy € B,

min{f(x,y) : y € B} < f(x,y) < max{f(x,y): x € A}.

Consequently,

min{f(x,y) : y € B} < max{f(x,y): x € A},
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where the left-hand side depends only on x while the right-hand side depends only
on y. Therefore,

max{min{f(x,y): y € B} : x € A} < min{max{f(x,y): x € A}: y € B}.

1

g, under
Al:9Bo

7.9 For each strategy S, available to Al, Al identifies the worst payoff p¢
every strategy Sy, available to Bo:

1 Al . 5 .
min{pg, g, ° Ss € Bo’s strategies}.

To avoid the worst of the worst, Al plays the strategy S,, that returns the best among
the worst payoffs:

payoff to Al = max{min{p§’

AlSBo

. Sp, € Bo’s strategies} : S, € Al’s strategies}.

7.11 1If a third player Ci has a single weakly dominant strategy, then Ci will play
that strategy, leaving Al and Bo with a game for two players and any number of pure
strategies, which need not have any Nash equilibrium.

7.13 To avoid failure, the Blue commander must play Middle. Thus the Red
commander knows that Blue plays Middle; to avoid failure, Red must then play
either Left or Right. In either case, (M,L) or (M,R), both commanders get a Draw.

7.15 Each of the N —1 girls who rejected him did so because she received and holds
a better proposal. In particular, the last girl who rejected him received at least two
proposals. Consequently, there is still at least one girl ¢ who has not yet received
any proposal. In the next round, » must then propose to ¢, which terminates the
algorithm, because all the other girls have received at least one proposal (from b)
and therefore hold one.

7.17 Depending on the beggars’ and choosers’ rankings, infinite sets need not admit
of any total stable relations. Let the beggars and choosers consist of all negative and
positive integers, indexed by their values:

B:=7"={..,-3,-2,—1}; C:=7% ={1,2,3,...};
b_,, ;= —m; Cp = n.

Because beggar b_,, begs for m, every chooser ¢ ranks all beggars with the same
well-order b_y j b_, if and only if k < £. In contrast, beggar b_,, ranks choosers
by swapping 1, ...,2m with 2m+1, ..., 4m, and otherwise leaving the natural order
on Z% unchanged:

2m+1,...,4m,1,....2m,4m+ 1,4m + 2, ...
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With such rankings, there are no total stable relations. The proof proceeds by
contraposition, showing that every total relation is unstable. Indeed, if a relation
M C B x C is total, then there exists k € Zi with (b_y, c1) € M, preceded by
k— 1> 0 couples

(b—lvcfl)» e (bl—k5 cll—k)$ (b—k’ Cl)v e (b—nv C(,,)a oo

Yet b_;, prefers 2k > k — 1 choosers cyi+1, . . ., ca to c1. Hence there exists n > k
such that (b_,, ¢,) € M with 2k + 1 < £, < 4k, whence (b_,, c,) >< (b, ¢1), SO
that M is unstable.

7.19 Extend algorithm 7.31 (with a match maker) to stable relations that may relate
each chooser to more than one beggar, with a quota g, of beggars for chooser ¢
(polygamy, polyandry, schools admitting more than one student, etc.). See Gale &
Shapley’s references [40, 41].

7.21 For all (by,c1), (b, c2) € Uz there exist stable relations My, M, € 7 with
(b1,c1) € My and (bs, c2) € M,. Yet My € M, or M, € M, because .7 is a chain.
Thus (b1, ¢1), (b2, ¢c2) € M := max{M,, M} € 7, but M is stable, so that none of
the three conditions in definition 7.27 can hold. Therefore U 7 is stable.

7.25 From (X, X) € #°~" if and only if (X, X) € % follows (X, X) ¢ Z \ %#°~.

727 It (X,Y),(Y,Z) € Py = %\ Z°~' C R, then (X,Z2) € &, by transitivity
of #.

If also (X,Z) € %°~', then (Z,X) € #,but (X,Y) € # by hypothesis, whence
(Z.Y) € Z by transitivity of Z, so that (Y, Z) € %°~!, contradicting the hypothesis
that (Y,Z) ¢ #2°~\.

7.29 Combine the preceding solutions.

7.31 With at least two voters Val and Vic and at least two alternatives Al and Bo,

there is a voters’ profile » such that Val prefers Al to Bo while Vic prefers Bo to Al:
r(Val) = {(Al,Bo)}; r(Vic) = {(Bo, Al)}.

If o is a permutation that swaps Val and Vic, then

(roao)(Val) = r[o(Val)] = r(Vic) = {(Bo, Al)};
(roo)(Vic) = r[o(Vic)] = r(Val) = {(Al, Bo)}.
If Val is a dictator, so that % (s) = s(Val) for every voters’ profile s, then .F (r) =

r(Val) = {(Al,Bo)} while .Z(roo) = (r o 0)(Val) = {(Bo, Al)}. Thus .Z(r) #
Z (r 0 0), so that /% is not invariant under permutations.

7.33 Weak unanimity implies unanimity.
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Symbols
(X, Y) (ordered pair), 143
2X, 253
=, 114
<
on N x N, 221
on N, 205
on Q, 241
on Z, 222
=112
=114
A X B (Cartesian product), 144
F|s (restriction of a function), 158
F" (images of sets), 159
F°~! (inverse function), 169
F°~!n (inverse images of sets), 160
M (integral power of an integer), 226
N! (factorial), 203
N —+ 1 (successor), 193
R°~! (inverse relation), 152
YX (set of all functions from X to Y), 253
A (diagonal), 149
A (symmetric difference of sets), 139
Ry (cardinality of N), 254
(\Z (intersection of sets), 132
N (intersection of sets), 133
o
composition of functions, 164
composition of relations, 152
U (union of sets), 129
~, 65
~, 64
=, 229
3 (there exists), 80
V (for each), 80

<> (injective function), 166
€ (set membership), 111
9>, 64,65
9>, 64
—, 155
AND (A), 38
NAND
connective
universal, 66
Westinghouse DPS-2402 computer, 66
NOR
Apollo Guidance Computer (AGC), 66
connective
universal, 65
OR (V), 38
max, 183,210
Subf} (P), 79, 88
min, 183, 209
#,112
¢, 112
C (proper subset), 115
C (subset or equal), 114
< (proper subset), 115
S (proper subset), 115
D (superset or equal), 114
& (same cardinality), 244
<& (empty set), 114
= (derivable), 8
V (OR), 38
| (restriction of relations), 153
A (AND), 38
N, 192
N (set of all natural numbers), 190, 192
N*, 192
@ (set of all rationals), 230
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R (set of all reals), 254
Z (set of all integers), 216, 225
P(A), 122
Generalization, rule, 82
Fukasiewicz

triadic logic, 57

A
Absence of Dictators, 324
absolute value
of rational numbers, 243
absurd
reduction to the, 35
absurdum
law of reductio ad, 35
reductio ad, 53
addition
of natural numbers
associativity, 199
commutativity, 200
definition, 198
admit, 79

AGC (Apollo Guidance Computer)

NOR, 66
algorithm

Deferred Acceptance, 320

match maker’s, 318
Anonymity, 324
anti-symmetric, relation, 181
anti-symmetry, of a relation, 181

Apollo Guidance Computer (AGC), 66

application

logical reasoning, 2
applied

predicate calculus, 76

Archimedean, property of rationals,

243
argument, of a function, 155
arithmetic
predicate, 76
with integers
Kunen’s, 217
Landau’s, 225
with rational numbers, 232
arithmetic series, 255
Arrow’s Impossibility Theorem,
327
Arrow, Kenneth J., 321
assertion, law, 18, 28
associativity
of addition
of natural numbers, 199
of intersection, 134

of multiplication
of natural numbers, 203

of union, 130
asymmetric, relation, 181
asymmetry, of a relation, 181
atomic

formula, 76
axiom

(P3) converse contraposition, 7
(P1) affirmation of the consequent, 6

Index

(P2) self-distributivity of implication, 6

(Q3), 81
(Q4), 81
(Q1) specialization, 80
(Q2), 80
(Q0), 80
(S6) union
of a set of sets, 127
(S2) empty set, 114
(S1) extensionality, 111
(S7) of infinity, 184
(S7) of infinity, 190
(S8) of choice, 184
(S3) pairing, 119
(S4) power set, 122
(S5) separation, 124
choice, 287
countable, 301
relation, 286
continuum, 280
Kleene’s 1a, 29, 55
Kleene’s 1b, 29, 55
Kleene’s 7, 55
Kleene’s 8, 55
regularity, 280
rule, 7
schema, 8
specialization, 80
Tarski’s I, 29, 55
Tarski’s II, 29, 55
Tarski’s III, 29, 55
Tarski’s IV, 55, 56
Tarski’s V, 55, 56
Tarski’s VI, 55, 56
Tarski’s VII, 55
axioms

(A) Margaris’s and Rosser’s, 87

(A) Peano’s, 264
(C) Church’s, 37

(F) Frege’s, 37

(P) Lukasiewicz’s, 6

(Q) of the Pure Predicate Calculus, 80

(R) Rosser’s, 55
equality, 102
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Kleene’s, 29, 55
Rosser’s, 55
Tarski’s, 29, 55

B
base

of a power, 226
Bernays, Paul, 112

Bernstein—Cantor—Schroder Theorem,

258
bijective, function, 168
bijectivity, 168
Borda’s count, 323
bound
lower, 184
upper, 184
variable, 78
change, 79
substitution, 79
Brouwer, L. E. J., 7, 38,41, 44

C
calculus
implicational
positive, 9
canonical
map, 178
projection function, 157
Cantor’s
diagonal enumeration, 256
diagonalization, 253

Cantor-Bernstein—Schrdder Theorem, 258

cardinality
finite, 248
same, 244
Cartesian
product, 292
Cartesian product, 144
cases, proof by, 53
chain, 183
change
of bound variables, 79
character
finite, 300
characteristic, function, 157
choice
axiom, 287
countable, 301
relation, 286
axiom (S8) of, 184
function, 185, 284
family, 285

principle, 284
principle
function, 284
set, 286
set, 286
principle, 286
Church
triadic logic, 57
Church’s axioms (C), 37
classical, logic, 5
closed
formula, 78
co-domain, of a function, 155
Cohen, Paul J., 265
commutation, law, 27
commutativity
of addition
of natural numbers, 200
of intersection, 133
of multiplication
of natural numbers, 202
of union, 130
complete
propositional logic, 61
Completeness Theorem, 69
composite
function, 164
relation, 152
composition
of functions, 164
of relations, 152
computers
Apollo Guidance (AGC), 66
IBM
604, 201
650, 201
Westinghouse DPS-2402, 66
Whirlwind I, 213
conclusion
about Pluto, 2
connected, 182
connective
primitive, 65
universal, 65
connectivity, 182
connectivity, strong, 182
constant
function, 156
functional, 76
individual, 76
predicate, 76
relational, 76
construction
transfinite, 269
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continuum

axiom, 280

hypothesis, 265, 280
contradiction

proof by, 53
contraposition

about Pluto, 3

law, 33

applied, 3

converse, 3

about Pluto, 3

law of double negation, 33

Truth table, 64
countable, set, 254
counting

principle, 299

D
De Morgan
laws for sets, 136
decision
problem, 90
Dedekind
finite
set, 301
infinite
set, 301
Dedekind infinite sets, 262
Dedekind, Richard, 262
deduction
definition, 7
theorem
for predicates, 91
Deduction Theorem, 14
Deferred Acceptance Algorithm,
320
definition by
induction, 195
recursionn, 195
transfinite
construction, 269
induction, 269
denial of the antecedent, law, 33
denominator, 230
denumerable, set, 254
derivable, theorem, 8
derived rule, 11
Detachment, 7, 81
diagonal, 149
diagonalization, Cantor’s, 253
difference
of two sets, 125
symmetric (A), 139

directed graph, 149
disjoint

pairwise, 135

sets, 135

union, 135
distributivity

intersection over union

principle, 293
of multiplication

of natural numbers, 201, 203

division
of natural numbers
definition, 212
existence, 212
Whirlwind I, 213
domain
of a function, 155
of a relation, 149
dominant
strategy, 307
double negation
converse law, 33
law, 33

E
edge, 149
element
first, 183
largest, 183
last, 183
maximal, 184
minimal, 184
of sets, 111
smallest, 183
empty set, 114
axiom (S2), 114
equality
axioms, 102
reflexivity, 102, 106
substitutivity, 102, 104, 106
equality, of sets, 112
equilibrium
dominant strategy, 308
Nash, 308
equivalence
relation, 175
equivalence class, 177
equivalent
pairs of integers, 229
pairs of natural numbers, 215
existential quantifier, 80
exponent
of a power, 226
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exponentiation, 226 social welfare, 325
extensionality, axiom (S1), 111 surjective, 167
union of, 158
functional
F constant, 76
factor, of a Cartesian product, 144 fuzzy logic, 56
factorial, 203
family
choice-function, 285 G
fof sets, 285 Gale, David, 303, 315
field, of numbers, 235 Game
finite Prisoner’s Dilemma, 304
cardinality, 248 Theory, 304
character, 300 Two-Person Dilemma, 304
sequence, 192 Ganymede, 3
length, 192 generalized continuum hypothesis, 265
sequence of numbers, 237 geometric series, 239
set, 248, 300 geometry
Dedekind, 301 predicate, 76
first element, 183 Godel, Kurt, 192, 195, 265
first order, logic, 78 graph
for each, 80 directed, 149
formula
atomic, 76
closed, 78 H
well-formed, 5, 77 Hausdorff
formulaic Maximal-Chain Principle, 299
letter, 5,77 Maximal-Subset Principle, 299
fraction, 230 Heyting, Arend, 7,38, 41, 44
Fraenkel, A. A., 112,258 Hilbert
free Positive Propositional Calculus, 7, 38,41,
for, 79 44
variable, 78 Hilbert, David, 7, 38, 41, 44
substitution, 88 holds
Frege’s axioms (F), 37 propositional form, 57
Frege, Gottlob hypothesis
axioms, 37 about Pluto, 2
function continuum, 265, 280
bijective, 168 generalized continuum, 265

canonical projection, 157
characteristic, 157

choice, 185,284 I

composite, 164 IBM

composition, 164 604, 201

constant, 156 multiplication, 201
definition, 155 650, 201

identity, 156 multiplication, 201
inclusion, 158 ideal

injective, 166 for a preorder, 268
inverse, 169 identity

left inverse, 170 function, 156
recursive, 195 image

right inverse, 170 by a function, 155

slice, 157 of sets, 159
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implication relation, 152
about Pluto, 2 right, 170
reflexive law, 10 invertibility of functions, 169
transitive law, 21, 22 irreflexive relation, 180
implicational calculus
positive, 9
inclusion J
function, 158 Johansson, Ingebrigt, 7, 38, 41, 44
incomplete
propositional logic, 61
Independence of Irrelevant Alternatives, K
324 Kleene’s axioms, 55
independent Kleene, Stephen, 55
logically, 60 Kleene, Stephen Cole
individual axioms, 29, 55
constant, 76 Kolmogorov, A., 7, 38,41, 44
variable, 77 Kunen, Kenneth, 192,214, 216, 217, 267,272,
induction 280
definition by, 195 Kuratowski
principle of, 193 Maximal-Order Principle, 299

proof by, 193
transfinite, 268

inference L
rules, 7, 81 Landau, Edmund, 225, 226, 264, 265
infinite largest element, 183
set, 252, 300 last element, 183
Dedekind, 301 law
infinite sets affirmation of the consequent, 6
Dedekind, 262 assertion, 18,28
infinity commutation, 27
axiom (S7), 184 contraposition, 33
axiom (S7), 190 applied, 3
initial interval, 267 converse contraposition, 7
injective, function, 166 converse of double negation, 33
injectivity, 166 denial of the antecedent, 33
integer double negation, 33
arithmetic hypothetical syllogism, 22
Kunen’s, 217 reductio ad absurdum, 35
Landau’s, 225 special law, 35
definition reflexive implication, 10
Kunen’s, 216 self-distributivity of implication, 6
negative, 221 transitivity of implication, 21, 22
positive, 221 left invertibility
intersection of functions, 170
associativity, 134 lemma
commutativity, 133 Zorn’s, 185
of a set of sets, 132 length
of two sets, 125 of a finite sequence, 192
interval, 298 letter
interval, initial, 267 formulaic, 5, 77
Intuitionistic Logic, 7, 38, 41, 44 logic
inverse classical, 5
function, 169 complete

left, 170 propositional, 61
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first order, 78
fuzzy, 56
incomplete
propositional, 61
intuitionistic, 7, 38, 41, 44
minimal , 7, 38,41, 44
propositional
complete, 61
incomplete, 61
sound, 58
sound
propositional, 58
logically independent, 60
lower bound, 184
Lukasiewicz’s axioms (P), 6
Fukasiewicz, Jan, 6

M
major
premiss, 7
map
canonical, 178
quotient, 178
mapping
principle, 300
match maker’s algorithm, 318
match making, 315
matrix
of a prenex normal form, 95
maximal
element, 184
Maximal-Chain Principle
Hausdorff, 299
Maximal-Element Principle
Zorn, 290
Maximal-Order Principle
Kuratowski, 299
Maximal-Set Principle
Zorn, 291
Maximal-Subset Principle
Hausdorff, 299
maximum, 183,210
member of a set, 111
membership
of sets, 111
Mercury, 3
Minimal
Logic, 7,38, 41,44
minimal
element, 184
propositional calculus, 7, 38,
41,44
minimum, 183, 209

minor
premiss, 7
mixed strategy, 309, 310
Modus Ponens, 7, 81
Moon, 3
multiplication
IBM
604, 201
650, 201
of natural numbers
associativity, 203
commutativity, 202
definition, 200
distributivity, 201, 203
Multiplicative
Principle, 292

N
Nash equilibrium, 308
Nash, John Forbes, Jr., 304
National Resident Matching Program, 315
natural numbers, 192
negative integer, 221
notation

product, 237

sum, 238
number

field, 235

of elements, 248

rational, 230

real, 254

triangular, 255
numerator, 230

0o

operator
overloading, 158

order
of natural numbers

definition, 205

onZ,221,222

ordered pairs, 143

ordinal, 272

overloading operators, 158

P
pairing, axiom (S3), 119
pairwise disjoint
set, 135
union, 135
partial order, 181
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partition, 176
payoff, 305
Peano’s axioms (A), 264
Peano, Giuseppe, 264
Peirce’s law, 29
Peirce, Charles Sanders, 5
permutation, 326
plurality voting, 322
Pluto, 2
positive integer, 221
Positive Propositional Calculus, 7, 38, 41, 44
postulates
of set theory, 110
power
base, 226
exponent, 226
of an integer, 226
power set, 122
axiom (S4), 122
pre-image
of a subset, 160
of an element, 160
predicate, 75
arithmetic, 76
constant, 76
geometry, 76
ranking, 107
set theory, 76
predicate calculus
applied, 76
pure, 76
preference, 325
prefix
of a prenex normal form, 95
premiss
major, 7
minor, 7
prenex
normal form
Skolem’s, 96
prenex normal form, 95
matrix, 95
prefix, 95
preorder, 180
primitive connective, 65
Principle
Multiplicative, 292
principle
choice
function, 284
set, 286
counting, 299
distributivity
intersection over union, 293
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Kuratowski, 299
mapping, 300
maximal
Hausdorff, 299
Zorn, 290, 291
of induction, 193
of transposition, 33
Teichmiiller-Tukey, 300
trichonomy, 300
Zermelo, 288
problem
decision, 90
product
Cartesian, 144,292
notation, 237

profile

voters’, 325
proof, 82

definition, 7
proof by

cases, 36, 53

contradiction, 53
Converse Law of Contraposition, 32
induction, 193
reductio ad absurdum, 35, 53
transfinite induction, 268
propositional
calculus
minimal , 7, 38,41, 44
variable, 5,77
Provability Theorem, 67
pure
predicate calculus, 76
pure strategy, 309

Q
quantifier
existential, 80
scope, 78
universal, 80
quasi-order, 180
quotient
map, 178

R
range
of a function, 155
of a relation, 149
ranking, 324
predicate, 107
ratio of integers, 230
rational number, 230
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real numbers, 254
recursion, 195
definition by, 195
recursive function, 195
reductio ad absurdum, 53
law, 35
special, 35
reduction
to the absurd, 35
reflexive
implication, law, 10
relation, 174
reflexivity
equality, 102, 106
reflexivity of a relation, 174
regularity axiom, 280
relation, 149
anti-symmetric, 181
asymmetric, 181
composite, 152
composition of, 152
domain of a, 149
equivalence, 175
inverse, 152
irreflexive, 180
partial order, 181
preorder, 180
quasi-order, 180
range of a, 149
reflexive, 174
restricted, 153
stable, 317
strict, 180
symmetric, 174
total, 317
total order, 182
transitive, 175
union of, 152
unstable, 317
well-order, 183
relational
constant, 76
restricted
function, 158
relation, 153
restriction
of a function, 158
of a relation, 153
right invertibility of functions, 170
Rosser’s axioms, 55
Rosser, John Barkley, 55
axioms, 55
Roth, Alvin E., 315
rule
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derived, 11

of Generalization, 82
of Detachment, 7, 81
of inference, 7, 81

of Modus Ponens, 7, 81
of Substitution, 7

S
scope of a quantifier, 78
sentence, 78
symbol, 5, 77
separation axiom (S5), 124
sequence, 192
finite, 192
length, 192
of numbers, 237
series
arithmetic, 255
geometric, 239
set
choice, 286
countable, 254
Dedekind
finite, 301
infinite, 301
denumerable, 254
empty, 114
equality, 112
finite, 248, 300
Dedekind, 301
infinite, 252, 300
Dedekind, 301
membership, 111
pairwise disjoint, 135
power, 122
successor, 190
theory
postulates, 110
set theory
predicate, 76
Shapley, Lloyd S., 303, 315
singleton, 120
Skolem’s
prenex normal form, 96
slice function, 157
smallest element, 183
social welfare function, 325
sound
propositional logic, 58
specialization axiom, 80
square of an integer, 225
stable
relation, 317
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strategy, 305
dominant, 307
mixed, 309,310
pure, 309
strict relation, 180
strong connectivity, 182
strongly connected, 182
subset, 114
substitution
of bound variables, 79
of free variables, 88
Substitution rule, 7
substitutivity
equality, 102, 104, 106
substitutivity of equivalence
theorem
for implications, 23
for predicates, 90
for propositional formulae, 34
successor of a set, 190
sum
notation, 238
Sun, 3
superset, 114
Suppes, Patrick, 258
surjective, function, 167
surjectivity, 167
syllogism
hypothetical
law, 22
symbol
sentence, 5, 77
symmetric
relation, 174
symmetric difference of sets (4), 139
symmetric group, 326
symmetry of a relation, 174

T
Tarski’s axioms, 55
Tarski, Alfred, 55
axioms, 29
tautology, 57
Teichmiiller-Tukey
principle, 300
term, 76
Theorem
Arrow’s Impossibility, 327
theorem, 82
Bernstein—Cantor—Schroder, 258
completeness, 69
deduction, 14
for predicates, 91

definition, 8
derivable, 8
provability, 67
substitutivity of equivalence
for implications, 23
for predicates, 90
for propositional formulae, 34
Zermelo’s, 185
there exists, 80
total
order, 182
relation, 317
tower, 296
transfinite
construction, 269, 277
definition by, 269
definition, 269
induction, 268
definition by, 269
proof by, 268
transitive
relation, 175
transitive law of implication, 21,22
transitivity
of a relation, 175
transposition, 327
principle of, 33
triangle inequality, 243
triangular number, 255
trichonomy
principle, 300

U
Unanimity, 324
Weak, 330
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associativity, 130
axiom (S6), 127
commutativity, 130
disjoint, 135
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of functions, 158
of relations, 152
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universal
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propositional, 57
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vertices, 149
veto, 329
von Neumann, John, 1,303
voters’ profile, 325

W
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well-order, 183
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Well-Ordering

Principle

Zermelo, 288

Westinghouse DPS-2402 computer
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Whirlwind I computer
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Z
Zermelo
Theorem, 185
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Zorn
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Zorn, M., 185

391



	Preface
	Acknowledgments

	Contents
	1 Propositional Logic: Proofs from Axioms and Inference Rules
	1.1 Introduction
	1.1.1 An Example Demonstrating the Use of Logic in Real Life

	1.2 The Pure Propositional Calculus
	1.2.1 Formulae, Axioms, Inference Rules, and Proofs

	1.3 The Pure Positive Implicational Propositional Calculus
	1.3.1 Examples of Proofs in the Implicational Calculus
	1.3.2 Derived Rules: Implications Subject to Hypotheses
	1.3.3 A Guide for Proofs: an Implicational Deduction Theorem
	Phase 1: a proof of H C.
	Phase 2: a proof of ( H ) ( C ) from H C.

	1.3.4 Example: Law of Assertion from the Deduction Theorem
	1.3.5 More Examples to Design Proofs of Implicational Theorems
	Phase 1: deriving A, B C and discharging B.
	Phase 2: discharging A.

	1.3.6 Another Guide for Proofs: Substitutivity of Equivalences
	1.3.7 More Derived Rules of Inference
	1.3.8 The Laws of Commutation and of Assertion
	1.3.9 Exercises on the Classical Implicational Calculus
	1.3.10 Equivalent Implicational Axiom Systems
	1.3.11 Exercises on Kleene's Axioms
	1.3.12 Exercises on Tarski's Axioms

	1.4 Proofs by the Converse Law of Contraposition
	1.4.1 Examples of Proofs in the Full Propositional Calculus
	1.4.2 Guides for Proofs in the Propositional Calculus
	1.4.3 Proofs by Reductio ad Absurdum
	1.4.4 Proofs by Cases
	1.4.5 Exercises on Frege's and Church's Axioms

	1.5 Other Connectives
	1.5.1 Definitions of Other Connectives
	1.5.2 Examples of Proofs of Theorems with Conjunctions
	1.5.3 Examples of Proofs of Theorems with Equivalences
	1.5.4 Examples of Proofs of Theorems with Disjunctions
	1.5.5 Examples of Proofs with Conjunctions and Disjunctions
	1.5.6 Exercises on Other Connectives

	1.6 Patterns of Deduction with Other Connectives
	1.6.1 Conjunctions of Implications
	1.6.2 Proofs by Cases or by Contradiction
	1.6.3 Exercises on Patterns of Deduction
	1.6.4 Equivalent Classical Axiom Systems
	1.6.5 Exercises on Kleene's, Rosser's, and Tarski's Axioms

	1.7 Completeness, Decidability, Independence, Provability, and Soundness
	1.7.1 Multi-Valued Fuzzy Logics
	1.7.2 Sound Multi-Valued Fuzzy Logics
	1.7.3 Independence and Unprovability
	1.7.4 Complete Multi-Valued Fuzzy Logics
	1.7.5 Peirce's Law as a Denial of the Antecedent
	1.7.6 Exercises on Church's and Łukasiewicz'sTriadic Systems

	1.8 Boolean Logic
	1.8.1 The Truth Table of the Logical Implication
	1.8.2 Boolean Logic on Earth and in Space

	1.9 Automated Theorem Proving
	1.9.1 The Provability Theorem
	Negation
	Implication

	1.9.2 The Completeness Theorem
	1.9.3 Example: Peirce's Law from the Completeness Theorem
	1.9.4 Exercises on the Deduction Theorem


	2 First-Order Logic: Proofs with Quantifiers
	2.1 Introduction
	2.2 The Pure Predicate Calculus of First Order
	2.2.1 Logical Predicates
	2.2.2 Variables, Quantifiers, and Formulae
	2.2.3 Proper Substitutions of Free or Bound Variables
	2.2.4 Axioms and Rules for the Pure Predicate Calculus
	2.2.5 Exercises on Quantifiers
	2.2.6 Examples with Implicational and Predicate Calculi
	2.2.7 Examples with Pure Propositional and Predicate Calculi
	2.2.8 Other Axiomatic Systems for the Pure Predicate Calculus
	2.2.9 Exercises on Kleene's, Margaris's, and Rosser's Axioms

	2.3 Methods of Proof for the Pure Predicate Calculus
	2.3.1 Substituting Equivalent Formulae
	2.3.2 Discharging Hypotheses
	2.3.3 Prenex Normal Form
	2.3.4 Proofs with More than One Quantifier
	2.3.5 Exercises on the Substitutivity of Equivalence

	2.4 Predicate Calculus with Other Connectives
	2.4.1 Universal Quantifiers and Conjunctions or Disjunctions
	2.4.2 Existential Quantifiers and Conjunctions or Disjunctions
	2.4.3 Exercises on Quantifiers with Other Connectives

	2.5 Equality-Predicates
	2.5.1 First-Order Predicate Calculi with an Equality-Predicate
	2.5.2 Simple Applied Predicate Calculi with an Equality-Predicate
	2.5.3 Other Axiom Systems for the Equality-Predicate
	2.5.4 Defined Ranking-Predicates
	2.5.5 Exercises on Equality-Predicates


	3 Set Theory: Proofs by Detachment, Contraposition, and Contradiction
	3.1 Introduction
	3.2 Sets and Subsets
	3.2.1 Equality and Extensionality
	3.2.2 The Empty Set
	3.2.3 Subsets and Supersets
	3.2.4 Exercises on Sets and Subsets

	3.3 Pairing, Power, and Separation
	3.3.1 Pairing
	3.3.2 Power Sets
	3.3.3 Separation of Sets
	3.3.4 Exercises on Pairing, Power, and Separation of Sets

	3.4 Unions and Intersections of Sets
	3.4.1 Unions of Sets
	3.4.2 Intersections of Sets
	3.4.3 Unions and Intersections of Sets
	3.4.4 Exercises on Unions and Intersections of Sets

	3.5 Cartesian Products and Relations
	3.5.1 Cartesian Products of Sets
	3.5.2 Cartesian Products of Unions and Intersections
	3.5.3 Mathematical Relations and Directed Graphs
	3.5.4 Exercises on Cartesian Products of Sets

	3.6 Mathematical Functions
	3.6.1 Mathematical Functions
	3.6.2 Images and Inverse Images of Sets by Functions
	3.6.3 Exercises on Mathematical Functions

	3.7 Composite and Inverse Functions
	3.7.1 Compositions of Functions
	3.7.2 Injective, Surjective, Bijective, and Inverse Functions
	3.7.3 The Set of all Functions from a Set to a Set
	3.7.4 Exercises on Injective, Surjective, and Inverse Functions

	3.8 Equivalence Relations
	3.8.1 Reflexive, Symmetric, Transitive, or Anti-Symmetric Relations
	3.8.2 Partitions and Equivalence Relations
	3.8.3 Exercises on Equivalence Relations

	3.9 Ordering Relations
	3.9.1 Preorders and Partial Orders
	3.9.2 Total Orders and Well-Orderings
	3.9.3 Exercises on Ordering Relations


	4 Mathematical Induction: Definitions and Proofs by Induction
	4.1 Introduction
	4.2 Mathematical Induction
	4.2.1 The Axiom of Infinity
	4.2.2 The Principle of Mathematical Induction
	Initial step
	Inductive hypothesis
	Inductive step
	Completion of the proof by induction

	4.2.3 Definitions by Mathematical Induction
	Initial step
	Induction hypothesis
	Induction step
	Completion of the proof of the theorem

	4.2.4 Exercises on Mathematical Induction

	4.3 Arithmetic with Natural Numbers
	4.3.1 Addition with Natural Numbers
	4.3.2 Multiplication with Natural Numbers
	4.3.3 Exercises on Arithmetic by Induction

	4.4 Orders and Cancellations
	4.4.1 Orders on the Natural Numbers
	Initial step
	Induction hypothesis
	Induction step
	Initial step
	Induction hypothesis
	Induction step
	Initial step
	Induction step

	4.4.2 Laws of Arithmetic Cancellations
	Existence
	Uniqueness

	4.4.3 Exercises on Orders and Cancellations

	4.5 Integers
	4.5.1 Negative Integers
	Reflexivity
	Symmetry
	Transitivity

	4.5.2 Arithmetic with Integers
	4.5.3 Order on the Integers
	Irreflexivity
	Connectedness
	Transitivity

	4.5.4 Nonnegative Integral Powers of Integers
	4.5.5 Exercises on Integers with Induction

	4.6 Rational Numbers
	4.6.1 Definition of Rational Numbers
	Reflexivity
	Symmetry
	Transitivity

	4.6.2 Arithmetic with Rational Numbers
	4.6.3 Notation for Sums and Products
	4.6.4 Order on the Rational Numbers
	Irreflexivity
	Connectedness
	Transitivity

	4.6.5 Exercises on Rational Numbers

	4.7 Finite Cardinality
	4.7.1 Equal Cardinalities
	4.7.2 Finite Sets
	4.7.3 Exercises on Finite Sets

	4.8 Infinite Cardinality
	4.8.1 Infinite Sets
	4.8.2 Denumerable Sets
	4.8.3 The Bernstein–Cantor–Schröder Theorem
	4.8.4 Denumerability of all Finite Sequencesof Natural Numbers
	4.8.5 Other Infinite Sets
	4.8.6 Further Issues in Cardinality
	4.8.6.1 Other Axioms of Infinity
	4.8.6.2 Peano's Axioms
	4.8.6.3 Alternative Sequence of Developments
	4.8.6.4 The Generalized Continuum Hypothesis

	4.8.7 Exercises on Infinite Sets


	5 Well-Formed Sets: Proofs by Transfinite Induction with Already Well-Ordered Sets 
	5.1 Introduction
	5.2 Transfinite Methods
	5.2.1 Transfinite Induction
	5.2.2 Transfinite Construction
	Uniqueness
	Existence

	5.2.3 Exercises on Transfinite Methods

	5.3 Transfinite Sets and Ordinals
	5.3.1 Transitive Sets
	5.3.2 Ordinals
	5.3.3 Well-Ordered Sets of Ordinals
	5.3.4 Unions and Intersections of Sets of Ordinals
	5.3.5 Exercises on Ordinals

	5.4 Regularity of Well-Formed Sets
	5.4.1 Well-Formed Sets
	5.4.2 Regularity
	5.4.2.1 Independence of the axiom of regularity

	5.4.3 Exercises on Well-Formed Sets


	6 The Axiom of Choice: Proofs by Transfinite Induction 
	6.1 Introduction
	6.2 The Choice Principle
	6.2.1 The Choice-Function Principle
	6.2.2 The Choice-Set Principle
	6.2.3 Exercises on Choice Principles

	6.3 Maximality and Well-Ordering Principles
	6.3.1 Zermelo's Well-Ordering Principle
	6.3.2 Zorn's Maximal-Element Principle
	6.3.3 Exercises on Maximality and Well-Orderings

	6.4 Unions, Intersections, and Products of Families of Sets
	6.4.1 The Multiplicative Principle
	6.4.2 The Distributive Principle
	6.4.3 Exercises on the Distributive and MultiplicativePrinciples

	6.5 Equivalence of the Choice, Zorn's, and Zermelo's Principles
	6.5.1 Towers of Sets
	6.5.2 Zorn's Maximality from the Choice Principle
	6.5.3 Exercises on Towers of Sets

	6.6 Yet Other Principles Related to the Axiom of Choice
	6.6.1 Yet Other Principles Equivalent to the Axiom of Choice
	6.6.2 Consequences of the Axiom of Choice
	6.6.3 Exercises on Related Principles


	7 Applications: Nobel-Prize Winning Applications of Sets, Functions, and Relations 
	7.1 Introduction
	7.2 Game Theory
	7.2.1 Introduction
	7.2.2 Mathematical Models for The Prisoner's Dilemma
	7.2.3 Dominant Strategies
	7.2.4 Mixed Strategies
	7.2.5 Existence of Nash Equilibria for Two Players with Two Mixed Strategies
	7.2.6 Exercises on Mathematical Games

	7.3 Match Making
	7.3.1 Introduction
	7.3.2 A Mathematical Model for Optimal Match Making
	7.3.3 An Algorithm for Optimal Match Making with a Match Maker
	7.3.4 An Algorithm for Optimal Match Making Without a Match Maker
	7.3.5 Exercises on Gale & Shapley's Algorithms
	7.3.6 Projects

	7.4 Arrow's Impossibility Theorem
	7.4.1 Introduction
	7.4.2 A Mathematical Model for Arrow'sImpossibility Theorem
	7.4.3 Statement and Proof of Arrow's Impossibility Theorem
	7.4.4 Exercises on Arrow's Impossibility Theorem


	Solutions to Some Odd-Numbered Exercises
	Exercises from Chapter 1
	Exercises from Chapter 2
	Exercises from Chapter 3
	Exercises from Chapter 4
	Initial Step
	Induction hypothesis
	Induction step

	Exercises from Chapter 5
	Exercises from Chapter 6
	Exercises from Chapter 7

	References
	Index

