palgrave

macmillan

Discovering Language

The Structure of Modern English

Lesley Jeffries




Discovering Language




PERSPECTIVES ON THE ENGLISH LANGUAGE
Series Editor: Lesley |effries

Siobhan Chapman Thinking About Language: Theories of English
Urszula Clark Studying Language: English in Action
Lesley Jeffries Discovering Language: The Structure of Modern English

Perspectives on the English Language Series
Series Standing Order

ISBN 0-333-96146-3 hardback

ISBN 0-333-96147-1 paperback

(outside North America only)

You can receive future titles in this series as they are published by placing a stand-
ing order. Please contact your bookseller or, in the case of difficulty, write to us at
the address below with your name and address, the title of the series and one of
the ISBNs quoted above.

Customer Services Department, Macmillan Distribution Ltd,
Houndmills, Basingstoke, Hampshire RG21 6XS, England




Discovering
Language

The Structure of
Modern English

Lesley Jeffries




© Lesley Jeffries 2006

All rights reserved. No reproduction, copy or transmission of
this publication may be made without written permission.

No paragraph of this publication may be reproduced, copied or
transmitted save with written permission or in accordance with
the provisions of the Copyright, Designs and Patents Act 1988,
or under the terms of any licence permitting limited copying
issued by the Copyright Licensing Agency, 90 Tottenham Court
Road, London W1T 4LP.

Any person who does any unauthorised act in relation to this
publication may be liable to criminal prosecution and civil
claims for damages.

The author has asserted her right to be identified as the author
of this work in accordance with the Copyright, Designs and
Patents Act 1988.

First published 2006 by

PALGRAVE MACMILLAN

Houndmills, Basingstoke, Hampshire RG21 6XS and
175 Fifth Avenue, New York, N.Y. 10010

Companies and representatives throughout the world

PALGRAVE MACMILLAN is the global academic imprint of the Palgrave
Macmillan division of St. Martin’s Press, LLC and of Palgrave Macmillan Ltd.
Macmillan® is a registered trademark in the United States, United Kingdom
and other countries. Palgrave is a registered trademark in the European
Union and other countries.

ISBN-13: 978-1-4039-1261-9 hardback

ISBN-10: 1-4039-1261-0 hardback
ISBN-13: 978-1-4039-1262-6  paperback
ISBN-10: 1-4039-1262-9 paperback

This book is printed on paper suitable for recycling and
made from fully managed and sustained forest sources.

A catalogue record for this book is available from the British Library.

Library of Congress Cataloging-in-Publication Data
Jeffries, Lesley 1956—.
Discovering language : the structure of modern English / Lesley Jeffries.
p. cm. — (Perspectives on the English language)
Includes bibliographical references and index.
ISBN 1-4039-1261-0 — ISBN 1-4039-1262-9 (pbk.)
1. English language—Grammar. 2. English language—Phonology. 3. English
language-Syntax. I. Title. Il. Series.

PE1106.)44 2006

425-dc22 2006044297
M0 9 8 7 6 5 4 3 2 1

15 14 13 12 11 10 09 08 07 06

Printed and bound in China



For Dave



This page intentionally left blank



Contents

List of Figures xii
List of Tables xiii
Series Preface XV
Acknowledgements xvii
Introduction 1
1 Phonetics 8
1.1 Introduction: human speech sounds 8

1.2 Vocal apparatus 10
1.2.1 Lungs to larynx 11

1.2.2 The oral and nasal cavities 12

1.3 Segments of sound 15
1.3.1 Consonants versus vowels 16

1.4 Consonants 17
1.4.1 Place of articulation 18

1.4.2 Manner of articulation 21

1.4.3 Voicing 23

1.4.4 English consonants 25

1.5 Vowels 29
1.5.1 The vowel chart 29

1.5.2 Front vowels 32

1.5.3 Back vowels 33

1.5.4 Central vowels 34

1.5.5 Diphthongs 35

1.5.6 Summary of English vowel sounds 36

vVii



viii

CONTENTS

1.6 Larger units
1.6.1 Syllables in English
1.6.2 Consonant clusters
1.6.3 Word stress

1.7 Further reading

Phonology
2.1 Introduction: English speech sounds
2.2 Phonemes
2.2.1 Minimal pairs
2.2.2  Allophones
2.2.3 Free variation
2.3 Connected speech
2.3.1 Assimilation
2.3.2 Elision
2.3.3 Insertion
2.4 Intonation and stress
2.4.1 Utterance stress
2.4.2 Tones
2.4.3 Tone groups
2.4.4 Discourse intonation
2.5 Further reading

Word
3.1 Introduction: word structures and classes
3.2 Morphology
3.2.1 Free and bound morphemes
3.2.2 Allomorphs
3.3 Word formation
3.3.1 Inflection
3.3.2 Derivation
3.3.3 Compounding
3.4 Lexical word classes

3.4.1 Noun
3.4.2 Verb
3.4.3 Adjective
3.4.4 Adverb

3.5 Grammatical word classes
3.5.1 Pronoun
3.5.2 Determiner
3.5.3 Preposition

37
38
40
41
43

44
44
46
47
49
50
52
53
57
59
60
61
64
67
69
70

71
71
72
73
75
76
77
80
82
83
83
86
89
90
92
93
96
97



CONTENTS

3.5.4 Conjunction 99
3.4.5 Auxiliary verb 99
3.6 Further reading 101
Phrase 102
4.1 Introduction: structures larger than words 102
4.2 Phrase structures 103
4.2.1 Noun phrase (NP) 104
4.2.2 Verb phrase (VP) 116
4.2.3 Adjective phrase (AjP) 121
4.2.4 Adverb phrase (AvP) 122
4.2.5 Prepositional phrase (PP) 122
4.3 Further reading 123
Clause and Sentence 124
5.1 Introduction: idealised structures 124
5.2 Clause functions 125
5.2.1 Subject (S) 126
5.2.2 Predicator (P) 127
5.2.3 Object (O) 128
5.2.4 Complement (C) 129
5.2.5 Adverbial (A) 134
5.3 Form and function relationships 137
5.3.1 Simple clause structures 138
5.3.2 Coordinated structures 141
5.3.3 Subordinate structures 144
5.4 Information structure 151
5.4.1 Cleft sentences/fronting 151
5.4.2 Transformations 153
5.5 Further reading 154
Semantics 156
6.1 Introduction: lexical meaning 156
6.2 Multiple meaning 158
6.2.1 Homonymy 159
6.2.2 Polysemy 162
6.3 Lexical description 163
6.3.1 Semantic features 164
6.3.2 Semantic fields 166
6.4 Sense relations 168

6.4.1 Synonymy 169

ix



X | CONTENTS

6.4.2 Hyponymy

6.4.3 Meronymy

6.4.4 Oppositeness (antonymy)
6.5 Semantic contexts

6.5.1 Collocation

6.5.2 Connotation
6.6 Further reading

7 Theory, Text and Context
7.1 Introduction: beyond the sentence
7.2 Cohesion
7.2.1 Repetition
7.2.2  Reference
7.2.3 Substitution
7.2.4 Ellipsis
7.2.5 Conjunction
7.2.6  Lexical cohesion
7.3 Conversation
7.3.1 Turn-taking
7.3.2 The cooperative principle
7.4 Context
7.4.1 Deixis
7.4.2 Metafunctions
7.5 Design features of human language
7.5.1 Arbitrariness
7.5.2 Duality of patterning
7.5.3 Open-endedness
7.5.4 Displacement/stimulus freedom
7.6 Dimensions of language
7.6.1 Paradigmatic and syntagmatic relationships
7.6.2 Diachronic and synchronic dimensions of study
7.7 Language system and use
7.7.1 Langue and parole, competence and performance
7.7.2 Reference and sense
7.7.3  Sign, signifier and signified
7.7.4 Denotation and connotation
7.7.5 The Sapir-Whorf effect
7.8 Further reading

Bibliography

170
172
172
175
176
178
180

182
182
183
184
184
185
185
186
187
188
188
189
190
190
191
192
192
193
193
194
195
195
196
196
197
198
198
199
200
200

202



Exercises and Questions

Chapter 1
Chapter 2
Chapter 3
Chapter 4
Chapter 5
Chapter 6

Phonetics
Phonology

Word

Phrase

Clause and sentence
Semantics

Answers to the exercises
Appendix:  Syntactic Tree Diagrams

Glossary
Index

CONTENTS

205
205
206
208
208
209
210
211
219
224
245

Xi



L1
1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8
1.9
1.10
1.11
1.12
2.1
2.2
5.1
5.2
5.3
5.4
6.1
7.1
7.2

List of Figures

The hierarchy of linguistic levels

The lungs and trachea

Structure of the larynx and vocal chords

The vocal folds during quiet breathing and voicing
The oral and nasal cavities

The tongue and its parts

The IPA consonant chart

The places of articulation

Daniel Jones’ vowel chart

Chart showing primary and secondary cardinal vowels
The pure vowels in English

English diphthongs

Syllable structure

Different handwritten versions of the letter A

The tones of English

Example of a SPC structure

Example of a SPO structure

Example of a SPOC structure

Example of a SPOO structure

Lexical gaps in English kinship terms

Cohesion in an English text

The relationship between sign, signifier and signified

xii

10
11
12
13
14
19
20
29
31
32
35
39
46
64
130
130
131
132
171
187
199



I.1

1.1
1.2
1.3
1.4
1.5
1.6
2.1
2.2
2.3
2.4
2.5
2.6
2.7
2.8
2.9
3.1
3.2
3.3
4.1
4.2
4.3
4.4
4.5
4.6
4.7
4.8

List of Tables

The levels of language

The consonants of English

Plosive and nasal consonants in English

Fricative consonants in English

The approximants in English

Summary of RP English vowel sounds

Summary of differences between major accents of English
Minimal pairs/sets demonstrating English phonemes
Summary of English phonemes

Anticipatory assimilation in English phrases

Progressive assimilation in English words

Progressive assimilation in English phrases

Elision of consonants in English words

Elision of vowels in English words

Insertion reflected in the English spelling

Insertions not reflected in the English spelling

The forms of English verbs

The forms of English adjectives

The subject, object and possessive pronouns in English
Predeterminers in the noun phrase

Quantifiers in the noun phrase

Enumerators in the noun phrase

Quantifier/Determiner combinations in the noun phrase
Determiner/Enumerator combinations in the noun phrase
Ordinal and cardinal enumerators in the noun phrase
Adjective premodifiers in the noun phrase

Restrictions on adjective cooccurrence in the noun phrase

Xiii

26
27
27
27
37
38
48
51
54
56
56
58
58
59
60
88
89
94
105
105
106
106
106
107
107
108



Xiv

LIST OF TABLES

4.9
4.10
4.11
5.1
5.2
5.3
5.4
5.5
5.6
5.7
5.8
5.9
6.1

Form-function relationships in the noun phrase

Verb phrase structure in English

Summary of English verb phrase structures
Complements in clauses

Word coordination within phrases

Coordinated clauses with matching structures
Coordinated clauses with different structures
Structure of sentences containing subordinate clauses
Structure of subordinate clauses

Structure of sentences containing noun clauses
Structure of noun clauses

Structure of adverb clauses

Sharing of semantic features in hyponymous sense relations

113
117
121
133
143
143
143
148
148
149
150
150
170



Series Preface

This series has been a twinkle in my eye for a number of years. I am delighted
to be able to launch it with the three ‘core’ books, Discovering Language,
Studying Language and Thinking about Language, which together make a broad
introduction to language study in general and the study of English in partic-
ular. An explanation of why I felt these books were needed is probably useful
here, and it will also serve as an explanation of the series as a whole.

The first thing to note is that English language study is growing in Britain
and elsewhere, to some extent at the expense of general linguistics. As a
linguistics graduate myself I both regret this and also celebrate the numbers
of students wanting to study English language. These students may be
studying English language as part of a more general degree course, or as a
single subject. All such students need tools of analysis. They need to be able
to say what is going on in a text, whether that be a literary or non-literary
text, spoken or written. Discovering Language: The Structure of Modern English
aims to provide just these tools at the level required by undergraduates and
their teachers.

Whilst there are many other introductory books on the market, and some
of them are very good in different ways, none of them does exactly what I
want as a teacher of English language undergraduates. I want to be able to
teach them the tools of analysis and gain expertise in using them separately
from the question of where they come from and whether the theory behind
them is consistent or eclectic. We have therefore separated out the contextual
and theoretical issues, making sure that all the basic tools are in one volume,
Discovering Language: The Structure of Modern English, while the issues of
context are collected together in Studying Language: English in Action, and the
basic theories of language which inform all of these approaches are discussed
in Thinking about Language: Theories of English.

XV



XVi

SERIES PREFACE

The aim of the second volume, then, Studying Language: English in Action,
is to put into practice some of the analytical techniques learnt in Discovering
Language, and to add to these skills by learning about the techniques and
problems of studying real language data, either spoken or written, from dif-
ferent points of view, whether social, geographical or even historical. The
third book, Thinking about Language: Theories of English, enables the student
to take a step back from the detail of description and research in order to con-
sider what the underlying views of human language may be. It is likely that
students will use these three books at different points in their studies, de-
pending on the kind of course they are taking and the uses their tutors wish
to make of them.

The first three books in the series have a logical relationship (description,
research and theory), but they can be used in flexible and inventive ways by
tutors who find that the individual books do not fit exactly into the modules
or course structures they are working to. The series will be developed from
here with a ‘second wave’ of higher-level textbooks, each of which will cover
the kind of topic that might be introduced in final-year optional modules or
on Masters’ courses. These books are currently being commissioned, and the
list is not final, but we hope to have titles on English Pragmatics,
Conversation Analysis, Critical Discourse Analysis, Literary Stylistics and
History of English. They will build upon the core texts by emphasising the
three strands of these books: descriptive tools, underlying theories and the
methodological issues relating to each topic. They will be written by scholars
at the cutting edge of research, and will include both an overview and the
latest developments in the field concerned.

LESLEY JEFFRIES
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Introduction

This book is one of three companion books in the series Perspectives on the
English Language. The others are Studying Language: English in Action by
Urszula Clark and Thinking about Language: Theories of English by Siobhan
Chapman. Together these three books provide the student of English with the
foundation in descriptive apparatus, theoretical background and research
skills needed at the undergraduate level.

The current volume provides tools of analysis that students can use in their
own linguistic studies in English, and sets aside (to the other volumes) the
question of how one actually goes about studying ‘real’ language data (see
Clark, 2006) and of the theory underpinning these tools (see Chapman,
2006).

This book introduces the levels model of language, which enables students
to learn about the smallest linguistic items (sounds) and work through the
subsequent levels (morphology and syntax) until the sentence is reached.
Many introductory books address the structural issues considered here, but
they also usually include contextual and theoretical discussions that are dealt
with in the other volumes in this series. As a result there is enough room to
include a chapter on the basic lexical semantics without which the rest of the
levels of language would not work.

Students of the English language should find this book useful, whether
they are taking a single honours degree in English Language, a linguistics
degree or a combined degree that includes some element of the English lan-
guage. It can stand alone as a wide-ranging guide to describing English or
serve as the foundation for more advanced work on the linguistic features of
English. It also combines effectively with the books by Clark and Chapman
to provide a rounded education in the study and description of the English
language.
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After many years of teaching undergraduates I have come to the conclusion
that development of their understanding and knowledge often reflects the
development of linguistics itself. It is therefore feasible to learn the formal
description of language, as described here, and then progress to considering
the ways in which the theory underlying this description may be flawed, and
from there move to the higher reaches of phonological, grammatical and
semantic theory. It is not so easy to start from problems of description and
complications of theory as students can quickly become disillusioned with
tools that appear not to work well. What they need first is something practical
they can use (this book), together with advice on how to apply it to real data
(Clark, 2006) and stimulating discussions about the basis of the tools they are
using and that might lead them into other models and tools (Chapman, 2006).

The aim of our main approach to language description and the analytical
tools we shall introduce is to help the reader to develop strategies for describ-
ing English texts in linguistic terms. It is important to note that the word
‘text’ will be used throughout this book to mean linguistic data of any kind,
whether spoken or written, prepared or impromptu. Thus the text that we
study could be a conversation in our kitchen over breakfast, a poem or a polit-
ical speech. It is worth noting that in some disciplines the word text is taken
still further to include communications that are largely visual in nature, such
as advertisements, photographs and films. While this extension of the term
is an interesting development it is largely irrelevant to this book, which aims
to develop the ability to describe only linguistic texts. The final chapter intro-
duces the more contextual aspects of linguistics, leading towards a more inte-
grated analysis of texts that may be both visual and linguistic in their form.
For now we shall stay with the linguistic.

In order to be in a position to describe language data, the analyst needs
‘tools’ that can be shared with other analysts, so that they have a common
vocabulary to compare their findings and debate issues of real concern about
language and how it is used. Not all theories of language use the same tools,
and some theories contradict each other. They may produce models that
explain different aspects of the data.

Human language is a very complex phenomenon and it is unlikely that a
single theory, producing a single model, will be able to describe language
comprehensively and in ways that are useful for all purposes. This book is
written with the student of English language and/or linguistics in mind, and
its purpose is to enable such students to describe English texts from a variety
of angles with a degree of accuracy and clarity, so that they can progress to
discussing the English language in wider contexts using the kind of technical
knowledge that enhances the quality of such discussions.

The theory underlying the book is largely a structuralist theory of lan-
guage, though it is also informed in various places by the work of function-
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al linguistics and the transformational-generative theory of language. This
eclectic use of theory is practical, for the reasons given above: the reader
requires a manageable and accessible set of tools for describing English. It is
also theoretically sound, for reasons that are beyond the scope of this volume
to explain.

One of the fundamental aspects of structuralism, which no other theory
has explicitly denied or contradicted, is that language is an arbitrary system
of communication. We shall discuss arbitrariness in Chapter 7, but let us con-
sider the concept of systematicness here as one of the more influential ideas
coming from structuralist theory. The basic idea is that linguistic items (for
example words) have meaning not because they refer to something in the
world, but because they contrast with other units in the language. So the
meaning of a word such as dog is not the sum of all possible dogs in the world,
but the fact that it contrasts with all the other animal words in English; it is
not the same as cat, horse, bird and so on.

This concept of a language system led to linguists spending half a centu-
ry or more looking almost entirely at the units and structures of language,
and trying to work out how they related to each other, often without much
reference to language use in real contexts. Though this has since changed,
and many linguists now work mainly with real language data in real contexts,
the idea that linguistic items and structures are defined largely in terms of
each other remains a radical departure from the earlier common-sense notion
that human language is basically a way of labelling some pre-existing reality.
Linguistic activities in the twentieth century also produced very detailed and
comprehensive descriptions of languages, particularly English, as did the
other two main theories of language that arose during that period: transfor-
mational-generative theory and functional theory. We do not have sufficient
space to consider these theories in depth, but they are all drawn upon in this
book in places where they have the most to contribute to our declared pur-
pose: to provide a workable toolkit for students of the English language.

Before embarking upon a detailed description of the sounds, units and
structures of English it is helpful to have a mental ‘map’ of the territory we
shall be covering. It has become almost unavoidable in all linguistic descrip-
tions to divide the description into sections that deal with different sizes of
unit, often called the levels of language. This is a convenient way of coping
with the complexity of language, and it also reflects the theoretical under-
standing that language is indeed organised on a number of levels.

Note, incidentally, that the levels model of language is a metaphorical
device that enables us to visualise the relationship between different sizes of
unit as though they were physically separate, when in fact they all occur in
the same stream of speech. Many scientific models, including linguistic ones,
have a metaphorical basis of a similar kind.



4

DISCOVERING LANGUAGE

If we begin with the smallest unit of language and proceed through the
higher levels, the result is a structure like that in Table I.1.

The three levels of language that received the most attention in the past
were phonology, morphology and syntax. In recent decades the linguistic
context of sentences and utterances has received more attention in the sub-
disciplines of discourse analysis, conversation analysis, stylistics and prag-
matics. The two outer ‘levels’ are not really levels at all, but the ‘reality sand-
wich’ in between which language exists.

Phonetics is concerned with the production and reception of speech
sounds, and in some ways is closer to the natural sciences (biology and
physics) than to linguistics. Note also that although a great deal of phonetics
is concerned with small speech sounds, there are other aspects of the physi-
cal production of language that are not made up of such small units. These
include stress, including word-stress, and intonation. At the other extreme
there is the study of exactly what happens when language is actually used,
how the situation and the participants affect and are affected by what is said,
and so on. This area of study has grown a great deal in recent years, and dis-
course study, pragmatics and other fields of linguistics have embraced the
wider context as well as the individual context (including the speaker’s brain)
when looking at cognitive aspects of language. These studies, which also
include cognitive stylistics, language pathology and language acquisition,
border on the social sciences, particularly sociology and social psychology,
and draw on many of their methods and theories.

This book starts with phonetics and then works through the levels pre-
sented in Table I.1, though with only a cursory glance at the text structure
and context levels. These two levels have produced so much descriptive appa-
ratus and methodological guidance in recent years that they are given broad-
er treatment in Studying Language (Clark, 2006) and later books in this series.

No linguistic model can comprehensively represent and structure the data of
language, and one of the problems arising from the levels model is that it sets
meaning aside and places structure at the centre of the description. Meaning is
not entirely ignored, of course, because phonology, morphology and syntax
all have a contribution to make to meaning (see Jeffries, 1998). However the

Table 1.1 The levels of language

Phonetics The physical properties of speech
Phonology The study of linguistic sounds
Morphology The study of word structure

Syntax The study of utterance/sentence structure

Text/discourse structure  The study of higher-level structures
Context and use The influence of situation, participants and functions
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text
utterance utterance utterance

P T

word word word word word word word word word word
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Figure 1.1 The hierarchy of linguistic levels

Notes: m = morpheme, p = phoneme.

meaning of words, known as lexical semantics, has no clear place amongst the
levels and is therefore covered in a separate chapter of this book.

The apparent anomaly of the place of semantics in the levels model may
appear less peculiar if we consider the way in which language is structured.
Whilst the levels model gives us an idea of how big the units are, and that
they combine into larger units, the notion of levels on its own does not tell
us in any detail how they combine and what rules or restrictions are in place
to prevent any combinations being possible.

We can see that the levels combine sounds to make morphemes (see
Chapter 3), and morphemes to make words, and words to make phrases and
clauses, and so on, but the levels model on its own does not tell us not to pro-
duce English words such as *blinch or *fqghcn or that we cannot put words
together to make phrases such as *my no spring will sky or *blue spiders talk best.
Nor does it tell us that *blinch, though non-existent, is more like English than
*fghcn or that *blue spiders talk best is more acceptable than *my no spring will
sky. The use of asterisks before the examples in this paragraph reflect common
practice in linguistics, where an asterisk preceding a linguistic example indi-
cates that it is not an acceptable form in the language concerned.

At each of the levels, as we shall see, we need to define and describe both
the relevant units and the combinations or structures into which they can
enter. This is an important distinction, and one that can be confusing for stu-
dents who know a little bit about grammar already but may conflate, for
example, the grammatical subject with the noun phrase. The subject is a
position and role within a structure, and the noun phrase is a unit that can
be placed into that role but is independent of it.

Another term for this distinction is the more pleasingly alliterative ‘form
and function’, where ‘form’ is the unit and its particular shape or internal
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structure, and ‘function’ is how it operates within higher levels of structure.
We shall return to these terms in later chapters.

The term hierarchy can be helpful in the description of language. It might
be clear already that the levels model is itself a kind of hierarchy, though
Table I.1 does not emphasise this way of looking at it. Figure 1.1, however,
uses a different visual representation to do so.

The way in which the word hierarchy is used in linguistics differs from the
popular use of the word to indicate importance, as it does in many organisa-
tions and institutions that acknowledge those at the top of the hierarchy by
conferring both material rewards and status. The linguistic notion of hierar-
chy, on the contrary, depicts the higher levels as simply representative of
a larger body of language than the lower levels, or as more inclusive rather
than more important. We shall consider other examples of hierarchy in later
chapters.

The structure of this book is as follows. Chapters 1 and 2 introduce stu-
dents to the study of speech sounds via articulatory phonetics and phonolo-
gy: the description of sounds in terms of their physical production in the
mouth and throat. There is nothing difficult about describing sounds by this
method, and much to find intriguing, particularly for students who have not
come across such descriptions before. Your tongue never feels quite the same
in your mouth once you have discovered what it is capable of.

Chapter 3 looks at the structure of words by introducing the smallest build-
ing blocks of grammar: morphemes. It then investigates the range of word
classes to which English words belong, and defines the membership of these
classes by formal and functional criteria.

Chapter 4 takes the study of structure to the level above the word: the
phrase. Each of the major phrase classes of English is introduced and its inter-
nal structure explained and illustrated.

Chapter 5 finishes the discussion of grammar by introducing clause struc-
ture and demonstrating the complexity of sentence structures when more
than one clause is involved.

Chapter 6 provides a short introduction to lexical semantics: the meaning
of words in English. It allows students to develop a vocabulary for discussing
words they come across in the texts they are studying, and demonstrates the
interface between the language system and language use.

Finally, Chapter 7 takes the reader just ‘over the border’ into the realm of
text structure, discourse and linguistic theory. There are more details on some
of these topics in this book’s companion volumes (Clark, 2006, and
Chapman, 2006), and later volumes in the series will be devoted to such top-
ics. However in order to bring the student to the threshold of English lan-
guage fieldwork and research, this chapter touches upon the patterning that
can be found at these higher levels of structure.
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Although this is a textbook I have endeavoured to give it the feel of a ‘real’
academic book. It is of great importance that students learn to read texts that
deal with difficult subjects in their chosen field of study. Without over-com-
plicating the topics, this volume also aims to treat students with respect as
intelligent readers. For similar reasons, the exercises and questions are placed
at the end of the book, though there are suggestions in the text for experi-
ments that could be carried out by readers alone or in classes, and that aim
to inculcate a spirit of enquiry. The only real way to understand how lan-
guage works is to get your hands dirty and pull it to pieces. This book will
help you to make a start.



CHAPTER

1 Phonetics

Introduction: human speech sounds

In the Introduction we saw that phonetics lies at one extreme of the linguis-
tic levels model. It is placed there on the assumption that it is concerned with
the smallest units of language: sounds. Phonetics is indeed the study of the
sounds that human beings use to communicate through language, and it is
mostly concerned with individual speech sounds that follow each other in a
linear fashion, just as letters do in the written language Thus the word cat is
made up of three letters when written (c-a-t) and three sounds when spoken
[k-a-t]. You will be introduced to the transcription system later in this chap-
ter and in Chapter 3. However, we shall see towards the end of this chapter
that some phonetic considerations go beyond the smallest units of sound.
Stress patterns, for example, are phonetic in English.

This chapter introduces the broad range of possible speech sounds for
human beings, and then Chapter 2 will narrow the focus to the phonology
of English, which means that instead of looking at the articulatory detail of
all possible human speech sounds we shall investigate the range of significant
speech sounds in a single language; English. The significance of a speech
sound concerns its ability to change meaning, a topic that phonetics does not
generally consider.

Although there are differences in the range of sounds used in different
human languages, the mechanisms and physical resources in the human
vocal tract are basically the same, irrespective of whether the language being
spoken is English, Urdu, Swahili or Swedish. This chapter will guide the
reader through the basic mechanisms by which human beings make speech
sounds. An understanding of articulatory phonetics is essential to grasping
how the particular sounds of spoken English function in the language,
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although what will be considered in this chapter is not strictly limited to
English. Before embarking on an exploration of the vocal organs and their
functions, we need to be clear about which aspects of phonetics are covered
in this book.

There are two subfields of phonetics that will not be explored here, despite
being fascinating in their own right. These are ‘acoustic’ and ‘auditory’ pho-
netics. Acoustic phonetics is concerned with investigating how the sounds
of speech are transmitted through the air between speaker and hearer, and
auditory phonetics is concerned with how hearers receive the sounds of
speech and decode (that is, understand) them. Both these subfields draw on
the theories and methods of physics, and are outside the scope of this book.
Here we shall concentrate on articulatory phonetics or the production end
of the process — how the speaker creates the sounds. Unlike the other sub-
fields it is closer to the biological than to the physical sciences.

In order to understand the conventions used in this and other linguistic
books the reader needs to know that square brackets are generally used for the
phonetic ‘raw’ material of human speech; that is, transcriptions of sounds as
they are uttered, as exactly as possible in a written form: for example [k t].
Slashes are used to enclose transcriptions that represent the sounds of a par-
ticular language, its phonology, usually in slightly less detail, but demon-
strating the patterning of sounds in that language: for example /kat/. Thus
the word that may be pronounced [0z2?] by English speakers who pronounce
the final /t/ as a glottal stop. The glottal stop is described in more detail later,
but it sounds as though a /t/ is missing because the mouth remains open and
the consonant is pronounced at the back of the mouth instead of the front.
Despite the rather large difference in sound from the more recognisable pro-
nounciation of /t/, this word is represented phonologically as /d&t/ when the
analyst is looking at the speech sounds of English in particular, because the
glottal stop has no significance in terms of changed meaning. This is because
the glottal stop is only a variant of /t/ in English, and not an independent
speech sound in its own right.

Although this chapter is concerned with articulatory phonetics in general,
which could in other contexts be applied to any human language, in fact
almost all of the examples given will be from the English language. In addi-
tion, unless otherwise stated the examples will be taken from Received
Pronunciation of southern British English, though there will also be many
examples from other British and American accents. Received Pronunciation
(RP) is the name given to the prestigious accent of the British upper classes,
and though the value judgement that RP is a ‘better’ accent is thoroughly
rejected, some form of RP remains a focal point for those describing English
phonology.
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Vocal apparatus

The production of human speech originates in the lungs as most human
speech sounds are articulated on an outgoing breath. This process is known
as the egressive pulmonary airstream mechanism. In other words the
speech sounds of most human languages are made as we breathe out. Once
the air has left the lungs it travels up the trachea (Figure 1.1) and leaves the
body through the mouth, and sometimes also through the nose. On the way
it may be modified by a number of the vocal organs that are the subject of
this section. These modifications are responsible for making the egressive
airstream sound differently, depending on where the airflow is restricted and
by how much.

In addition to their linguistic function, the vocal organs have primary
functions, that are related to the basic survival of human beings, such as
breathing, eating and drinking. The linguistic functions are very specialised
now but they evolved much later than the survival functions and are there-
fore secondary features.

®Trachea

@ Main bronchus

Bronchiole

Figure 1.1 The lungs and trachea
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1.2.1 Lungs to larynx

The vocal organs include the lower parts of what is primarily a breathing
apparatus. The lungs take in air, release oxygen into the bloodstream and
expel what is left, mainly carbon dioxide. This expelling of what is effectively
waste material is the egressive pulmonary airstream mentioned above. The
potential for these waste gases to be made into speech sounds as they leave
the body has been exploited by the human race in a range of ways, as later
sections of this chapter will demonstrate.

Before the expelled gases leave the body through the mouth and nose they
pass through the larynx (Figure 1.2). This is a ‘box” made of cartilage that
contains two folds of flesh known as the vocal folds. The latter are joined
together at the front of the larynx, at the point where the cartilage walls
meet. This intersection of the sides of the larynx is visible on the outside of
the throat as the Adam’s apple.

Towards the rear of the larynx the vocal folds are attached by muscles to
the arytenoid cartilage, and this mechanism can pull them close together
(for example when straining to lift a heavy box) or keep them apart, as in
quiet breathing (Figure 1.3). The vocal folds also have more specialised lin-
guistic and musical functions, such as voicing and, related to this, the ability
to change pitch when singing and to add intonation to speech.

At the top of the trachea there is a flap of cartilage called the epiglottis,
which deflects food down the oesophagus and into the intestine. This pre-
vents us from choking, except when small particles of food go ‘down the
wrong way’ — that is, escape the epiglottis and enter the trachea. The com-
bined apparatus of the vocal folds and the arytenoid cartilages and muscles is

‘Adam’s apple’

Thyroid

® Vocal folds

Figure 1.2 Structure of the larynx and vocal folds
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Voiceless — vocal folds open Voiced - vocal folds vibrating

Figure 1.3 The vocal folds during quiet breathing and voicing

known as the glottis. This gives its name to one of the most notorious of
English speech sounds, the glottal stop. This sound is sometimes mistakenly
thought to reflect laziness, since it replaces a /t/ sound in some urban accents
of British English, and because it is much further back in the mouth than a
stereotypical /t/ it is viewed as a missing sound rather than an equivalent one.
The most common place for a glottal stop is at the end of words (for example
cat), but it also quite frequently occurs in the middle of words (for example
butter).

1.2.2 The oral and nasal cavities

Above the larynx there is a muscular tube known as the pharynx, which
leads to the back of the mouth. The pharynx is able to contract, thus ‘squeez-
ing’ the airflow and causing a class of sounds known as pharyngeals. These
occur in Arabic and other languages, but not in English. Once past the phar-
ynx the egressive airstream has a choice of direction. From here the air can
escape through the mouth or the nasal cavity (Figure 1.4). When the sounds
to be made are not nasal in tone the velum or soft palate is pulled back to
make contact with the back of the pharynx, thus cutting off the nasal cavity
route.

Some speech sounds exploit the resonance of the cavity behind the nose to
make them distinctive. Some people have a quite nasal tone of voice, and
people affected by a cold may temporarily have this vocal tone. No further
modifications of the airstream are possible within the nasal cavity, which
operates merely as a large resonating chamber.
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/
/ Upper Teeth

Nose
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ORAL CAVITY

Upper Lip
Uvulum

Lower Lip Tongue

Epiglottis

Lower Teeth

Larynx

Figure 1.4 The oral and nasal cavities

If the velum cuts off the nasal escape route the air has to leave through the
mouth. A number of parts of the mouth are used to modify the sound of the
passage of air: the uvulum, velum, palate, alveolum, teeth, lips and tongue
(Figure 1.4). We shall consider how sounds are produced by these articulators
in Sections 1.4 and 1.5; here we shall simply outline the range of effects they
can have on the airflow through the mouth.

As already mentioned the pharynx does not play a part in English sounds,
though its capacity to contract does feature in Arabic. The sound made is dif-
ficult to emulate by native speakers of English, who are not used to having
conscious control over the muscles of the pharynx.

The uvulum is a fleshy protuberance hanging from the back of the velum.
It is often confused with the epiglottis. There are no uvular sounds in English,
though in other languages it causes a sound by vibrating as the air leaves the
glottis, as with the French ‘r’.

The velum can be raised or lowered to cut off air or allow it to flow freely
through the nasal cavity. It is lowered in the production of English nasal
sounds such as /m/ and /n/, and is also used in a number of non-nasal English
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sounds, including /k/ and /g/. It is situated at the point at which the back of
the tongue makes contact with the roof of the mouth. The velum is some-
times also known as the soft palate and you can find yours by running the
tip of your tongue back from the teeth and across the hard palate until you
feel the bone give way while the flesh continues. The fleshy ‘dome’ with no
bone behind it is the velum.

In front of the velum is the hard palate, which is a bony structure and
therefore has no independent capacity for movement or flexing. However its
role in speech production is very important as the body of the tongue can
press up into the palate, constricting the airflow as it does so. The palate is
significant in English sounds such as /j/, which is usually spelt as a ‘y’ (as in
yacht), and /[/, which is spelt as ‘sh’ (as in shower).

The front of the palate dips down towards the teeth and forms a platform
known as the alveolar ridge. Like the palate, being a bony structure it can-
not move or flex on its own, but it is the place where the blade of the tongue
makes many of the most common sounds of English, including /t/, /d/, /s/
and /z/.

The tongue, as already noted, can be used in a number of ways to make
contact with other articulators. It has four significant areas that can be placed
against the upper parts of the oral cavity. These areas are the tip, blade, body
and root of the tongue (Figure 1.5).

The tip of the tongue is protruded between the teeth to produce the inter-
dental ‘th’ sounds in English (as in this and thigh). It can also make contact

Front Centre Back

Figure 1.5 The tongue and its parts
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with the back of the teeth to produce the Italian /t/ and /d/ sounds, which
are described as dental and are subtly different from their English equiva-
lents. Moreover it can ‘tap’ the alveolar ridge to form a rolled ‘r’ sound of the
kind common in Spanish. In addition there is a set of speech sounds (not
used in English) known as retroflex, where the tip of the tongue is curled
back to tap the back of the alveolum. These sounds are found in most of the
languages of India, and thus also in Indian accents of English.

Other parts of the tongue are used to make speech sounds in different
ways. The blade of the tongue can be raised to meet the alveolar ridge and
produce a great many English consonant sounds, including /t/, /d/, /s/ and
/z/. The body and root of the tongue can be raised towards the palate and the
velum respectively, to form either a complete closure or a partial closure.

All movements of the articulators described in this section have the effect
of squeezing the airflow in some way, and this results in a range of acoustic
effects that we describe as consonants.

Segments of sound

This chapter has so far used the convention of talking about individual
speech sounds as though we divide speech into a series of separate sounds
that are articulated one after the other and have no effect on each other, and
clear boundaries between them - just like the letters of the written language.
In fact speech is made up of a continuous stream of sound, which we divide
into letters for convenience when writing but which has overlapping features
of articulation when we are speaking. Take for example the phrase strong
man’s sister, which when transcribed phonologically looks like this:
/strogmenzsista/

We shall look at the symbols of transcription in Sections (1.4 and 1.5),
though it will help to know that /g/ represents the ‘ng’ sound in strong. For
now, just note that strictly speaking we should not put gaps between words
in transcription as there are no real-time gaps when speaking. Also note that
although we have identified individual points along the stream of speech as
representing separate sounds, in fact the features of those sounds often carry
over from one sound to another. Thus three sections of this phrase are longer
than a single sound. These are articulated at the alveolar ridge and underlined
in the following version /stropmeanzsisto/

There is also one section that is longer than a single sound and is nasal, and
therefore has a lowered velum: /stronmanzsista/. Try saying this phrase very
slowly, focusing first on the alveolar sections and then on the nasal section,
and you may be able to feel the blade of the tongue positioned at the alveolar
ridge and the velum drawn away from the pharynx for relatively long periods.
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We shall return to this topic in the next chapter, but for now it is impor-
tant to note that the cutting of a continuous stream of sound into segments
is partly a convenient fiction that helps us to make sense of the data we are
studying. It is also worth noting that there are important features of speech
that are clearly not segmented in this way. These include intonation con-
tours, which add expression and emotion to the words we articulate.
However in general alphabetic human writing systems were originally pho-
netically based, and they usually represented sounds as individual units of
about the length of what we call consonants and vowels. This provides some
support for dividing the speech stream into sections, as phonetics and
phonology do.

1.3.1 Consonants versus vowels

Most literate speakers of a language are aware that we divide speech sounds
into two types: consonants and vowels. They may even be aware that vow-
els tend to occur between consonants, and that there are no words without
vowels (or at least not in the spoken language), though there may be some
without consonants.

What, then, is the phonetic difference between these categories? We have
already seen how speech is produced by modifying the outgoing air from a
speaker’s breath. The qualitative difference between consonants and vowels
is due to the different kinds of modification the two categories of sound
make to this airstream. Whilst consonants squeeze and constrict the airflow,
to the extent of sometimes stopping it altogether, vowels allow free passage
of air through the mouth (and nose), but with a variable shaped cavity in
which the sound resonates differently, causing the different sounds of the
vowels.

You can test this difference yourself by saying a long vowel (such as aaaah
or eeeee) and noting that, once in position, the mouth does not change shape,
but simply allows the air to resonate around the resulting cavity shape. If you
contrast this with any of the consonants (try /d/ and /s/ to start with), you
will notice that, when pronouncing a consonant, your articulators need both
to place themselves in position and to move away from that position, usually
towards a vowel shape.

As is usual with linguistic categories, the boundary between vowels and
consonants is not absolutely clear. There is a set of consonants that are less
extreme in their constriction of the airflow than the typical consonants, and
as a result are sometimes called semivowels. These sounds involve movement
of the articulators, but not so much as to disturb the flow of air significantly.
They include /w/, /r/ and /j/ (spelt ‘y’ in English). There is also a set of vow-
els known as diphthongs, which, unlike the pure vowels, require some move-
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ment from one vowel position to another. For example in many accents of
English the vowel in house is a diphthong, though this is not universal.

Scots English speakers, for instance, may say it with a long close back
vowel, /hu:s/, and speakers from the southern United States with a long open
front vowel, /ha:s/. With diphthongs the effect of the movement from one
vowel position to another is that it sometimes sounds almost consonant-like,
rather like a semivowel, and this audible squeezing of the air is known as a
glide.

Because readers of this book will have a range of different accents you may
find it useful at this stage to locate a diphthong in your accent, and to make
sure that you have understood the general point about vowels being either
pure or diphthongs. Try the words fair, fire and fear — one or more may have
diphthongs in your accent. These will be /f39/, /faro/ and /f1o/ in RP and
other southern British English accents. If your articulators move once you
have left the /f/ behind, then it is probably not a pure vowel. Contrast four,
fur and far, which in many British and American accents will have a pure
vowel; /for/, /f3:/, /fa:/. Note that the transcriptions here reflect what is
known as a non-rhotic accent. This refers to those accents, such as RP and
some accents of American English, in which ‘1’ is not pronounced when it fol-
lows a vowel. In the case of some prestigious east coast accents in the United
States, as well as Scots English and some West Country dialects in England,
these ‘t’ sounds are pronounced. Try the words for yourself, and work out
whether you speak with a rhotic or a non-rhotic accent.

Consonants

We established in the previous section that consonants involve some kind of
movement into position, a constriction (or complete blockage) of the airflow,
and then a movement away from that position, possibly towards a vowel
position or another consonant.

The way in which we describe consonants in phonetic terms is according
to where they take place, how they are articulated (‘manner’) and whether
the vocal folds are vibrating (‘voice’). This three-way description of conso-
nants is often known as the VPM (voice-place-manner) description, and it
can be used to describe consonants in any human language. There are other
features of articulation that may also be relevant in particular cases (for exam-
ple aspiration), but in general the VPM description is sufficient to charac-
terise the different consonants of a language.

The transcription symbols currently used by phoneticians were developed
in the 1880s by English and French language teachers who were members of
the International Phonetic Association (IPA). The first version of the inter-
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national phonetic alphabet, produced by the IPA, was published in 1888.
Though it has been revised and extended a number of times, the basic prin-
ciples of description have remained the same since the first version. In the
case of consonants, this means that the VPM description takes priority and
forms the basis of the consonant ‘grid’ (Figure 1.6), whilst other features (for
example nasalisation and aspiration) are indicated by diacritics, which are
small additions to the basic symbol. Thus, for example, a velarised ‘1’ is indi-
cated by the addition of a diacritic that looks like a curvy line cutting through
the normal symbol for ‘I’: [t]. This sound is distinctive in Russian, but can also
be heard at the end of English words such as pool. If you say this word and
stop still on the final consonant you may be able to feel that the back of your
tongue is raised, rather than the blade. If you compare it with the position of
your tongue when getting ready to say a word such as light you may feel that
there are two kinds of /I/ in your accent.

Figure 1.6 shows the full version of the current IPA consonant chart. There
are no diacritics, though the official IPA chart has a list of diacritics appended
to it. Note that the place and manner distinctions take priority, being on the
horizontal and vertical axis respectively. The third distinction, voice, is rep-
resented as a split within the boxes on the grid. Thus a box containing [p b],
for example, indicates a third axis, which cannot easily be shown on two-
dimensional diagrams, with the voiceless sound on the left-hand side, and its
voiced counterpart on the right-hand side.

1.4.1 Place of articulation

All consonant speech sounds are articulated between the lips and the larynx,
the area of the mouth where a significant obstruction of the airflow takes
place. The places of articulation are shown in Figure 1.7.

Starting from the front of the mouth, bilabial sounds involve both lips and
include /m/, as in music, and /w/, as in weird. As in all the places of articula-
tion, bilabial consonants constrict the airflow to a greater or lesser extent.
Labiodental articulation involves the top teeth and bottom lip, and produces
sounds such as /f/, as in fine, and /v/, as in vine. You may wish to experiment
with these sounds before reading on, so that you are confident of the reason
for their description as either bilabial or labiodental. One exercise that can be
helpful here is to prepare to say a word beginning with the relevant sound
but stopping before pronouncing it. Whilst keeping your articulators in place
you will increasingly feel the nerves of your tongue, lips and so on, and in
future you will be more aware of this consonantal placing.
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Figure 1.7 The places of articulation

The teeth are the site of a number of speech sounds. The tongue may pro-
trude between them to create ‘interdental’ sounds, which are those spelt as
‘th’ in English: /6/ as in think and /d/ as in though. In some languages, though
not usually in English, a number of dental sounds, are produced when the
tongue creates a blockage against the back of the teeth. These sounds seem
similar to /t/ and /d/ to the English speaker’s ear, though English /t/ and /d/
are normally articulated with the blade of the tongue and further back in the
mouth than the dental [t] and [d] in Italian and French. That is. they are alve-
olar rather than dental.

Alveolar sounds occur when the blade of the tongue is placed against the
alveolar ridge, a bony platform just behind the teeth. It is the place of articu-
lation for a number of English sounds: /t/, /d/, /s/, /z/, /1], /t/, [n/ are all alve-
olar.

Further back, some sounds are produced halfway between the alveolar
ridge and the hard palate. These are known as post-alveolar sounds and
involve the body of the tongue being raised towards the front of the palate.
They include the English sounds /f/ and /3/ , which are spelt ‘sh’ and ‘s’
respectively and occur, for example, in shame and leisure. Further back still,
there are the palatal sounds, where the body of the tongue rises towards the
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most domed section of the palate. English only has one palatal sound, the ‘y’
sound, which is represented as /j/ phonologically and is found in yes.

Behind the palate is the velum, or soft palate. Velar sounds involve the
back of the tongue moving towards or making contact with the soft palate.
There are three velar sounds in English: /k/ as in king, /g/ as in goat and /y/,
which only occurs at the end of syllables, is spelt ‘ng’ and occurs twice in
singing. Further back still there are the uvular and pharyngeal places of artic-
ulation, but as already pointed out there are no sounds in English that come
from these places of articulation. Sounds that are produced here include the
French rolled ‘t’, which is is uvular and involves repeated oscillation of the
uvulum, with only a slight raising of the back of the tongue, and Arabic pha-
ryngeal sounds that are produced by constricting the root of the tongue and
the wall of the pharynx, and are recognisable by their ‘throaty’ sound. Both
sounds are very difficult to produce by non-native speakers of these lan-
guages. The final place of articulation is the glottis, where a number of sounds
are theoretically possible. The only pressure that can be put upon the airflow
in the glottis is by pivoting and closing the vocal folds. English has two glot-
tal sounds: the glottal stop, which replaces /t/ in some accents, and the voice-
less glottal fricative, /h/, which is an ‘h’ sound, as in house.

1.4.2 Manner of articulation

Having considered all the places of articulation we shall now look at the other
main axis of the consonant chart: manner of articulation. We shall spend
most time looking at the manners of articulation used in English, but in order
to give the English sounds a little context, others will be touched upon.

The most consonantal of the manners of articulation is the plosive, where
there is a complete closure of the vocal tract at one of the places of articula-
tion. The pressure builds up from below, with the egressive airstream being
pushed out of the lungs and into the oral cavity. Eventually this pushes the
articulators (for example the tongue and alveolar ridge) apart, resulting in a
small explosive sound. The plosive sounds in English are /p/, /t/, /k/, /b/, /d/
and /g/. The English consonant sounds and their transcription symbols will
be discussed in Section 1.4.4. It is important to understand the mechanism
by which plosive sounds are produced, and to make sure of this you can
experiment by pronouncing words beginning with these sounds, such as pick,
top, count, buy, day and give. If you make the closure for the first sound and
then delay the onset of the vowel, you should find that the build-up of pres-
sure behind the closure eventually forces the articulators apart.

The nasal consonants share a common feature with plosives in that they
involve a complete closure at some point along the vocal tract. The term that
is used for this is stop, and in some phonetic descriptions the nasals and plo-
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sives are designated as a single group of ‘stop’ consonants. The difference in
the case of nasals is that the velum is lowered away from the back wall of the
pharynx and the air escapes through the nose at the same time as entering
the closed-off oral cavity. This means that there is no pressure build-up and
therefore no (ex)plosion as the air streams out steadily through the nostrils.
It is worth noting a qualitative effect of nasal consonants, which in English
are all voiced: they can be prolonged for as long as the speaker has breath to
exhale, and since they are voiced they can also hold a pitch. This makes nasal
sounds ideal for humming. The English nasals are /m/, /n/ and /g/, the latter
being the sound usually spelt as ‘ng’ in English orthography. To get a sense of
the difference between plosive and nasal consonants, try saying a word begin-
ning with /m/, such as mine, and lengthen the first consonant. You will find
this much easier than with the plosives. Extend the /m/ for as long as you
wish, and you ought to be able to hum a note too!

Before we consider the next major manner of articulation of English
sounds, it should be noted that many languages use a range of flaps and trills
to enlarge their consonant range. The flap is a single, fast movement of the
tip/blade of the tongue, usually against the alveolar ridge, which makes the
‘1’ sound found in Spanish and in some accents of British English, notably in
Scotland. The double ‘rr’ in Spanish and other languages is known as a trill.
It is produced at the front of the mouth, with the tongue blade vibrating in
response to the outgoing breath. Other trills are produced further back in the
mouth, as in the French uvular ‘t’, which as we have already noted involves
vibration of the uvulum.

If we take the stop consonants (both plosives and nasals) to be stereotypi-
cal consonants because of their complete obstruction of the airflow, then
fricatives can be seen as consonantal but with less obstruction of the airflow.
The fricative consonants involve the articulators (tongue, teeth, alveolar ridge
and so on) coming into close contact, but without a complete closure. This
enables the outgoing airstream to escape through the small space left between
the articulators. The result is a ‘messy’ sound, rather like the sound made by
wind whistling through a draughty window, or the hissing of steam leaving
a small opening in a kettle or saucepan lid. The resulting friction of the air
passing through these narrow gaps provides us with the name of this group
of sounds. Like the nasal consonants, because there is no complete obstruc-
tion of the air these sounds can be extended as long as the speaker has breath
available. The English fricatives are /f/, /v/, /0/, 3/, /s/, /z/, /[/, /3/ and /h/.
You could test your lung capacity by breathing in fully and pronouncing a
fricative — say /s/ — for as long as you are able without taking in another
breath. This could be done competitively in class, using the convenient stop
watches that are usually found on mobile phones these days.

Though the fricatives form a single class of manner of articulation, a sub-



PHONETICS

23

set of these consonants have a distinctive sound and are sometimes behave
in similar ways to each other. These are known as sibilants: /s/, /z/, /[/ and
/3/. They are so-named because of their slight ‘whistling’ sound, and they are
articulated by producing a ‘groove’ in the centre of the tongue, down which
the air flows. The groove is slightly wider for the post-alveolar /[/ and /3/
than for the alveolar /s/ and /z/. These sibilant sounds differ from the other
fricatives in terms of the focus of the sound, which is clearer than the more
‘messy’ sounds of /f/ and /v/. The non-sibilant fricatives have a wider gap
than the sibilants, which tend to be produced in a smaller, circular hole
between the groove of the tongue and the upper parts of the mouth.
Breathing in quickly whilst holding a /s/ or /[/ position can help you to iden-
tify the nature of these sounds and contrast the grooved shape of the tongue
with its flat position in other fricatives.

Still less consonantal, though still not quite vocalic (vowel-like), are the
approximants or semivowels. These sounds are produced by the articulators
moving towards closure but not getting close enough to cause either friction
or a plosive build-up of pressure. The English approximants include /w/, /r/
and /j/ (the latter being spelt ‘y’ in English) and the lateral approximant, /1/.
If you pronounce words beginning with these sounds very slowly you may be
able to feel that the ‘swooping’ movement is similar in each case, and it is this
that distinguishes them from the more definitely consonantal fricatives and
stops. Try pronouncing words that are otherwise identical in sound, such as
what, rot, lot and yacht. The lateral, /1/, is one of a number of possible lateral
speech sounds produced when the tongue touches the alveolar ridge but the
sides of the tongue are lowered to allow the air to escape freely.

In the range of consonants between plosive and fricative sounds there are
two consonants in English that are known as affricates. They are not always
recognised as separate consonants by phoneticians because they appear to be
made up of two consonants. However it is the normal convention in English
phonology to treat them as individual sounds. Like the plosives they begin
with a complete closure, but instead of the air building up and causing an
explosive release, it is released slowly, with the effect that there is a short
fricative phase when the articulators separate but before they move com-
pletely apart. The affricates are transcribed as /t[/ and /d3/ and occur twice in
the words church and judge respectively. If you say these two words very
slowly indeed you should be able to feel the complete closure of the plosive
phase, followed by a gradual release with frication.

1.4.3 Voicing

The larynx and vocal folds were described in an earlier section. Here we shall
consider the third of the VPM consonant descriptors, voicing, which is an
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effect of the airstream flowing out of the lungs and through the larynx, caus-
ing the vocal folds to vibrate. This vibration only happens when the vocal
folds are pulled fairly close together but not clamped shut (see Figure 1.3).

Once the vocal folds are vibrating the voice can take on a pitched note
(resulting from the frequency of the vibrations). This gives intonation to
speech and is the basis of the singing voice. When a violin player moves his
or her finger from side to side on a string it is known as ‘vibrato’, and the
sound produced can be much louder than the same notes played without
vibrato. Similarly the voiced sound is much louder than voiceless sounds, as
evidenced by the fact that when we wish to be quiet we whisper, which
involves the devoicing (that is, getting rid of the voicing) of all speech sounds.

If the vocal folds are clamped tight together, this produces the plosive
sound known as the glottal stop. As we shall see in Chapter 2, this occurs as
a speech sound in English, particularly as one of the variants of /t/. It is also
evident when we strain hard - for example when moving or lifting heavy
objects. In this case it is simply a physical consequence of an activity, and not
a strictly linguistic unit of sound, though it may incidentally communicate
to bystanders that we need help! Try lifting or moving a heavy object, and
notice how difficult it is to do so without making a noise. This noise is most
likely to be a glottal stop.

The only other use of the vocal folds in English is as the place of articula-
tion for the glottal fricative, /h/, which is a sound that results from the vocal
folds being placed close together, though not close enough to vibrate, as in
voiced sounds. It is therefore a voiceless sound, despite being articulated by
bringing together the vocal folds.

Returning to voicing itself, we can now begin to see that the vibration of
the vocal folds is independent, in most cases, of the placing and manner of
the consonant articulation. Thus we may have a bilabial plosive, such as /p/,
which is voiceless, and a completely identical counterpart, /b/, which is
voiced. Many of the English consonants occur in such pairs, and in the IPA
chart (Figure 1.6) they are placed in the same place/manner box, but with the
voiceless variant always to the left of the voiced one.

In order for you fully to recognise the difference between voiced and voice-
less sounds it is worth experimenting a little with these sounds. Try alternat-
ing a very long voiceless /ssssssssss/ with a long voiced /zzzzzzzzzzz/. If
you touch the side of your throat lightly whilst alternating these otherwise
identical sounds you will be able to feel the voicing switching on and off. It
is harder to produce this feeling with plosives because they are so short, and
the nasals, though they have the potential to be long, do not have voiceless
counterparts in English. The fricatives are therefore ideal, and you may wish
to try the same effect with /ffffffff/ and /vvvvvvvv/, where the ‘switching’
is much more marked and less smooth than with /s/ and /z/.
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1.4.4 English consonants

We now have all the terminology and tools that we need to describe the con-
sonants of English. This section will draw together the different articulatory
features explored in Sections 1.4.1 to 1.4.3 in order to arrive at a complete list
of the English consonants, their features and some examples.

There are surprisingly few variations of the number or basic features of
English consonants in the world’s English accents. This is not to say that
there are no differences — we have already noted that for some Scots accents
the ‘r’ sound is labelled a flap rather than an approximant. There are also
many variants of basic sounds that depend on the positioning of the conso-
nant in the speech stream. These issues will be explored in Chapter 3, where
the phonology of English is described.

For now we simply need to note that English generally has the 24 basic
consonant sounds shown in Table 1.1, and that these could be described in a
great deal more phonetic detail if we wished to do so (for example, for the
sake of charting particular accents, speech disorders and so on). Detailed tran-
scriptions of speech sounds of this kind rely on the diacritics in the full IPA
system, and allow the phonetician to make minute distinctions between dif-
ferent sounds. For example if a voiced plosive is devoiced in certain contexts,
this can be indicated by the addition of a small circle beneath the usual sym-
bol - [d] - and plosives that have extra exhalation, known as aspiration, may
have a superscript ‘h’ added: [th]. A very detailed transcription that makes use
of the full range of diacritics is known as a ‘narrow’ transcription. In this
book we shall limit ourselves to a ‘broad’ transcription system, which
reflects only meaningful differences in pronunciation and is therefore closer
to a phonological than a phonetic record of what is being articulated.

There are three voiceless/voiced pairs of plosives, and they occur in the
same three places of articulation as the three nasals, all of which are voiced
(see Table 1.2).

These sounds are quite straightforward and can mostly be worked out from
the letters of the alphabet that are used to represent them. Whilst not all
alphabetic letters in English have a consistent sound, those used in Table 1.2
are reasonably consistent. Note that the velar nasal, /g/, which is usually spelt
‘ng’, only occurs at the end of syllables in English:

pill /p1l/, bill /b1l/, till /t1l/, dill /d1l/, kill /kil/, ghyll* /g1l/
mill /mil/, nil /n1l/, king /kiy/,
*A ‘ghyll’ is a Yorkshire dialect word for gorge.

Apart from /h/, which is articulated in the glottis, the fricative sounds of
English are produced forward in the mouth (Table 1.3)



Table 1.1 The consonants of English

Bilabial Labio-dental Inter-dental Alveolar  Post-alveolar Palatal Velar Glottal
Plosive p b t k g
Nasal n Y
Affricate tf d3
Fricative f v 6 0 S z J 3 h
Approximant w r ]
Lateral 1
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Table 1.2 Plosive and nasal consonants in English

Bilabial Alveolar Velar
plosive p b t d k g
nasal m n 0

Table 1.3  Fricative consonants in English

Labio-dental Inter-dental Alveolar Post-alveolar Glottal

fricative f v 0 9o s z I 3 h

The normal alphabetic letters represent their common English values,
although the letter ‘s’ can just as soon represent /z/ as /s/ phonetically (see
the examples below). The Greek characters /6/ and /0/ represent the ‘th’
sounds in thankyou (voiceless) and these (voiced) respectively. Try putting
your tongue between your teeth and alternating the voicing, as you did ear-
lier (Section 1.4.3). The characters /[/ and /3/ are similarly related, with /f/
representing ‘sh’, as in sheep or shower, and /3/ being the voiced equivalent,
occurring only in the final position in syllables, as in the ‘French-influenced’
pronunciation of garage: /gera:3z/.

half /ha:f/, halve /ha:v/, bath /ba:0/, bathe /be1d/, peace /piis/, peas
/piiz/, pressure /pre[o/, leisure /lezo/

The least consonantal sounds, the approximants or semivowels, are repre-
sented by the expected letters, /w/, /r/ and /l/, with the exception of the
palatal approximant, which is represented by /j/, though it is often spelt as
‘y’ in English.

Table 1.4 The approximants in English

Bilabial Alveolar Palatal
Approximant w r ]
Lateral 1

The bilabial /w/ is close in position to /b/ and /p/, but not being a plosive
there is no sharp explosion of escaping air. Instead there is a constricting of
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the airflow as the lips purse together and release again, as in wheel /wi:l/. The
alveolar approximant, /r/, is a little further back in the mouth, but quite sim-
ilar in other ways to /w/. The difference between /r/ and /1/ is that the lateral
has an additional feature; the blade of the tongue makes full contact with the
alveolar ridge but the sides of the tongue are lowered, so that the airflow is
not completely blocked. The approximant is articulated with the sides of the
tongue moving into and out of position and causing a distortion of the air-
flow, which is what gives it a distinctive sound.

In order to feel the shape of the tongue during articulation of an /1/, put
your mouth into the right position by pretending you are about to say lion,
and then breathe in sharply without moving your tongue. You will find that
the cold air moving in across your tongue makes you aware of its shape, and
you should feel the air particularly at the sides, where the air is entering.

The palatal consonant, /j/, is harder to feel as there are far fewer nerve end-
ings in the body of the tongue than in the tip and blade. It therefore takes a
little effort to feel what is going on when we make the first sound in words
such as yes and yellow. However, if you start to say them and then stop on the
/j/, pressing the tongue really hard up against the palate, you will be able to
work out the main articulatory feature of the sound; that is, the body of the
tongue rises up towards and then comes away from the hard palate.

Typical occurrences of the English approximants are as follows:

wham/wam/, ram/rem/, lamb/lem/, yam/jem/

You can see from these examples that the spelling of words in English is
not an accurate predictor of their pronunciation. Here we have wham with a
letter ‘h’ and lamb with a letter ‘b’, neither of which are pronounced in most
accents of English (though there are still a few RP speakers who pronounce
‘wh’ as [hw].

Before we move on to look at vowels it is worth noting that as well as
describing consonants according to their VPM descriptions, there are times
when it is useful to group them in other ways. We have already seen, for
example, that there is a subset of fricatives known as sibilants, and that plo-
sives and nasals can be grouped together as stops. In addition to these, there
are two major groups of consonants known as sonorants and obstruents, anf
these are significant in the construction of English syllables. The sonorants
include the nasals and approximants, and as the name suggests they have a
more resonant sound than the obstruents, which is a term covering both
fricative and plosive consonants where the main sound effect results from the
obstruction of the airflow.
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Vowels

Unlike consonants, vowels do not involve any serious constriction of the air-
flow from the lungs. Instead they exploit the shape of the oral cavity, which
can be made different sizes and shapes by raising and lowering different sec-
tions of the tongue. The air flowing through the glottis is voiced by the vocal
folds, and then resonates in the cavity made by the tongue and palate. The dif-
ferent frequencies and amplitudes of the resulting soundwaves are enough to
give us an enormous range of vowel sounds; approximately 21 in English.
Frequency is the number of vibrations per second, and relates to the perceived
pitch of the sound. Amplitude is the extent of the vibration of the air from the
‘centre’, and relates indirectly to the perceived loudness of the sound.

1.5.1 The vowel chart

We cannot give vowels the same kind of VPM description as consonants
because vowels are all voiced in English, so this is not a distinguishing factor.
They are also all formed with only the tongue and the palate, rather than the
range of articulators used for consonants, so place of articulation is not really
an issue and the manner of articulation is always the same — the formation of
a resonating chamber. Thus the challenge for early phoneticians was to find a
precise way of describing what seemed like a very vague range of movements.

This challenge was tackled by Daniel Jones (1956), who proposed that we
should map out the vowels that were most different from each other as ref-
erence points for the actual vowels of human languages. The extremes of the
tongue’s movements were thus used to form a vowel chart, upon which lin-
guists would be able to map the variations in the positioning of the tongue
relative to these ‘cardinal’ points of reference (Figure 1.8).

Closed

Front Back

Open

Figure 1.8 Daniel Jones’ vowel chart
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The shape of the chart reflects the shape of the resonating cavity that pro-
duces the different vowel sounds. It is not intended to reflect the shape of the
mouth itself, and this can be confusing for some users of the chart. The two
main dimensions of the chart are the front-back and closed—open dimensions,
and these reflect the positioning of the resonating chamber — either towards
the front or the back of the tongue, and with the tongue raised quite high,
leaving a small cavity (closed), or with the tongue lowered, leaving a larger res-
onating chamber (open). There are also vowels that are produced near the cen-
tre of both dimensions. In order to begin to understand the vowel chart, try
making a very long and closed eeeee sound - think carefully about the posi-
tioning of your tongue and about the space that is left for the sound to res-
onate. There should be quite a small resonating chamber near the front and
top of your mouth. As a contrast, try the same thing with aaaaaah and then
00000000, and note the different places and sizes of the space left by the tongue.

Apart from positioning the vowels in relation to the height and front-back
dimensions, we need to take into account two other features that can be used
to differentiate otherwise similar vowels: lip-rounding and length. You can
try out the effect of lip-rounding by pronouncing just the vowel in the word
peace, and then try it again, but this time pushing your lips together and for-
ward. If you're familiar with French vowel sounds you may recognise that
what you have just pronounced is a very accurate French vowel, to be found
in the word tu (you, familiar). Many English speakers of French mistakenly
think that the ‘u’ in tu is a /u/ sound, which is a back vowel with lip-round-
ing. But a much more accurate accent is obtained by using the tongue posi-
tion for /iz/ (as in peace) and adding lip-rounding, which is not present in the
English version of the vowel.

The other feature that can distinguishes vowels is length. The difference,
for example, between the vowels in sheep and ship is partly a difference in
length, with sheep being longer. There are other slight differences in height
and frontness too, but the length is particularly salient to speakers. Despite its
audibility, vowel length is not considered to be particularly significant in
English because there are no pairs of vowels that differ only in length.

Figure 1.9 shows the vowels, as charted by Daniel Jones. As mentioned
above, Jones thought that if some ‘ideal’ vowels were charted, showing the
most extreme shapes of the oral cavity, the real vowels that people pronounce
could be plotted against these ideal ones. He called them cardinal vowels,
and the complete set of primary and secondary vowels in his chart is more
complex than we require for describing the basic vowel sounds in English. It
is included it here to give you an idea of the principles behind the descrip-
tion of vowel sounds, should you wish to carry out a more detailed study of
phonetics in the future. It should also help you to understand the basis of
English vowel distinctions.
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Front Central Back
Close i w eu
Close-mid ¥ @0
Open-mid A @D
Open aenon

Note: Where symbols appear in pairs, the one on the right represents a rounded vowel.
Source:  Adapted from Jones (1956).

Figure 1.9 Chart showing primary and secondary cardinal vowels

The primary cardinal vowels are those listed around the outer edge of the
chart, and they represent idealised forms of the most common vowels in
human languages. The secondary cardinal vowels are listed just within the
perimeter of the chart and are less in evidence in the world’s languages, though
we have already met one of them (y) in the French word fu. Apart from the cen-
tral vowels, most English vowels relate to the primary set of cardinal vowels.

The cardinal vowels are ‘pure’ vowels, which means that they do not
involve a slide from one vowel position to another. These pure vowels are not
always easily recognised by English speakers because many of the vowels in
English, including the names of the letters ‘A’, ‘'I’, ‘O’, are actually diphthongs,
which are made up of two vowels and the movement between them. Try say-
ing these letters and decide whether or not there is a diphthong. If a letter is
a diphthong your jaws will move during the pronunciation. A pure vowel will
cause the mouth to take up a position initially, but it will not move after that.
It is worth practising pure vowels, and in particular working out how to say
the cardinal vowels, which Daniel Jones was recorded pronouncing in the
early twentieth century. There are a number of websites where you can hear
these recordings. The most reliable source of much phonetic information is
University College London’s phonetics website (www.phon.ucl.ac.uk).

In the remainder of this section we shall investigate the articulatory fea-
tures of the English vowels. The vowel chart in Figure 1.10 shows the placing
of the so-called pure vowels in southern (RP) accents of British English. Note
that some of the symbols are followed by /:/. This indicates that the vowel is
along one, roughly twice as long as the short vowels. In English, length is not
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u:
1

0

- ]
e : o

A

&£

a P

Figure 1.10 The pure vowels in English

normally the only difference between vowels, but it is easily heard and the
symbols mark its presence.

1.5.2 Front vowels

There are four front vowels in RP accents of English, three of which are short
and one long. The most closed front vowel is /ii/, which is long and close to
Jones’ ‘cardinal 1’; that is, the most closed and most front vowel there is. Try
saying a long eeecee without moving your tongue, and feel how small a cav-
ity the air has to resonate in. Also note how your lips are spread, which is the
opposite of lip-rounding and is particularly marked in this vowel.

Now, starting from the /i:/ position, very slightly open your mouth and let
your tongue lower with the movement of your jaw. If you articulate a short
vowel in this position it should be something close to the /1/ in words such
as bit and lip. This vowel is half way between the closed and half-closed posi-
tions in the front of the mouth. Many foreign learners of English make the
mistake of articulating them both at the same (closed) position and using
only the length to distinguish them. This may work in terms of differentiat-
ing the meaning, but it does result in a marked ‘foreign’ accent.

The next vowel is more than half-open, and therefore lower in the mouth
than cardinal 2, which is close to an Italian ‘e’. Try out a stereotypical Italian
accent — you will find yourself making an [e] sound that is more closed than
the English /e/ in bed and wet. Do not be confused by one of the diphthongs
in English, /e1/, which starts in the cardinal [e] position but then moves to a
position close to /1/. This diphthong is found in words such as say and fame
and in the name of the letter A. It also varies a lot, so if you are from London
or Essex, for example, you might start with a much more open mouth, result-
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ing in a sound much closer to /faim/; and if you live in the North of England
you might not produce a diphthong at all (/feim/). Note whether your jaw
and tongue move during the pronunciation of these words; with an Italian
/e/ they would be static.

The final front vowel in the English accent is /&/, which is almost com-
pletely open and is close to cardinal 4, but not quite so far forward in the
mouth. If you try saying only the vowel in words such as cat and sad you
should be able to feel that the cavity, though concentrated in the front of the
mouth, also has some space in the centre.

Now that we have introduced all the front vowels, it would be useful for
you to practise saying them in turn, starting with the close vowels, in order
to become familiar with the way in which the jaw and the tongue gradually
open further for each vowel: /it/, /e/, /e/, [®/.

1.5.3 Back vowels

There are more back vowels than front vowels in English: three long and
three short. However, as with the front vowels there are no cases of two vow-
els being distinguished by length alone. Instead they are also differentiated
by the height of the tongue; in this case the back of the tongue.

Beginning with the most open back vowel, /a:/ is at the opposite extreme
from /i:/, and for obvious reasons it is traditionally the vowel your doctor asks
you to say when she or he looks down your throat! Try saying it, and feel how
there is no contact between the tongue and the palate. The mouth is wide
open and the lips are spread, as you can tell if you choose to purse them
instead when saying /ai/.

The next most open vowel is one that occurs in southern British English
and some Australian accents, but not in the north of Britain or in many other
global accents of English. However, as it is a significant feature of southern
British accents, and RP in particular, all phoneticians of English need to
recognise it. The vowel concerned is /a/, which is slightly less open than /a:/
and also slightly less far back, and short. This means that speakers who are
not accustomed to hearing the /a/ sound may try to mimic southern British
speakers by using the nearest available short open vowel: the front vowel,
/&/, as in cat. Thus in words where RP speakers and other southerners use /A/
when saying cup, the mimic might say cap.

The remainder of the back vowels involve lip-rounding, and this distin-
guishes them from the front vowels, which do not. The next most open back
vowel is /p/, which occurs in words such as box, sausage and rob. Note that in
most British English accents these words have the short /p/ sound, but in
some American accents the vowel is long. Try alternating the two vowels, /a:/
and /p/, and note whether your jaw closes a little for the /p/ sound and your
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lips push forward into a rounded position. If you try saying the following
words, one after the other, you will be able to establish whether you are
sounding four different vowels, or whether your accent is one that merges
two or more together: cot, caught, cart, cat. In RP these will be /kot/, /ko:t/,
/ka:t/ and /keet/, but in some accents different pairs of these words will
sound the same. In certain North American accents the merging of the two
vowels in cotf and caught is a recognised phenomenon and has been mapped
by the Telsur Project team at Pennsylvania University, producers of The Atlas
of North American English (Labov et al., 2005). This project has produced
detailed linguistic and geographical information on the phonology of
American English.

Moving up to the half-closed position on the vowel chart, the next vowel
is /o1/, which is long and involves lip-rounding. In RP it is found in words
such as for, paw and storm. Try running through the whole list of back vow-
els (missing out /a/ if it’s not in your normal repertoire) and note the gradu-
ally closing position of the jaw, and therefore the raising of the tongue
against the palate. This closing process continues as you move to the final
two back vowels: /u/ as in book and /u:/ as in food. A little like the front pair,
/ir/ and /1/, these two are differentiated both by the height of the tongue,
with /u/ being slightly more open than /u:/, and by length, with the most
extreme back closed vowel, /ui/, also being a long vowel.

1.5.4 Central vowels

Though most of the English pure vowels are positioned around the edges of
the vowel chart, indicating a clear front-back divide, there are also two cen-
tral vowels, that have an identical tongue position but differ in length. These
are transcribed as /o/ and /3:/ and sound like the ‘er’ sound we make when
hesitating or thinking in the middle of speaking. With these vowels the
tongue is half closed, but leaving a small resonating cavity in the centre of
the mouth, under the highest part of the hard palate. These vowels are easily
spoken when the mouth is in a relaxed state, and they lie mid-way between
the furthest back and the furthest forward sounds, both of which may be rea-
sons why they are used for hesitation in English, since speakers are not sure
what sound they will articulate next, and a central vowel provides the best
chance of getting to the next required tongue position.

The short vowel /9/ is the only phonetic sound with its own name: schwa.
It is important in English because it occurs in many unstressed syllables and
never carries a stress in an English word. It therefore occurs in grammatical
words such as the and a, when they are spoken naturally and without extra
emphasis, and in the unstressed syllables of multisyllable words such as
about, father and perhaps.
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The longer central vowel, /31/, is a normal stressed vowel which behaves
unlike schwa and more like all the other vowels we have encountered. It can
be found in many English words such as bird, first, birth and worse.

1.5.5 Diphthongs

As we have already seen, diphthongs are a combination of two different posi-
tions of the tongue, with an audible ‘glide’ from one to the other. Figure 1.11
shows how the tongue moves in English (RP) diphthongs.

If for convenience we divide them up according to the final vowel of the
diphthong, then we have three groups of diphthongs in RP English: those
ending with schwa, /9/, those ending with /1/ and those ending with /u/.

The first group are ‘centralising’ diphthongs because they move from the
periphery of the mouth towards a central vowel. There are three of them, two
moving from the front of the mouth: /19/, as in fear and /ea/ as in fair; and
one moving from the back of the mouth: /u9/ as in poor. Note that not all
southern British speakers use /ua/ consistently, or even at all, though it is still
common in northern Britain and amongst traditional RP speakers, such as the
royal family and other upper-class speakers. Many southern speakers have
replaced it with /o1/ in at least some words, resulting in the identical pro-
nunciation of words such as moor and more, which northern British speakers
distinguish as /mua/ and /mo:/. Other accents of English around the world
vary in similar ways. In many Australian accents of English, for example, the
pure vowel and the diphthong remain distinct, while in some American
accents they have merged.

The second group of diphthongs involve a movement towards the front,
closed position of /1/. In two cases the starting position is a more open front
position: /e1/ as in say and /a1/ as in sigh. In the third case the diphthong

VAR ‘9\/
LA

\/ \01 e

Figure 1.11 English diphthongs
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moves from a half-open back vowel: /o1/ as in boy. In northern accents of
British English and many US accents the /e1/ diphthong is replaced by a pure
vowel that is more closed than the /e/ in bed and longer too, more like a
lengthened cardinal 2: [e:]. Try pronouncing say with both a diphthong and
a pure vowel to see whether you can detect the different accents inherent in
these pronunciations. In order to pronounce a pure vowel, start to say the
word say, but stop immediately after the /s/ sound, stopping on the first part
of the diphthong. If this comes naturally to you, then try the diphthong
instead, and having said the word, try to raise your tongue towards an /1/
sound.

The final pair of English diphthongs end at the half-closed back vowel, /u/,
in one case from an open front vowel, /au/, as in house, and in the other from
a half-open back vowel, /ou/, as in boat. In northern accents, and particularly
in some broad Scottish accents of British English, these diphthongs are
replaced by pure long vowels, so that house is pronounced /hu:s/ and boat is
pronounced /bo:t/. Also, in some southern British accents there is an increas-
ing move away from the use of a rounded back vowel in /ou/ and towards
schwa, resulting in /qu/.

1.5.6 Summary of English vowel sounds

As stated in Section 1.5.1, there are more diphthongs in English than in some
other European languages, and it has more vowel sounds in its range than
many other languages. Vowels and diphthongs are the main distinguishing fea-
tures of the many different accents of English throughout the English-speaking
world. For this reason it is difficult to capture a single set of vowels that account
for English vowels in the same way as it is possible for consonants.

However, in order to enable you to investigate the accents you encounter
(including your own), a range of possible vowel sets are presented in Tables
1.5 and 1.6. Firstly, in Table 1.5 we have the recognised set of RP vowels spo-
ken by certain southern and upper-class speakers of British English.

In order to make comparisons easier across accents, Table 1.6 lists vowels
sets for other British accents, and one American accent, often called general
American. Australian accents tend to have a similar number of vowels to
British accents, although the pronunciation may differ in some cases.

Note that vowels 8 and 20 are the same in southern British accents, and
vowels 9 and 12 are the same in northern British accents. This means that
these accents each have 20 different vowel sounds. General American
accents, by contrast, have only 16 different vowel sounds, numbers 6 and 7
being the same and numbers 17 to 20 being repeats of earlier vowels in the
list. The diphthongs (numbers 17 to 20) that end with a schwa (/9/) in British
English occur in non-rhotic accents, whereas in rhotic accents, such as gen-
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Table 1.5 Summary of RP English vowel sounds

Symbol Word Transcription Notes

Pure Vowels: iz bead /bi:d/

1 bid /bid/

€ bed /bed/ Sometimes transcribed
as /e/

® bad /bad/ Sometimes transcribed
as /a/

a: bard /ba:d/ Not present in many
northern British accents

D cot /kot/

J: caught /ko:t/

4] cooked /kukt/ Replaces /A/ in most
northern British accents

u: coot /ku:t/

3! curt /k3:t/

A cut /kat/ Southern British accents only

) about  /abaut/ Unstressed vowel called

‘schwa’

Symbol Word Transcription Notes

Diphthongs: el bay ber Northern British accents

would use a long /e:/ here

a1 buy bar

o1 boy bor

ou boat bout In southern British accents
this diphthong is /ou/

au bout baut

19 mere  mId

€9 mare  med

0o moor  mud Often replaced by o1 in

southern British accents

eral American, the pure vowels are instead followed by the /r/ sound. Thus an
American pronunciation of mare would be /mer/, whereas a British (non-
rhotic) pronunciation of the same word would be /meo/.

Larger units

As we shall see in the remainder of this book, the larger units of language
have more and more to do with meaning as well as structure. Phonetics,
which focuses mainly on the articulatory/acoustic/auditory structures of lan-
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Table 1.6 Summary of differences between major accents of English

Word Southern British Northern British American English
1 bead iz il i
2 bid I I I
3 bay el el el
4 bed € € €
5 bad x x x
6 bard a: &1 a:
7 cot D D a:x
8 caught o1 o1 o1
9 cooked U (§) (§)
10 boat QU ou oU
11 coot u: u: u:
12 cut A 4] A
13 curt 31 31 31
14 buy a1 al a1
15 bout av av av
16 boy o1 o1 o1
17 mere 19 19 I
18 mare €9 €9 €
19 mire arg a1o a1
20 moor or U9 [§]
21 about 9 ) )

guage, has also traditionally focused on the smaller units of human language,
such as the consonants and vowels we have been discussing.

However it is also clear that, in addition to the individual sounds of lan-
guage, there are features of the sound of speech that extend beyond these
units. Although connected in intricate ways with the meaningful aspects of
language, there are some things that we can investigate on a purely phonetic
basis in order to find out what patterns are evident in human language in
general and, for the purposes of this book, in English in particular.

1.6.1 Syllables in English

One feature of all human languages is the way that consonants and vowels
work as groups to form syllables. Because vowels are formed by a shape of the
mouth and consonants by a constriction of the airflow from the mouth, vow-
els tend to be more resonant and thus more salient to hearers than conso-
nants. It is almost as though vowels are the fabric of the language, and they
are bordered, cut up or delineated by the harder lines of the consonantal
sounds. You can easily speak a sentence pronouncing only the vowels, but a
hearer will find it difficult to decipher and work out where the individual
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sounds end. If, on the other hand, you try to articulate the same sentence
with only the consonants, the task will be almost impossible and you will
find little vowels creeping in between the consonants to make it feasible. Try
these two experiments with the following sentence: No one could think of the
answer to the question.

So it seems to be the case that vowels are the centre of linguistic syllables,
and indeed the English syllable is, at its simplest, made up of a single vowel,
as in the word eye or oh and many syllables in longer words, particularly
unstressed syllables, as in afraid .

One of the distinguishing features of different human languages is their
syllable structure, and it is the number and range of consonants that can
occur before and/or after the vowel that makes this distinction. A very com-
mon pattern of syllable in the world’s languages is the simple ‘open’ syllable,
which has a single consonant before the vowel, as in English words such as
my, car and who. This CV (consonant-plus-vowel) format is also the early syl-
labic form learnt by children when they acquire their first language.

Initial consonant clusters in English have a minimum of zero and a max-
imum of three consonants, and final consonant clusters have a minimum of
zero and a maximum of four consonants. The structure of the English sylla-
ble is often represented as follows: c(0-3)yc(0-4)

Thus the smallest syllable can be made up of a single vowel (V), and in the-
ory the largest syllable could be made up of seven consonants and a vowel
(CCCVCCCCQ), though in fact the most complex initial and final consonant
clusters never occur in the same syllable. In the next section we shall investi-
gate the combinations of consonants to be found in syllable-initial and sylla-
ble-final positions.

Another common way of presenting the structure of the syllable is to refer
to the different sections as onset, nucleus and coda, and to represent them
as having the relationship shown in Figure 1.12.

Rhyme

Onset Nucleus Coda

Figure 1.12  Syllable structure
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The onset, is the initial consonant cluster, and the rhyme (which is the sec-
tion of the syllable that needs to be identical for full rhyme) is made up of the
vowel (the nucleus) and the coda (the final consonant cluster). Note that on
occasion in English a sonorant consonant — a nasal /m/, /n/ or /g/) or an
approximant /w/, /r/, /1/ or /j/ — may take the place of a vowel as the nucleus
of the syllable. These ‘syllabic’ consonants will be explored in Chapter 3.

1.6.2 Consonant clusters

The possible consonant combinations in a language is sometimes known as
phonotactics. In English, as we have already seen, there are a maximum of
three consonants before the vowel and four after. In fact the occurrence of
four consonants is very rare indeed. Even when there is a possibility of pro-
nouncing four consonants together the processes of assimilation and elision,
which involve sounds changing to be more like their neighbours or being
missed out altogether, usually ensure that this number is reduced. Take for
example the word sixths, which theoretically could be pronounced /siks6s/.
Most speakers would pronounce it /sik@s/, with the middle /s/ missing. Try
saying this word, or the word twelfths (/twelfBs/), and see how hard it is to
pronounce all four of the final consonants. See Chapter 2, Section 2.3, for
more on these processes.

The onset of English syllables may be empty (no consonant), but when
there is a single consonant any of the English consonants may occur, except
/n/ and /3/. When there are two initial consonants, the first one cannot be
/h/, an affricate (/tf/or /d3/) or a sonorant. This leaves the two ‘obstruent’
classes: the plosives and the fricatives (though note that /h/ is excluded,
despite being a fricative).

The initial CC syllable cluster in English is made up of obstruents followed
by sonorants such as /pl/, /kr/, /tw/ and so on, as in plane, crisis and tweed.
You will notice that the spelling (and also the transcription) of these CC con-
sonant clusters shows only voiceless obstruents in the initial position. The
reason for this is that the difference between voiced and voiceless obstruents
is neutralised in this context. Try saying an invented word such as blane, gri-
sis or dweed and you will see that they are too similar to plane, crisis and tweed
to be useful as independent English words.

The only additional consonant that can be added to this pattern in the
onset of English syllables is /s/, which can be added to the beginning of CC
clusters, as in /skr/, /str/, /spl/ and so on. Thus we have sprain, strain and
spleen, amongst others.

The coda is left unfilled more often than the onset. When it has a single
consonant this can be any consonant except /w/, /j/ and /h/. When the clus-
ter has two consonants, in theory any consonant can be followed by an
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obstruent, for example /pt/, /[t/ or /nk/, as in apt, fished and ink. In Chapter
2 we shall see that this is not the whole story, as consonants can affect other
consonants adjacent to them. In principle, however, the rule holds.

The final part of the syllable, the final consonant in a CCC coda, is the mir-
ror image of the initial cluster, with /s/ being the only consonant allowed to
occupy this position. Examples include /nks/ and /fts/, as in sinks and lifts.

To summarise, in English the syllable is made up of the following elements
(with optional parts in brackets):

(/s/) + (obstruent) + (sonorant) + verb + (any consonant [except for /w/,
/j/ and /h/]) + (obstruent) + (/s/)

Whilst this structure describes all the combinations that do occur, there are
some that it allows for but do not occur. These include initial consonant clus-
ters such as /sr/, which can be articulated by English speakers but happen not
to occur in any known English words.

1.6.3 Word stress

Another feature of the sound pattern of human language is what is known as
‘stress’. This comes in different forms, some of them more meaningful and
structural than others. In English, word stress is usually phonetic in that it
does not contribute to meaning and is not connected to the structure of the
words in any evident way.

Although speakers are aware of some differences in stress in their speech
they are not always clear about what makes a syllable prominent. Whilst we
may assume that it is likely to be loudness (intensity or amplitude) that has
this effect, acoustic phonetic investigations have shown that pitch change
(frequency) and duration can be just as important in making syllables stand
out, and in some cases more so.

In comparison with some languages English has free stress, which means
that it does not occur regularly in the same place in the word, although there
is a preference for stress not to be placed on the first syllable of multisyllabic
words. Other languages have regular stress patterns, such as putting the stress
on the penultimate syllable (for example Spanish), but the stresses in English
words have neither this regularity nor any meaningful significance, except
when they are used for emphasis or contrast.

If you take a range of multisyllabic words, almost any positioning of the
main stress is apparently possible, with little or no connection to grammati-
cal class or meaning. In the following list there are two-, three- and four-syl-
lable words, with stresses (underlined) in most of the possible positions:
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Two syllable: hopeful  persuade
Three syllable: culpable fantastic undermine
Four syllable: terrorism  enormity  superstition

Although there is no consistent pattern of stresses that match either gram-
mar or meaning, there are a few cases where the phonology of two words is
identical except for the stress pattern and some noun-verb pairs where the
stress is what indicates the word class. So the words below and billow are dif-
ferentiated in many English accents by the stress placement alone:

/bilau/ (below) /bilov/  (billow)

There is also a growing tendency (particularly, but not only, in American
English) to make noun-verb pairs conform to the following stress difference:

/kontra:st/ (contrast, n.) /kontra:st/ (contrast, v.)

Thus a change is currently taking place with words such as address, which
is traditionally stressed on the second syllable in British English but is increas-
ingly being regularised to the distinctive pattern because of the influence of
American pronunciations:

Jedres/ (address, n.) [odres/ (address, v.)

Note that there is a tendency for the unstressed vowel to be reduced to schwa,
though not in all cases.

In longer English words there is often thought to be more than one stressed
syllable. Some phoneticians identify three and four levels of stress, and gen-
erative phonologists have been known to theorise an infinite number of dif-
ferent stress levels, though these are not necessarily able to be heard by the
naked ear. What is clear is that there is always one main stress, and sometimes
other syllables also appear to have some degree of prominence. In five-sylla-
ble words the main stress (underlined) and other stresses (highlighted) are
usually separated from the main stress by an unstressed syllable, causing the
kind of iambic rhythm (unstressed syllable followed by stressed) that is not
only typical of Shakespeare but is also claimed to be typical of English in gen-
eral. In the following notation above the transcription of the word possibility
the oblique stroke represents stressed syllables, and ~ , represents unstressed
syllables:

T T
po sI br I ti:
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Further reading

It can be helpful to read more than one description of the same phenome-
non, particularly when the concepts are difficult to grasp. Slightly greater
detail and depth on basic articulatory phonetics can be found in Roach
(2001), which is related specifically to English and would be useful for stu-
dents working only with the English language.

For readers who wish to pursue the study of phonetics beyond the basic
introduction given here the two volumes by Ladefoged (1993, 2000) provide
accessible and lively introductions to the subject. Although acoustic and
auditory phonetics are not considered here, readers who wish to learn about
the subject should read Johnson (1997); Ladefoged (2000) also discusses the
acoustic features of human speech. For readers who are interested in the more
theoretical aspects of the study of speech sounds, Laver (1994) is a good place
to begin.

There are many websites that provide explanations and illustrations of
articulatory phonetics. These vary in quality, but those associated with
University courses are often helpful. The website of University College
London’s Phonetics and Linguistics Department (www.phon.ucl.ac.uk) is a
reliable and interesting place to begin, and it has many tutorials and exercises
on recognition of sounds and practice in transcription. Another useful web-
site for general support on these topics is that of Washington University
(faculty.washington.edu/dillon/PhonResources/vowels.html), which has
George Dillon’s comparisons of British and American vowels, amongst other
things. Macquarie University website considers the speech sounds of
Australian English (www.ling.mq.edu.au/speech/phonetics/topics.html), and
this site also has a useful explanation of the difference between broad
and narrow transcription (www.ling.mq.edu.au/speech/phonetics/
transcription/broad_transcription/broad_transcription.html). Although we
have treated American English as though there were a single accent, in real-
ity there is considerable variation, particularly in the case of vowels. The Atlas
of North American English (Labov et al., 2005) is based on work carried out at
the University of Pennsylvania and its website is very informative on the
range of sounds in different American accents (www.ling.upenn.edu/phono_
atlas/home.html).



CHAPTER

2  Phonology

Introduction: English speech sounds

Phonology is the study of the sound system of particular human languages,
including dialects and other language varieties. At this level of study it may
seem to be similar to the study of phonetics because the transcription systems
used are quite similar, but you should remember that the principle behind
the discussion in this chapter is quite different from that in Chapter 1, which
considered how human beings use their vocal apparatus to produce speech
sounds in general. Here we are concerned with the range and type of sounds
made in English in particular, and we shall look at how sounds translate into
meaningful speech.

As with all aspects of linguistic study there are a number of ways of
approaching the study of phonology, and these are based on different theo-
retical positions and their related models of how language works. Here we
shall mainly follow the structuralist approach to the phonology of English,
although other theories and models will be touched upon. The reason for this
choice of approach is that it provides the most workable system of descrip-
tion for relative newcomers to linguistics. Many researchers in phonology use
at least a modified version of the structuralist model, and some use a largely
generative model, but these are not easily assimilated and in general do not
provide a useable transcription system, which is one of the great strengths of
the structuralist model.

One of the principles of the structuralist model of language is that the
meaning-potential of units in the language (sounds, words, phrases and so
on) is based on their relationship with each other rather than, for example,
their relationship with the world they describe. This is true in phonology,
where the focus on individual speech sounds is not concerned with detailed
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differences of sound, as is the case with phonetics. Instead, what phonologists
are interested in is how sounds differentiate meaning, and therefore how
many sounds are needed to produce all the different combinations a language
requires.

Let us look at a couple of examples where phonetics and phonology treat
the same material differently. Say out loud the words lake and kill, in as nat-
ural a way as possible. If you listen very carefully you may notice that the two
‘1’ sounds and the two ‘k’ sounds are rather different. In the case of ‘l’, the one
that appears at the beginning of the word is pronounced further forward in
the mouth than the one appearing at the end of the word. This is not neces-
sarily true of all languages, but is generally true of many accents of English.
We call the first kind of ‘I’ ‘clear’ and the second kind ‘dark’. These will be
explored in more detail in later sections of this chapter. As far as the ‘k’ sound
is concerned, you ought to have noticed that the initial occurrence in kill pro-
duces more audible breathiness than the one occurring at the end of a word.
This is called aspiration. If you pronounced the word lake too carefully, this
difference might not have been noticeable, but if you now put another word
after it you may find the /k/ sounds less aspirated. Try lakeside to see if that
works.

Although we can perceive these differences in pronunciation, English does
not treat the two ‘I’ and ‘k’ sounds as different units because they do not sig-
nificantly alter meaning. Try swapping the sounds round, so that you pro-
nounce the initial /k/ without aspiration (it is difficult to do) and the final /k/
with aspiration - or initial /1/ as dark and final /1/ as clear. Whilst there may
be a slight strangeness in the resulting pronunciations the words remain
essentially the same; that is, they are the same English words but pronounced
a little oddly.

Phonology is interested in regular variants of this kind, but its initial task
is to consider the significant meaning-changing speech sounds of the lan-
guage, leading to what is known as a broad transcription system; that is, one
that does not include detailed differences in pronunciation but only differ-
entiates between meaning-changing sounds.

If you look at the letter A in a number of different people’s handwriting
you will see an enormous variation in the precise shape and size of the let-
ters, but you will still recognise them as letter A, unless the handwriting is so
bad that you can not decipher it (Figure 2.1).

This situation, whereby the ‘concept’ of a letter is idealised but we learn to
recognise all sorts of variants as belonging to the same form, is analogous to
the situation with phonemes, which are similarly idealised as a concept but
are realised rather differently in different accents of English. Compare, for
example, the /a:/ vowel in the word car when it is spoken by a Southern
British English speaker and by a person from Leeds or the United States. The



46

DISCOVERING LANGUAGE

Figure 2.1 Different handwritten versions of the letter A

Southern British English version will be the standard cardinal five vowel in
Daniel Jones’ (1956) chart, [a:], whereas the Leeds version, and many
American versions, will be more fronted, and thus strictly speaking nearer to
cardinal four, [a:]. Another example is the more aspirated /t/ in the Liverpool
accent, which at times is also fricative in nature, almost like [ts]. This does not
mean that there is a different number of phonemes in the Liverpudlian
accent, just that their precise variant is different from that of others.

To sum up, the difference between phonetics and phonology is that pho-
netics tries to get as close as possible to describing exactly what is going on in
the mouth, whereas phonology is only interested in the extent to which
sounds are contrastive in the language; that is, cause meaning change. This
difference is analogous to the difference between studying an alphabet sys-
tem and analysing handwriting styles or fonts.

Phonemes

The meaning-changing sounds of any language are called phonemes in
many phonological descriptions, and it is a useful term to describe the con-
cept of abstract sound segments that have the function of changing meaning
in a particular language and also tend to have a core of phonetic features that
identify them. In English the phonemes have slight regional variations, but
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in most cases there is approximately the same number of phonemes, even if
the pronunciation of some of them varies.

There is a sense in which the notion of the phoneme is artificial, as the
stream of speech is usually continuous and the division between the individ-
ual sounds is therefore non-existent. Our ability to cut up this stream into
segments, then, is partly based on perceptual properties of the sounds them-
selves (for example the resonance of vowels) and partly a convenient ‘fiction’
that analysts have been able to exploit to further the study of speech. It is
probably the case that our familiarity with alphabetic writing systems has
influenced the evolution of phonemic analysis, but it should be noted that
the alphabetic writing system itself probably evolved in response to the
human ability to discriminate focal points in a continuous stream of sound,
and to identify them consistently.

2.2.1 Minimal pairs

Although this book does not require you to find out for yourself what the list
of English phonemes is, you may understand the sound system better if you
are told a little about how the list was arrived at in the first place. The way in
which early linguists (of the twentieth century) set about working out the
phonemes of any language (including those which had never been written
down) was to transcribe as closely as possible a number of simple words in the
language, and then work out, with the use of minimal pairs, where a single
change of consonant or vowel made a difference to the meaning. In the case
of English this was easy to do, as the investigators were English speakers.
However the discovery procedure, as it was called, was also used to record a
great number of unwritten native languages in places where anthropologists
had to ask local people whether two apparently quite similar utterances were
identical or different in meaning, in order to work out not just the grammar
and vocabulary of the language but also its phonology.

Minimal pairs are sets of words (often, but not only, pairs) that differ pho-
netically, but only in one way at a time. For example the following English
words differ in only their initial consonant:

pot, tot, cot, hot

This set of words provides evidence that the sounds /p/, /t/, /k/ and /h/ are
phonemes of English, because it makes a difference which one you say in the
identical context of the vowel /p/ followed by a /t/. The similarity in their
pronunciation is evident in the spelling as well as the transcription, but more
complex words do not have straightforward spellings in English and tran-
scriptions are needed to show that the words are indeed minimally different.
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Table 2.1 Minimal pairs/sets demonstrating English phonemes

Minimal Pairs . . . or... Sets Phonemes
pot/pot/ tot/tot/ cot/kot/ hot/hot/ /ptkh/
big/big/ dig/dig/ gig/g1g/ /b d/
me/mi:/ knee/ni:/ /mn/
rim/rim/ ring/rin/ /m y/
fast/fa:st/ vast/va:st/ /fv/
thigh/0ar/ thy/da1/ /0 0/
Sue/su:/ zoo/zu:/ shoe/[u:/ /sz [/
leisure/le3a/ letter/leta/ /3t/
church/tfa:tf/ lurch/13:tJ/ 1t/
yes/jes/ less/les/ ARY
white/wait/ right/rart/ /wr/
jeep/d3ziip/ seep/siip/ /d3 s/

Table 2.1 contains a group of word sets and pairs that between them demon-
strate the meaning-making potential of all the consonants in English (at the
end of each line is a list of the phonemes that have been introduced by each
set of words).

Note that most of the transcriptions are identical except for the initial
sound, though some of the spellings are not so similar. The only pairs that
have a difference in the middle or end of the word are leisure/letter and
rim/ring because the palatal fricative, /3/, and the velar nasal, /g/, do not occur
at the beginning of words in English.

If you look back at section 1.5.6 you will see that the illustrative words
given to show the vowels in English are also in minimal sets/pairs. In the fol-
lowing example they are again, but a single addition (see if you can spot it)
and set out differently to emphasise the minimal sets.

bead/bi:d/, bid/bid/, bed/bed/, bad/bad/, bard/ba:d/ (/iz 1€ & aif)

cot/kot/, caught/ko:t/ (/o 21/)
cooked/kukt/, caked/keikt/ (/uer))
coot/kurt/, curt/kait/, cut/kat/ (/uz 31 A/)

bay/be1/, buy/bai/, boy/ba1/ (/er a1 o1/)

boat/bout/, bout/bauvt/ (/ou av/)

mere/mi1a/, mare/mea/, moor/mua/ (/19 €9 UI/)
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The only vowel that cannot be put into a minimal pair is schwa, /a/. This is
because it only occurs in English as an unstressed vowel, and by their nature
the other vowels will not appear in the same context as they are usually
stressed. Some phonologists argue that schwa is not really a phoneme at all
because it does not make a meaningful difference. This question will be con-
sidered in the next section. In the meantime think of some words that could
contain schwa (for example the or of) and consider whether it makes a dif-
ference to use schwa or the so-called ‘full’ vowel. Can we say the as both /da/
and /0i:/ and of as both /av/ and /pv/, and does it make any difference to the
meaning?

2.2.2 Allophones

Once phonologists have identified the set of phonemes that make up a lan-
guage it is useful to work out the range of variation of each phoneme, and
whether and to what extent these variable pronunciations occur in a pat-
terned way. The variants of phonemes are known as allophones. These are
usually phonetically similar to each other and have what is known as a com-
plementary distribution. This means that the different allophones occur in
distinct places in the syllable structure and therefore are not strictly inter-
changeable, although as we saw earlier they can be exchanged with no loss of
meaning and only a little strangeness of sound. Thus if aspirated /p/ (pho-
netically [ph]) occurs only at the beginning of syllables in English and unaspi-
rated /p/ only at the end, they are likely to be considered two ‘realisations’ of
a single phoneme, /p/. If this is so, you should be able to replace one by the
other without any damage to the sense, though it may sound a little odd. If
you say the words pie and keep with an aspirated and unaspirated /p/ in each
position, this point should be evident in the odd but recognisable pronunci-
ations of these words.

The aspiration of initial voiceless plosives in English is one example of a
similar patterning of allophones across different phonemes. Thus /p/, /t/ and
/k/ are all aspirated in the syllable-initial position and are usually unaspirat-
ed or even unexploded at the end of syllables. The unexploded version con-
sists of a simple closure of the articulators, with no subsequent escape of air.
If you are having trouble recognising the aspiration it can be made visible by
holding a small piece of paper to the tip of your nose and letting it hang
down in front of your mouth. Aspirated sounds will make the paper jump
considerably more than unaspirated ones.

The phoneme /t/ is a special case amongst the voiceless plosives as it fre-
quently has a number of other allophones, depending to some extent on the
accent of the speaker. Thus in the syllable-final position, as well as in the
unaspirated version, in many cases /t/ transfers its place of articulation to the
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glottis, and this results in a glottal stop. Try saying but, pit, and sat to estab-
lish whether you use a glottal stop or simply an unexploded plosive version
of /t/. You may find that you do both - that your tongue is clamped tightly
against the alveolar ridge but there is also a tightness in the glottis, produc-
ing a glottal stop as a secondary feature of the sound. Some speakers also use
the glottal stop in internal positions in the word, as in butter, matter or bottle,
though this variant is not always consistent within a single speaker’s accent
and can vary according to the formality of the situation and the of constraint
the speaker is under to speak formally.

Another regular variation in English phonemes is the case of /l/, which has
already been described as having clear (alveolar) and dark (velar) allophones.
The alveolar allophone occurs initially (for example in words such as linger or
lounge) and the velar version occurs after vowels (for example in words such
as feel or cool). Note that for some speakers, such as those with urban accents
in the south-east of England, the dark /I/ has become even less like a conso-
nant and is often described as being vocalised because there is no contact
between the articulators. In fact it almost becomes the same as a /w/, though
since most /w/ phonemes are not pronounced at all in the word-final posi-
tion we cannot argue that the two phonemes have merged into one. Try say-
ing the words fuel /fju:l/ and few /fju:/ and note that the second one involves
no discernible movement of the articulators, which would indicate the pres-
ence of a consonant, though the first does have the ‘swoop’ that is typical of
approximants. Although the difference between the alveolar and velar later-
al approximant, /1/, is not significant in English, this is a phonemic distinc-
tion in Russian, which effectively has two /l/ phonemes.

2.2.3 Free variation

The allophones introduced in the previous section have complementary dis-
tribution - that is, they occur in different contexts (for example syllable ini-
tial or final). There are some variants of phonemes that are less patterned
than this, and vary according to the accent of the speaker and the context in
which she or he is speaking. This is known as free variation. The glottal stop,
introduced as an allophone of /t/ in the previous section, is both patterned
by context (that is, it occurs most often at the end of syllables, less often
between vowels and almost never at the beginning of words) and also varies
in these positions, even in the case of individual speakers. But some variants
are not restricted to positioning, and vary according to the speaker’s accent
and the extent to which he or she is trying to ‘speak properly’.

For example, /6/ and /0/ are realised as /f/ and /v/ in some accents, partic-
ularly working-class London accents (see the BBC soap opera, Eastenders, for
some examples). For some accents of English, /l/ is always ‘dark’ (velar). This
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is particularly true of some Glaswegian accents. In Liverpool some Scouse
speakers have a /t/ phoneme that is so highly aspirated it is almost fricative,
and unlike in other accents this is consistent wherever it occurs, not only in
syllable initial positions:

take [tSe1k], right [ra1tS], water [wo:tSo]

Note that although allophones are part of the phonology (the sound system)
of language, they sometimes require a more narrow transcription than a
phonemic one in order to capture some of the phonetic detail of the variants
of phonemes as they are actually spoken. In this case the /t/ phoneme is
accompanied by a superscript diacritic, indicating that although the sound
starts out with a closure typical of a plosive sound, the release of the closure
is less explosive than is normally the case, and the more gradual opening of
the articulators allows for some friction to occur before the sound is com-
plete. It is articulated in a similar way to the affricates /t[/ and /d3/, though
it takes place a little further forward than these.

Table 2.2 summarises the English phonemes in groups according to their
manner of articulation (consonants) and their front or back position in the
mouth (vowels). Other aspects of their phonetic description, and examples of
words in which they are found, can be revised by rereading Chapter 1.

Table 2.2 Summary of English phonemes

Symbols
Consonants:
Plosives (voiceless) /ptk/
Plosives (voiced) /bdg/
Nasals /mn g/
Fricatives (voiceless) /£0s [h/
Fricatives (voiced) /vozi3/
Affricates /tf d3z/
Approximants (semivowels) /wrlj/
Vowels:
Simple vowels (front) fitte &/
Simple vowels (back) /ar Aporvui/
Simple vowels (centre) /9 31/
Diphthongs (fronting) /er a1 o1/
Diphthongs (centralising) /19 €3 U9/

Diphthongs (backing) /ou au/
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Connected speech

So far we have treated phonemes as separate segments of the stream of
speech, but many modifications occur when these segments are put together
in connected speech, particularly when the speech is fast and informal, and
precise articulation or consciousness of accent are not priorities. You may be
able to think of occasions when you are very careful about your articulation,
such as when reading something aloud on the phone for another person to
write down, or when trying to make a good impression at an interview for a
job where your speaking voice would matter, for example as a telephone
receptionist. On such occasions we do tend to place one phoneme after
another, with individual phonemes having no interaction with or effect upon
each other.

The following example is an extract from a children’s book (Henderson,
1995), transcribed as it might very carefully be read to, or by, a young child.

seem on 09 big mafiinz

seem Oo smo:l lartkd big mofiinz hi: latkd dom beto don wot [1n tiz vir o:
woilks m &9 pa:k o frendz houm fo tir hiz fervrit wer to spend o der
woz wot 1y traektaz on digoz 6Ampaz on dampaz buldouzoz roudrouloz
paildraivaz pamps

It is good practice for you to read phonemic transcriptions of this kind in
order to get into the habit of seeing the sounds of language, rather than their
spelling. If you find it a struggle to understand any of this passage it is repro-
duced below, but please do not look at it until you have tried to decipher the
transcribed version. The best way is to read out the sounds as they appear,
and you will hear yourself utter words that you were not able to read off the

page.

Sam and the Big Machines

Sam the small liked big machines. He liked them better than watching TV or
walks in the park or friends home for tea. His favourite way to spend a day was
watching tractors and diggers, thumpers and dumpers, bulldozers, roadrollers,
piledrivers, pumps (Henderson, 1995, pp. 1-4).

Note that the transcription mostly shows words in the form they would take
if they were quoted alone, for example in a list of unrelated items. There are
a few exceptions; even in a careful rendering of this passage the word for
would probably be articulated not as /fo:/ but as /fo/, with the unstressed
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vowel being reduced to a schwa. Similarly the word the is almost always pro-
nounced as /89/ rather than /di:/. These words are grammatical items that do
not carry the semantic content of the text, and therefore do not usually carry
any stress in context.

You will also see that the transcription has no gaps between words, no
punctuation and no upper-case letters. This is because phonemic transcrip-
tion is trying to replicate the effect of connected speech, and not the con-
ventions of the written language. When we are speaking, particularly infor-
mally, we very rarely speak in complete sentences of the kind that are typical
in the written language. This does not mean we are using the language badly;
it just means that the grammar of the spoken language is different from that
of the written language. The book by Carter and McCarthy (2005) is a com-
plete grammar of the spoken language, based on a corpus of recorded speech.
It treats the grammar of speech as a complete language system in its own
right, instead of a pale and inadequate reflection of the written language, as
it has often been treated.

The features of connected speech fall into two categories. There are those
features which result in the adaptation of the segments (phonemes) to their
surroundings. These are discussed in the rest of this section. The second cat-
egory consists of features of sound that are not segmental but are spread over
a number of phonemes and introduce meanings that are additional to the
meanings of the words themselves, as well as additional to the combination
of meanings made by the grammatical arrangements of the words. These are
known as suprasegmental aspects of the phonology of English because they
are overlaid upon the segments and include intonation and stress, which will
be introduced in Section 2.4 below.

2.3.1 Assimilation

One consequence of putting phonemes together in close proximity is that
they sometimes become more like each other than they would be in isolation.
This is mainly because it is easier to articulate quickly if the sounds are close
together in the mouth, or similar in manner of articulation. The forms of
assimilation in English can either be anticipatory (also called regressive) or
retrospective (also called progressive); in other words a sound might become
more like the subsequent sound (anticipatory) or more like the preceding
sound (retrospective). We shall consider examples of both kinds of assimila-
tion below.

As well as the direction of assimilation, we also need to consider the type
of merging that is happening. You will remember that consonants are defined
by a VPM (voice, place, manner) description. Each of these features can be the
basis of an assimilation, though some are more common than others. Thus a
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consonant may be voiced or devoiced to match the preceding or subsequent
consonant, it may change its place of articulation to be closer to or at the
same place as the preceding or subsequent consonant, or it may change its
manner of articulation to match the preceding or subsequent consonant.

Let us consider some short phrases in English where assimilation may hap-
pen in fast connected speech. Table 2.3 provides examples of anticipatory (or
regressive) assimilation.

The assimilations in the table are all consequences of putting words togeth-
er, and of the end of the first word anticipating some aspect of the beginning
of the second one. The assimilation occurring in bad man is very common,
with many word-final plosives assimilating to a following plosive or nasal,
particularly towards the bilabial place of articulation or the velar position, as
in fine candles /faipkaendoalz/. You may be able to think of other examples,
such as right place /raipplets/, hard bread /ha:bbred/ and wrong colour /ropkala/.
Note that in some cases the assimilation technically makes two apparently dif-
ferent English words sound the same. Take right and ripe, for example. In the
sentence Get me the right [ripe] mangoes it can be very difficult to distinguish
them: /gepmiidaraipmengouz/. What speakers usually do in such situations
is to use the context and semantics to work out the most likely word, which
in this case is probably ripe, though one could imagine a situation (a fruit
wholesaler perhaps) in which right could be the correct meaning. Of course
when there is genuine confusion the speaker has the option of repeating the
sentence with a clear break between the words, in which case the assimilation
is not likely to happen. It is also likely that, in an effort to make absolutely
clear which plosive is occurring, the final consonant will be aspirated, though
in general this is not the normal allophone for final positions.

Incidentally there are a number of other assimilations in the transcribed
sentence: /gepmiidoraipmangouvz/. The word get assimilates to the manner

Table 2.3  Anticipatory assimilation in English phrases

Orthographic Careful Assimilation Type of

version pronunciation assimilation

Bad man badmen babmen Place — alveolar to bilabial
Good times gudtaimz guttaimz Voice — devoicing

Good night gudnart gunnart Manner - plosive to nasal
Fine candles fainkaendoalz famkendoalz Place — alveolar to velar
Give me grvmiz gimmi: Place/manner — labiodental

to bilabial and fricative to
nasal
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of articulation of the subsequent bilabial nasal in /gepmi:/, and there is
assimilation within the word mangoes, where the nasal consonant assimilates
to the subsequent velar plosive, becoming /g/ rather than an alveolar /n/.

The examples of assimilation of voicing (good times), manner (good night)
and place/manner (give me) all result in a double-length consonant of an
identical kind: /guttaimz/ and /gunnait/. The double consonant is qualita-
tively different from the single one, and therefore cannot be seen as a ‘miss-
ing’ consonant. They are like the double consonants of Italian, where instead
of two separate closures followed by two releases, there is one extra long clo-
sure phase followed by a normal release, whether plosive or nasal in nature.
These examples are less widespread than the place assimilation discussed
above. They tend to be used more by some speakers than others, and only in
the most informal and fast speech. You may find that you do not recognise
these features in your own speech, but if you try saying them with the assim-
ilation you may be able to hear that they are familiar to you from others’
speech. The earlier examples of place assimilation are very common indeed,
and if you are convinced that you do not use them it is probably because you
are being overly influenced by the spelling. Try to say them fast and listen
carefully to the sounds being made. Note that common examples can be
given an orthographic form that occasionally becomes the standard way to
indicate this pronunciation: gimme is an example of this.

Progressive assimilation, where the first of two adjacent consonants affects
the second one, is common in grammatical contexts, particularly between
parts of a word but not so frequently between words themselves. To start with
the common morphological assimilations, let us look at the plural of nouns,
the third-person present tense of verbs and the possessive suffix in English
(Table 2.4). In each case the grammatical morphemes (that is, suffixes) appear
in the spelling as an ‘s’, and in each case the pronunciation depends on the
preceding consonant.

What happens in each case with these grammatical additions to the word
is that the morpheme is pronounced /z/ to match the voicing of all preced-
ing voiced consonants and vowels, except for sibilants. It is pronounced /s/
to match the voicelessness of all voiceless preceding consonants, except sibi-
lants. And because sibilant sounds are too similar to the morpheme itself to
be heard clearly, an additional vowel is inserted in these examples, making
the pronunciation of the morpheme in each case /1z/.

These assimilations between morphemes are, in a sense, part of the system
of English and it is not possible to articulate a ‘careful’ version where they do
not happen. However the process is very similar to the assimilation between
words. Progressive assimilations between words often include the phoneme
/0/ as the first consonant of the second word, and it is usually assimilated to
the place and manner of articulation of the preceding consonant, resulting in
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Table 2.4 Progressive assimilation in English words

Preceding plural nouns Third person Possessive
consonant singular present

tense
Voiced (including  Dogs /dpgz/ Plays /ple1z/ John's /d3pnz/
vowels but not
sibilants)
Voiceless (not cats /kaets/ Fights /farts/ Kate's /kerts/
sibilants)
Sibilants (voiced Horses /hoisiz/  Kisses /kisiz/ James’s /dzeimziz/

and voiceless)

a double consonant of the kind we saw earlier. Table 2.5 shows some exam-
ples of this kind of progressive assimilation.

The words affected by this kind of assimilation are mostly grammatical
words, which are less likely to carry sentence stress and are therefore more
susceptible to change than the lexical words preceding them.

Progressive assimilation of voicing is not as common between words as with-
in words where initial consonant clusters often have a devoiced second conso-
nant. Try saying the following words but stop before the vowel in each case:

small, slap, slush, trap, class, crush.

You should find that the /m/, /1/ and /r/ phonemes are effectively voiceless,
as a result of following the voiceless /s/ consonant. What is happening here
is that phonemes that are regularly voiced in English (there is no such thing
as a voiceless nasal, for example) are being pronounced as voiceless. This
makes no difference to the understanding of the words as they are effective-

Table 2.5 Progressive assimilation in English phrases

Orthographic Careful Assimilation Type of

version pronunciation assimilation

Who's this? hu:zd1s hu:zzis Place: interdental to alveolar
In that car moaxtka: mnakka: Place/manner: interdental

plosive to alveolar nasal

Save them servoom servvom Place: interdental to
labiodental
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ly allophones of the voiced phoneme and are only devoiced depending on
their context. Though the phonemic (broad) transcription cannot show
devoiced consonants of this kind, the phonetic (narrow) transcription can
use a diacritic of a small circle underneath the consonant to show devoicing:

small/smo:l/ (broad transcription), [smo:l] (narrow transcription)

There are also a few common phrases where progressive devoicing also hap-
pens regularly, to the extent that they are not often pronounced in any other
way. These include:

have to /hafto/ and used to /juistta/

A final type of assimilation is known as ‘fusion’, because, rather than one seg-
ment becoming more like another, the two segments both assimilate towards
each other, usually ending with an affricate as the resulting merged sound:

caught you [ko:tfui/, would you /wud3zu:/

In both cases the alveolar plosive /t/ or /d/ followed by a palatal /j/ sound is
replaced by the voiced or voiceless affricate, making the place of articulation
somewhere between the alveolar ridge for the original plosives and the palate
for the approximant /j/; in other words they occur in the post-alveolar place
of articulation of English affricates.

2.3.2 Elision

Another process that takes place in connected speech is elision, which involves
the loss of a sound that would be articulated in a careful pronunciation. The
most frequently elided consonants in English are /t/ and /d/, particularly when
they occur between other consonants, as in the examples in Table 2.6.

The loss of the alveolar plosive in these cases does not cause confusion
since there are no words that are otherwise identical to them, but lack the
alveolar consonants. Note that in some cases the elision causes two conso-
nants to be adjacent and this might also lead to an assimilation taking place.
In the case of windmill, for example, once the /d/ is elided the conjunction of
an alveolar and then a bilabial nasal /nm/ may well change further to a dou-
ble /mm/ sound, making the pronunciation easier and thus more rapid, with
/wimmil/ as the resulting pronunciation. Two further examples of this com-
bination of elision and assimilation are:

thousand points/@avzompoints/ and handbag/haembag/
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Table 2.6 Elision of consonants in English words

Orthographic version Careful pronunciation Elided version

handsome /hendsom/ /hansom/
windmill /windmil/ /winmil/
mostly /moustliz/ /mousli/
kindness /kaindnes/ /kainnos/
attempts [otempts/ [otemps/

Although it is extremely uncommon, these words can in fact be pro-
nounced with all of the missing consonants included and assimilations
avoided, though it would sound odd in normal conversation. There is a
famous example from Oscar Wilde’s play The Importance of Being Earnest, in
which one of the characters, Lady Bracknell, is told that the protagonist had
been found as a baby in a handbag. She reiterates this shocking fact in her
usual exaggerated manner, ‘A Handbag?’, with every vowel and consonant
pronounced in its fullest version; thus what would be /ohembeag/ in casual
speech is emphasised by being pronounced /ethendbeg/.

Although it is less common than elision of consonants, vowels may also be
elided. These elisions tend to be regular and conventional, and in some cases
have an associated spelling (Table 2.7).

Note that the full version of she’s (she is) will probably have an inserted /j/
consonant between the vowels because the transition from /i:/ to /1/ does not
result in a normal English diphthong. The modal and other auxiliary verbs
are also unusual in that in a number of cases the elision of a vowel also has
an effect on the previous syllable, a phenomenon that seems to be restricted
to the following verbs: shan’t, can’t, won’t and don't.

In some cases the loss of a vowel results in a consonant (usually /1/ or /n/)
becoming ‘syllabic’, which means that the consonant has to take the place

Table 2.7 Elision of vowels in English words

Orthographic version Careful pronunciation Elided version

She’s Jinz Jizz

Don't du:not dount
Geography dziiogrofi: d3pgrofi:
Police pali:s pli:s
Bottle botoal botl

Hidden hidon hidn
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of the vowel as the nucleus of the syllable, and therefore has a separate audi-
ble ‘beat’ or ‘pulse’. The words bottle and hidden are two-syllable words,
whether they include the schwa in the second syllable or not. It is often dif-
ficult to be sure whether the schwa is entirely elided, though there is a slight
difference in sound quality when the syllabic consonants are used, as the pre-
vious plosive tends to be released through the place of articulation of the syl-
labic consonant. Thus in bottle the /t/ has lateral release with lowered sides
of the tongue anticipating the /l/, and in hidden the /d/ is released through
the nasal cavity and can sound rather like a snort. The phonetic transcription
diacritic for syllabic consonants is a small vertical line under the consonant
concerned, as shown below:

bottle [botl] hidden [hidn]

To hear and feel the effect of the lateral and nasal release, try saying those
words very slowly, making sure you go directly from the /t/ or /d/ to the /1/
or /n/ without an intervening vowel.

2.3.3 Insertion

To aid the flow of speech, consonants and vowels are sometimes added to
words in a casual style when they would not be pronounced if the word was
said on its own. This is known as insertion. The most common examples
occur when the first word ends in a vowel and the second begins with a
vowel. The inserted consonants are usually approximants, /r/, /j/ and /w/,
because they are less consonant-like than the other consonants and detract
less obviously from the vowels in the two words. In some cases these conso-
nants are indicated in the spelling. The /r/ sound, of course, is pronounced
by some speakers of English, but is left unpronounced by many others, except
before another vowel, as in the examples in Table 2.8.

This use of approximants to make an easier transition from vowel to vowel
is not restricted to words such as these, where the spelling already anticipates

Table 2.8 Insertion reflected in the English spelling

Orthographic version  Careful pronunciation  Version with insertion

My aunt mara:nt marjaint
Your uncle joropkl Jjoirankl
Their in-laws deamnloiz dearinlo:z
Four antiques forentitks forrentitks

How awful havo:ful haovwo:ful
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Table 2.9 Insertions not reflected in the English spelling

Orthographic version  Careful pronunciation version with insertion

| understand arandostand arjandostaend
go under gouanda gowuanda

to others turadoz turwadoz

be optimistic birpptimistik bijoptimistik

the process and also reflects an earlier historical pronunciation. There are also
examples of the approximant being added when there is no hint from the
spelling of a likely insertion (Table 2.9).

Now study the following version of the passage from Sam and the Big
Machines (Henderson, 1995) that we looked at earlier. Note the changes that
have been made to demonstrate a possible rendering of this passage when
reading to an older child at greater speed and more informally.

sem n do bib mafi:nz

sem 00 smo:l larp bib mafiinz i: lart dom beto dnwot [1n tirvizj o1 works
m na pa:k or frenz sum fa ti: 1z fervrip wer ta spend o der woz wot [1n
trektoz n digaz 6Aampaz n dampaz buldovzaz rouvdroulaz paildraivaz
pAmps

Here the assimilations are found in the phrases /laip bib mofiinz/, /i: lait
dom/, /wot [1n tiivii/, /fervrip wer/ and /wrt [in treektoz/. These are all exam-
ples of assimilation to the place of articulation, and all are regressive. This is
the most common form of assimilation in connected speech. The elisions are
mostly of consonants: /it/, /oum/ and /1z/ are all missing the /h/ phoneme
and /frenz/ has a simplified final consonant cluster, with the /d/ elided. The
only elided vowels are the /o/ in and and than, which both result in a syllab-
ic consonant: /n/ and /81/. There is one example of insertion: /tirvir j or
works/. Here the positioning of two full vowels, /i:/ and /o:/, next to each
other allows a semivowel insertion to ease the movement from front closed
vowel to back half-open vowel.

Intonation and stress

Earlier we saw that words with more than one syllable may have a primary
(and sometimes a secondary) stress, and unstressed syllables too. These word
stresses are not generally meaningful, and were therefore discussed under the
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heading of phonetics, which is more concerned with the physical processes
of speech production than with meaning.

In this section we shall consider another layer of stress that operates at a
suprasegmental level and is known by different names, though here we shall
call it utterance stress. This level of stress allows speakers to give particular
emphasis to certain words, independently of the content or meaning (seman-
tics, see Chapter 6) of the words themselves.

Another suprasegmental system that we shall investigate is intonation.
This is related to utterance and word stress, because the stressed syllables of
words and utterances carry the pitch levels and changes that make up into-
nation. However it is more complex than stress alone, and will be considered
separately in the light of what we have already said on the topic of stress.

It is worth noting here that English does not use moving pitch as part of
the phonology of individual words. Chinese and other ‘tone’ languages have
words whose segments (phonemes) are identical, but when uttered with a ris-
ing or falling tone they mean something completely different. This is not true
of English and many other European languages, which reserve moving pitch
for more general meanings that apply to structures larger than the word.

2.4.1 Utterance stress

The first thing to recognise about utterance stress is that not every word
stress in an utterance will carry it. English is known as a ‘stress-timed’ lan-
guage, which roughly means that the stressed syllables of utterances are
spaced evenly in time, but unstressed syllables between them will be hurried
past if there are many of them. The following sentences have a progressively
larger number of unstressed syllables between the two (underlined) stressed
syllables:

John wants a cake (one unstressed syllable).

John does want a cake (two unstressed syllables).
John doesn’t want any cake (four unstressed syllables).
John doesn’t want any more cake (five unstressed syllables).

Though the notion of stress-timing has not been proven as an absolute phys-
ical reality (in terms of measuring the exact time between stresses), it does
roughly describe the tendency for English and other stress-timed languages to
operate with this internal clock regulating the spacing of the stressed sylla-
bles, and speeding up the unstressed ones when there are many of them.
Other languages, including Spanish, Italian and Russian, are known as sylla-
ble-timed languages and an approximately equal amount of time is allotted
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to each syllable, whether stressed or unstressed, giving them a rhythm that
may sound unusual to the English speaker’s ear.

The maximum number of utterance stresses that can occur in English
matches the potential maximum number of word stresses. This is roughly
equivalent to the number of lexical words, as opposed to grammatical words,
in the utterance. However it would become very tedious if all lexical words
were equally stressed, so there are normally fewer utterance stresses than this.
In the following sentence, if all the lexical words were stressed (underlined
here) the result would be odd, to say the least:

John Morris never walked into town without taking a large umbrella.

Try saying this sentence aloud with all the underlined words emphasised, and
then try saying it more naturally and see how few are likely to be given utter-
ance-level stresses. Depending on the context, there may be two or three
utterance stresses in a natural rendering of the sentence. We shall now inves-
tigate the most likely placing of significant utterance stress.

In order to understand fully the workings of utterance stress you may need
to read some parts of Chapter 5, and refer to the glossary where necessary.
Rather than repeating the grammatical information, the terms will be taken
as understood here. We shall be taking the clause as the basic building block
of utterances, but note that a range of different grammatical units can come
into play when considering suprasegmental phonology.

English clauses have an information structure that places the new and
therefore the most important information towards the end of the clause.
Utterance stress, when used neutrally, is normally associated with the final
clause element, and in particular its head (underlined):

The three men were wearing grey Suits.

What we mean by ‘neutrally’ is that the utterance stress does not make any
significant changes to the interpretation of the sentence as conveyed by the
words themselves. We are expected to understand the ‘given’ information
that there are three men, and the definite article is confirmation of this. The
verb element (were wearing) is not normally seen as producing ‘new’ informa-
tion, unless it is the final element in a clause (for example Michael Jackson was
ironing). The final clause element, the object (grey suits), is the new informa-
tion, and therefore takes the most prominent stress in this clause.

If this was all that could be said about utterance stress there would be no
choice in its placement, and it would therefore be a meaningless addition to
the phonetic features of the speech stream. In fact, because the main utter-
ance stress can be moved into different positions with resulting meaning
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changes, it is part of the phonological system. When the utterance stress is
moved to one of the other clause elements in a clause it is known as con-
trastive stress. This is because, unlike with the neutral placing of stress, the
result indicates an implicit contrast with another possible version of reality.
If, for example, we choose to stress the subject or the predicator in the sen-
tence we discussed above, the results would be as follows (with the implicit
contrast in brackets):

The three men were wearing grey suits (not the three women, children eftc.).

The three men were wearing grey suits (not buying, selling, washing them).

Although the emphasis does not indicate which of the options it is rejecting,
the point is that contrastive stress is rejecting something. Contrastive stress
produces the implication that what is being rejected has either been specifi-
cally proposed in the conversation by another speaker, or is somehow implic-
it in the context of the conversation.

So far we have only looked at cases of the stress being moved onto the
main (head) words of each clause element (subject and predicator). It is also
possible to place it on subordinate words, such as adjectives in noun phrases,
auxiliary verbs in verb phrases and even, though more rarely, grammatical
words.

The three men were wearing grey suits (not the four, seven, only man).
The three men were wearing grey suits (though you/he claimed they were not).
The three men were wearing grey suits (not red, blue or pinstripe suits).

The three men were wearing grey suits (not just any three men).

If you read these variants out loud with exaggerated stress on the underlined
words, it should become clear how contrastive stress works. You might like to
try this out with a sentence of your own (or the one given below). It is even
possible to emphasise individual morphemes in this way, but this implies a
contrast with another unit of the same level (that is, another morpheme): I
said he was disinterested (not uninterested). Note that the use of contrastive
stress within a word in this way results in a change in the word stress, which
would normally be on the second syllable in these words but here is moved
to the first for contrast. The following is a sentence for you to use to experi-
ment with contrastive stress:

I never thought you’d finish with him on New Year’s Eve!
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2.4.2 Tones

While stress is delivered by phonetic features such as intensity and duration,
as well as pitch changes, intonation is more closely related to pitch alone, and
in particular to pitch levels that slide upwards and downwards, rather than
moving in steps. Although steps in pitch are also part of the intonation pat-
tern of English, the major meaningful elements of intonation are the moving
tones. It is important to stress that here the word ‘tone’ refers to additional
meaning brought to English words and utterances by the movement of pitch.
The same term is often used when discussing ‘tone languages’ such as
Chinese, which uses moving pitch as an integral part of the phonology of
individual words, just like phonemes themselves. For the remainder of this
book, tone will be used only for its intonational meaning.

There are five major pitch patterns, or tones, in English, and these can be
attached to a single syllable or a number of syllables. For the time being we
shall consider them in relation to the single syllable word yes. Figure 2.2
shows the symbols used for the five major tones.

We shall discuss the meaning of the tones later, but in order to become
familiar with their sounds and some of their potential meaning, it is a good
idea for you to practice saying the word Yes (or No or other single words) with
the different pitch changes. Start by extending the length of the vowel and
exaggerating the pitch movements until you are familiar with them. Then
speed up and ask your friends and family to help you by performing them
too. When you are confident that you can hear the pitch changes at near nor-
mal speed, try listening to speakers on the radio and spotting individual tones
in their speech. Do not forget that not every word has a pitch movement of
this kind. Many words simply step up or down in pitch and do not slide in
the way that tones do.

Fall N VYes
Rise-fall /N Yes
Rise A Yes
Fall- Rise NN VYes
Level —»  Yes

Figure 2.2 The tones of English
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Once you have mastered the ability to recognise the five major tones you
should spend some time considering what they would mean in the different
contexts you might hear them. Note that you have been looking for, and pro-
ducing, tones on single syllables. Many tones are spread over a number of syl-
lables and you could try to identify these too. The spread of the tone begins
on the most prominent (stressed) syllable of the tone group and then con-
tinues the pattern of movement over the remaining syllables. In the case of
the standard clause-length tone group and the most neutral intonation pat-
tern, the pitch movement will begin on the head of the final clause element
and continue until the clause is finished:

The children were building “x sandcastles.

Note that the word sandcastles has three syllables, with the stress — and there-
fore the beginning of the pitch change — on the first. That leaves two syllables
in the remainder of the clause to continue to carry the falling tone of the into-
nation pattern. The symbol that indicates a moving tone is usually placed just
before the syllable where the movement begins. The tone pattern can contin-
ue over a number of words, as well as any remaining unstressed vowels, unless
they are so significant as to warrant their own tone group. The first of the two
sentences below has an extra clause element, on it, which is an adverbial prepo-
sitional phrase. This could form a separate tone group, but because it is so
short, refers to old information and is made up of unstressed syllables it is more
likely to continue the pitch movement that begins on the word sand. The sec-
ond sentence, by contrast, has a longer adverbial and seems to be bringing new
information into the utterance. It is therefore likely to have its own tone group,
with another pitch movement beginning on the main lexical word, beach:

The children were building “x sandcastles on it.

The children were building N\~ sandcastles | on the / beach.

If you read the sentence out loud you will hear how the second tone group
(on the beach) steps back up in pitch, in order to allow for the falling tone on
the final word. This stepping up (or down) of pitch between tone groups is
common and may sometimes be confused with moving tones. It is mostly a
question of practice to hear the distinction, but it is also important to under-
stand the grammatical structures of utterances as these indicate the most like-
ly placing of stresses and tones.

We shall look at a different approach to intonation in Section 2.4.4, but
here it might be useful for us briefly to consider the contexts in which the
fall, the rise and the level tones are used.
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In very general terms, the fall and the rise-fall are associated with state-
ments and utterances that are ‘finished’ in some way, such as agreement.
Rises are associated with unfinished utterances or indecision, such as ques-
tions, and fall-rises particularly occur in conditional clauses that need a main
declarative clause to resolve them. Note, however, that sentences with two
clauses related in this way can have a range of different tones:

If you are going # out, | make sure you lock the “x doors.

If you are going x out, | make sure you lock the N\~ doors.

The detail does not show up in this system of notation, but it is worth try-
ing to articulate these two patterns in a convincing way to hear how they
sound. You should find that the first is more natural, and thus more neutral
in tone, with the second clause carrying the important (that is new) infor-
mation. The second version does not have contrastive stress but contrastive
intonation because the conditional clause has an unexpected falling tone,
and in order to make the sentence work the speaker would probably begin
the second clause in a very low-pitched part of the voice, and then step up
to the beginning of the fall-rise that ends it. The effect is to reverse the given
and new information. Now the speaker appears to know that the addressee
is going out and wishes to remind her or him of the need for security. In the
first version, by contrast, the neutral reading of the sentence is that the first
(conditional) clause has an unknown truth value, but that the second
(main) clause is clearly the new information, in the form of a nagging
reminder.

The level tone, although not technically a moving pitch, can still be used
as the tone in a tone group, though it is fairly restricted in its use as it is non-
committal in meaning and is generally used in situations where there is little
grammatical connection between the different tone groups. For example one
might expect a series of rising tones in a list, with a falling tone for the final
item in a list:

Can you get # carrots, | * peas, | # potatoes, | # onions | and courx gettes?

Though level tones could be used for the items in a list, it is less likely when
the list occurs in a full grammatical context. However when a list is all that
there is and there is no significance in its ending, the level tone is used as a
kind of non-tone; one that has no meaning intrinsically. This can occur when
a teacher is reading out a register, a list of symptoms and diseases are being
read out to someone who is undergoing a health check or an insurance appli-
cation, and so on.
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— heart disease, | dia — betes, | hepatitis — B, | — liver disease . . .

If the questioner were to use rising tones, she or he would sound almost too
personally interested in the medical history of the person being questioned.
The level tone allows for a degree of detachment on the part of the speaker,
and the respondent may therefore be able to answer more comfortably when
discussing his or her private health record with a complete stranger.

Note that when discussing lists we have moved away from treating the
tone group as equal to a clause as the norm, and instead have phrases or even
individual words as whole tone groups. This variation will be explored in
more detail in the following section.

2.4.3 Tone groups

As explained earlier, intonation is another aspect of suprasegmental phonol-
ogy that is laid over the phonemes and adds a different layer of meaning to
utterances. It interacts in various ways with stress placement, as we saw in the
previous section and shall see in this section and the ones that follow.

If for now we take the clause to be the basic unit of intonation (though this
is not the whole story, of course), we can describe the most neutral intona-
tion pattern of an indicative clause or statement (as opposed to a question,
for example) as involving a falling pitch on the final main clause element.
This is very similar to the placement of the utterance stress discussed in
Section 2.4.1, and indeed the main pitch movement usually occurs on this
same stressed syllable:

The child chased a x ball.

The unit of intonation description is normally called a tone unit or a tone
group, and includes the whole of the section from one end of a moving tone to
the next. For convenience we are treating these tone groups as equal to clauses
but as we shall see later in this section there is much variation from this norm.

The first syllable in the moving part of the pitch pattern is known as the
nucleus or tonic syllable, and in the most neutral form of intonation pattern
it will correspond to the last lexical item in the clause, or sometimes to the
head of the last clause element. We saw examples of tonic syllables in tone
groups in the previous section, the following ones are identifiable by imme-
diately following the tone notation:

The elephant raised its x trunk.
No-one knew what x time it was.

At least the weather was \* sunny.
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The tonic syllable  trunk carries the whole of the pitch change in the first
tone group. In the second sentence the tonic syllable  time begins the
falling tone, and it is completed across the remaining syllables, it was. Those
syllables, which follow the tonic syllable and carry the pitch movement are
known as the ‘tail’ of the tone group. They may include stressed and
unstressed syllables, and are usually limited in length, as a long tail is likely
to be broken up to form further tone groups.

Although the tonic syllable and tail carry the most important intonational
meaning, the other syllables in the tone group are also patterned in terms of
their pitch. Any unstressed syllables before the first stressed syllable are known
as the pre-head in this model of intonation, and those occurring between the
first stressed syllable and the tonic syllable are known as the head. It is normal
for pre-heads to be spoken at the same pitch, and for heads to be pitched in a
range of ways according to the clause content. Whilst the detail of these pitch
patterns is beyond the scope of this book, it is worth noting that some heads
step upwards, or downwards in pitch, but in a distinctly different way from
tones, which slide through the pitch range. Think about the head in the fol-
lowing tone group, and note the stressed syllables (underlined) that occur
before the tonic syllable, and then try to say it with an increasingly high pitch
till you reach the tonic syllable, when the pitch can fall downwards. The more
you use the stepping up of the head, the more outraged your version will sound!

I never (pre-head) saw such a terrible shambles in my whole (head) . life!
(tonic syllable)

It is perfectly possible to say the same sentence with a fairly low pre-head and
head, and with a low fall on the final word. The difference is one of emotion.
The stepped head will sound energetic and angry, the low pre-head, head and
low fall will sound resigned, if not depressed.

Before we turn to a slightly different model of intonation and look more
closely at its meaning, let us return to the mapping of tone groups onto utter-
ances. Although we have been using the clause as the most typical length of
a tone group for ease of presentation, in fact tone groups can be any length,
and in normal connected speech you will often find that in phrases smaller
than a clause, words and even morphemes can be coterminous with (that is,
have the same end-points as) the tone group. The following sentence can be
said with a number of different tone group patterns:

| The Pope is visiting his native  Germany.|
| The ~\~ Pope | is visiting his native . Germany.|
| The ~\~ Pope | is \~ visiting | his native x Germany.|

| # Thel » Popel » is| ~ visiting| # his| # native| . Germany.|
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Whilst the first is perhaps the most likely division of this sentence into tone
groups, in theory all the others are possible. Interestingly they sound more
patronising or frustrated as you add more tone groups, until the final version,
where it seems to be a read-aloud version, either because the reader or the
hearer requires a slow, word-by-word rendition.

2.4.4 Discourse intonation

The model of intonation introduced so far in this chapter has been phono-
logically based, though concerned also with the relationship between the
structure of the utterance and its suprasegmental features. The difficulty for
phonologists studying intonation is that there is a danger of describing ever
more complex sound patterns, without always being able to pin down their
relevance to meaning. This phonetic-oriented model of intonation has been
supplemented (and in some cases supplanted) in recent years by a discourse-
based model of intonation, which starts from the broadest of intonational
distinctions and relates them to general discourse meanings, before consider-
ing more detailed questions of the potential meanings of the finer pitch dis-
tinctions in speech. This approach to intonation grew out of Hallidayan
functional linguistics and was pioneered by Brazil and Coulthard (1980).

There were two reasons for this development. One was the desire to pro-
duce a simpler model that would be useable by teachers and students of
English as a foreign or second language. The other, more theoretically based
reason was that the meanings inherent in intonation seemed to be unlike
those associated with morphemes and words. The meanings were more gen-
eral and less referential in nature, often related to the emotions and attitudes
of the speakers towards their subject matter, and thus similar to what had
become known as ‘discourse meaning’.

The first principle of the system of discourse intonation is that the mov-
ing tones fall into two categories, proclaiming and referring tones, which
refer to tones ending on a falling and rising pitch respectively. The meaning
of the tones is paramount here, and the fall and rise-fall tones are therefore
seen as introducing new information, whereas the rise and fall-rise tones refer
to meaning that is already shared or has already been negotiated in the con-
versation. The level tone, in this approach, is seen as signalling utterances
that are not intended to be interpreted as a direct part of the ongoing dis-
course.

In addition to categorising tones on the basis of their meaning instead of
their physical properties of pitch, discourse intonation also simplifies the
other aspects of intonation by using a musical analogy, key, to refer to the
general pitch ‘envelope’ within which each tone unit functions and that may
cause it to be contrasted with neighbouring tone units. A speaker’s choice to
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step up (or down) at the beginning of a tone unit can be used for a number
of discourse purposes, including disagreement, taking the conversational
‘turn’ and so on.

Further reading

For a more detailed handbook on phonetics and English phonology, that is
accessible to beginners, see Roach (2001). This book and its associated record-
ed material will help readers to understand the principles of both phonetics
and phonology, and become proficient at transcribing phonologically. Those
who wish to practice their transcription skills in particular may find
Maidment and Garcia Lecumberri (2000) helpful. A more detailed treatment
of English phonology is provided in Harris (1994). This book is aimed at
advanced undergraduate levels, and will be useful for students who wish to
use phonological analysis in their advanced studies.

The more detailed handbook by Roca and Johnson (1999) introduces
advanced aspects of phonological theory and phonological features of
English, and Carr (1993) specialises in generative phonology for those who
wish to study this theoretical development. For more information on dis-
course intonation see Brazil (1992).



CHAPTER

Word 3

Introduction: word structures and classes

This chapter begins the study of grammar by looking at the structure of words
in English (morphology) and considering the different classes or groups to
which English words belong. In the following chapters we shall see how these
word classes are used when putting together longer structures in English. There
is no natural dividing line between the internal structure of words, the mem-
bership of word classes and the structuring of phrases, clauses and sentences, so
readers should consider Chapters 3, 4 and 5 as together making up the gram-
mar of English. In order to make sure that readers who use other books are not
confused, we should point out here that the term syntax refers to the structur-
ing of the language above the level of the word, thus including phrase, clause
and sentence structure. The study of grammar as a whole consists of both mor-
phology and syntax.

The study of morphology is the study of the structure of words in a lan-
guage and it considers the individual parts of the word, commonly called
morphemes, as the smallest unit of meaning in the language. Although it is
not a familiar term outside linguistics, the morpheme is one of the most use-
ful concepts introduced in twentieth-century linguistic theory, as it gives a
generic name to those units of language that fall between phonology and
syntax and were previously known only by different names (prefix, suffix,
base, and so on) according to their behaviour.

In the following examples, the words have been divided up to show their
morpheme structure:

sing-ing, bright-ly, de-motiv-ation, ice-rink
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The word singing, for example, is made up of two morphemes: the verb
sing and the suffix -ing. We shall investigate the different types of morpheme
later, but for now we should note that some morphemes look quite accept-
able on their own (for example sing, bright, motive, ice, rink) while others need
to be attached to other morphemes in order to make sense (-ing, -ly, de-,
-ation).

Unlike phonemes, which (with a few exceptions) do not have meaning of
their own - just the capacity to change meaning — morphemes usually have
an identifiable meaning. Thus -like, means ‘being similar to’, as in childlike,
birdlike and cloudlike. However morphemes that are dependent on others for
their existence are not always easy to paraphrase. The meanings of -ing, -ly,
de- and -ation, for example, are difficult to pin down, though -ing is some-
thing to do with the length of time an action continues, -Iy means ‘in the
manner of (loudly), de- usually indicates the undoing of an action (de-ice,
decode) and -ation indicates the product of an action (consultation).

So whilst morphemes are often said to be the ‘smallest unit of meaning’ in
a language - and this is true in one sense, since you cannot easily define the
meaning of a phoneme, such as /p/ - it is worth remembering that phonemes
do change meaning, even though they do not seem to contain meaning (see
the following section).

As for how morphemes operate in a language, it is theoretically possible at
one extreme to have a language in which each word is a single morpheme. In
such a case there would be no need to study morphology as all of the gram-
matical modifications would be syntactic; that is, they would happen by plac-
ing words/morphemes into structures with other words/morphemes. At the
other extreme there could be a language in which no individual morphemes
stood alone as a unit, but all morphemes always occurred in combination
with other morphemes to make larger units — words. In fact all human lan-
guages operate somewhere between these extremes, usually having some
words at their simplest containing only one morpheme but with many words
containing two or more.

Morphology

The level of morphology lies between the levels of phonology and syntax.
The reason for this is that the same feature of meaning may be delivered by
the morphology of one language and the syntax of another. A good exam-
ple of this is the verb phrase in English, which uses up to four auxiliary
verbs to deliver aspects of meanings, such as in the verb phrase will have
been being served, where the lexical verb is served and the other four are the
auxiliary verbs adding modal, perfective, progressive, and passive mean-
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ings. In other languages these same meanings may be delivered partly or
largely by the addition of morphemes to the end of the lexical verb. English
speakers may find the endings of French verbs hard to learn, but French
speakers often find the combination of the four English auxiliaries equally
difficult.

3.2.1 Free and bound morphemes

There are two types of morpheme in all languages: free and bound mor-
phemes. Free morphemes are essentially the words of the language with no
additions, whereas bound morphemes are the affixes that are added to free
morphemes to alter their grammatical effect in various ways. We shall explore
this shortly. We have already seen examples of free morphemes (sing, bright,
motive, ice, rink) and bound morphemes (-ing, -ly, de- and —ation) and it should
be clear that bound morphemes cannot normally occur on their own, whilst
free morphemes can, and often do.

In English all lexical morphemes and many grammatical ones are free —
they can stand alone or be combined with bound morphemes. Some free
grammatical morphemes in English are bound in other languages. Take for
example the preposition class (for example in, on, under, by, for). In many lan-
guages (German, Latin, Russian) these concepts are attached to the noun by
means of the case system. English has a relatively low number of bound mor-
phemes, though there are some that are regularly attached to the main lexi-
cal word classes and are grouped under the heading ‘inflection’, as we shall
see shortly. There are others that occur less regularly and are collectively
known as ‘derivational morphemes’. These different processes of affixation
will be explored in Section 3.3 on word formation.

To illustrate free and bound morphemes in action, let us consider a simple
passage from a teenage novel:

It was a mile wide: all the land between the main road and the sea. There
was a grassy field below the road, then the lane with her house, then more
fields, then a railway line, then another field and the sand dunes and the
beach. To the right there was a parking area and a little shop, and a tiny car-
avan site that you couldn’t see from the house; and to the left there was an
estuary, where a little river, which only a few miles back in the hills was tum-
bling swiftly among rocks, spread itself out wide and slow through a tidal
lagoon. Beyond that there were more dunes and, at the very edge of the hori-
zon, an airfield from which tiny silver planes occasionally took off, to skim
over the sea and vanish. Everything from the airfield to the caravan site, from
the main road to the edge of the sea, was Ginny’s (Pullman, 1990, pp.
12-13).
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There are 157 separate words in this passage, and the majority of them
(129) are free morphemes. The 28 exceptions are as follows:

dunes (twice), fields, hills, miles, planes, rocks
Ginny’s

spread, took, was (six times), were

tumbling, parking

Everything, itself, railway, airfield (twice)
grassy, tidal

occasionally, swiftly

Some of these words have clearer morpheme boundaries than others. The set
in the first line set is made up of noun plurals, and the free morpheme in each
case can clearly be seen with the additional -s of the plural morpheme added
to the end: dune-s, field-s and so on. The second line, Ginny’s, has the only
example of a possessive morpheme, which is clearly separated from the free
morpheme by the apostrophe.

The third line is not so evidently made up of complex words, as it has a
range of past tenses that are marked not by the addition of a clear affix but
by the changing of the base form of the word. So we have take becoming took
in the past tense, and is (or are) becoming was (or were). In addition we have
an example of an English verb that does not change in the past tense: spread.
We shall explore the irregularities of English verb forms a little later, but it
should be noted here that many past tenses in English are much more clear-
ly morphological than these. A few examples are: play-ed, start-ed, pour-ed,
stay-ed.

In the next line we have tumbl-ing and park-ing, both clearly made up of
two morphemes and both looking like the progressive version of a lexical
verb. We shall return to these examples later, as the context shows that they
are slightly different, despite their superficial similarity.

The similarity between the members of the next line, Every-thing, it-self,
rail-way, air-field is that they are made up of two free morphemes. This process
is known as compounding and will be investigated in more detail in section
3.3.3.

The two examples that follow are superficially different but illustrate the
same derivational process. They are both adjectives created by the addition of
a bound morpheme to a base noun: grass-y, tid-al. The final two examples are
similar to this, but a bound morpheme is added to an adjective to make an
adverb: occasional-ly, swift-ly. Note that there is an additional morpheme in the
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case of occasion-al-ly, which has a free noun morpheme, occasion, as its basis,
an -al added to make it into an adjective, and -ly added to make it an adverb.
We shall see more such examples in the section on derivational morphology.

3.2.2 Allomorphs

Before we turn to the detail of English word formation, let us consider some
of the issues that arise when describing the morphology of a language. The
concept of the morpheme is based on that of the phoneme, from the theo-
retical perspective of structuralism, which is mainly concerned with finding
patterned relationships between the units and structures of a language. The
two units (phoneme and morpheme) are seen as parallel because they both
have an abstract identity that is responsible for changing meaning in one case
(phoneme) and carrying meaning in the other (morpheme), and the actual
realisation of these units can vary quite considerably. We saw in Chapter 2
how the phoneme /t/ can vary from a glottal stop to an aspirated alveolar plo-
sive. In the case of morphemes there is a similar phonological variation in
their realisation. However there is also a more irregular variation that is only
explicable by to the history of the language and appears anomalous in terms
of regular patterning.

Analogous to the phoneme-allophone relationship, the term allomorph
describes the different forms that a morpheme can take. As already noted,
these forms may vary in more than just a phonological way, and so there has
been some motivation to make the identity of the morpheme even more
abstract than that of the phoneme; in other words, not to tie it to a particu-
lar set of sounds but to give it a symbol, such as {Pl} for the plural morpheme,
and {Past} for the past morpheme. The curly brackets have been adopted to
indicate morpheme status. Note that this abstract way of signifying mor-
phemes is most useful for bound morphemes and is rarely used to represent
free morphemes, though in principle there is no reason why, for example, a
lexical item such as {bird} cannot be shown to be a free morpheme in this way.

We shall consider the full range of allomorphs of inflectional morphemes
in Section 3.3.1. To complete our more general discussion of allomorphs in
this section, let us consider the plural morpheme {Pl} in a little more detail.
The examples of plurals in the above passage from a novel are all apparently
regular, being formed as they are by the addition of an -s: dunes, fields, hills,
miles, planes, rocks. If we consider their pronunciation the situation changes,
as the morpheme now varies between the voiced version /z/ and the voice-
less version /s/, depending on the voicing of the preceding sound:

/djuinz/, /f10ldz/, /hilz/, /ma1lz/, /pleinz/, /rpks/
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Whilst the first five words end in voiced sounds, and thus have a voiced plu-
ral morpheme, the final word has a voiceless ending and its plural morpheme
is therefore also voiceless. What we do not have is an example of a sibilant
ending (see Section 2.4.2), which would actually cause the allomorph to
become /-1z/, as we saw in the discussion of assimilation in Section 2.3.1. One
example is the noun fox, which phonologically is /foks/ and in the plural is
/foksiz/. These plurals are phonologically regular and explicable in terms of
a general rule, but there are also nouns in English that have irregular plurals.
These include those which change vowel(s) to indicate plurality (for example
man — men; woman — women) and those which do not change in the plural
(sheep, fish). These irregular forms can also be considered to be allomorphs of
{P1}, making the range of allomorphs rather an odd mix of accidental and
phonologically determined forms.

Word formation

We can look at word formation from the point of view of free and bound
morphemes and allomorphs, but it is also useful to distinguish three different
processes of word formation in English: inflection, derivation and com-
pounding.

Inflection is the process by which the main lexical word classes (noun,
verb, adjective and adverb) in English acquire regular endings to form partic-
ular grammatical structures. Because English is not a highly inflected lan-
guage (compare a case-heavy language such as Russian or Welsh) these are
quite simple, as we shall see in Section 3.3.1.

Derivation is the process by which words have a morpheme added that
changes their meaning and often their class too, in a way that is less regular
or patterned than inflections. Thus a morpheme that can turn a verb or an
adjective into a noun (for example -ation) will not be added to every noun,
and will not change the meaning in exactly the same way every time,
although it might translate roughly as ‘process of (becoming)’:

Mature — maturation; motivate — motivation; create — creation
Note that maturation is a process (of becoming mature), whilst motivation is
usually more of a product than a process, and creation can be either a product

Or a process:

The maturation of the cheese takes place over a few weeks.

My motivation was the result of your encouragement.
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The creation of designer clothes is a long process.

These creations by Dior are wonderful.

Compounding is the process whereby a word is formed from two equally free
morphemes and becomes a compound word. The meaning of a compound
word is always more specific than a phrase made up of the same two free
forms would be, and this is emphasised in the fact that it will only have a sin-
gle word stress:

blackboard, blackbird, paperback, shoehorn

The next three sections will go into more detail about the three main process-
es of word formation in English. It is worth remembering that what they have
in common is that they operate at the level of the word, and all make use of
the two basic kinds of morpheme: free and bound.

3.3.1 Inflection

The inflectional morphemes in English are all suffixes, that is, they are all
bound morphemes added to the end of the base word. What characterises
them is that they are fairly regular, in both form and meaning, and apply to
all the members of a word class, but with some significant irregular excep-
tions. It is also important to note that the inflectional morphemes do not
change the class of the word, but alter the grammatical form in ways that are
relevant to the word class concerned.

The noun class, for example, has only four forms in English. These are the
singular base form of the noun, which is a free morpheme (for example sis-
ter), the plural form (sisters) for countable nouns only, and the two possessive
forms, where the possessive morpheme is added either to the singular form
(sister’s) or to the plural form (sisters’) to indicate the belongings of a single
sister or more than one sister respectively. Note that the mass nouns in
English have only two forms, singular and possessive (for example water and
water’s), though many also have specialised countable uses that have particu-
lar meanings (for example fo take the waters).

Some nouns have unusual plural forms (man — men, woman — women) and
some have no change in their plural form (sheep, fish) for historical reasons.
These examples are simply irregular forms, and this is quite a common occur-
rence in all languages, particularly when, as with English, there have been a
great many influences on the language at different times. Many of the
English irregular forms are the oldest in the language, deriving from Anglo-
Saxon origins rather than Latinate ones. They are also quite common words,
and for this reason they are fairly resistant to change, though some may be
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pulled in the direction of regularity. The plural of fish, for example, in some
contexts seems to vary, and may eventually become fishes, though at the
moment this seems to be used mostly when discussing pond and ornamental
fish, which are more likely to be seen as individuals, than when referring to
cod stocks in the Atlantic.

The inflections of English verbs will be considered later when discussing
the verb phrase, but we shall examine them here as examples of inflectional
morphology. In English regular verbs have a base form, which is identical for
the infinitive and the present tense (except for the third-person form):

sigh, promise, cut

This is the form that is normally listed in dictionaries and is treated as the
identifying form, also called the citation form, of the lexeme (see Chapter 6)
as a whole. Note that in some contexts, the infinitive form requires the pres-
ence of a preceding to (for example to sigh, to promise, to cut). This does not
affect the morphology of the verb form itself, and the two are equivalent, the
to being a necessary but essentially redundant addition.

Verbs also have a third person singular morpheme, -s, which has a similar
range of phonological variations to the plural morpheme, depending on the
sound that precedes the morpheme. The following transcriptions of the verbs
sighs, promises and cuts demonstrate this variation:

/saiz/, /[promisiz/, /kats/

As we saw in Section 2.3.1, this pattern is a common phonological assimila-
tion in English. The end of sigh is a vowel, which is voiced, and the mor-
pheme is therefore realised as the voiced /z/. The verb promise ends in a sibi-
lant, /s/, and the third person morpheme is therefore the /-1z/ form. The verb
cut ends in a voiceless plosive, /t/, and the morpheme is therefore also voice-
less, /-s/.

Regular verbs also occur with the regular {past} tense morpheme, which
means adding either -d or -ed to the orthographic form. This morpheme has
a similar range of phonological variations to the plural morpheme, which
depends on the nature of the preceding sound. So the morpheme is pro-
nounced in a voiced form /d/ when it follows a voiced sound (for example
praised, [preizd/), is voiceless after voiceless consonants (for example parked,
/pa:kt/) and has an additional vowel before the alveolar plosive when the
end of the verb is also alveolar (for example patted, /petid). Note that these
regular verbs have exactly the same ending in their participle form, which
follows the perfective and passive auxiliaries (for example have/was praised,
have/was parked and have/was patted). One reason why we cannot argue that
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the past tense (she parked) and the participle form (she has parked) are the
same morpheme is that there is a small number of very common, but irregu-
lar, verbs, that do not have identical forms for these two functions. We can
therefore suppose that there is in fact a distinct perfective/passive morpheme,
which just happens to be identical to the past morpheme for regular verbs but
often has the form -en in irregular verbs. One such verb is break, /breik/,
which has an irregular past tense, broke, /brouk/ (involving a change of
vowel) and the participle form broken, /broukon/, which confirms that there
is a theoretical difference between these two forms, even when they look and
sound the same, as in painted and started. There is no easy way of tidying up
an area of grammar that is intrinsically messy in this way, so it is best to
choose such an explanation and allow for variants of the morpheme to be
specified for individual verbs.

The final verb inflection we need to discuss is the progressive -ing form of
the verb. All English verbs, however regular or irregular they may be, have
this form. It is used in verb phrases following the progressive auxiliary (for
example was trying, should be arriving, has been arguing) and also occurs as a
non-finite verb form (see Chapter 5) in subordinate clauses (after carrying all
the suitcases, the hotel porter expected a tip). They also occur as a premodifying
adjective in noun phrases (the singing policeman) and as a derived head noun,
in the position normally taken by nouns (the dancing was wild and dangerous).

In English adjectives only have comparative and superlative inflected
forms, and even then not all adjectives are able to take these morphological
additions:

nice, nicer, nicest

The regular form of the comparative morpheme is to add -er and for the
superlative to add -est. However there are a few irregular forms, such as good,
better, best, and some gradable adjectives that do not inflect but can be made
comparative or superlative by the addition of a modifying adverb (exciting,
more exciting, most exciting).

There is also a range of adjective subclasses that are not gradable, and there-
fore cannot occur in either type of comparative or superlative construction:

*African-er/African-est, *more African/*most African

There are some contexts in which such forms are in fact possible, but the
norm is for non-gradable adjectives not to inflect, even if they sometimes
take a modifying adverb.

Adverbs have a similar set of inflections, comparative and superlative forms
to gradable adjectives, though there are many, including the intensifiers (for
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example very, so, really), that cannot be inflected. In practice most adverbs,
apart from the common well, better and best, are combined with intensifying
adverbs for comparative and superlative forms:

slowly, more slowly, most slowly

Note, however, that there is an increasing tendency in the spoken lan-
guage, particularly with comparative and superlative forms, to use the adjec-
tive in place of the adverb:

He did the work slower than I did.

Inflectional processes in English, then, do not occur as a very complex set of
forms, do not change the word class of the word and tend to change the
word’s meaning in a consistent way. They usually apply to all regular words
in a class, though the adjective and adverb classes are an exception to this. As
we shall see, derivational morphology is a much less regular affair in English.

3.3.2 Derivation

With the exception of zero derivation (see below), derived forms normally
have a morpheme added to the base form, and normally change the word
class of the original, resulting in a corresponding change in meaning. Thus
the -ion morpheme will turn a verb into a noun, and usually refers to the
process or product of that verb (for example react-ion, correct-ion, interrupt-ion).
Another morpheme, -ance or -ence, also turns verbs into nouns and refers to
the process or product of the verb (interfer-ence, disturb-ance, persever-ance).

As we can see from these examples, derivation is less regular and less com-
prehensive than inflection. Some nouns have endings that turn them into
adjectives (for example bookish), but this does not apply to all nouns (for
example *table-ish), and there are other derivational morphemes that turn
nouns into adjectives (for example jammy). Although there may be historical
reasons for the forms that exist, within a synchronic (contemporary or non-
historical) description of English there is no apparent pattern to why -ish or
-y morphemes might be added to a noun, why a verb might have -ion or -ance
morphemes added to make it a noun, or why any individual word will or will
not have particular derived forms.

As we have seen, there are a number of different forms that do the same
kind of thing. The negative morpheme is a particular case in point, and is
unusual in being a prefix rather than a suffix:

demystify, unravel, amoral, incomplete, disused, misfit
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The negative morpheme has the general meaning of ‘the opposite of’, though
the precise meaning depends on the free morpheme to which it is attached.
For example it may become a directional opposite, such as demystify (reverse
the process of mystification), or a complementary opposite, such as amoral,
(the mutually exclusive opposite of moral).

There are some words where a morpheme that was once free has changed
meaning within the derived form and no longer seems to be free in its rele-
vant meaning:

disgraceful, untoward, hardware, software

Although graceful, toward, hard and soft are free morphemes in their own
right, in the context of the morphemes above their meaning is changed quite
radically.

While derivational morphemes do not attach to words in a very regular
way, there are some groups of words with shared semantic features that have
similar derivations:

violinist, cellist, oboist, flautist, trombonist, percussionist, clarinettist

Here the morpheme -ist added to the name of the instrument to produce
the player of the instrument. This works for many instruments, but not all of
them. Trumpeter and drummer have different derivational forms, for no obvi-
ous reason. This is not restricted to terms for musicians, as we can see from
the different derivational forms in the following list of occupations:

artist, scientist, engineer, dancer, footballer, cricketer, rugby player

Note that there are some words in groups of this kind that do not have a
derived form. Rugby player, viola player and double bass player, all rely on a phrase
to convey the same information conveyed by a derived form in other cases.

There is one kind of derivation in English where there is no affixation. This
is known as zero derivation and is quite common. The derivational process
simply changes the word class of the free morpheme, which leads to it being
able to have the relevant inflectional morphemes added. This often happens
between the noun and verb categories:

a play/to play, a hammer/to hammer, a drink/to drink
With zero derivation it can be difficult to tell which is the more basic form.

Here it is likely that the noun play is derived from the verb to play, the noun
hammer is derived from the verb to hammer and the noun drink is derived
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from the verb to drink. As a noun, play can be made plural (plays) and has a
possessive form (play’s), though these inflections are incidental to the deri-
vation, which itself involves no additional morpheme. As with the other
derived forms, zero derivation can occur in limited patterns in localised
areas of vocabulary. Thus we have verbs derived from not only hammer, but
also chisel and saw, where the derived form effectively means to use the x.
Whilst this does not work for all tools, the pattern, once learned, can lead
children to make mistakes in applying it, resulting in forms such as I'm
screwdrivering.

3.3.3 Compounding

The combining of two free morphemes into a single word is not very differ-
ent from making a phrase out of two words, though there are some impor-
tant distinctions, as we shall see. The principle of compounding is that the
meaning of the resulting word is not simply the sum of its parts, but has a
further meaning that could not immediately be predicted by someone who
knew the meaning of the free morphemes individually.

Thus blackboard is more than simply any board that happens to be black; it
has a specific function in educational settings and incidentally is not always
black. The blackbird is a specific type of garden bird, and there are many black
birds in the world that are not blackbirds. Still more remote from the mean-
ings of their parts are paperback and shoehorn. The former does have a cover
made from paper, but the word itself does not indicate that it refers to a book.
The shoehorn is a shaped piece of horn (or plastic) that aids the putting on
of shoes, but the process aspect of its meaning is not evident in the word
itself. It could, from the sum of its parts, mean a horn full of shoes, or a musi-
cal instrument shaped like a shoe.

What gives compounds their status as individual lexemes is precisely this
obscurity in their meaning. Like other words, compounds can only be under-
stood if the meaning is already known. This identity as an individual lexical item
is emphasised by their phonological shape, which normally carries only a single
main stress, unlike the equivalent phrase, which carries two word stresses:

‘blackbird, 'black 'bird

The grammatical category of a compound word in English is always the same
as the category of the second (or last) free morpheme. Thus a noun plus noun
combination will be a noun overall (for example sledgehammer), as will an
adjective plus noun combination (for example high school), whereas a noun
plus verb combination will be a verb (for example water-ski) and a noun plus
adjective combination will be an adjective (for example fire-retardant).
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Lexical word classes

Each lexical item in English belongs to at least one word class, which deter-
mines its behaviour in larger structures and signals its similarity to the other
words in that class. In the remainder of this chapter we shall explore the main
word classes in English and illustrate their usage. A fuller investigation of the
structures that these classes enter into can be found in Chapters 4 and 5.
First of all we need to introduce two rather different classes of word: lexi-
cal words and grammatical words. These were mentioned in Chapter 1 in
relation to stress placement (Section 1.6.3), but the reason for distinguishing
them was not examined at that point. Lexical words are those which contain
the main semantic information in a text, and they fall into the four main lex-
ical word classes: noun, verb, adjective and adverb. The qualitative difference
between these classes of word and grammatical word classes (conjunctions,
prepositions, pronouns, modals and so on) is that they are open-ended and
can be added to readily. Thus, there are new nouns being invented all the
time to cope with new inventions in technology and science, as well as new
fashions and trends. In recent years, for example, the average British English
speaker may have come across, if not used, the words palmtop, flash drive,
minging and chav. The first two, being part of the international language of
computing, will be familiar to other English speakers too. The second two,
however, are part of youth culture and are more regional in use (minging
meaning ugly or horrible and chav being a disparaging term for a certain style
associated with working-class culture). Grammatical words, on the other
hand, are very slow to change, and rarely do so. The only change that has
taken place in relatively recent history is the gradual disappearance of the
second-person familiar pronouns, thou, thee, thy and thine, except in very
restricted and fossilised contexts such as religious services. In the following
sections the main lexical word classes will be introduced and exemplified.

3.4.1 Noun

Nouns make up one of the largest word classes in English and were tradi-
tionally taught in primary school as ‘naming’ words. This description was
discredited by early twentieth-century linguists because there are many
nouns that do not name tangible things (for example singing, laughter,
perplexity). Those linguists who took a structuralist approach considered that
a word class needed to be defined not by a vague concept of general mean-
ing, such as defining nouns as names, but by a rigorous assessment of the
behaviour (function) and form of the members of the prospective class or
category.
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The basic forms of nouns in English are many and varied, and depend on
their historical origins, their development and the extent to which they are
derived from other word classes (see Section 3. 3. 2). Hence it is not feasible
to summarise the forms of nouns themselves, though it is possible to use their
inflectional morphology as one of the defining features of their class.
However, since they have different inflectional possibilities we first need to
consider an important distinction between two subclasses of noun: mass or
‘non-countable’ nouns and ‘countable’ nouns.

Countable nouns can occur in combination with numbers, with the indef-
inite article, @, and can be pluralized by the addition of the {plural} mor-
pheme. These include cat(s), table(s), child(ren), idea(s) and bicycle(s). The
members of the other subclass, non-countable or mass nouns, do not occur
with numbers or the indefinite article and cannot be pluralized. These
include air, sugar, water, horror, peace and future. Note that there is no correla-
tion between nouns referring to abstract concepts and being a mass noun (or
vice versa). Note also that no linguistic categories are absolutely watertight,
and there are examples that cut across any boundaries we try to set up. Thus
many nouns are countable or non-countable in different contexts (compare
war and a war). There are also many nouns that seem to belong fundamen-
tally to one or other subclass but can also be used as though they belonged
to the other class, though usually with a more specific meaning as a result.
Examples include How many sugars?, referring to the number of spoonfuls or
lumps, though the measurement is left implicit. Another example is the use
of coffees to mean cups of coffee, and papers to refer to newspapers, as opposed
to coffee and paper in general. All these nouns have a central mass or non-
countable meaning, but are consistently associated with particular measure-
ments or units (spoon, cup and so on) in our society. This allows for the mass
noun to be used as though it were a countable noun, but without mention of
the measurements themselves since they are taken for granted by members of
the community.

The wordclass of nouns, then, can be defined morphologically for counta-
ble nouns, which can take the plural suffix, though this does not include all
the proper nouns, except in odd contexts such as Where are all the Johns and
Marys? A slightly more inclusive test of membership of the noun word class
is the possibility of adding the possessive morpheme, s, which is theoretical-
ly possible for all nouns:

Countable nouns: the dog’s tail, an idea’s origin
Proper nouns: John’s bike, Madrid’s traffic problem

Mass nouns: sugar’s properties, anger’s triggers
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Whilst word classes are not formally as well-defined as we may have
thought, there is also the possibility of using syntactic function as a defining
feature of the class. In the case of nouns, there are a number of potential func-
tions that they can perform in English clauses, and these will be described
briefly below. Fuller descriptions of these syntactic functions will be provid-
ed in later chapters. The syntactic system has mutually dependent aspects,
and it is impossible to describe one of these aspects without referring to
another aspect that has not yet been defined. This circularity is one of the
strengths of the system as a means of communication, but makes it particu-
larly difficult to unravel and describe in the linear fashion required by a book,
and needed by students!

The basic function of a noun is to be the ‘head’ of a noun phrase, which
means that it can occur after a definite or indefinite article or a determiner
(the cat, some air), and may have a number of adjectives between the article
and the noun (the fat cat, the fresh air). There is much more to the noun
phrase structure than this summary, and it does not cover all the places where
nouns are found in English. However it will work as a test of whether a can-
didate for inclusion in the noun class is indeed behaving like a noun if it can
occur in these frames.

The other aspect of the function of nouns is how they operate, as part of
noun phrases, in the larger context of clause structure. They have the most
varied potential of any word class in being able to function (together with
other parts of the noun phrase) as subject, object, complement and even
adverbial, as follows (italic):

Subject: The crocodile (ate my hat).
Object: (The president announced) his plans.
Complement: (This substance is) refined sugar.

Adverbial: Every night (they sing karaoke).

There are some potentially confusing aspects of syntactic structure, if both
form and function tests of word-class membership are not used. This is
because words can change class in certain regular ways (zero derivation) and
it is possible for a form to look like a verb (for example playing) but be used
in a noun-like way: Joshua Bell’s playing was divine.

The most important aspect of learning to make syntactic descriptions of data
is practice in identifying repeated patterns. Try using the text below (or any
other text) to practice identifying members of the noun class, and note the evi-
dence you have used to make your decisions. This evidence should be similar
to the tests described above, and refer to the form and/or function of the word.
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Joe and Sophie had never been on a big ship before. Last summer they had to
cross the sea to go on holiday. As it was going to take a whole day and a night
they had a cabin with four bunk beds in it. It got tiring walking about on the
decks because the ship moved all the time and made you walk in zig-zag lines.
Joe and Sophie wanted to go and lie down on their bunk beds so Mum and Dad
came too. Everyone went to sleep for a while and then Sophie heard a tapping
sound near her head. She tapped on the wall and it went quiet Then the tap-
ping sound came again. She tapped back and the wall replied to her. Joe was
laughing and told her to tap a rhythm. She tapped five times. Twice slowly,
twice fast and once slowly. ‘Dum, dum, du-dum, dum.’ The wall finished off
with two loud taps: DUM DUM!’

The nouns in this passage include those which occur with the definite article
or other definite determiners, such as the ship and her head; those which are
clearly count nouns and plural, such as beds and decks; nouns which have
been derived from verbs, such as taps, which is identified as a noun in this
case by the enumerator, two, before it. There are nouns which are in Subject
position, as in the wall (replied) and those which are Objects: (to tap) a rhythm.

3.4.2 Verb

Verbs are the other very large lexical word class in English, and were tradi-
tionally called ‘doing’ words when taught to young children. Like the noun
class, the lexical verb class is more inclusive than the label implies as there
are verbs (for example have, be) which do not describe doing, but being, or
states, rather than processes and still others that describe events with no
intentional action behind them (for example die, fall).

In order to group these words together, then, we need to identify their for-
mal and functional features, as we did for the noun class. We have already
seen that inflectional morphemes can be used to modify the verb in English
(Section 3.3.1). These include the present-tense, third-person singular mor-
pheme, which is written as -s in most cases; the past tense morpheme, writ-
ten as -ed in all regular verbs in English; and the progressive form, which is
written as -ing for all English verbs. Here we shall use the same information
to define the word class of verbs, which form the pivotal point of an English
clause. Many minor sentences, and many spoken ones, consist of a single
word that is not necessarily a verb:

No! Natalie! Me. Singing. Slowly.

You may be able to work out likely contexts in which these words will occur
as utterances in their own right. Note, however, that they must have a con-
text in order to have a viable meaning.
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With the exception of these and other minor utterance types, clauses in
English need to have a verb in them. This verb may be the head of a verb
phrase, but it may stand alone as a verb phrase too. The following clauses
have a single verb functioning in the predicator role:

The students worked hard all year.
No one suspects me!

Although dancing as well as ever . . .
Dropped from the team . . .

To sit in the sun with a drink in your hand . . .

Later we shall look at more complex verb phrases that function as predicators.
Here, we shall consider at the individual forms of lexical verbs in English and
how they function. Note that the first of the two clauses above also form
complete sentences, whereas the third, fourth and fifth are only part of an
utterance. These incomplete utterances are examples of subordinate clauses,
which we shall investigate in a later section. We are using them here simply
to demonstrate the use of particular forms of verb: non-finite forms. These
forms, often known as the -ing form, the -en form and the i- form, are also
called the progressive form, the perfective form and the infinitive form. As
we shall see later, these forms can be part of full verb phrases that function as
the predicator in a complete clause. On their own, however, they do not link
to the subject in a clear way (for example by an ending that indicates a per-
son) and they do not establish the tense of the verb as either present or past.
Note how they need auxiliaries to establish such aspects of the meaning of
the predicator:

She was dancing as well as ever.
He was dropped from the team.

I shall sit in the sun with a drink in my hand.

Lexical verbs that do not need an auxiliary verb in order to function in
main clauses are known as finite forms. They include the present tense form,
which is normally indistinguishable from the infinitive form in terms of hav-
ing no morphological suffix (for example catch, sing), the third-person pres-
ent tense form, which normally adds an -s to base forms, and the past tense
form, which adds -ed to regular verbs. Table 3.1 shows some examples of all
the forms of English lexical verbs.

87



88

DISCOVERING LANGUAGE

Table 3.1 The forms of English verbs

Citation form Break Play Sing Forget
Present tense break play sing forget
Present third person breaks plays sings forgets
Past tense broke played sang forgot
Progressive participle breaking playing singing forgetting
Perfective participle broken played sung forgotten
Infinitive break play sing forget

The most common pattern of forms in English verbs is the one represent-
ed in the table by play. You will see that there are effectively only four differ-
ent forms (play, plays, playing, played), but because other common, but irreg-
ular, verbs distinguish, for example, the past tense (-ed) from the perfective
form (-en), the regular verbs are also treated as though these forms were dif-
ferent. The irregular forms tend to belong to common verbs derived from Old
English, rather than those with Romance language influences, such as
French. Because they are very common they have not changed to match the
sheer quantity of verbs with a pattern such as play, although there is some
evidence that some such thing is happening. If you think about the way that
people these days often muddle sung and sang and rung and rang, it seems that
the distinction between past tense and perfective markers is less clear-cut
than in the past. However, although the two forms might be merging in irreg-
ular verbs too, they are not moving towards matching the regular verbs,
which would result in forms such as *singed and *ringed.

As with the noun word class, it is important to keep practising the identi-
fication of verbs in context. For this purpose you could try to identify all the
main lexical verbs in the following passage, or another passage of your
choice. Do not forget that some words may appear to be verbs but actually
behave as nouns or adjectives, though there are none of these in the passage
below. At this stage you may ignore all auxiliary verbs as they form a separate
grammatical word class, though they share some of the same forms as the lex-
ical verbs.

Joe knelt down and tried to see through one of the little panes of milky green
glass. He couldn’t see anything, but one of the panes of glass was missing.
Maybe he could look through there? Just as he got his eyes close enough to see,
Mum told him to get up off the dirty floor. Then she went on talking. Joe stood
looking around for something to do. He wriggled his foot and found that if he
pointed his toe he could get it through the gap in the glass.
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Note that many of the sentences, despite it being a children’s story, are
longer than a single clause. This means that there is more than one lexical
verb in each one. The first sentence, for example, has kneel, try and see and
the last sentence has wriggle, find, point and get.

The subclasses of lexical verb that can be identified tend to depend on the
context in which they occur. Whilst the traditional grammars distinguished
between transitive and intransitive verbs, we find it useful to distinguish fur-
ther categories, depending on the clause structures in which they typically
occur.

The intransitive verb will not be found with an object, and thus will occur
in subject and predicator structures: I'm dying. The transitive verb occurs
with an object in subject-predicator-object structures: She hates you.
Ditransitive verbs occur with both indirect and direct objects: They gave me
a beautiful present. There are also subclasses of verb that tend to occur with
compulsory adverbials: John went home and I put the cigarette back in the pack-
et. Two further important subclasses of verb are intensive verbs (such as be)
that occur with subject complements (She was really tired), and those which
occur with objects and object complements: (You make me happy). The inten-
sive verbs have a particular semantic effect in that they invoke existence
(there is a tree) and equivalence (she is my daughter). These subcategories of
verb are not watertight and some verbs can occur in a range of grammatical
contexts. However it is useful to think in terms of verbs typically occurring in
certain clause structures.

3.4.3 Adjective

The adjective word class is smaller than the noun and verb classes, and has
both a more restricted set of forms than the verb and a more limited set of
functions than the noun. Like the other lexical classes the adjective class can
be divided into smaller subclasses, though only one of these can be formally
identified. This is the class of gradable adjectives, which form comparative
and superlative forms either by the addition of morphemes, or by the inser-
tion of adverbs (Table 3.2).

Table 3.2 The forms of English adjectives

Adjective Comparative Superlative
big bigger biggest

smart smarter smartest
ferocious more ferocious most ferocious

scared more scared most scared
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The remaining adjectives (non-gradable) can be considered to belong to
groups, but these are largely semantic groupings, such as colour, material or
nationality, and not strictly syntactic categories as they are not defined by
their form or function. Interestingly non-gradable adjectives are sometimes
treated as gradable, in a fairly creative way, by the addition of comparative
and superlative adverbs. They tend to need a little context to make their
meaning clear in a way that ordinary gradable adjectives do not:

He looked more Chinese than I expected.

That was the most wooden acting I have ever seen!

The basic function of the adjective is as the head of its own adjective phrase.
The structure of such phrases is described in detail later; here we need only
note that in English the adjective phrase is frequently restricted to the adjec-
tive itself, and only gradable adjectives regularly have preceding intensifying
adverbs; for example totally awful, particularly galling, very unhappy. Adjectives
are therefore perhaps easier to identify by their larger syntactic functions,
rather than their function within their own phrases. The main two functions
of an adjective are as the premodifier to the head noun in a noun phrase (a
brilliant artist), and following an intensive verb as the complement of a clause
(the artist is brilliant).

These functions are possible for most adjectives, and in most cases the
meaning of the adjective remains constant, irrespective of the function of the
adjective. However there are some cases where different meanings of the
adjective arise in different positions:

A certain teacher of French . . .

The teacher of French is certain.

3.4.4 Adverb

The final lexical word class is the adverb class. In many ways this is the least
class-like of all as it consists of a number of subclasses that have relatively lit-
tle in common, except that they do not perform the most central roles in the
clause and are often not essential to the grammatical completeness of the
utterance in which they occur. The following words are all adverbs:

very, suddenly, now, quietly, then, really

There is one clear subclass of adverbs in that list. It is the class derived from
adjectives by the addition of the -Iy suffix. Most gradable (and some non-
gradable) adjectives can be made into adverbs in this way. For example:
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proudly, stupidly, weirdly, hungrily, beautifully, angrily

Another subclass of adverb is identifiable by its function as the premodifier
in an adjective phrase. The members of this class are known as intensifiers
because they in some way quantify the amount of the (gradable) adjective
that is being invoked in the phrase. Note, however, that despite the name
‘intensifier’ the quantity is not always large:

dead proud; completely shattered; quite tired

It is probably worth making the point here that there are whole phrases in
English that have a very similar function to adverbs, and we shall see later
when looking at their syntactic function that they are classed with adverbs as
having the function ‘adverbial’. These are normally prepositional phrases,
and like non-intensifying adverbs they add information about the circum-
stances of the process being described in the clause:

On Saturday, we went to the theatre.
When the match started it was raining in buckets.

In a flash they had disappeared.

These prepositional phrases can be replaced by adverbs, though they will not
always be as specific as the phrases:

Then we went there.
When the match started it was raining hard.

Suddenly, they had disappeared.

When you are learning to describe the structure of English it can be frustrat-
ing to find that often there are two different ways of achieving the same
effect, but the first of the rewritten clauses above demonstrates one of the
strengths of this design feature of language. If English had a different adverb
for every place a person could go to, as opposed to general ones (there, here),
and for every point in time, rather than general references to relative time
(now, then, later), the English vocabulary would be even bigger than it is and
the resulting memory load on speakers would be impossible. Instead there are
adverbs for the more general adverbial concepts, and the possibility of com-
bining words into phrases for more specific circumstantial references.

The following passage from a letter of complaint has a range of adverbs of
different types, as well as some prepositional phrases. Try to find these and
work out to which subclass the adverbs belong.
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In the meantime my neighbour had told me that the pavement outside had been
mended, and when I saw the gap in my path, I went to investigate the repair
work, only to discover that the ‘new’ slab was the identical size and shape as
the one missing from my path. Of course this is not conclusive proof, but it does
seem to be a strange coincidence. I phoned Brendan O’Malley, who gave me
Johnson’s number and a name to contact. This was perhaps unwise, though I
didn’t entirely realise that it was the subcontractor himself I would be speaking
to. I had the impression from Brian (wrongly as it turned out) that Kennedy’s
had hired further subcontractors. I naively thought they would be as horrified
as I was, and look into it. Instead, I had Mr Glazier assure me that ‘his lads’
wouldn’t do any such thing, and they’d be round to see me within the hour
when he told them. I said that I had no wish for anyone to come round.

The adverbs ending in -ly (entirely, wrongly, naively) are relatively easy to find,
but there are also adverbs, such as outside, instead, round and perhaps, and the
prepositional phrases include by my house and within the hour.

Grammatical word classes

The distinction between grammatical and lexical word classes was described
earlier. To recap, the lexical word classes are open-ended and very large,
whilst the grammatical word classes are small and very rarely change their
membership. The grammatical word classes are sometimes described as closed
systems, in contrast with the open class of the lexical words. This is because
the members of grammatical classes are intertwined semantically, so that the
addition of a new member or loss of an existing one would radically alter the
meaning of some or all of the other members of the class. Take for example
the loss of thou, thee, thy and thine in the relatively recent history of English.
When they were in common usage, they were more or less equivalent to tu in
contemporary Spanish and French, and were used to address family members
and those of lower status than the speaker (for example younger). Once they
had been lost in English the words you and your had to take over all the sec-
ond person references they had previously not covered. Instead of you, your
and yours being respectful, distancing and plural second person pronouns
they became general purpose and referred to all second person referents.
We can envisage changes in the pronoun system because some have hap-
pened relatively recently, and there have also been discussions amongst fem-
inists about whether a gender-neutral pronoun might be invented to cover he
and she and avoid the use of odd combinations such like s/he, or to use the
masculine pronoun for all individuals, as was common in the past.
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It is not so easy to envisage changes in the other systems that form gram-
matical classes. The three coordinating conjunctions in English (and, but, or)
seem to cover all the logical options, and this is precisely the point. Because
they do cover the options, but cut up the possible options in a particular way,
we find it hard to imagine another way of doing it. This is very interesting to
linguists who study the interaction between language and thought, as it
appears that, at least to some extent, the world’s languages dictate the kinds
of reality their speakers perceive, and make it hard for them to see things dif-
ferently.

It is worth pointing out that although the grammatical classes tend to have
less obvious semantic meaning when out of context (for example, what does
the word this mean?), they are not devoid of meaning and some have more
definable meanings than others. The most significant aspect of their mean-
ing is perhaps the fact that they relate other (lexical) words to each other in
particular ways. If you take the following sentence, for example, and take out
all the underlined (grammatical) words, the result will be a list of lexical
words with no clear links:

All the children will enjoy my party if they arrive on time
children enjoy party arrive time

We may be able to work out that children forms the subject of the predicator
(verb) enjoy, that party is the object, that there is another clause with the verb
arrive and probably some kind of adverbial containing time. However there is
no evidence of how the two clauses relate to each other - that is, by the con-
ditional subordinator if - and no information on how many children (all of
them) or whose party it is.

Grammatical words, then, have a very important function in English: to
make explicit the links between the lexical words and to create the context in
which the lexical words can operate successfully.

3.5.1 Pronoun

Pronouns were mentioned a number of times in earlier sections, but in this
section we shall look carefully at the class as a whole and how it works in
English. Pronouns, although a grammatical class, function syntactically in
similar ways to the noun class because they can be subjects, objects and
complements. This makes sense because their role is to substitute for more
complex nouns and noun phrases in order to make the language more effi-
cient and avoid repetition. In the following passage the pronouns are under-
lined:
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My sister and her family went to Malta for their holiday. She said they want-
ed to have a relaxing time with sun and sea, but they found that the hotel was
miles inland, it didn’t have a pool and the weather could be cloudy in August.

Now see what happens to the passage when the pronouns are replaced by the
full nouns and noun phrases they substitute for:

My sister and her family went to Malta for their holiday. My sister said my
sister and her family wanted to have a relaxing time with sun and sea, but
my sister and her family soon found that the hotel was miles inland, the hotel
didn’t have a pool and the weather could be cloudy in August.

Some of these replacements sound forced, and some sound downright odd.
This is because we don’t generally repeat the full text referring to participants
in our stories, unless there is a real danger of confusion. Instead, we use pro-
nouns to refer back, ‘anaphorically’, and sometimes forward, ‘cataphorically’
to the people and things we are talking about.

Table 3.3 shows the pronouns of English and their relationships to each
other.

There are also possessive determiners (my, our, your, his, her, its, their), but
they do not replace the whole noun phrase. Instead they premodify the head
noun, as other determiners do.

One of the striking things about English pronouns is that there is no vari-
ation in the form of the second person pronoun between subject and object
functions:

Table 3.3 The subject, object and possessive pronouns in English

First person Second person  Third person

Subject pronouns:

Singular I you he, she, it
Plural we you they

Object pronouns:

Singular me you him, her, it
Plural us you them
Possessive pronouns:

Singular mine yours his, hers, its

Plural ours yours theirs
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You should come to my office at 10 a.m. (Subject)

The Head teacher will see you now. (Object)

The difference between the forms of the other pronouns is mostly quite
straightforward:

He/she should come to my office at 10 a.m. (Subject)
The Head teacher will see him/her now. (Object)

I want to play tennis today. (Subject)
Will you play me later? (Object)

There are occasions, however, when people seem to worry about which to
use, though there really should not be any difficulty:

You and I are best friends, aren’t we? (Subject)

I don’t think he likes you and me. (Object)

One reason for the confusion is that the effort to make certain that people use
the subject pronouns (rather than saying, for example, you and me are best
friends) has been taken up too enthusiastically in some quarters and applied
to both subject and object functions:

You and I are best friends, aren’t we? (Subject)

*[ don’t think he likes you and I. (Object)
The possessive pronouns may occur in either subject or object functions:

Mine is a gin and tonic. (Subject)

They like mine. (Object)

It is true of all pronouns that we need context — either more text or something
in the situational context — to work out the referent of the pronoun. This is
most clear in the last case above, They like mine. We may be aware that the
possessive pronoun mine refers to the speaker’s possession, but we have no
way of knowing from the clause just what it is that is owned by the speaker.

The other feature of the English pronoun in that is worth noting is the fact
that the third person singular pronouns are divided into three groups, accord-
ing to animateness and gender. Things that are clearly inanimate (cups, hous-
es) are referred to as it (and any features they possess are indicated by its),
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whilst human beings are referred to according to gender as she or he, and their
possessions are similarly gendered: his or hers. The animate beings (animals
and so on) that share the planet with us are sometimes honoured with the
human pronouns (she, he), but quite often, and probably largely because we
cannot identify their gender, we use the inanimate it to refer to them. This,
incidentally, is also true of babies, and for the same reason. Whilst it may
seem rude to use it to refer to a baby in front of its parents, we then have the
difficulty of remembering/identifying the gender in the absence of obvious
signs, such as pink or blue clothing. Whilst we may struggle to find a way
round this, when discussing the baby with people other than the parents we
readily use it, as we do before the baby is born when we do not know the gen-
der:

When did she have it?

When is she expecting it?

It will be interesting to see whether pronoun usage changes when referring to
unborn babies, as increasingly parents seem to know the gender of their baby
in advance.

3.5.2 Determiner

The determiner class is defined by its positioning within the noun phrase.
Determiners are situated before the noun head of the phrase, and before any
adjectives that may be in the noun phrase. The only words that may be
placed before the determiner in a noun phrase are a small number of pre-
determiners, which we shall examine in a later section. The determiners form
a single class in English because they cannot occur in combination with each
other. There are three main subclasses of determiner and we shall investigate
each in turn. These are the articles, the demonstrative adjectives and the
possessive adjectives.

The article system in English is very simple in form, if less so in usage.
There are two articles: the definite article, the, and the indefinite article
a(n). These are used roughly as follows. The definite article is used for refer-
ents that are either very clearly part of the context of the situation in which
the utterance takes place, or that have been referred to earlier in the text. The
indefinite article is used for (singular) countable nouns that have not been
introduced earlier in the text and are not expected or evident from the con-
text.

This statement of the uses/meanings of the two articles is hugely over-
simplified and the real situation is much more complex, depending on style,
context and so on. For example the definite article is often used to open lit-
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erary works such as poems (see Semino, 1997, ch. 2) to make readers feel that
they know the referent, although they have no way of doing so. Such stylis-
tic and other discourse uses of articles are not the subject of this book and
therefore will be set aside for now, though it is important to be aware that the
whole story cannot be told in such a short space as this.

The demonstrative adjectives, this, these, that and those, function rather like
the definite article when referring to things, people and so on that are iden-
tifiable in the context (textual or situational), but they differ from the defi-
nite article in being more specific about the proximity or distance between
the speaker and the referents. Thus the proximal demonstratives, this and
these, refer to things that are physically or emotionally close to the speaker
and the distal demonstratives refer to things, people and so on that are phys-
ically or emotionally distant from the speaker:

This dress has always been my favourite.

That blouse looked awful on her!

Note that these examples demonstrate both physical and psychological prox-
imity and distance, since the dress belongs to the speaker, and is liked, and
the blouse does not necessarily belong to her, and is not liked.

The final subclass of determiners consists of possessive adjectives: my, your,
his, her, its, our, and their. These words, which are mostly similar in form to
the possessive pronouns, do not replace the noun head but combine with it
in the way that other determiners do:

my garage, your friend,his tennis ball, her football, its hinges, our house, their
bathroom

To summarise, the determiner class introduces noun phrases, and defines
the head noun in certain ways in relation to the context (for example def-
initeness) and the speaker (for example possession and proximity/dis-
tance).

3.5.3 Preposition

The prepositions in English are legendary, mainly because there are so many
of them. Foreign learners of English are known to find them difficult, and this
is not only because of their huge number but also because their meanings are
rather slippery. As we have already found, the meanings of grammatical class-
es normally create some kind of relationship between other words or referents
in the text. The preposition always introduces a phrase that consists of itself
and a noun phrase, and the meaning of the whole phrase usually indicates
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some circumstance in which the action of the clause is occurring, or the con-
text of a previous noun phrase:

The tiger came into the room.

The cat in the garden wasn't hers.

These are two relatively straightforward examples (underlined) of preposi-
tional phrases, and they respectively indicate the place into which the tiger
came, and where the cat was. Note that the first one relates to the whole of
the rest of the clause (where the action takes place) and the second one relates
to the position of the noun phrase’s referent: the cat. We shall revisit the dif-
ferent functions of prepositional phrases later; here we shall bring together
some of the features of prepositions themselves.

The clearest examples of prepositions are those which relate actions or enti-
ties in time or space. The earlier examples dealt with space, so here are some
examples of time prepositions:

In a day or so, you will feel better.
The concert on Saturday is in aid of charity.

As with the previous pair of examples, the prepositional phrases here relate to
the action in the first sentence (when the process of feeling better will take
place) and the noun phrase (the concert) in the second sentence.

In English prepositions make up a fairly large grammatical word class, with
a large set of single-word prepositions supplemented by another large set of
two or even three-word units that function very much like single-word prepo-
sitions (as well as, over and above). Common single-word ones include:

in, on, under, over, through, by, near, for, to, of

It is important to understand that some prepositions and adverbs have the
same form but they are very easy to tell apart, as the preposition is always fol-
lowed by a noun phrase and the adverb stands alone. Compare the following
sentences:

I often go running through the park. (Preposition)
Will you take me through? (Adverb)
Note that the prepositional form is followed by the noun phrase the park,

whereas the adverb form is intended to convey the whole of the situation in
which the action will take place.
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3.5.4 Conjunction

The coordinating conjunctions in English consist of a small, three-word set:
and, but, or, which between them cover the logical possibilities of adding
equal units together or contrasting them. There is more detail on this in
Chapter 5; here we shall simply illustrate the fact that they allow more than
one unit (word, phrase or clause) to operate in place of a single unit:

I like John. I like Andy. I like John and Andy
He was firm. He was nice. He was firm but nice.
Were you awake? Were you asleep? Were you awake or asleep?

Coordinating conjunctions, then, allow us to say things more succinctly and
with less repetition, and they also allow us to create specific relationships, as
in the sentences above. Thus the word and causes us to put the referents in
the same category — people who are liked by the speaker in this case. The
word but creates a co-occurrence of features that might be expected to con-
trast, in this case the question of whether you can indeed be nice if you are
also firm. The final coordinating conjunction, or, shows that the speaker
believes the two states (asleep and awake) to be mutually exclusive. A much
larger class of subordinating conjunctions (including if, so, that, although,
then and so on) is used in English not to give equal weight to parts of a struc-
ture, but to make clear that one unit or structure is less important grammat-
ically (and thus also semantically) than another. We shall see the effect of
subordination on structure in Section 5.4.3. The following are examples of
subordinating conjunctions in context:

Although it was late, she rang the doorbell.

When you get to the hotel, give me a ring.

I know that you have taken it.

The subordinating conjunctions usually introduce a clause or other element
(underlined in the above examples) that either sets the scene for the main
clause, as in the first two examples, or acts as the object or complement of the
main verb, as in the final example. Identifying a conjunction can be the key
to understanding which part of a complex sentence is the subordinate and
which is the main clause.

3.5.5 Auxiliary verb

Aucxiliary verbs are so called because they support the lexical verbs by intro-
ducing some of the regular meanings that are needed by all verbs, such as
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tense. As we shall see when discussing the structure of the verb phrase, aux-
iliary verbs carry a great deal of meaning that in other languages are carried
in inflectional verb endings. In English these functions are delegated to the
auxiliaries.

The auxiliary verbs are made up of the modals (may, must, might and so
on), have (perfective) and be (progressive and passive). Later we shall see how
they work with each other and with lexical verbs. Here it is worth noting
some of the uses of the auxiliary function: to construct questions, to provide
emphasis and to carry negation.

Looking at questions first, the first auxiliary in a verb phrase can be put
before the subject in order, to ask a question:

She will be coming. Will she be coming?

Jane has been hurt. Has Jane been hurt?

Dave might find it. Might Dave find it?
The emphatic use of the auxiliary is connected with stress and intonation pat-
terns, but it is again the first auxiliary that carries the extra emphasis of an
emphatic version:

She will be coming

Jane has been hurt

Dave might find it
The negation of English sentences is usually carried by the verb phrase in the
form of a negative particle, which intervenes in the verb phrase after the first
auxiliary and before the following auxiliary or lexical verb:

She won'’t be coming.

Jane hasn’t been hurt.

Dave might not find it.
As these examples show, the negative particle is often attached to the auxil-
iary verb, though in the case of might the reduced form (mightn’t) is less com-
mon Now.

All three of these special uses of the auxiliary require some attention to the

first auxiliary of a verb phrase. This may be a modal auxiliary or it may be

have or be. Whichever it is, this verb is known as the ‘operator’ because it has
the special functions described above. In the absence of an auxiliary (that is,
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where there is only a lexical verb), the dummy operator — the verb do - is
used instead:

Does Donald know the answer?

Donald does know the answer!

Donald doesn’t know the answer.

The dummy operator, then, performs the three functions of the other auxil-
iaries, but it does not carry any meaning of its own to add to the verb phrase.

Further reading

Many general books on grammar, such as Brown and Miller (1991) and
Huddleston (1988), cover morphology as well as syntax and are more detailed
than the present volume. They also include discussions of lexical and gram-
matical word classes. For students who are specifically interested in morphol-
ogy Matthews (1991) and Bauer (1990) are useful for theoretical issues and
debates, whilst Bauer (1983) provides a very thorough description of word
formation in English.

The larger English grammar reference books, such as Huddleston and
Pullum (2002) and Greenbaum (1996), cover morphology, word classes and
the topics of Chapters 4 and 5 of this book.

For useful reminders and alternative descriptions of many of the grammar
topics in Chapters 3, 4 and 5, see the Internet Grammar of English at the fol-
lowing web address: www.ucl.ac.uk/internet-grammar/home.htm. There are
also some very useful exercises for beginners on that site.
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4 Phrase

Introduction: structures larger than words

In the previous chapter we encountered the different word classes of English
and looked at the internal structure of words. In this and the following chap-
ter we shall consider structures that are usually made up of more than one
word, and look at how they are put together out of the word classes we have
already examined. Here, then, we shall be considering the ways in which
words are combined to make phrases, and in the following chapter we shall
investigate the structure of clauses, sentences and utterances. Mostly we shall
look at well-made structures that appear not to be affected by the problems
of on-line processing and other parole or performance issues (see 7.7.1) that
characterise the spoken language. In this regard we shall investigate some of
the issues of spoken grammar that mark it out as different from the grammar
of written texts (for a full description of the grammar of spoken English see
Carter and McCarthy, 2005).

There are a number of ways of approaching the description of syntax, and
these depend to some extent on what your purpose is and which theory
underlies your approach. In the case of this volume, the main purpose is to
give students an accessible model of what is going on in English sentences
that they can then use in their own work on different topics in English lan-
guage studies.

The approach taken here owes something to structuralist models and a lit-
tle to functional and transformational-generative models of language. It will
also be recognisable to people familiar with traditional grammatical training,
though it differs in some significant ways from the old school grammars that
based the description of English on the grammars of Ancient Greek and Latin.
Where there are clear connections with any of the linguistic theories men-
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tioned above, reference will be made to this, but the main task here is to give
students tools that they can use.

As we saw in the Introduction to this volume, the use of an asterisk before
an example in linguistics denotes an unacceptable form in the language being
described. It is often used when demonstrating structures that simply do not
occur, or hypothetical structures that would probably be rejected by speakers
of the language. The use of a question mark before an example indicates that
the example might or might not be acceptable to first-language speakers of
English. It is less restrictive than the use of the asterisk.

Phrase structures

The circularity of the system of units and structures in English means that it
is impossible to write about individual words and word classes without men-
tioning their functional roles in larger structures, including phrases. We have
already met some of the structures that will appear in the sections below.

In English, phrase classes reflect the four major lexical word classes, so that
there are noun phrases, verb phrases, adjective phrases and adverb phrases,
each of which is centred on a head word of the relevant class, and each of
which has certain potential additions to that head word to make a longer
phrase. The only addition to this list is the prepositional phrase, which is real-
ly just a noun phrase with a preposition added at the beginning. We shall
consider each of these classes in turn, and investigate their structure.

Before we do so, let us consider what makes a structure a phrase and not a
clause. We saw earlier that single words can form complete utterances (for
example Yes.) This is true of all word classes, and all phrase classes too, but
without the full clause structure an utterance usually needs to include some
information from the context for us to understand the significance of the
word or phrase that is uttered.

Many traditional and more recent linguistic explorations of syntax have
concentrated on the structure of more complete utterances that can stand
alone and be understood. These structures are normally based on clauses,
which have a conceptual completeness that is missing when a phrase is
uttered alone. Phrases, then, like words, form part of larger structures and are
not usually complete in themselves, without either the rest of the clause or
some context that can fill in a clause-like conceptual structure. Take for exam-
ple the following phrases:

On my chest of drawers near the window.
The longest walk I ever did.
Absolutely brilliantly!
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These are a prepositional phrase, noun phrase and adverbial phrase respec-
tively, and could occur as utterances on their own. However in that case they
would be subject to some kind of contextual interpretation, such as a pre-
ceding question:

Where are the spare car keys?

What did you do on your birthday?

How did Jenny play?
The same phrases, when embedded in a full clause, would not require the same
amount of contextual information to be interpreted at a basic semantic level,
though context is always relevant to the full interpretation of all utterances.

The spare car keys are on my chest of drawers near the window.

On my birthday he took me on the longest walk I ever did.

Jenny played absolutely brilliantly!
These clauses are more interpretable than the phrases in the first set of exam-
ples, though for a full understanding the hearer would need to know the
identity of the pronoun referents and who Jenny is.

Having established that phrases are, at least conceptually, part of a larger

structure, we shall now consider the internal structure of the five phrase class-
es in English.

4.2.1 Noun phrase (NP)

The noun phrase is the most common and probably the most versatile
phrase in English. It is based around a head noun, which is the irreducible
core of the phrase and the shortest possible version of the noun phrase
(underlined in the full clauses below):

Slippers are the new stilettos.

Power made him crazy.

Stephen found mould behind the bath.
In these examples, which are full clauses, the noun phrases we are concerned
with are only one word long and consist of a single head noun.

Most noun phrases, though, have at least one premodifier, usually a
determiner:
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These slippers are the new stilettos.
His power made him crazy.

Stephen found the mould behind the bath.

Note that in English a noun phrase can have only one determiner, which is
partly what puts the different determiners (articles, demonstratives and pos-
sessives) into a single class. Some languages allow a combination of article
and possessive, but this is not permitted in English:

*The my carpet. *A his father.

In addition to the determiner, the premodification of the head noun may
include, in the following order, a predeterminer (determiner,) an enumerator,
adjectives and a noun. We shall consider each of these in turn.

There is a small number of predeterminers in English, most of them con-
cerned with quantification (Table 4.1). Predeterminers, as their name implies,
tend to occur before determiners, though very similar quantifiers (usually
without the particle, of) can occur without the intervening determiner (Table
4.2).

Table 4.1 Predeterminers in the noun phrase

Predeterminer Determiner Head
All (of) my sisters
None of the answers
Each of those books
Most of our water

Table 4.2 Quantifiers in the noun phrase

Quantifiers Head
All officers
No answers

Each book
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To which subclass these quantifiers belong is open to question. They seem
to be like predeterminers in meaning, but they could belong to the class that
is mostly dominated by numbers, that is, the enumerators (Table 4.3).

Table 4.3 Enumerators in the noun phrase

Emumerators Head
Ten officers
Twelve answers
Five books

It is important to note that these candidates for membership of either the
predeterminer or the enumerator class do not behave consistently with
regard to combining with determiners. Some may occur with a determiner,
and some may not (Table 4.4). The significant difference is that where a deter-
miner does occur with enumerators proper it precedes the numeral (Table
4.5).

In summary, then, the predeterminer class has a varied expectation of co-
occurrence with other deteminers, but where it occurs it is the first item in a
noun phrase.

Table 4.4 Quantifier/Determiner combinations in
the noun phrase

Quantifier Determiner Head
All the officers
*No the answers
*Each the book

Table 4.5 Determiner/Enumerator combinations
in the noun phrase

Determiner Enumerator Head
The ten officers
Her twelve answers

Those five books
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The enumerator class has already been introduced and is fairly straight-
forward, coming between the determiner and the adjective positions in the
premodification of a noun phrase. As well as the ordinal numbers (one, two,
three and so on), the cardinal numbers (first, second, third and so on) are
also part of this class (Table 4.6).

Table 4.6 Ordinal and cardinal enumerators in the
noun phrase

Determiner Enumerator Head
Her three dogs
Those eleven players
My first cappuccino

After the enumerator class, the premodification of a noun may include a
number of adjectives. There is no theoretical restriction on the number of
adjectives allowed in an English noun phrase, though more than three is
unusual and a single adjective is most common, except in specific contexts,
such as the description of products in catalogues:

Medium roast ground coffee.
These delicious shortbread Christmas tree shaped biscuits.

A deep, ribbed collar.

A few identifiable subclasses of adjective appear to have general restrictions
on their co-occurrence as well as a tendency to occur in a certain order. For
example the classes denoting colour, origin and material tend to occur after
the subclass that might be labelled ‘general adjectives’. These include size,
shape and evaluation adjectives. They are not so much a structured class as a
miscellaneous group of the most common adjectives that do not fit into the
other, more-specific classes (Table 4.7).

Table 4.7 Adjective premodifiers in the noun phrase

Determiner General Colour Origin Material Head

Those gorgeous  red Indian linen trousers
Her long green Chinese silk skirt
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The ordering of adjectives in noun phrases is not a strict rule of the gram-
mar, and is probably a semantic restriction as much as anything, since it is
unlikely that we would want to describe the noun head as being of two
colours or from two different places (Table 4.8).

Table 4.8 Restrictions on adjective cooccurrence in the noun phrase

Determiner General Colour Head
*My gorgeous red blue trousers
*Her long Indian Chinese skirt

The only way in which these phrases could be made to work would be to
combine the meanings of the duplicated adjective class to mean ‘somewhere
between’ red and blue, and ‘a bit’ Indian and ‘a bit’ Chinese.

As well as not having more than one of each adjectival subclass, changes
in the order of these adjectives can sound rather odd. However this does not
mean that they are ungrammatical, in the way that *the my house or *pink
those rabbit would be:

?Those red gorgeous linen Indian trousers.

?Her Chinese long silk green skirt.

One of the effects of reordering the adjective classes is that the noun phrase
sounds more as though it were being constructed on the spot, with the speak-
er thinking it through as she or he goes.

In addition to the subclasses already explored there is the verbal adjective
class, which is made up of adjectives clearly derived from verbs, either using
the -ing or the -en form of the verb but behaving in all other respects like an
ordinary adjective:

The painted wooden boxes.

Those poor dancing bears.

It is less clear than with the earlier statement of ordering where these ‘dever-
bal’ adjectives are likely to occur in the premodification of the noun phrase.
For one thing noun phrases with lots of premodifiers are relatively rare. Also,
some changes in emphasis can be achieved with different orders, as we can
see by changing the order of the premodifiers in the first of the above
examples.
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The wooden painted boxes

It is also unclear where an origin adjective would fit into the second of the
above examples.

Those poor Russian dancing bears.

Those poor dancing Russian bears.

The first of these versions is probably most likely, but the second is also fea-
sible. Once there are more than two adjectival premodifiers the order will
depend on the tendencies in ordering discussed here, and also on the con-
text, which could alter the emphasis for a number of reasons.

The final part of the premodification of nouns in English noun phrases is
the noun premodifier. This is a noun that can precede the head noun, but
functions in the same way as other premodifiers by limiting the possible
range of referents of the noun phrase as a whole. Thus the noun phrase a duck
may cover any referent that can be labelled ‘duck’, but the following noun
phrases, with noun premodifiers, limit the possible referent to different sub-
classes of duck:

The Bombay duck.

My bath duck.

Dawn’s garden duck.
An amusing way to try out noun premodification is to write random nouns
on separate pieces of paper, then draw two out of a hat and put them togeth-
er after a determiner (usually the is the safest choice). You will end up with
some odd concepts, but it is usually possible to imagine a context in which
you might hear the resulting noun phrase uttered. Some will be more ordi-
nary than others, and some will be downright surreal. They will all be gram-
matically acceptable. Here are some phrases created in this way, ranging from
normal to odd, and some suggested contexts (in brackets):

The book cupboard (the cupboard where we do/used to keep books).

His frog jumper (jumper with a pattern of frogs knitted in).

Those tree readers (people who can communicate with trees).

Note that these phrases could also contain the premodifiers discussed earlier
(predeterminers, adjectives and enumerators), but if we included one from
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each category of premodifier the result would very odd indeed. The following
are some noun phrases with a range of choices from the premodifiers possi-
ble in English noun phrases:

All my three dress patterns.

Those horrible yellow sneakers.
Before we look at the postmodification of head nouns, let us put the noun
phrases we have just seen into a clause, to see them operating in different
contexts:

All my three dress patterns are too small for me.

She keeps wearing those horrible yellow sneakers.
Although many noun phrases consist of only the head noun and a small
number of premodifiers, there are two important types of postmodifier that
you also need to recognise. The first is the prepositional phrase and the sec-
ond is the relative clause.

The prepositional phrase will be explored in more detail in Section 4.2.5, but
for now there is an easy way to remember the form of the phrase: it consists of
a preposition and a noun phrase. If we add a preposition to the beginning of
the slightly odd noun phrases we invented earlier the result is as follows:

In the book cupboard.

Up his frog jumper.

For those tree readers.
The resulting prepositional phrases can in turn be added to the end of other
noun phrases to form the postmodification:

The dictionary in the book cupboard.

The chocolate up his frog jumper.

The cakes for those tree readers.
Note that these are still only noun phrases. They are not complete clauses and
do not contain a verb. It is important to focus on this because there can be
closely related clauses that might seem to be the same at first sight, but in this

case the prepositional phrases are not postmodifying the noun as there is a
verb between the noun phrase and the prepositional phrase:
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The dictionary is in the book cupboard.

The chocolate is up his frog jumper.

The cakes are for those tree readers.
These complete clauses use the prepositional phrase in its only other func-
tion, as an adverbial clause element. We shall investigate these in Section

5.2.5, but for now let us place the noun phrases with prepositional phrase
postmodification into clauses of their own:

The dictionary in the book cupboard is huge.

The chocolate up his frog jumper will be melting.

The cakes for those tree readers are nearly ready.

Here, the noun phrases (underlined) are functioning as the subject in a larg-
er clause, though they could just as easily be objects:

You should consult the dictionary in the book cupboard.

Where did he get the chocolate up his frog jumper?

Don’t eat the cakes for those tree readers.

Apart from the prepositional phrase, the other main form of postmodifica-
tion in noun phrases is the relative clause. This is one of the areas of English
grammar where it is difficult to know in which order to explain things. The
relative clause, as its name implies, has a recognisable clause structure and
this is discussed later in this volume. Rather than repeat the description of
clause structure here, you are referred to Section 5.3. However a little of the
structure of a clause will need to be introduced here in order for you to
understand what is being described. The reason for this circularity in expla-
nation is that there is a similar circularity in the structure of the English lan-
guage. Whilst in general phonemes make up morphemes, which make up
words, which make up phrases, which make up clauses, which make up sen-
tences, which make up texts, there are some places in the structure where a
‘higher’ unit is embedded in a ‘lower’ unit. The noun phrase is one of these
places.

We have seen that a noun phrase can include a prepositional phrase that
itself contains a noun phrase. This is already quite complex (as we shall see
below), but it can be explained quite clearly if the noun phrase is described
first, as we have done here. We now find that noun phrases can contain claus-
es, though they are usually also contained within clauses.
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Rather than drive ourselves mad trying to work out this conundrum, let us
look at some examples of relative clause postmodification:

The trifle that Susan made for the party.

The thief who stole my car.
The ground where Australia lost the Ashes.

We shall see many more examples of relative clauses in Section 5.3.3; here it
is important to note the context in which they occur. Unlike other subordi-
nate clauses the relative clause is part of a phrase, not a clause element in its
own right. It immediately follows the head noun of a noun phrase and is
introduced by a relative pronoun (typically, but not only, who, which or that).
The structure of the clause will vary according to whether a new subject is
introduced (Susan in the second example and Australia in the third example
above), and depending on what kind of relationship there is between the
head noun and its role in the relative clause, since it may perform as subject,
object, complement or adverbial in the subordinate clause.

For the purposes of this section, consider how we can recognise the relative
clause as part of the noun phrase. If we put the whole of the noun phrase
(including pre- and postmodification) into a clause it will be easier to recog-
nise the relative clause as being subordinate:

The trifle that Susan made for the party was delicious.

The thief who stole my car has been caught by the police.

The ground where Australia lost the Ashes will be remembered.

Perhaps the most useful test to identify a noun phrase, however long it is, is
the substitution test. If you are unsure whether a series of words is indeed a
single noun phrase, try substituting the whole of it for a pronoun to see
whether this is possible:

It was delicious.

He has been caught by police.

It will be remembered.

You cannot substitute only part of a noun phrase in this way as it makes non-
sense of the rest:

*It that Susan made for the party was delicious.
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*He who stole my car has been caught by police.

*It where Australia lost the Ashes will be remembered.

To summarise, the noun phrase in English is made up of three functional ele-
ments, of which only the head is compulsory: Premodification, head, post-
modification. These functions are normally filled by the word classes shown
in Table 4.9.

Table 4.9 Form-function relationships in the noun phrase

Premodification Head Postmodification
Predeterminers Noun Prepositional phrase
Determiners Relative clause
Enumerators
Adjectives
Nouns

The aim here is to describe the most typical and regular patterns of English
structures. Note that occasionally other word classes will form the head of a
noun phrase, notably adjectives (as in the poor or the rich). These uses are
dependent on the understanding that adjectives are fulfilling a noun-like
role, as the head of a noun phrase. Hearers are thus likely to interpret adjec-
tive heads as implying that there is a missing noun, people.

The combinations of premodifiers are not restricted, except by the norms
of length and the difficulty of understanding a very long noun phrase. The
following is a long one that would be difficult to follow if it were delivered as
part of a spoken utterance:

All of my three tall purple Chinese shining vases with gold leaf patterns . . .

Such noun phrases are relatively rare, except in catalogues, but another com-
plicating factor in the noun phrase is the possibility of recursion. Because the
noun phrase can contain a prepositional phrase that is mainly made up of a
noun phrase, there is the possibility, in theory at least, of infinite repetition
of this pattern. The following noun phrase is fairly long, but not terribly
unwieldy:

... the pig in the sty on his farm in Wiltshire . . .
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Note, though, that the levels of structure are quite complex, the first noun
phrase being in three parts:

Pre-modification Head Postmodification
the pig in the sty on his farm in Wiltshire . . .

The second level of structure concerns the prepositional phrase that post-
modifies the head, pig. It consists of the preposition, in, and a noun phrase
with the following structure:

Pre-modification Head Postmodification
the sty on his farm in Wiltshire . . .

Here the embedded noun phrase, which is part of the prepositional phrase
that postmodifies pig, has the head noun sty and another prepositional phrase
that postmodifies sty. In other words, if the first prepositional phrase tells us
where the pig is, then this one tells us where the sty is. The prepositional
phrase at this level has a preposition, in, and a noun phrase with the follow-
ing structure:

Pre-modification Head Postmodification
his farm in Wiltshire . . .

This noun phrase, if you read it as a stand-alone structure, seems very simple,
but it does of course have one further level embedded within it. The post-
modification of farm is a prepositional phrase with a preposition, in, and a
noun phrase, Wiltshire. The structure of the latter consists solely of the head
noun Wiltshire.

This demonstration of the potential complexity of the noun phrase struc-
ture in English shows how a simple rule, repeated a number of times, can
include a great deal of information on one of the most basic structures of the
language. It is also possible, of course, to do the same thing with relative
clauses. Some writers of children’s stories delight in playing with these kinds
of recursive structure, perhaps most famously in the following form:

(This is ) . . . the cat that chased the rat that ate the malt that lay in the house
that Jack built.

In order to make quite clear what is going on here, let us take it apart in the
same way as the previous example. The ‘top’ level of structure is a noun
phrase structured as follows:
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Pre-modification Head Postmodification - relative clause
the cat that chased the rat that ate the malt that
lay in the house that Jack built

The relative clause has a subject, that, a verb, chased, and the rest is an object,
which is a noun phrase with the following structure:

Pre-modification Head Postmodification — relative clause
the rat that ate the malt that lay in the house that
Jack built

Here we have a noun phrase with a postmodifying relative clause that tells us
more about the rat. This relative clause has a subject, that, a verb, ate, and an
object, which is a noun phrase whose structure is as follows:

Pre-modification Head Postmodification - relative clause
the malt that lay in the house that Jack built

In this case we have a noun phrase with a postmodifying relative clause that
tells us more about the malt. This relative clause has a subject, that, a verb,
lay, and an adverbial, which is a prepositional phrase containing the prepo-
sition, in, and a noun phrase with the following structure:

Pre-modification Head Postmodification - relative clause
the house that Jack built

In this example the noun phrase has a further relative clause that postmodi-
fies house, which consists of an object, that, a subject, Jack, and a predicator
(verb), built. It is only because we have now run out of noun phrases, with the
object being represented here by the relative pronoun, that, that the process
of extending the noun phrase has come to a halt. Let us look at the noun
phrase in its original clause context:

This is the cat that chased the rat that ate the malt that lay in the house that
Jack built.

In the original, then, the noun phrase functions as the complement to the
clause, which otherwise consists of only a subject, this, and a verb, is.
Having demonstrated the potential complexity of the noun phrase, let us
look at some simpler examples in order to consider an important structure
that occurs very often in English, particularly, but not only, in news report-
ing. In this structure two or more noun phrases are placed in apposition to
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each other, meaning that there can be more than one noun phrase in one of
the normal clause functions (for example, subject), and if these have the same
referent they are said to be in apposition. In the following the underlined
phrases are all examples of apposition:

Mr Clark, the Home Secretary, said . . .

She saw Mr Bun, the Baker, going along the road.

My sister-in-law, Sandra, phoned me from Australia.

Blonde mother of three, Samantha, . . .

As you can see, these examples give information on either the occupation,
the looks or the relationship with the speaker of the person referred to.
Apposition can also be used for inanimate objects:

The Ford Fiesta, my new car, is a delight to drive.

4.2.2 Verb phrase (VP)

The verb phrase is the pivotal phrase in English clauses. It fulfils the role of
predicator in the clause and effectively introduces a process (action, event
and so on). Unlike in the noun phrase, recursion is not possible in the verb
phrase, and with only a small number of exceptions all verb phrases fit into
a fairly predictable and clear pattern, as described in this section.

It is important to note that some approaches, notably those deriving from
generative theory, use the term verb phrase to refer to the whole of the pred-
icate of the clause, that is, the verb and all that follows it. In the approach
used here the term is used to describe only the verbal element of the clause,
functioning as the predicator. To avoid confusion it is essential when reading
other textbooks to establish which of these approaches is in use.

The first thing to note is that the simplest verb phrase will be a main lexi-
cal verb on its own. This is true of the vast majority of English verb phrases,
and also of the clauses below, where the verb phrase is underlined:

The party started about 9 o’clock.

My brother always sings in the bath.
You bring us bad luck!
We have already examined the form of English verbs, so you should recognise

the above as examples of the past tense, the present third person singular and
the present second person singular respectively. As English has no future
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tense and things such as voice (active and passive), perfective and progressive
are not built into its morphology (unlike, for example, French and Spanish),
there is a range of auxiliary verbs instead. These precede the main lexical verb
and introduce all of the variations of meaning that some other languages
include in the form of the verb itself.

The full form of the verb phrase is as shown in Table 4.10, though as we
shall see it is rare for all of these potential places to be filled at once.

Table 4.10 Verb phrase structure in English

Modal Perfective Continuous Passive Main verb
auxiliary auxiliary auxiliary
might have been being followed

We shall consider each of the four auxiliary positions in turn. The modal
auxiliaries in English are a subclass with at least the following members:

may, might, will, would, shall, should, can, could, ought (to)

There are other potential members of the modal class, including need and
dare, but these are increasingly falling out of usage as modal verbs. Modality
is an important semantic contribution to the interpretation of any text, and
it is not found in modal verbs alone (see Simpson, 1993, ch. 3), but here we
shall mainly consider the structure of the English verb phrase, rather than
detailed variations in meaning and usage. In general, then, modal verbs are
responsible for bringing in the speaker’s own opinion about the substance of
the clause being uttered, by indicating either how true or how desirable or
acceptable he or she considers the circumstance being described. The likeli-
hood or truth of an utterance is called epistemic modality, and its desirabil-
ity is known as deontic or boulomaic modality. These two aspects of modal
meaning can be represented by the same modal verb, with the semantics and
context enabling the hearer to distinguish between them.

She should be here by now (I know that she left in plenty of time).
She should be here by now (It’s not polite to be so late for a wedding).
The first example shows the use of should as an epistemic modal, with the

speaker indicating some doubt about the truth of the statement. The second
example demonstrates the deontic use of modals, whereby the speaker indi-
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cates what she or he thinks is the proper thing to happen. The modal verbs
have no formal variation in morphology, and therefore they are always the
same, irrespective of the person (first, second, third) or number (singular or
plural) of the subject they follow:

I should go.

You should eat.

He/she/it should play.

We should sing.

They should leave.

More important, perhaps, is the fact that the modal verbs do not occur on
their own, hence the inclusion of a range of lexical verbs in the examples
given above. It is only when the lexical verb is completely predictable that
the modal can stand in for the whole verb phrase. The following exchange
provides an example:

A: Might they bring a present with them?

B: They might.

When a modal auxiliary is included in the verb phrase the subsequent verb
form must be the infinitive form of the verb — one of the non-finite forms of
the verb. In the above examples the lexical verbs follow the modal in infini-
tive forms - go, eat, play, sing, leave — but because the infinitive form is the
same as other forms for many verbs, it is only clear that these are infinitives
when the subsequent verb is one with a distinctive infinitive, such as the verb
be: You should be . . .

Later we shall look at more complex cases, where some of the other auxil-
iary positions are also filled in. For now the significant points to remember
are that modals do not change their own morphology but do influence the
form of any subsequent verb, so that it is obliged to be an infinitive.

The second auxiliary position is the perfective auxiliary. This function is
fulfilled by the auxiliary verb have which looks identical in all its forms to
the lexical verb have, but must be kept separate for analytical purposes. The
lexical verb have has a clear meaning or ‘semantic content’, approximating
to the notion of ownership, though this is sometimes more metaphorical
than literal (for example I have a longing for a cool drink). The perfective aux-
iliary, by contrast, brings the idea of completion to the meaning of the verb
phrase:
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She has broken the glass.

I had cooked the dinner.

Note that the perfective auxiliary, unlike the modal verbs, will agree with its
subject as long as it is the first verb in the verb phrase. It can also take the
present (has) or past (had) tense form, and this choice will differentiate
between actions or processes completed in the immediate past and those
completed at an earlier moment.

The other important feature of the perfective is its effect on the subsequent
verb, whether that is another auxiliary or a main (lexical) verb. Those verbs
which follow the perfective auxiliary have to take the -en form, which is
another of the non-finite forms of the verb.

She has taken the dog.
They had sold their house.

I have asked lots of questions.

You may recall that the -en form of many verbs is either irregular (for exam-
ple sold) or similar in form to the past tense -ed form (asked). Nevertheless,
whenever the perfective auxiliary is followed by a verb for which a distinctive
-en form is possible, this is the form that is used (for instance taken).

The next auxiliary position in the English verb phrase is the progressive
auxiliary verb, be. Like the perfective it has the same range of forms as a very
common lexical verb, but they should be considered as different verbs. The
lexical meaning of be is hard to capture, but it can be summed up as to do
with existence and equivalence:

This book is the best I have ever read.

There is a beach on the other side.
The auxiliary verb, be, however, conveys the idea that the process being
described by the utterance is in some sense continuous - either in the past or
in the present:

She is making a cake.

The priest was saying a prayer.

In the first of these examples the verb phrase, is making, tells the hearer that
the process is ongoing since the auxiliary is in the present tense. In the sec-
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ond example the process is in the past because the auxiliary is in the past, but
there is a focus on the duration of the process that is lacking in a past tense
or perfective version:

The priest said/has said/had said a prayer.

These three versions all place the action in the past, and none of them evokes
the length of time during which the prayer was being said, unlike the pro-
gressive version.

The final auxiliary to discuss is the passive auxiliary, which also takes the
form of the verb be. Again this needs to be distinguished from the lexical verb
be, and from the progressive auxiliary, which is formally identical to it. In fact
the only way that we can tell the difference is by what follows it. In the case
of the passive auxiliary, the subsequent verb has to be in the -en form rather
than the -ing form, which follows the progressive.

Jessica was throwing her javelin (progressive).

Jessica was thrown from her horse (passive).

The significant contribution of the passive voice to meaning is that it changes
the relationship between the subject and the predicator. In all active (non-
passive) verb phrases, in some sense the subject is the doer of the process
(even if the verb is a fairly inactive one, such as notice or fall). With passive
verb phrases the subject is the goal of the process, and suffers the conse-
quence of the process described, rather than being the initiator. This can be
seen in the examples above, where Jessica is doing the throwing in the first
sentence but is affected by it in the second.

The passive auxiliary, like the perfective and the continuous, carries per-
son/number agreement and tense if it is the first auxiliary in the verb phrase:

The old man was affected by the collapse of his pension scheme.

I am surprised by your words.

When the passive auxiliary is no longer the first auxiliary in the verb phrase
the usual restrictions apply. Thus after a modal auxiliary its form will be an
infinitive, after a perfective it will be -en and after a continuous it will have
the -ing form.

We are now in a position to summarise the English verb phrase structure
and the formal restrictions that the auxiliaries place on the subsequent verb
(Table 4.11).



PHRASE

Table 4.11 Summary of English verb phrase structures

Modal Perfective Progressive Passive Main (lexical)
might have seen

has been trying

is being burned

should be buying
can be bought

have been being considered
will have been being thought

4.2.3 Adjective phrase (AjP)
The majority of adjective phrases in English are very simple; usually an adjec-

tive on its own, or premodified by an intensifying adverb:

She is pretty.
Your house is incredibly untidy.

We saw in Section 3.4.3 that the main functions of adjectives are to premod-
ify the head noun in a noun phrase or to serve as a complement, usually after
the lexical verb be or another intensive verb. In the two examples above they
are both complements, while below they have a premodifying function:

The pretty girl.
Your incredibly untidy house.

The only further complexity that is possible in adjective phrases is a kind of
postmodification that is sometimes known as an adjectival complement.
This takes a variety of forms but is commonly either prepositional or clausal:

(She is) sad about her friend’s illness (prepositional).

(They are) likely to come to the party (clausal).

In these examples the adjective phrase is the part of the section that is not
in brackets and forms the complement of the clause. The analysis of the
prepositional phrase or clause complement of adjectives is the same as else-
where.
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4.2.4 Adverb phrase (AvP)

The adverb phrase is the simplest of all English phrases, being made up of
only an adverb and any premoditfying intensifiers that are also part of the
adverb class:

... very closely.
... right slowly.

... amazingly subtly.

In general only adverbs that are gradable — normally those deriving from
gradable adjectives — are able to be premodified by intensifiers. Other adverbs
occur alone.

The two major functions that adverb phrases fulfil are as an adverbial in a
clause structure or as a premodifier to adjectives in adjective phrases:

. .. very obviously drunk.
... They nearly always arrive late.

The first of these examples is an adjective phrase, with an adverb phrase as
premodifier. The second has the adverb phrase (underlined) as a clause ele-
ment, telling the hearer how often the action occurs.

4.2.5 Prepositional phrase (PP)

The inevitable circularity in defining the terms and units in syntax means
that if you are reading this book in the order it is printed you will now know
almost all you need to know about prepositional phrases. The form of prepo-
sitional phrases has been described in a number of places and is very simple
to summarise, as it is made up of a preposition and a noun phrase.

The function of prepositional phrases has also been touched upon. The use
of prepositional phrases as postmodifiers in noun phrases was explored in
some detail (in Section 4.2.1), but they also have a clause function, as adver-
bials, and this has only been mentioned briefly. In addition, although it is
quite easy to identify prepositional phrases there is considerable potential for
confusion between the two functions of these phrases. We shall now explore
some of the ways of distinguishing the functions, as well as some of the pos-
sible ambiguities.

To take the adverbial function first, we have seen that adverbs and adverb
phrases are the typical forms that function in adverbial roles in clauses. The
adverbial role can be summed up as detailing the circumstances in which the
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action of the clause takes place. This might include the time, the place and
the emotional setting (for example if it is a surprising or depressing process),
and in many cases these circumstances are outside the compulsory structure
of the clause.

In_a moment or two the cortege will emerge from the Abbey . . .

Note that the adverbial prepositional phrase (underlined) in this example is
not vital to the grammar of the sentence, though it clearly adds information.

The other function of prepositional phrases, as we have already seen, is to
postmodify the head noun in a noun phrase:

Those children with the expensive trainers . . .

This prepositional phrase elaborates what we know about the head noun,
children, and would be part of the section replaced if a pronoun (for example
they) were substituted.

Further reading

Brown and Miller (1991) cover the topics in this chapter, including recursion
and the general principles of phrase structure, though in a slightly different
way, drawing upon both generative and functional models of language. This
will be of interest to students who are coping well with the present book and
are interested in seeing the same structures described differently. Huddleston
(1988) is a more straightforward match for this book, but at a greater level of
detail. For a more comprehensive investigation of phrase structure see
Huddleston and Pullum (2002) and Greenbaum (1996), as well as the many
useful encyclopedias and linguistic dictionaries.

The verb phrase has received many dedicated treatments, including in the
books by Palmer (1974, 1986), Leech (1971) and Allerton (1981).

The Internet Grammar of English (www.ucl.ac.uk/internet-grammar/home.
htm) has an explanation of phrase structure that students may find useful, as
well as exercises for practising analysis.
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CHAPTER

5 Clause and Sentence

Introduction: idealised structures

This chapter continues the useful myth that there is an ideal language that
can be described in books and that represents the core of what speakers draw
upon in their everyday language use. This idealised form of English reflects
the most stable form of the language, and one that has been described most
consistently over the years: the written language.

As linguists we are interested in both written and spoken language, and
phonetics and phonology were developed in response to the increased inter-
est in the spoken language that developed in the twentieth century. The
study of grammar, however, has tended to develop out of the traditional con-
cern that scholars of the nineteenth century and earlier had with ‘correctness’
and ‘better’ forms of the language. This evaluative approach disappeared
when linguists became aware that all human languages, including those with
no writing system, were equally complex and equally suited to their purpose
and functions. However the structuralist approach of de Saussure and others
retained the view that there was a notional ideal language that speakers and
writers had as a foundation to their flawed and imperfect use of the system.
This conviction remained part of the approach taken by Chomsky and other
generative linguists, who thought that the idealised version of the language
was what we stored cognitively and used imperfectly. These notions have
been regularly challenged by those working in contextual studies of language,
including discourse analysis, pragmatics and conversation analysis. These
studies have shown that the spoken language is as patterned as the written,
though in different ways. Carter and McCarthy’s Grammar of Spoken English
(2005) is a recent attempt to capture not just the contextual but also the
structural features of this form of language.
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Despite all these developments, those studying language need some tools
to begin their work, and the grammars that have been constructed in
response to the ‘ideal’ form of the language remain the clearest and easiest to
assimilate because they concentrate on the text alone, leaving the contextu-
al aspects of meaning to be studied separately. This chapter concludes the
introduction of these tools of analysis by considering the structure of claus-
es, which are the building block of English sentences and utterances.

Although we shall not be investigating detailed differences between the
spoken and written language, it should be kept in mind that there are many
potential differences between complete grammatical sentences in English and
the utterances that English speakers produce. However all the sentences we
shall investigate in this chapter can be uttered or written, and so we are con-
cerned with the fundamental structure of the language.

Clauses can be combined in various ways to make complex and compound
sentences, and we shall consider these in Sections 5.3.2 and 5.3.3. For now
we shall treat the clause as equivalent to the sentence, and expect to see only
one verb phrase in each example. The defining feature of a complete clause is
that it must contain a predicator (the verbal element) and usually other
clause elements (subject, object, complement, adverbial), as introduced
below.

Clause functions

It is useful for students who are learning how to analyse the grammar of
English to understand the difference between form and function at all the dif-
ferent levels of analysis. You have already seen this distinction at work in the
noun phrase, where there are members of the noun (form) class perform dif-
ferent functions, such as premodifier and head. We have also seen how the
adjective can function as a premodifier or as a complement. This section will
introduce an important set of clause elements that make up the major struc-
ture of English texts, and explain the relationships between the various
phrase classes (noun phrase, verb phrase, adjective phrase and so on) and
their clause functions.

During the process of learning to analyse syntax it may seem that in some
ways it would be simpler if languages did not make a distinction between
forms and their functions. This could only occur if there were a one-to-one
relationship between form and function, so that, for example, noun phrases
could only be subjects and there were different forms for the object and com-
plement functions. The loss of economy inherent in such a scheme would
make the language very unwieldy. The fact that a smallish number of forms
can each play a number of different parts in clause structure allows for a huge
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range of different utterances. By such means, human languages make a rela-
tively small demand on the memory whilst reaping a huge advantage in
terms of the complexity and range of things that can be said.

There are only five clause elements in English: subject (S), predicator (P),
object (O), complement (C) and adverbial (A). The following sections will
examine the clause functions in more detail, but for now there are a few gen-
eral observations that can be made about the model of syntax explored here.
First of all, as we shall see shortly, clause functions relate to the role that a
unit (word, phrase or clause) plays in the larger structure. Although there are
some straightforward connections between the functions and forms that ful-
fil them, it is helpful to view the two as separate. Thus although noun phras-
es often function as subjects, and though subjects are very often fulfilled by
noun phrases, there is no intrinsic connection, and it is important to know
that a noun phrase may have a number of functions that are not as a subject
clause element.

Another general point that needs to be made is that clause elements can be
the level and point at which recursion occurs. This means that units that are
normally at a higher level may occur within a lower level of structure, lead-
ing to the potentially infinite length of structures that we saw earlier in rela-
tion to noun phrase postmodification. In the case of the clause, although
clause elements are parts of a clause, at times they may be made up of subor-
dinate clauses, meaning that the clause structure contains another clause
structure, and this may in turn have a clause element that is a subordinate
clause, and so on.

5.2.1 Subiject (S)

The subject clause element is a syntactic function that is mainly fulfilled by
noun phrases, but may also be fulfilled by a subordinate clause. The first of
the sentences below is an example of a noun phrase (underlined) and the sec-
ond of a clause as subject (underlined):

My son went to university in Wales.

To perform at Madison Square Gardens was her highest ambition.

There are a few places where a predicator will not be preceded by a subject.
These include imperative structures, such as Go to bed immediately, where the
implied subject of a command is clearly the second person, that is, you. They
also include subordinate clauses where the subject is entirely predictable or
‘elliptical’:

After closing the curtains she turned on the television.
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Here the subordinate adverbial clause (underlined) has no subject for the
predicator closing, but the structure makes clear that she is the subject of both
clauses.

On all occasions when the subject is not so clearly predictable it will be
made explicit, although the precise semantic relationship the referent will
have with the verb will vary according to the semantics of the verb chosen.
Thus although we think of subjects as stereotypically doing something, if the
verb chosen is suffer or the verb phrase is in the passive form, the subject may
be far from an actor and more like a recipient or patient. Such observations
have been made since the early days in syntactic analysis, and the problems
of identifying the relationship between clause elements and semantic func-
tions remain under discussion. This is one of the fundamental problems of
linguistic description; how to reconcile the formal regularities of language
with the semantic irregularities and variations. Some grammatical descrip-
tions, such as the functional approach taken by Halliday (1985), attempt to
place such matters in the centre of the description, but the exact relationship
between the forms and their patterns of meaning remains fraught even there.

5.2.2 Predicator (P)

The predicator is the only place in the clause where form and function map
onto each other one-to-one. We are calling the function (that is, the verbal
‘slot’) the predicator here to differentiate it from the verb phrase form.
However, although only verb phrases usually function as predicators it is
worth noting that some parts of the verb take on noun or adjective-like func-
tions at times:

The singing detective (lives down my street).
My broken heart (will never mend).

Her playing (was sublime).

It is not always clear whether we should treat such examples as the word class
they function like, or the one that their own form suggests. This is a matter for
more advanced work; here they are pointed out to avoid confusion in anaylsis.

As already mentioned, all full clauses contain predicators, and in main
clauses and finite subordinate clauses the predicator (underlined) normally
follows the subject:

The lorry braked hard.
None of the supporters had seen the goal.

All my three remaining grandparents are deaf.
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As we saw earlier, the verb in English has relatively few forms of its own,
but occurs with auxiliary verbs in making the full range of meanings con-
nected to the process being described. Where there is a subject and a predi-
cator, the verb form of the predicator will take account of the subject. Thus,
the final example above has a plural form of the verb, are, to match the plu-
rality of the subject noun phrase.

When the predicator occurs in non-finite subordinate clauses with no sub-
ject, it will be the first element in the clause or follow a subordinating con-
junction:

Having identified the body (Miss Sharpe grew quite tearful).
After being questioned so aggressively (the man collapsed).

In these examples the subordinate clause is the setting for the main clause (in
brackets) and the predicator (underlined) in each case has no preceding sub-
ject because it is assumed that the subject is the same as that in the main
clause (that is, Miss Sharpe and the man).

5.2.3 Object (O)

Like the subject, the object function is mainly fulfilled by noun phrases,
though a clause also take its place.

Seven baby frogs crossed the path in front of me.

I always hope_that he will remember me.

In these two examples, the underlined sections represent the object in each
case, with the path being a noun phrase functioning as an object, whilst that
he will remember me is a subordinate clause with the same function.

Whilst in many cases the object corresponds to the element affected by the
verb, it also has many other potential semantic relationships with the process
described, depending on the verb chosen and other factors. For example the
sentence below shows an object that is not affected but created by the action
of the verb.

My mother knitted a tea cosy.

In addition to these direct objects there is a minor clause element known as
the indirect object. This function is normally fulfilled by either a noun
phrase or a pronoun, and precedes the direct object, as we can see from the
following:
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My mother knitted me a tea cosy.

Jennifer sent her boss a postcard.

The indirect object can alternatively be placed into an adverbial, usually a
prepositional phrase, with little change in meaning.

My mother knitted a tea cosy for me.

Jennifer sent a postcard to her boss.

5.2.4 Complement (C)

A complement, as opposed to a compliment (for instance Don’t you look love-
ly today!), is a syntactic function that can be fulfilled by a nominal element (a
noun, noun phrase or noun clause) or an adjectival element: (an adjective or
adjective phrase).

Complements occur after particular verbs. These include intensive verbs
such as be, seem, become, appear:

Sofia is a teacher (noun phrase).

Carrie is tall (adjective).

Sam became a doctor (noun phrase).

Carlos became very angry (adjective phrase).

Jennifer seems clever (adjective).

Other verbs that are followed by complements are verbs of change, such as
make, paint, colour, rub and verbs of perception such as think and consider:
These verbs have objects (bold) as well as complements (underlined).

Mary made me successful (adjective).
Carrie painted the door red (adjective).

Sam’s training made him a doctor (noun phrase).

Carlos coloured his sky blue (adjective phrase).
Jennifer rubbed her feet raw (adjective).
Nasser thought Saskia immature (adjective).
The word complement literally means ‘completing’, so this function is used

not to introduce something entirely new into the sentence but to complete
what we know about something or somebody already mentioned.
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In the first of the two sets of examples above we are told something extra
about Sofia, Carrie, Sam, Carlos, and Jennifer, the subjects of the sentences. The
complements follow the verb directly and are known as subject comple-
ments. In the second set of examples we are told something about me, the
door, him, his sky, her feet and Saskia that is, the objects of the sentences. These
complements follow the direct object and are known as object comple-
ments.

It is sometimes difficult to distinguish between objects and complements,
especially when the complement is a nominal of some kind. If we only con-
sider their form, the following sentences seem to have the same structure
(noun phrase plus verb phrase plus noun phrase):

Sofia is the teacher.
Sofia hates the teacher.
Speakers of English will know, however, that the complement in the first sen-

tence refers to the same thing as the subject (Sofia = the teacher) (Figure 5.1) but
in the second sentence Sofia and the teacher are different people (Figure 5.2).

Sofia is the teacher

Figure 5.1 Example of SPC structure

Sofia hates the teacher

Figure 5.2 Example of SPO structure
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The results of this method of distinguishing objects from subject comple-
ments by appeal to meaning can be confirmed by using a syntactic test.
Objects can usually be moved to the subject position without changing the
basic meaning if the verb is changed to a passive form:

The teacher is hated by Sofia.
Verbs that can be followed by subject complements cannot be made passive:
*The teacher is been by Sofia.

A similar problem can arise when a verb is followed by two nominals. The
sentences look alike on the surface (NP + VP + NP + NP), but the two noun
phrases after the verb can function as either indirect object plus direct object
or direct object plus object complement. The semantic key to the answer is to
consider whether the two nominals refer to the same or different things:

My mother made me a tennis player.

My mother made me a cup of coffee.

In the first sentence the two nominals after the verb are the same person
(Figure 5.3). This means that there is a direct object and an object comple-
ment in this sentence. In the second sentence the two nominals after the verb
refer to different things (Figure 5.4). The child (me) and the cup of coffee are
clearly not referring to the same item, so these are indirect and direct objects
respectively.

A syntactic test similar to the one used for subject complements can be
employed here. The direct objects in both sentences can be made into the
subject of passive sentences:

My mother made me a tennis player

Figure 5.3 Example of SPOC structure
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My mother made me a cup of coffee

Figure 5.4 Example of a SPOO structure

I was made a tennis player by my mother.

I'was made a cup of coffee by my mother.

However the complement cannot be made the subject of a passive sentence,
though the indirect object can:

*A tennis player was made me by my mother.

A cup of coffee was made for me by my mother.

The examples of complements discussed so far are simple and invented but
examples in real texts are usually more complicated. The following is an
extract from a travel brochure about Madagascar, and it contains three exam-
ples of subject complements:

Isalo National Park in the southwest is a landscape of sandstone rocks cut by
canyons and eroded into extraordinary shapes. The rock-clinging elephant’s
foot plant and the Aloe isaloensis are icons of this reserve. Isalo is sacred to the
Bara people, who bury their dead in caves in the canyon walls.

One of the things that we notice in real texts is that the large majority of sub-
ject complements follow the verb be rather than one of the other intensive
verbs. In this extract there are two singular present tense forms of the verb be
(is) and one plural present tense form (are). After these verbs there are three
phrases, two of them rather long, each complementing the subject of their
respective clauses.

... a landscape of sandstone rocks cut by canyons and eroded into extraordi-
nary shapes.
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. . . icons of this reserve.

... sacred to the Bara people, who bury their dead in caves in the canyon walls.
The first two are nominal, with head nouns landscape and icons respectively.
The last one is adjectival, with sacred as its head. Although there are many

more words in these examples they have the same structure as the invented
examples (Table 5.1).

Table 5.1 Complements in clauses

Subject Verb Complement
Predicator
Mary is the teacher
Isalo National . . . southwest is a landscape ... shapes
The rock-clinging . . . isaloensis are icons of this reserve
Isalo is sacred to the Bara people . . . walls

One of the reasons why such structures are common in travel brochures is
that they enable the writer to make quite bold statements without being at
risk of contradiction. The intensive verb acts like an equals sign, making the
sentence appear to be stating a given truth whereby the subject and the com-
plement are clearly identical.

This can have interesting consequences in terms of manipulating the read-
er, particularly when politicians use such structures as categorical statements,
as in the following quote from the British prime minister, Tony Blair, in a
national newspaper: ‘It is a false illusion that the answer to the problems of the
north is somehow to punish the south’ (Guardian, 15 February 2000, p. 10).

Here the ‘equation’ is between the complement noun phrase false illusion
and the delayed subject, which is a noun clause: that the answer to the prob-
lems of the north is somehow to punish the south. Both of these ideas are pre-
sented as ‘packages’ by being put into nominal forms. By using an intensive
verb and a subject-verb-complement structure the reader is being asked to
accept that they are identical or equivalent.

Subject Verb Complement
Predicator

. . . that the answer to the problems of the

north is somehow to punish the south s a false illusion
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Note that the effect of making the complement nominal, rather than adjec-
tival, is to strengthen the force of the statement. Tony Blair could have said
the following instead, choosing the adjective false instead of the noun phrase
a false illusion:

It is false to claim that the answer to the problems of the north is somehow to
punish the south.

If he had chosen this form there would have been more chance of his hear-
ers being inclined to argue with the equivalence he was trying to assume
between the complement and the subject.

5.2.5 Adverbial (A)

The final clause element in English is the adverbial. It is both useful and
potentially confusing that the name of this clause element is so similar to the
name of the word class of adverb and phrase class of adverb phrase. In some
grammar books the term adjunct is used for a similar range of functions, but
we shall stick with adverbial here. The important difference between the
adverbial function and adverb forms, as with all clause elements, is that a
number of different forms fulfil the function of an adverbial clause element,
and not all of them are based on adverbs. Although the most regular forms
that play this role are adverbs and adverb phrases, another very frequent form
that has an adverbial function is the prepositional phrase. In addition noun
phrases, particularly when they refer to moments or periods in time, can
function in this way.

The train pulled away from the station very slowly (adverb phrase).
Unfortunately, I won'’t be able to come to your wedding (adverb).

In a moment, I shall pour you a cup of tea (prepositional phrase).

Every day of my life I practise for four hours (noun phrase).

As noted, these examples respectively demonstrate an adverb phrase, an
adverb, a prepositional phrase and a noun phrase (underlined) functioning as
an adverbial in the clause. The common factor is that they all describe the cir-
cumstances in which the action or process of the clause takes place. The tra-
ditional description of this clause function included the definition of adverbs
as time, place or manner adverbs, and although we are now applying these
concepts to a function rather than a form, they are still useful as a conceptu-
al reminder of the kinds of adverbial we can expect to see. Perhaps even more
useful as a memory aid is to consider them to be answering the implicit
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questions introduced by words such as when, where, how and why. These ques-
tions do not quite cover evaluative adverbials such as unfortunately or sadly,
but they do cover most other cases of adverbial meaning.

Though syntax is intended to be the study of form and structure, rather
than meaning, as we have seen it can be difficult, and even undesirable, to
divorce the two. We have already seen that adverbials have a range of forms,
but their distribution is a little more unified and they are mostly optional in
terms of the grammaticality of the clause in which they occur. As a result they
have a potential for mobility in terms of position that the other clause ele-
ments lack. If we look again at the examples given above we can see that the
adverbial elements can be omitted without any damage to the acceptability
of the clause, although some meaning is inevitably lost.

The train pulled away from the station.
I'won't be able to come to your wedding.
I shall pour you a cup of tea.

I practise for four hours.

There is also some flexibility in the possible positioning of the adverbial, as
we can see from the following:

Very slowly the train pulled away from the station.
The train very slowly pulled away from the station.

The train pulled very slowly away from the station.
The train pulled away very slowly from the station.

I won't, unfortunately, be able to come to your wedding.
I'won'’t be able, unfortunately, to come to your wedding.
I'won'’t be able to come to your wedding, unfortunately.

I shall pour you a cup of tea in_a moment.

I shall, in a moment, pour you a cup of tea.

I practise for four hours_every day of my life.

I practise every day of my life for four hours.

Not all permutations are equally likely and some sound odder than others,
but in principle at least the optional adverbial can move into positions
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between other clause elements, and sometimes also interrupt clause elements;
for example by occurring between the auxiliary verb and the lexical verb in a
predicator (underlined, including an adverbial):

She might, sadly, find things rather different.

What is missing from the account of adverbials so far is the fact that there are
some clauses where the adverbial element is compulsory. There will be more
examples of this phenomenon below, and obligatory adverbials have already
been touched upon when discussing the verb word class. However it is impor-
tant to note here that the flexibility and mobility of the optional adverbial does
not apply equally to the obligatory kind. The reason why obligatory adverbials
occur at all is that there are some lexical verbs whose meaning relates the subject
of the predicator not to other individuals (such as objects) or to some quality or
identification (such as complements), but to some kind of circumstance, such as
time or space. The form of these obligatory adverbials is most commonly the
prepositional phrase, usually relating to place, though it may sometimes refer to
the timescale of a process, and on occasion it can be an adverb or a noun phrase:

The teacher put the books away/in the cupboard

The festival lasts for a week/all week.

The first of these examples shows the obligatory adverbial of place that fol-
lows the object of verbs such as put. This can be either in adverb form (away)
or in the form of a prepositional phrase (in the cupboard). In the second exam-
ple the adverbial tells us when the process took place, and takes the form of
a prepositional phrase (for a week) or a noun phrase (all week). These adver-
bials are central to the meaning of the clause in a way that the optional ones
are not, as can be seen when we omit them:

*The teacher put the books . . .

*The festival lasts . . .
These examples are clearly not grammatically complete, and yet there are
some verbs, such as come and go, that can operate without their adverbial ele-
ment of place, though it is usually implicit from the context in a way that is
not true of optional adverbials:

The parcel came.

John went.
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The hearer of these utterances is called upon to work out what place has been
arrived at or left. It may be evident from the context:

I waited in all morning and finally the parcel came (to my house).

I started hoovering the house, and John went (left the house).
In the absence of textual clues we make assumptions about the regular mean-
ing of such common verbs, but the important thing is that a place is clearly
implied by the verbs come and go, in a way that the earlier (optional) adver-
bials were not implied by their verbs. To remind you of these examples, here
they are again:

The train pulled away from the station very slowly.

Unfortunately I won't be able to come to your wedding.

In a moment I shall pour you a cup of tea.

Every day of my life I practise for four hours.

There is no hint in the obligatory part of these clauses of the manner of the
train’s leaving, the emotion felt at missing the wedding, the imminent pour-
ing of the cup of tea or the regularity of the practice. Note, however, that
there are also obligatory adverbials in some of these, and they cannot be
deleted without the speaker making some assumptions about the knowledge
she shares with the hearer.

*The train pulled very slowly.
Unfortunately I won'’t be able to come.

The result of deleting the obligatory adverbial in the first example is to make
the clause ungrammatical, unless the train is understood to be pulling some-
thing along. In the second case the loss of the obligatory adverbial means that
the hearer needs to be already aware of the location implied by the verb come.

Form and function relationships

At this stage it will be useful to summarise some of the form-function rela-
tionships that have been introduced so far, as a checklist. Here the clause ele-
ments (functions) are listed with their possible forms (word, phrase and
clause class):
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S: noun phrase; noun clause (more on this later); verb (see above).
P: verb phrase.

O: noun phrase; noun clause; verb.

C: noun phrase; adjective phrase.

A: adverbial phrase; noun phrase; prepositional phrase.

5.3.1 Simple clause structures

Having introduced all the lower-level units and structures we are now in a
position to investigate the structure of clauses in English, drawing on the
knowledge that has been built up in the earlier part of this chapter and the
previous two chapters. In this section we shall consider only simple clauses,
identified by having only one main verb phrase, though more complex clause
and sentence structures will be introduced in later sections.

The simple clause in English is made up of the five clause elements dis-

cussed in the previous section. To recap on their names and principal forms:

Subject (S): usually a noun phrase and near the beginning of the
clause.The verb must agree (in person and number) with this element.
Predicator (P): always a verb phrase and agreeing with the subject in per-
son and number. Normally follows the subject fairly closely.

Object (O): usually a noun phrase and following the predicator. Only fol-
lows transitive verbs.

Complement (C): either a noun phrase or an adjective phrase. Only fol-
lows a limited group of intensive verbs, most notably be. Has the same ref-
erent as the subject (or the object if there is one).

Adverbial (A): usually a prepositional phrase or an adverb phrase.
Optional element that may occur in any position in the clause, and that,
if omitted would not destroy the grammaticality of the clause. Some
obligatory adverbials are more restricted in position (after the predica-
tor).

All clauses in English are based on just seven basic clause structures (exclud-
ing optional adverbials):

SP: Jane lied.

SPO: The three kings forgot their lines.

SPC: The journey was a nightmare/horrendous.

SPA: Mr Stevens went to London.

SPOO:  Philip sent me a present.
SPOC: My mum made me an artist/artistic.

SPOA:  The conductor placed his baton on the music stand.
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These basic structures underlie most of the utterances and sentences in
English, though there is always the possibility of adding optional adverbials.
Here are the above examples in the same order with additional adverbials
(underlined) added in a number of positions:

Yesterday Jane lied to my father.
Unfortunately the three kings completely forgot their lines in the school play.

On the whole the journey was a nightmare/horrendous from start to finish.

In the end Mr Stevens obligingly went to London on my behalf.
Every birthday Philip sent me a present from Paris.
Happily my mum made me an artist/artistic.

At the end of the concert the conductor quietly placed his baton on the music
stand.

Note how the adverbials have a range of forms, including adverb, noun
phrase and prepositional phrase. In all cases, however, they add the same
kind of information, giving some background and circumstances of the
process being described.

It is important to practise recognising the structures of simple clauses.
Below there are some more, with no additional adverbials, for you to consid-
er. There is only one of each basic structure here, so you can use some elimi-
nation to help you. Note that some of the clause elements are deliberately
long in order to try to catch you out. Once you have worked out the basic
structures you may like to try adding some optional adverbials.

Various different friends gave me the same advice.
The three teachers in the staff room were smoking.
All of the people in the photo had come from the East.
The small dirty dog licked my hand.

Sadie Brown is very beautiful.

The wet weather made my car really muddy.

We sent the old clothes to the Oxfam shop.

The following clauses have additional adverbials, though the basic structure
of each one is still one of the seven listed above.

As a rule we hide all our valuables in the washing machine.
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Carefully the shop assistant unpacked the crystal vase from its box.
Eventually, with a terrible groan, the train started.
In an hour or two I shall be Mrs Barraclough.

Happily nobody was hurt in the crash.

Another good way to practice identifying clause structures is to synthesise
your own clauses. In other words, instead of taking an existing clause and try-
ing to work out its structure, you make up your own clauses to a particular
pattern, using all you have learnt in this chapter so far. Here is one set of
instructions that you might follow:

1 Choose one of the seven basic clause stuctures, for example SPO;

Choose a verb to be the predicator. If you are going to make an SPO struc-
ture your verb will have to be able to take an object. In other words it
needs to be a transitive verb, such as kiss.

3 Decide on the form that the verb phrase will take (for example perfective
in the past plus a main verb, such as had kissed).

4 Build yourself a couple of noun phrases using the structure described in
Section 4.2.1. For example premodifier (determiner plus adjective), head
(noun) and postmodifier (prepositional phrase or relative clause).

5 Now choose which will be the subject of your verb and which the object.

6 Finally, put them all together; for example My elderly aunt from Dorset had
kissed her illicit lover who turned up unexpectedly.

You can have some fun with these synthesised sentences, particularly if you
have someone else to play with. Make up noun phrases and swap them with
your partner, and see whether they work with the verbs you have chosen,
whether they result in something semantically odd but grammatical, such as
the hot potato ate my arm, or whether they are completely ungrammatical,
such as *Three purple snails died those woolly cardigans, where the verb die
(unlike dye) cannot be followed by an object.

The structures of the sentences introduced earlier in this section are as fol-
lows:

Various different friends (S) gave (P) me (O) the same advice (O).
The three teachers in the staff room (S) were smoking (P).

All of the people in the photo (S) had come (P) from the East (A).
The small dirty dog (S) licked (P) my hand (O).
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Sadie Brown (S) is (P) very beautiful (C).
The wet weather (S) made (P) my car (O) really muddy (C).
We (S) sent (P) the old clothes (O) to the Oxfam shop (A).

As a rule, (A) we (S) hide (P) all our valuables (O) in the washing machine
(A).

Carefully, (A) the shop assistant (S) unpacked (P) the crystal vase (O) from its
box (A).

Eventually (A) with a terrible groan, (A) the train (S) started (P).

In an hour or two (A) I (S) will be (P) Mrs Barraclough (C).

Happily (A) nobody (S) was hurt (P) in the crash (A).
The basic clause structures each have characteristics that may be useful to stu-
dents when they use syntactic analysis in their studies of English texts,
whether literary or non-literary in origin.
5.3.2 Coordinated structures

Many sentences in English, of course, are more complicated than these sim-
ple clauses, and there are two processes that can produce further structural
patterning. The simpler of the two is coordination and the more complex is
subordination or embedding. Both these processes can operate at any level of
structure, so it is important not to confuse the coordination of, for example,
premodifying nouns in a noun phrase with the coordination of two whole
clauses:

For dinner I had veal and ham pie with peas.

I had veal pie and Jane had the vegetarian lasagne.

The conjunction, and, in the first example is simply joining the two nouns,
veal and ham, to make a single premodifier of the head noun, pie. In the sec-
ond example the whole of the SPO clause, I had veal pie is added to the whole
of the SPO clause, Jane had the vegetarian lasagne.

What is happening in the conjoining of any structures is very simple.
Instead of a single member of a class taking on a function such as the head of
a phrase or subject, or a premodifier, two such units are given equal status in
having the same function and, depending on the conjunction, are added
together (using and) or seen as opposites in terms of their desirability (using
but) or mutually exclusive options (using or). The following are examples of
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the three conjunctions operating at the level of the word, and in the function
of adjective phrase heads:

The woods are lovely and dark.
The woods are lovely but dark.
The woods are lovely or dark.

This sentence is adapted from the poem by Robert Frost, ‘Stopping by Woods
on a Snowy Evening’. In it the narrator says ‘the woods are lovely, dark and
deep’, which conjoins not two but three adjectives. I have simplified it for our
purposes here, but it is worth noting that anything that can be done with two
units can generally also be done with three or more.

Note the subtle differences in meaning in the examples. In the first case the
two adjectives seem to complement each other; it is almost as though it is
because the woods are dark that they are also lovely (see Simpson, 1993, ch. 5).
In the second version there seems to be a difference of evaluation: although
the woods are seen as both lovely and dark, these are good and bad qualities
respectively. The final version presents us with alternatives. The woods can-
not, in this particular version, be both lovely and dark.

Let us now consider some examples of phrasal coordination. All phrases
can be joined by conjunctions, but here we shall look at the verb phrase as
predicator, to see how it operates:

My children were running and jumping for sheer joy.

The audience were crying but laughing at the same time.

Athletes were training or resting according to their schedule.

Although these are examples of phrasal coordination, in each case the second
phrase has the auxiliary verb (were) missing through ellipsis, which is the dele-
tion of entirely predictable elements of structure. As with the coordination of
words, these examples provide mutually supportive notions (running and
jumping), apparently contradictory but concurrent processes (crying but laugh-
ing), and mutually exclusive processes (fraining or resting) respectively. It is
important to note that the role of a coordinated structure is exactly the same
as it would be for a single item performing the same function (Table 5.2).

Thus coordination does not change the structure in any significant way,
but simply adds some content to it. The coordination of clauses, however, is
a slightly special case, as the clauses concerned do not enter into any higher
structure, except as a main clause that is being coordinated with another
main clause.
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Table 5.2 Coordination within phrases

Subject Predicator Complement
The woods are lovely and dark
The woods are lovely
The woods are dark

The clauses that are being coordinated may have the same structure, as in the
first two examples below.

Jenny painted the gate and I rubbed down the window frames.

My father was a car salesman but my mother was a bus driver.

Julia will make a cake or you can go to the baker’s.

Table 5.3 Coordinated clauses with matching
structures

Subject Predicator Object

Jenny painted the gate
| rubbed down the window frames

Subject Predicator Complement
My father was a car salesman
My mother was a bus driver

There is, however, no requirement for the clauses to be identical in struc-
ture, and the third of the above examples has two clauses with different basic
structures.

Table 5.4 Coordinated clauses with different
structures

Subject Predicator Object

Julia will make a cake

Subject Predicator Adverbial

you can go to the baker’s
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5.3.3 Subordinate structures

The use of subordination in syntactic structure is another of the recursive
features of human language, and one that allows us to make an infinitely
large number of utterances out of a large, but finite, stock of units.
Subordination is also known as embedding and is similar to rank-shifting in
Firthian and Hallidayan linguistics (see Halliday, 1985).

What is meant by subordination is essentially that a higher-level unit is
included in one of the lower-level units, meaning that there is a circularity to
the description of the structure. As we have seen, this is the case with the
repeated use of postmodifiers in the noun phrase, where the prepositional
phrase, for example, may occur within a noun phrase but also contains a
noun phrase (which may in turn contain a prepositional phrase containing a
noun phrase, and so on).

The main forms of subordination are where phrases contain other phrases
in this way, producing a continuous cycle of embedding, and where clauses
are embedded either within phrases or as substitutes for phrases in clause ele-
ments. We shall consider each of these types of embedding in turn.

The most common type of phrasal embedding within phrases is the one
already mentioned, where a noun phrase occurs within a prepositional
phrase that is postmodifying a head noun:

The chair in the corner of the room in my house in Tuscany.

Here, in Tuscany is embedded in the noun phrase, my house in Tuscany, which
is embedded in the phrase the room in my house in Tuscany, which in turn is
embedded in the phrase beginning with the corner, and this whole phrase is
embedded in the main noun phrase beginning with the chair.

This process can also occur when the prepositional phrase as a whole is
functioning as an adverbial but contains a number of layers of embedding
within it:

She took her dog to the vet on Stainbeck Lane in Meanwood.

Here the prepositional phrase beginning with the preposition fo contains the
noun phrase the vet on Stainbeck Lane in Meanwood, in which the head noun,
vet, is postmodified by another prepositional phrase with another noun phrase
within it: on Stainbeck Lane in Meanwood. This prepositional phrase in turn also
has a prepositional phrase that postmodifies the head noun Lane: in Meanwood,
in which the word Meanwood functions as a noun phrase at the lowest level.
The other significant way in which noun phrases can be embedded in
other noun phrases is as a premodifier. The section on the structure of the
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noun phrase (4.2.1) introduced the notion of nouns functioning as modifiers
to other nouns.

The garden furniture.
My patio lamps.
A new orange juicer.

Whilst such examples are very common, particularly in the world of con-
sumer products, it is also possible for the premodifying noun position to be
filled not just by a noun but by a noun phrase.

the_sunken garden furniture.

my paved patio lamps.
a new blood orange juicer.

What is striking about these structures is that they are syntactically ambigu-
ous, and it was only with great difficulty that I found adjectives that were
clearly semantically related to the first of the two nouns and not the second.
If you use fairly common general adjectives you will find that the resulting
structures are equally likely to be interpreted in either fashion, with the adjec-
tive premodifying either the first or the head noun:

The_white garden furniture (a white garden, or white furniture?)

My new patio lamps (a new patio or new lamps?)

A new cheap orange juicer (cheap oranges or cheap juicer?)

It is often world knowledge and experience that allows us to see these ambi-
guities and reject the sunken furniture, paved lamps and blood juicer that are
syntactically possible interpretations of the earlier examples!

The other type of embedding is less complex than noun phrase embedding.
Adjective phrases can be found within other phrases, replacing the single-
word premodifiers in noun phrases but usually consisting only of an intensi-
fying adverb and the head adjective. Because there is no possibility of phras-
es being embedded within adjective phrases, the embedded adjective phrases
do not give rise to any possibility of recursion.

That very old dog.

An incredibly beautiful sculpture.
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These examples are typical of the use of adjective phrases within noun phras-
es, and they do not cause any particular analytical problems.

Moving on to the subordination of clauses, there are two levels where sub-
ordinate clauses can be found. The first is at the level of the clause element,
where the embedded clause takes the place of a complete clause element. The
second is the embedding of clauses in the noun phrase as relative clauses.
Because they have already been touched upon we shall deal with relative
clauses first.

As we have seen elsewhere, the relative clause is one of the options for post-
modifying of a noun phrase:

The bag that I took to the festival.

Here we have a noun phrase with a determiner (the) premodifying the head
noun, bag, and a relative clause (that I took to the festival) postmodifying it.
Note that although it contains a clause, this noun phrase would not normal-
ly stand alone as a complete utterance as it does not form a main clause.
However any structure can stand alone as an utterance if the missing infor-
mation is clear or implicit from the context. In this case the noun phrase
uttered alone might answer the question Which bag are you taking? It can be
confusing to try to identify relative clauses and be sure that this is what they
are. Two tricks of analysis are to look out for a relative pronoun (that, which,
who, where, when) and to see whether the whole of the phrase, including the
relative clause, can be replaced by a single pronoun, in this case it.

The relationship between the relative clause and the nouns they postmod-
ify can vary according to the clause function played within the relative clause
by the referent of the head noun. You can see from the example above that
the referent of the noun, bag, is invoked again by the relative pronoun, that,
as the object of the subordinate predicator. The resulting structure of the rel-
ative clause is therefore as follows:

that (object) I (subject) took (predicator) to the festival (adverbial).

Relative clauses can focus on the referent of the preceding noun in different
ways, as following examples show:

The resort where the family spent their holidays.

The waiter who served us.

The year when I finally finished the book.

The present which my cousin sent me.
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In these examples the relative pronoun functions as adverbial (of place) sub-
ject, adverbial (of time) and direct object respectively. It is only the predica-
tor and the complement functions that cannot be performed by a relative
pronoun. The last two of the above examples demonstrate that the speaker
has the option to omit the relative pronoun when it is followed by a subject
of the subordinate predicator.

The year I finally finished the book.

The present my cousin sent me.

This omission is an entirely recoverable ellipsis; both speaker and hearer are
able to fill it in if asked to do so. Thus, an analyst who wonders whether
something is indeed a relative clause, even though no relative pronoun is
included, may simply try putting the relative pronoun back in to test its sta-
tus as a relative clause:

The year that I finally finished the book.

The present that my cousin sent me.

In semantic terms the relative clause can be either restrictive or non-restric-
tive. This can be illustrated by returning to a phrase we examined earlier, but
punctuated in two different ways to illustrate first restrictive and then non-
restrictive relative clauses.

The bag that I took to the festival has gone missing.

The bag, that I took to the festival, has gone missing.

The first version restricts the number of bags that could be referred to by the
relative clause — it is the one that was taken to the festival that is being
referred to. The second version uses the relative clause as background infor-
mation, and somehow assumes that the hearer is already aware of the bag. It
is not using the relative clause in quite the same way to identify the referent.

We shall now turn to the types of subordinate clause that, unlike the rela-
tive clause, function as a whole clause element in the higher-level structure.
There are two important classes of subordinate clause and we shall investigate
each in turn. These are the clauses that function in the place of noun phras-
es and are therefore known as noun clauses, and those which function as
adverbials and are, predictably, known as adverb clauses.

The noun clause can function as a subject, an object or a complement in
a higher-level clause structure:
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Singing with the band was Mary’s greatest pleasure.

They stopped walking the dog along the canal.

Her highest ambition was to perform at the Edinburgh festival.

These examples have subordinate clauses with non-finite verb phrases
(singing, walking, to perform) in predicator position, and no specified subject
because the notional subject of the non-finite verb phrase is usually pre-
sumed to be the same as the subject of the higher-level clause. The structure
of the higher clause in each case is shown in Table 5.5.

Table 5.5 Structure of sentences containing subordinate clauses

Subject (noun clause) Predicator Complement

Singing with the band was Mary’s greatest pleasure

Subject Predicator Object (noun clause)

They stopped walking the dog along the canal
Subject Predicator Complement

Stuart’s highest ambition ~ was to perform at the Edinburgh festival

The structure of the lower, embedded, clauses is drawn from the same range
of options as main clauses, so we can expect to find the same variations on
the seven basic clause structures — possibly with additional adverbials — that
are found in main clauses. The difference with subordinate clauses is that the
subject can be omitted if it is entirely predictable, as in these cases, and the
predicator can be a verb phrase in non-finite form. Table 5.6 shows the struc-
tures of the subordinate clauses from the set of examples above.

Table 5.6 Structure of subordinate clauses

Subject (ellipted) Predicator Object Adverbial
(Mary) singing with the band
(they) Walking the dog along the canal

(Stuart) to perform at the Edinburgh festival
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Two of these examples have verb phrases with progressive (-ing) forms, and
the last one is in the infinitive form. It is also possible for noun clauses to
contain a fuller structure that is similar to that of main clauses, with the sub-
ject included and a finite verb phrase agreeing with the subject in number
and person where relevant. These noun clauses are usually introduced by a
subordinator, often the all-purpose subordinator that:

That the poodle had won first prize at Cruft’s amazed everyone.

The audience said that the band played an encore.

The decision was that we should go in one car.

These noun clauses are functioning as subject, object and complement
respectively. Note that the subordinator, that, can be omitted in objects and
complements:

The audience said the band played an encore.

The decision was we should go in one car.

Like the relative pronoun, this ellipsis is entirely recoverable and can be filled
in by a hearer or analyst. The structure of the main clauses is shown in Table
5.7. The internal structure of the subordinate clauses is just as straightforward
(Table 5.8).

Table 5.7 Structure of sentences containing noun clauses

Subject (noun clause) Predicator Object

That the poodle had won  amazed everyone.
first prize at Cruft’s

Subject Predicator Object (noun clause)

The audience said that the band played an encore
Subject Predicator Complement (noun clause)
The decision was that we should go in one car.

The other type of subordinate clause is the adverb clause. As its name sug-
gests it has an adverbial function, and like other adverbials it is often quite
mobile as well as being optional. Here are two examples:
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Table 5.8 Structure of noun clauses

Subject Predicator Object Adverbial
the poodle had won first prize at Cruft’s
the band played an encore
we should go in one car

After receiving the Nobel prize for literature, he never wrote another book.

Although the weather is hot now, you should take plenty of warm clothes.

Adverb clauses are usually quite easy to spot as they are often separated from
the rest of the higher-level clause by a comma and are always introduced by
a subordinator; in the above cases these are after and although. Note that you
can omit the clause entirely or move it to the end of the higher clause with-
out making the utterance ungrammatical:

He never wrote another book.

He never wrote another book after receiving the Nobel prize for literature.

You should take plenty of warm clothes.

You should take plenty of warm clothes, although the weather is hot now.

Like noun clauses, adverb clauses may either have a non-finite verb phrase as
their predicator (for example After receiving the Nobel prize for literature) or it
may be a finite verb phrase (for example Although the weather is hot now). They
also have the usual range of possible clause structures. The ones featured here
have the structures shown in Table 5.9.

Like Noun clauses, Adverb clauses with finite verb phrases may also have
an elided subject, where the referent is the same as that of the subject in the
main clause. This is the case in the first of the above examples.

Table 5.9 Structure of adverb clauses

Subject Predicator Object
(He) receiving the Nobel prize for literature
Subject Predicator Complement Adverbial

the weather is hot now
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Information structure

The normal clause in English is structured in such a way that the new infor-
mation tends to occur towards the end of the clause. This tendency can vary,
as we shall see, but before we look at unusual examples we shall first exam-
ine the neutral information structure of English clauses.

If you study the way in which sentences build up into longer texts, you will
realise that many sentences start with a subject that has already been encoun-
tered earlier in the text:

By this time we were getting close to the man and we saw him wave and sig-
nal to someone else that we couldn’t see in the next field. We all dared Amy to
ask him what he was doing and as usual she took up the challenge. ‘But you’ve
got to walk on. Don’t stand around staring or I'll go red’, she said. ‘Hannah
can stay with me though.’

As we can see in this paragraph, the subject of the first sentence is we and the
identity of the referents has presumably already been explained. The man also
seems to be already known about as he is introduced with the definite article.
In texts the subject often links backward to the introduction of the referent
in an earlier sentence. This happens here in the second sentence, where he
refers back to the man, and she refers to Amy. The subject clause element is
therefore often quite low in information content whilst the information con-
tent of the element following the predicator, whether it is an object, a com-
plement or an adverbial, is usually much greater.

This neutral structure of information in English clauses is reflected in the
normal utterance stress that is allocated when speaking. As we saw in
Section 2.4.1 the main utterance stress in a clause, assuming there is only
one, will normally be on the final clause element, unless contrastive stress is
used.

5.4.1 Cleft sentences/fronting

As well as contrastive stress there are other, more structurally based, ways of
altering the information focus of clauses. Some of them are particularly typi-
cal of the written language and others are more common in speech, although
these categories are not watertight.

Because the order of clauses in English is fairly fixed it is hard to focus on
subject referents since they normally come early in the clause, and it is also
difficult to pinpoint other clause elements when they are not the final ele-
ment in the clause. There are at least two methods of picking out one clause
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element and placing it in a focal position, thereby downgrading the impor-
tance, in information terms, of the remainder of the clause.

One of these methods is known as fronting, and as its name implies it sim-
ply requires the focal clause element to be put at the beginning of the clause.
In English there are two common kinds of fronting, which is also known as
inversion: the first is when the subject and predicator elements are put in
reverse order, and in the second the subject and first auxiliary elements are
reversed. The following sentences illustrate these two inversions:

Here’s the hotel.  (APS).
Very cautious is his nature.  (CPS).
Hardly had I arrived (before . .. ) (A auxiliary, S lex).

Many times did I consider (...) (A auxiliary, S lex).

Note that the inversion of subject and predicator occurs mainly in SPA and
SPC clauses and tends to be in fixed phrases, or literary style. It is also limit-
ed by some speakers to simple present or past verb forms with no auxiliaries,
as the second of the sentences below illustrates:

There she stood.

?There she was standing.

The inversion of first auxiliary and subject leads to the situation in the third
and fourth of the earlier sentences, where the verb phrase predicator is effec-
tively ‘interrupted’ by the subject.

The other method of focusing on the information in a clause element is to
create what is known as a cleft sentence. This involves using a fairly infor-
mation-light frame, such as It was . . . that . . ., and then slotting the required
clause element into the focal point after the verb. The remainder of the basic
clause ends up in a relative clause (beginning with that) and its importance is
accordingly lessened.

If we take a clause with every possible clause element in it we can try put-
ting each of the elements into the focal position in turn:

The British electorate voted Tony Blair prime minister in 1997.
This sentence has all five clause elements, as follows:

The British electorate (subject) voted (predicator) Tony Blair (object) prime
minister (complement) in 1997 (adverbial).
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If we take each element in turn, we find that with the exception of the pred-
icator we can put any of them into the focal position in the cleft sentence
frame:

It was the British electorate that elected Tony Blair prime minister in 1997.

It was Tony Blair that the British electorate voted prime minister in 1997.
It was prime minister that the British electorate voted Tony Blair in 1997.

It was in 1997 that the British electorate voted Tony Blair prime minister.

In texts you encounter in daily life you will find that cleft sentences are sur-
prisingly common, particularly in news reports and political texts.

5.4.2 Transformations

Although the model of grammar presented here is not extensively based on
transformational-generative grammar, some insights of this branch of lin-
guistics are so useful that it is hard to imagine describing English without
them. The most useful for this level of study is the idea of the transforma-
tion, which is a patterned relationship between sets of sentences that can be
explained by a simple rule.

The example we shall explore here is passive transformation, though a
similar explanation could also be applied to the cleft sentences and fronting
described in the previous section.

The theory of transformation, simply expressed, suggests that since there is
a regular pattern of changes between, for example, active and passive pairs of
sentences we might hypothesise that the active sentence is more basic, and
by the use of a single rule, rather than a rule for each verb, we could capture
this regularity. Without using the sometimes complex notation of transfor-
mational grammar, the rule can be summarised as follows:

NP1 + VP + NP2 — NP2 + VP by NP1

Here notation NP denotes noun phrase and VP denotes verb phrase, and the
numbers identify the noun phrases, which change order from active to pas-
sive, as we can see from the following:

The dog ate my dinner. — My dinner was eaten by the dog.

The painter decorated my bedroom. — My bedroom was decorated by the
painter.

The film scared my sister. — My sister was scared by the film.
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The arrow in this notation denotes ‘becomes’ or ‘transforms into’. These pairs
of sentences, then, illustrate a much more general rule of English: almost all
active sentences that have transitive verbs as their predicator and therefore
also have objects can undergo passive transformation. The meaning change
inherent in this structural alteration is also regular, with the emphasis in the
passive sentences being on the suffering of the action, to the extent that the
actor or the initiator of the action (the subject of the active sentence) can be
dropped altogether:

My dinner was eaten.

My bedroom was decorated.

My sister was scared.
Transformations are one way of explaining a particular feature of human lan-
guage: the ability to construct an infinite number of sentences or utterances.
If all active-passive pairs of sentences, as well as other sets of structures, can

be reduced by half by the introduction of a single rule, this makes the gram-
mar of the language more manageable.

Further reading

There are many books on syntax in general and English syntax in particular.
Some of these are specifically for learners and are aimed at improving the
English of students whose first language is not English. The books recom-
mended here are aimed instead at students of English language as an aca-
demic subject, who can of course be both native and non-native speakers.

For students who wish to reinforce their knowledge without necessarily
going into more detail it is worth reading general language textbooks such as
Kuiper and Scott Allan (2004) and Ballard (2001), or simple grammars such as
Collins (1998). The volume by Jeffries (1998) is complementary to these
works as it is concerned with the meaning of structures, rather than intro-
ducing the structures themselves. A step further in terms of detail and com-
plexity is provided by Brown and Miller (1991) and Burton-Roberts (1997).
Huddleston (1988) offers a clear introduction to a similar syntactic treatment
to the one found here, and the volume by Quirk et al. (1985) is a compre-
hensive grammar of English that has a great deal of detail but little discussion
of theory.

General linguistics handbooks such as that by O’Grady et al. (1996) will
take the reader into grammatical theory a little more, particularly generative
theory, and are not limited to the description of English. For students who
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wish to follow the development of transformational-generative grammar,
Chomsky’s seminal works (1957, 1965) are the place to start. There are a great
many commentaries on these and later works as well as introductions to
transformational grammar, such as Radford (1988) and Horrocks (1987).
Recent developments from Chomsky’s work include government and binding
theory, which is introduced in Cowper (1992). Bloor and Bloor (1995) is the
most accessible book available on the detail of functional grammar, though
Halliday (1985) is the source of much of this work.

As with the previous two chapters, the Internet Grammar website is worth
using for practice and to obtain alternative explanations of much of the mate-
rial in this chapter. It can be found at www.ucl.ac.uk/internet-grammar/
home.htm.



CHAPTER

6 Semantics

Introduction: lexical meaning

As we saw in the Introduction to this volume, the model used here to describe
language has different layers of structure and its semantic component oper-
ates at a number of these levels. We have touched upon the way that phonol-
ogy contributes to meaning, both by allowing individual sounds (phonemes)
to change meaning (tested by minimal pairs) and in the use of stress and into-
nation at a suprasegmental level. Meaning is also contributed by morphemes,
as we saw in Chapter 4, as these not only have lexical meaning themselves
but may also contribute grammatical modifications to the main lexical items,
through inflection and derivation. Meaning is also contributed by the partic-
ular combinations of words and morphemes that make up the syntax of the
language, but because of the complexity of structural descriptions there was
little chance in the syntax chapter to go beyond some of the more basic ways
in which syntax delivers meaning. The study of semantics in linguistics has
historically been targeted at the two components of language: the lexis
(vocabulary) and the grammar. In this chapter we shall limit our discussion
to the lexical semantics of English, leaving aside the much more complex
problems of what happens to meaning when words are combined, and still
further when they occur in context to other volumes.

It is an overly simplistic, but nevertheless useful, approach to take the view
that words have meaning, particularly referential meaning, and that they are
combined by syntax into structures that relate their meanings in certain
ways. Thus, a noun that is chosen to be the head of the subject in a clause is
often likely to perform the action of the predicator, and to affect the referent
of the object in some way, as we can see in a sentence such as Joe opened the
letter. Readers will immediately see that this decoding of meaning from units
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and their combinations is not always straightforward. Firstly, there are fea-
tures of meaning that derive not from the words and structures but from their
placing in a given context. This pragmatic meaning is beyond the scope of
this volume, though it will be mentioned again in the final chapter. Secondly,
within a text there may be many variations in the meanings that result from
the simple combining of words in structures. To take the same SPO structure
of Joe opened the letter, we can see that the actual relationship of meaning
between the subject and object in the following sentences differs widely:

Joe opened the letter.

The baker made a cake.

Mr Simpson wanted a new car.
I believe the earth is flat.

Those dinosaurs are chasing my car.

Here the object can be specific and directly affected by the action of the pred-
icator, as in Joe opened the letter, or brought into existence by the predicator,
as in The baker made a cake. The next sentence, Mr Simpson wanted a new car,
has a non-specific object that is not affected by the predicator; no particular
car is the referent and there is no change in the pool of possible referents
(that is, all available cars) as a result of Mr Simpson wanting one of them. The
subsequent sentence, I believe the earth is flat, has a clause (underlined) as its
object. In this case there are some issues of meaning that relate to the truth
values (or otherwise) of utterances. This sentence may or may not be true,
according to the belief of the speaker, but the subordinate clause would be
considered to be false by most contemporary speakers. Interestingly, language
is not constrained to being true, but can be used to propose both falsehoods
of this kind and also fantastic and unlikely scenarios, such as the final utter-
ance in our list: Those dinosaurs are chasing my car. This sentence is similar to
the first one in terms of the relationship between subject and object (the
object is clearly affected by the predicator), though the scenario conjured up
is obviously not a real one.

Unfortunately we do not have room to explore all the different aspects of
meaning that have been raised by the examples above, though some of them
will be revisited later. For now we have to limit ourselves to the lexical seman-
tic element of the language; that is that part of the language that is relative-
ly stable and where the most common meanings of words can be described
in a systematic and insightful manner.

Up to this point we have used the term ‘word’ as though it were transpar-
ent in its meaning. Although speakers of the language may think that this is
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so, it takes only a few moments’ thought to realise that there are a number of
ways in which we use the word ‘word’. You might consider how many words
the following passage has:

Saffron wanted to be a dancer. She had danced since she was little, and every-
one said she should dance on the stage. One day she was dancing in a little
room at the back of the church hall, where she waited for her dancing class
with her mum. Her mum was talking to the other mums while they waited.

Deciding whether to count each occurrence of a single word (she, the, was)
separately is one decision; another is whether to count dance, dancing and
danced as separate words, let alone dancer and dancing when used as an adjec-
tive (her dancing class). Of course there may be occasions when linguists want
to count each and every occurrence of a word, or when they wish to discuss
a word in general, such as the verb dance, without necessarily worrying about
which inflectional form it should take. The latter is particularly useful in
semantics, where the meaning (denotation) of a word will not change radi-
cally when its ending is changed in a regular (inflectional) way. The term
‘lexeme’ is normally used to refer to such a collection of forms that are
grouped together under the same denotation. This term is used frequently in
the remainder of this chapter.

Multiple meaning

We shall begin the exploration of lexical meaning by looking at two rather
different kinds of multiple meaning. What is meant by multiple meaning is
that a single lexical form may have such different uses that we are compelled
to recognise them as being separate in some significant way. This may be such
a significant difference in meaning that we conclude that they are in fact dif-
ferent lexemes. This relationship, whereby two completely different words
happen to have the same form, is known as homonymy. The other, more
common, differences in meaning are less extreme than homonymy and nor-
mally concern differences where the user can still see that the words are relat-
ed. This relationship between what are known as senses of the same lexeme
is called polysemy.

As we shall see below, polysemy is both more common and more complex
than homonymy, which is mostly an accident of historical development.
Polysemy, on the other hand, is the basis of much of the rest of lexical seman-
tics, since it is the polysemous sense that is the unit of lexical semantics and
enters into relationships with other word senses.
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6.2.1 Homonymy

There is a limited number of full homonyms in English. The one most often
quoted in text books and definitions is bank, which has two distinct sets of
meanings: those relating to riversides, and those relating to the storage and
retrieval of money. I say ‘sets of meanings’ because for each homonym there
is a range of polysemous senses. You will usually find that dictionaries list
what they consider to be homonyms as separate entries, and polysemous
senses as subentries. After reading this section it might be interesting for you
to look up some dictionary entries and see whether you agree with their clas-
sification of homonyms and polysemous items.

Other homonyms in English include sole — a fish versus ‘the only’ — and
cleave, which is a fascinating pair of homonyms as the two meanings are dia-
metrically opposed to each other. One of them means ‘to stick fast to some-
thing’, as in I cleave to God (the uses of this sense are all quite dated now, and
often Biblical in style). The other means ‘to divide in two, usually violently’,
and is very rarely used in the verb form nowadays though a number of
derived forms remain in use, such as cleft (cleft stick, cleft palate) and cleaver
(butcher’s knife).

Homonyms that are frequently quoted, then, tend to be few in number
and sometimes rather obscure. It may be that this is not really representa-
tive of how the users of language make the classifications, and we shall see
shortly that there are other, more everyday, candidates for homonym status.
It is tempting to suggest that homonyms should be defined diachronically
(that is, historically) by whether they share a common etymology (the his-
tory of their derivation). This is of course interesting, but in a sense is irrel-
evant to ordinary users of language, who will simply use two apparently
identical words in different ways without being conscious of whether or not
they are distantly related. This more synchronic approach, which is con-
cerned with the state of language at any one moment in history, will be
taken here.

The main test of whether two meanings of the same form are homonyms
is whether they share any semantic features, and how central these shared
features are to the meaning. I have considered the meanings of regular lexi-
cal forms such as ring, wave and tip with many groups of students, and after
some reflection and experimentation with these words in various contexts
the students have almost always concluded that ring and tip are homonyms,
each with their own set of polysemous senses, but that wave is a single lex-
eme, albeit with a range of fairly diverse uses. The following are the kinds of
analysis that have typically resulted from asking a group of English speakers
to consider these words:
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e Tip, 1la: the end of something long and thin, or tapering, such as a pen, a
baton or an iceberg.

e Tip, 1b: a small piece of advice.

e Tip, 1c: a recommendation about placing a bet.

e Tip, 1d: a small monetary reward for a service rendered.

e Tip, 2a: to upend or turn over.
e Tip, 2b: a place where rubbish is deposited in a disorderly fashion.
Tip, 2¢: a place that looks like a rubbish tip (metaphorical).

Ring, 1a: to make a resonant sound, as when striking metal or glass.
Ring, 1b: the resonant sound as of metal or glass being struck.

Ring, 1c: an electronically produced sound similar to 1b.

Ring, 1d: to phone.

Ring, 2a: a circular mark or item.

Ring, 2b: a circular piece of jewellery.

Ring, 2c: to encircle or surround.

Ring, 2d: to draw a circle around.

Ring, 2e: to place a metal circle around a wild bird’s leg for the purposes
of monitoring behavioural patterns.

e WWave, a: to move backwards and forwards.

e Wave, b: to move the hand backwards and forwards in greeting or
farewell.

e  Wave, c: a surge or swell in a body of liquid, usually the sea.

e Wave, d: having an undulating shape (hair, wheat fields, patterns).

e Wave, e: a passing phase of the body or the emotions (a wave of nau-
sea/horror).

The students concerned did not carry out a major research project to come to
these conclusions, but the compilers of most recent dictionaries, such as the
Collins Cobuild Learners’ Dictionary (1996), have used enormous computerised
databases of language to find out the range of uses of word forms and inform
their decisions on homonym classifications and polysemous sense identities.
The above definitions also vary a little from what one might find in a dic-
tionary that is usually concerned with the word class of the different mean-
ings as well. What is quite interesting is that there is some clarity in the minds
of these native speakers about whether or not the various uses of these words
are related to each other. The result is two separate meaning groups for tip and
ring, but only one for wave, where the metaphorical connections between the
uses is clearer perhaps. Of course one can always find some way to link even



SEMANTICS

161

the more diverse meanings; such is the capacity of the human mind for pat-
tern-finding. Thus one might argue that the meaning of Tip 2a is extended
from Tip 1la because when you tip over a rubbish bin, for example, you are
focusing on the end of something, though obviously it is not a narrow or
tapering kind of tip. Some students also made the case quite forcefully for the
sound of ringing to be circular, perhaps because of the shape of the traditional
bell. However the consensus was always as given above.

If you look homonyms up on the internet you will find a number of fasci-
nating websites where people have collected numerous examples of what
they call homonyms. However most of them are actually homophones, and
some of the web sites acknowledge this misnaming, though they persist with
it. Homophones are much easier to identify than homonyms as they are spelt
differently, despite sounding the same. Their great attraction is their poten-
tial for punning, especially as they do not seem to be stored in our memories
as a pair, and we can therefore be quite surprised that some words apparent-
ly sound the same (though it does sometimes depend on your accent). Here
are some examples:

e Bear: a large wild mammal.
e Bare: wearing no clothes or without adornment.

e Elicit: to find out information from someone.
e Jllicit: illegal or against a moral code.

e Allowed: permitted.
e Aloud: in an audible voice.

e Paste: a thick liquid or soft solid.
e Paced: walked up and down.

e Hostel: a place for people to stay.
e Hostile: aggressive.

All of the above work for both British and American accents of English (and
probably others too), with the exception of hostel and hostile, which in British
English are normally pronounced /hostal/ and /hostail/ respectively, while in
many American accents they are both pronounced as /hostoal/. There is little
further to say about homophones, but they do give us an insight into the
nature of homonyms, which are similarly accidental in nature and should
therefore be equally treated as incidental to the regular patterning of the lan-
guage, in just the same way as we feel inclined to with homophones.

There is one further logical category that we have not yet dealt with:
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homographs. These are words that have a single spelling but very different
uses or meanings. Just like homonyms and homophones, in a sense these are
not central to the structure of the language, and are accidental in many cases,
but they nevertheless form part of our consciousness about language, and can
be used in jokes and visual punning. The following examples:

e Invalid /invalid/: someone who has a disability.
e Jnvalid /inveelid/: not valid or acceptable.

e Moped /mouped/: a small motorbike.
e  Moped /moupd/: sulked.

® Row /rou/: a line of similar items.
e Row /rau/: an argument.

e sewer [suiwa/: underground pipes to carry away waste water and effluent.
sewer [SQUWQ/: someone who sews.

If these examples have any value in our description of the English language,
apart from being oddities, it is to use our own sense of them as a basis for
comparison with our sense of the related meanings we shall encounter in the
next section, which examines polysemy. The very fact that we are sometimes
surprised by the similarity of these items, and perhaps somewhat amused by
them too, demonstrates that their similarity is somehow incidental to the
language, rather than being an essential part of it.

6.2.2 Polysemy

As noted in the previous section, polysemy is a set of related senses of a sin-
gle lexeme, in contrast with the unrelated meanings of homonyms, homo-
phones and homographs. In the present section we shall explore what these
related senses are, and how they underpin many of the semantic relation-
ships considered in the remainder of this chapter.

Let us return to some of the examples examined in the previous section.
First, it is important to note that the senses that are listed for the two
homonyms of tip are related to the other senses of the same lexeme in a vari-
ety of ways. In the case of tip 1, there appears to be a general meaning (1a)
and then a number of meanings that are metaphorically related to this gen-
eral meaning, in that they all take the semantic feature of size (small, end of
something) and use it to refer to small things that people give one another,
in specific settings such as racecourses (1c), restaurants (1d) or more general
advice (1b).
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e Tip, 1a: the end of something long and thin, or tapering, such as a pen, a
baton or an iceberg.

e Tip, 1b: a small piece of advice.

e Tip, 1c: a recommendation about placing a bet.

e Tip, 1d: a small monetary reward for a service rendered.

Though all the examples relating to Tip 1 are nouns, there are, of course, also
verbal forms of Tip 1 b-d. Polysemous senses of a lexeme may vary in word
class without altering the semantic relationship between the senses, though
the grammatical features of a word sense will have some impact on their
usage. If we look at Tip 2, there appears to be a general verbal meaning (2a)
that is extended to a specific place where the activity of tipping is likely to
happen (2b) and then, by metaphorical extension, it is also extended to
places that remind the speaker of rubbish tips, such as teenage children’s bed-
rooms and so on:

e Tip, 2a: to upend or turn over.
e Tip, 2b: a place where rubbish is deposited in a disorderly fashion.
e Tip, 2¢c: a place that looks like a rubbish tip (metaphorical).

As well as having a range of possible grammatical forms, and different kinds
of relationship (derived, metaphorical etc.), word senses often have a differ-
ent set of sense relations. It is relatively simple to demonstrate the different
sets of words that some of the senses of the two ring homonyms relate to.

e Ring, la: ding, dong, bang and so on.
e Ring, 1d: phone, call and so on.

e Ring, 2a: square, rectangle, box and so on.
e Ring, 2b: necklace, bangle, choker and so on.

These sets of words are not synonyms, but words with related meanings and
similar semantic features, known collectively as ‘semantic fields’. They demon-
strate quite clearly that the senses of a polysemous word, while related in some
way, nevertheless operate in a different semantic context from each other.

Lexical description

Lexical semantics as a subdiscipline arose from the structuralist theory of lan-
guage, which considers that the vital aspects of human language are its arbi-
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trariness and its systematicness. The argument is that if words only mean
something by convention, rather than having any intrinsic reason for their
shape or sound, then by extension the whole vocabulary of a language is a
system of meaning relations, and an important part of the meaning of an
individual word sense is its relationship with other word senses.

This argument extends the idea of mutual definition, which has been put
forward in relation to grammatical word classes and applies it to the whole
category. According to this idea, the addition or subtraction of a member of
any lexical word class potentially affects other members of that class. A term
describing a new kind of computer (for example laptop, palmtop, desktop) will
inevitably, it is argued, have an effect on the existing words in that field. Back
in the days when computers were the size of rooms the word computer meant
just that — a huge set of processors and other accessories. In the age of the per-
sonal computer the term has been narrowed in most usage to refer to the
desktop computer that many of us have in our homes and offices. The arrival
of laptops and palmtops produced the need for the new term desktop, because
their portability marked them out as different from the standard personal
computer. What is striking is that the word deskfop meant nothing before the
advent of smaller computers, and because it was not needed it did not exist.

The meanings of words, then, are seen in this view as being made up of lots
of contrasts; that is, distinctions of meaning between the word under con-
sideration and those like it. These contrasts and any similarities can be cap-
tured by the use of semantic feature analysis, and sets of words with overlap-
ping and similar meaning are often known as semantic fields. We shall
investigate these two approaches to lexical description in the following sec-
tions.

6.3.1 Semantic features

The proposal that word meanings can be seen as made up of semantic fea-
tures is one of the outcomes of thinking that language is systematic. If that
is the case, then one might expect lexical meaning to be made up of repeat-
ed features, that appear in different combinations in different words but can
still be recognised as recurrent building blocks of meaning. This view of lexi-
cal semantics also corresponds to two other impulses in the development of
linguistic theory: the search for universals, and the creativity of human lan-
guage.

The search for universals of human language in the twentieth century took
linguists from all subdisciplines into more and more abstract searches for
some kind of underlying pattern in the phonology, grammar and semantics
of human language as a whole. This was not hugely successful, because there
are some culturally specific meanings that a language conveys that would be



SEMANTICS

165

unlikely to occur more widely. However, the use that anthropologists made
of principles such as semantic features demonstrated that there was indeed
some mileage in trying to break down lexical meaning into its component
parts, so that they could work out how different words related to each other
in languages of tribal groups such as native Americans which had not so far
been described in grammars and dictionaries.

The classic example, drawn from the experience of these twentieth-centu-
ry anthropologists, is the kinship vocabulary of languages, which can be
described on the basis of a very small number of semantic features, such as
+/— MALE, +/— GENERATION, +/— BLOOD RELATIVE and so on. With a restricted area
of the vocabulary such as kinship terms, the semantic features required were
relatively few and could demonstrate unusual terms (to English ears), such as
those meaning ‘aunt on my father’s side’ or ‘male relative of the same gener-
ation as the speaker’.

The early promise of universal semantic features was inevitably left unful-
filled. Though some of the more general levels of vocabulary can be com-
pared and contrasted in this way, the more subtle and detailed vocabulary of
any human language requires similarly subtle semantic features to distin-
guish between the lexemes. To take just one example, it may only be English
that distinguishes between the different ways of talking that are captured by
the words burble and mumble. Nevertheless we need a semantic feature or two
to define the similarities and differences between them. They both involve
verbal behaviour, and both result in some kind of difficulty of understanding
for the hearer. In the case of burble it can be suggested that, the difficulty aris-
es from the confused syntax and lack of clarity in the text structure. In the
case of mumble it is a phonological difficulty, caused by careless pronuncia-
tion or low volume.

Whilst we may find similarities in vocabulary in different langages at the
level of walk and run or talk and listen, the real detail of any individual lexi-
cal structure requires a lot of language-specific features of meaning. This does
not invalidate the usefulness of semantic features as an economic and organ-
ised way of describing word meanings, but it does call into question their uni-
versality.

Let us consider one area of English vocabulary in order to see the kinds of
semantic feature that are needed to describe a set of lexical items that share
some of their features. The verb laugh can be characterised using the follow-
ing semantic features:

[HUMAN COMMUNICATION]
[VOCAL/AUDIBLE]

[NON-LINGUISTIC]

[SHOWING PLEASURE OR AMUSEMENT]
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There are a number of other verbs that share these features but are more
specific in describing the kind of laughter. For example giggle and titter both
seem to indicate laughter that is [HIGH-PITCHED] and possibly also [REPETITIVE],
whilst guffaw and howl indicate a [SINGLE] and [Low-PITCHED] laugh and a [LouD]
laugh respectively.

6.3.2 Semantic fields

We have already touched upon the concept of semantic fields as areas of lexis
describing aspects of the world by the means of word senses with related
meanings. These fields of vocabulary can be defined very broadly, as in fields
such as ‘animals’ or ‘movement’, or they can be defined very narrowly, as in
fields such as ‘inadequate ways of walking’ (limp, hobble and so on) or ‘loud
verbal communication’ (shout, yell and so on).

Semantic fields are sometimes described as though they were a mosaic of
words mapping out the whole of the semantic picture of a language, with dif-
ferent languages inevitably mapping out slightly different pictures. This anal-
ogy works quite well in some ways. It highlights the fact that semantic space
is continuous, whereas words are discrete and a language must therefore
make arbitrary decisions as to where the boundaries are between meanings. It
also gives a visual analogy for the idea that languages tend to ‘cut up’ the per-
ceived world into different sizes and shapes, according to the social reality of
the community in which the language is spoken.

The point at which the mosaic metaphor begins to break down is when we
realise that language would have some strange features if it really were a mosa-
ic. Firstly there would be some gaps, so it could be like a Roman mosaic, with
bits that used to be there but are now missing (that is, words that have fallen out
of use), or it could be like an unfinished mosaic (that is, concepts that are possi-
ble in a particular language but are not named). The latter idea is quite strange
in a way. It may only be because of contact between different human societies,
and the march of progress in our own, that new ideas take root and thus need
to be named. But until these ideas exist there may be no semantic space for them
in our mosaic. In other words a new piece of floor to be covered with tesserae
will suddenly appear and push the rest of the mosaic into a new pattern!

Perhaps we have been using the mosaic analogy for long enough now,
although the final point that needs to be made about semantic fields will
push it still further. It seems that one of the problems with a very ‘neat’ con-
ception of the coverage of semantic space by words is that there is much more
redundancy or overlap than this analogy would imply. English in particular
has many layers of words, some more specific than others, and some almost
synonymous but with subtly different connotations, and among these layers
of vocabulary the same semantic space is covered again and again.
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In fact, if we think of word meaning as made up of semantic features it
becomes clear that there is repeated coverage of the same semantic feature
in many words. The concept of human movement by use of the legs might
be best captured in general by the verb walk, but in a few moments most
English speakers could think of many more words that indicate walking.
They may be more specific about the manner of walking, as the examples
below demonstrate, but they all have a number of semantic features in
common, which can be summarised as [MOVE|, [ANIMATE|], [HUMAN], [USING
LEGS].

[wITH DIFFICULTY]: trudge, tramp, limp, hobble, stagger
[WITH EVEN STEPS]: march, pace, stride, goosestep

There are many other groups of words that share their core semantic features
with these words but have different specificities, and each area of the seman-
tic map has similar layers of vocabulary, ranging from the very general to the
very specific. The most specific of all are words that occur in particular con-
texts (for example goosestep), or ‘registers’ associated with an occupation or
social context.

Semantic fields, then, are groupings of words that share some of their
semantic features, usually the core ones. They may operate at a general level
of the vocabulary, so that the field of movement includes walk, run, swim and
fly, or they may be seen to operate at increasingly specific levels, such as the
walking verbs listed above, or swimming words such as crawl, butterfly, breast-
stroke and backstroke. For the purposes of semantics, the word class to which
members of semantic fields belong is less important than their semantic fea-
tures, though we often find ourselves describing a group of nouns or a group
of verbs together.

To date there has been no systematic and comprehensive attempt to
describe the words of English in their respective semantic fields, though there
are many publications that use the idea of the semantic field as their organ-
ising principle. The most famous of these, of course, is Roget’s Thesaurus, but
this merely lists words with similar meanings and predates the theory of
semantic fields. Others (for example McArthur, 1981, and Summers, 1993) try
to combine the ordering principle of a thesaurus with the definitions of a dic-
tionary, particularly for the benefit of learners of English. A quick comparison
of some of these publications will demonstrate the difficulty of coming to a
single description of this kind.

The reason why such a task is difficult can be found in the distinction
between langue and parole, which has been the foundation of much of the
linguistic description of the last century (see 7.7.1). In theory there is a fixed
and stable system, the langue, and a more messy reality of usage, the parole.



168

DISCOVERING LANGUAGE

In practice there is an evolving and only partially stable system, which may
differ slightly from speaker to speaker, and usage that pushes the instabilities
of that system ever further whilst relying on the system itself for interpreta-
tion of the parole.

Thus, whilst speakers may each have a vocabulary that is stored in a hier-
archical (that is, more or less inclusive) set of semantic fields, the texts we
encounter every day usually invoke a slightly creative set of semantic fields
that do not quite map onto the ones we have as our personal thesaurus. We
quite happily interpret these fields as though they were part of the langue,
because we know in principle how semantic fields work and we can easily
cope with a new or partly new one.

In order to use semantic fields as an analytical tool we probably need to
incorporate semantic feature analysis, and be able to argue, in any one case,
that the words we claim belong in a single field are related in some important
ways.

Sense relations

As we have already seen the individual polysemous senses of a lexeme can
have different sets of relations with other word senses. The interrelations of
word senses are collectively known as sense relations, and in a structural-
ist model of language they are seen as one of the systematic aspects of the
linguistic code, defining word meaning in terms of the word’s relations
with other words, rather than seeing language as a simple naming of the
world.

There is a range of possible sense relations into which a word sense can
enter, based on the similarities and differences between them. There is a tra-
dition of naming these relationships, as synonymy, hyponymy and so on, and
we shall continue to use these names, though as we shall see the different
sense relationships have more in common than this naming convention
implies.

All the sense relations of a word sense are based on the extent to which
semantic features are shared with other word senses. ‘Synonymy’ is a rela-
tionship of identity, where the semantic features are largely the same;
‘hyponymy’ is a relationship of hierarchy, where the semantic features of a
more general word form part of the description of a more specific word;
‘meronymy’ is a part-whole relationship, where the semantic features of the
whole form part of the description of the part; and ‘oppositeness’ is a rela-
tionship where many semantic features are shared by two word senses but
they have diametrically opposed values for one prominent semantic feature.
We shall now examine these relationships in more detail.
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6.4.1 Synonymy

English is known for the size and richness of its vocabulary, arising, it is often
claimed, from the many languages that have influenced it over the ages fol-
lowing the invasion and settlement of many different groups. This extensive
vocabulary might lead us to conclude that there must be many synonyms in
the language, but in fact there are very few, or at least very few exact syn-
onyms.

For word senses to be truly synonymous they would have to be identical in
their semantic features, connotations and grammatical identity and behav-
iour. Such synonyms would cause a problem of redundancy, as speakers
would be storing two words for a single meaning and use. What has hap-
pened instead of the extreme redundancy of multiple synonyms is that words
have developed specialist meanings, or particular connotations, or sometimes
even particular syntactic contexts in which they occur. This can be seen in
the examples of semantic fields in Section 6.3.2, where there are many words
for different types of walking, all of them subtly different, and conjuring up
a different picture of the manner of walking.

English, then, has a very large number of what we might call partial syn-
onyms, which overlap in some core parts of their meaning but differ in detail.
This relationship is difficult to quantify as there are different levels of over-
lap. We might argue that talk and speak are quite close synonyms, though
their range of use is different and their grammatical features vary. Even if we
narrow down the senses to those meaning [VERBAL ACTIVITY] (to exclude ‘Can
you speak French?’), speak can be used in frames where talk would never occur:
‘Did you speak?’, though they seem to be equivalent in some contexts: ‘I was
talking/speaking to my neighbour’.

There are many words that share no semantic features, or only the most
general ones. The words carrot and car, for example, are both [TANGIBLE] but
share no further semantic features. There are many words between these two
extremes that could be described as partial synonyms. Nouns that describe
human emotions are one example: anger, fury, rage and resentment are quite
close in meaning, as are fear, terror, trepidation, anxiety and so on. These two
groups also share some of their core features, so a text that contains members
of both fields will certainly be full of members of the semantic field of human
emotion. For example:

She didn’t know where the anxiety stemmed from. She had been angry at first;
resentful of how she’d been treated. But the terror had come from nowhere,
causing her to feel trepidation at the most ordinary of human interactions.

The lesson we can learn from this is that membership of semantic fields is a
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more useful analytical tool than synonymy, except when we wish to draw
attention to the partial synonymy of pairs of members of a semantic field.

6.4.2 Hyponymy

The other semantic relationships we shall examine are simply more specific
versions of partial synonymy, which underlies them. Hyponymy reflects the
hierarchical nature of some areas of the vocabulary, though it should be
stressed that it is not possible to define the entire English lexis in hierarchi-
cal terms.

Where there is a hierarchy, the word senses that occur ‘higher up the tree’
are semantically simpler than the members of the field that are lower down
and their meanings are included within the meanings of the lower items. The
higher the word the fewer semantic features it will have. These higher-level
word senses are known as superordinates, and the more specific word is its
hyponym. The relationship between two or more hyponyms of the same
superordinate is ‘cohyponymy’. Thus the superordinate mammal is described
by fewer semantic features than its hyponyms cow and horse, though these
cohyponyms include all the features of mammal and some specific ones of
their own. Table 6.1 provides a description of these words.

Table 6.1 Sharing of semantic features in hyponymous sense relations

Animate Livebirth Suckling Quadruped Bred by Bred Bred for
young humans for milk riding and
production pulling
vehicles
Mammal: v v 4
Cow: v v v v v v
Horse: v v v v v v

Note that these definitions are not ones that scientists would necessarily
use. The word senses of a language are used by everyday speakers in ways that
will not always concur with the scientific definition. Thus a scientist might
not include the production of milk as part of the vital definition of cow,
whereas it is an important part of what ordinary users of the language under-
stand by the word.

Hyponymous sense relations should not be confused with part-whole rela-
tionships. The former can be tested by the frame ‘An x is a kind of y’, where
x is the hyponym and y is the superordinate term. Thus A cow is a kind of
mammal and Limping is a kind of walking both demonstrate hyponymous rela-
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tionships, though the same frame does not work for part-whole relation-
ships, as can be seen from *A foot is a kind of leg.

Hyponymy can work at more than one level of hierarchy. Therefore the
hyponym of one superordinate can also be the superordinate of a lower-level
hyponym. This works particularly well in the natural world, where hierarchi-
cal structures have long been recognised and therefore named, even in non-
scientific language:

Plant — tree — oak.

Animal — mammal — cow.

The multilayer hierarchy is less comprehensive in semantic fields that deal
with human affairs and social realities, though there are some patches where
we can sketch in a few hyponymous levels:

Emotion — anger — fury.
Relative — Parent — Mother.

Hence, we could to argue that anger is a type of emotion and fury is a kind of
anger, since fury has more semantic features than anger to define its strength.
Similarly parent is a kind of relative and mother is a kind of parent. Note that
these hyponymous relations, like all sense relations, are language-specific
rather than universal truths. Not all languages would treat these meaning
relations in quite the same way.

Hyponymy is a patchy relationship that shows the capacity of human lan-
guages’ to organise some aspects of human experience into hierarchical struc-
tures in a quite detailed way, whilst other areas of experience remain more
vaguely connected in loose semantic fields with just a few connecting seman-
tic features. Many of these hierarchies have unexplained gaps where there
could, theoretically, be a superordinate word but it happens not to exist. For
example in English there is no ungendered word equivalent to parent, to
cover both aunts and uncles, and no gendered words equivalent to sister and
brother to cover female and male cousins respectively (Figure 6.1).

Relative

T~

One generation above Same generation

/\ T~

Parent Parent’s sibling Sibling Cousin

N N\ N I

Mother Father  Aunt Uncle Sister Brother  Cousin

Figure 6.1 Lexical gaps in English kinship terms
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It is noticeable here that in order to describe the semantic features of kin-
ship words in English, we find ourselves proposing the existence of a hierar-
chical level that has no English labels attached; this is the level at which kin-
ship terms can be divided into generations (older, younger and same genera-
tion).

6.4.3 Meronymy

The part-whole relationship between some word senses has already been
touched upon to distinguish it from hyponymy. Meronymy, like all sense rela-
tions, partly reflects the world being described by the language. For example an
arm is indeed part of the body, though the extent to which body parts are
viewed as separate entities is partly a perspective, as opposed to an unchal-
lengeable reality. In some cultures, such as Chinese, the hand and arm are
treated as a unit and there is only one name for the combination. It is also true
that we tend to use words variably, with the result that meronymy is not entire-
ly stable. Whilst it might be acceptable to say that the hand is part of the arm
in some contexts, we also use the word arm to refer to the limb from shoulder
to wrist, excluding the hand, and the word body may be used to refer to the
torso, excluding the limbs, despite the fact that the leg is part of the body.

However the way in which relationships of this kind are set up and broken
down is of great interest. It can be instructive to look carefully at the lexis of
a passage you are analysing to see the extent to which sense relations, includ-
ing meronymy, are being exploited. The bizarre perception of body parts that
can result from various extreme conditions has often been portrayed in liter-
ature by the use of a body part vocabulary, in a way that denies the essential
part-whole nature of the relationship between the body and its constituent
parts.

Carol Ann Duffy (1993), for example, begins her poem ‘Small Female Skull’
with the following line: ‘With some surprise, I balance my small female skull
in my hands.” It turns out that she is describing being in pain, possibly from
a hangover (this is not clear) and she portrays her head as though it did not
belong to her. A similar effect is achieved by William Golding (1956) in his
novel Pincher Martin, which is about a man drowning and increasingly seeing
his body parts as separate from himself.

6.4.4 Oppositeness (antonymy)

Perhaps one of the most important sense relations in language is that of
oppositeness. It is not really a single sense relation because there are a num-
ber of different types of oppositeness, as we shall see later in this section.
Nevertheless the popular concept of an ‘opposite’ is important enough in the
psychology of language users for us to put them into a single section.
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As with the other sense relations, oppositeness exists between polysemous
senses of a lexeme, and this can be demonstrated when there are different
established opposites for different senses of a word. The opposite of lose, for
example, is win when referring to a game but find when referring to misplac-
ing something. Despite these differences the two senses are related enough to
be polysemous, though they are substantially different in usage. This pattern
is repeated for many lexemes in English.

Oppositeness is also like other sense relations in that the words concerned
share the majority of their semantic features. They are only significantly dif-
ferent in relation to one semantic feature, usually one that has strong social
significance. Thus the opposite adjectives long and short have the following
semantic features in common:

[PHYSICAL PROPERTY], [SIZE], [RELATING TO LONGEST DIMENSION]

Then, because in human life it can be important whether that dimension is
large or small, they are distinguished for the semantic feature:

LOI’lg.' [RELATIVELY LARGE IN THIS DIMENSION]

Short: [RELATIVELY SMALL IN THIS DIMENSION]

Notice that opposites are not, as we might imagine them to be, word senses
that are utterly u