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  Pref ace     

 Dysfunction of motor, sensory, and cognitive aspects of speech and language forms 
a substantial component of the clinical presentation in neurological practice. It is 
frequently present in the most common neurological conditions such as stroke and 
Parkinson’s disease, as well as many other neurodegenerative diseases, and neuro-
developmental conditions such as autism spectrum disorders. Primary speech and 
language disorders also constitute a signifi cant burden to the well-being of our soci-
ety. For example, developmental stuttering affl icts more than 1 % of the population, 
causing great emotional and social discomfort to people who suffer from it. There 
is a great need to fi nd rational approaches to alleviate the suffering caused by all 
these conditions. Toward this end, scientifi c research is focused on discovering their 
underlying causal mechanisms in the brain. However, despite several decades of 
sustained effort, we are no closer to understanding these mechanisms, as they per-
tain specifi cally to speech and language pathology. 

 Experience from other areas of biomedical research suggests that, arguably, an 
important reason for this lack of progress is the perceived absence of elementary 
animal models of speech and language pathologies or a reluctance to recognize 
them. The latter circumstance results from the fact that speech and language have 
long been thought to be unique attributes of the human species. Psychological and 
neurological research in these areas has therefore been confi ned to human subjects 
and patients. However, other frontiers of biomedical research have shown us that 
animal models often pave the way to understanding a disorder at the causal and 
mechanistic level and thereby enable researchers and physicians to devise rational 
strategies toward therapy. 

 Basic research over the last 3 decades or so has uncovered similarities between 
speech, especially its sensorimotor aspects, and vocal communication in several 
nonhuman species. The most comprehensive studies so far have been conducted in 
songbirds. Songbirds offer us a model system to study the interactions between 
developmental or genetic predispositions and tutor-dependent infl uences, on the 
learning of vocal communication. Songbird research has elucidated cellular and 
molecular mechanisms underlying learning and production of vocal patterns, 
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auditory processing and perception of vocal sounds, vocal motor control, and vocal 
neuromotor plasticity. More recently, the entire genome of the songbird zebra fi nch 
has been sequenced. These discoveries, along with the identifi cation of several 
genes implicated in familial human speech and language disorders, have made it 
possible to look for analogues of speech and language dysfunction in zebra fi nches, 
at least at the perceptual and sensorimotor levels. Two approaches in particular have 
led us closer to the development of animal models of human speech conditions, 
namely, developmental stuttering and a familial verbal dyspraxia associated with a 
mutation in the gene for the transcription factor FoxP2. 

 Work on other animals that show developmental sensorimotor learning of vocal 
sounds used for communication has also shown signifi cant progress, leading to the 
possibility of development of models of speech and language dysfunction in them. 
In nonhuman primates, while vocal learning per se is not very prominent, investiga-
tions on their communicative abilities have thrown some light on the rudiments of 
language. As far as auditory processing is concerned, echolocation in bats has long 
served as a rich source of fundamental insights. 

 There is a great need for a synthesis of all observations and ideas that have emerged 
from basic and clinical research into the neuroscience of vocalization and auditory pro-
cessing, in order to develop a rational animal model-based framework for understanding 
and management of speech and language pathologies. The ultimate goal of satisfying 
this need makes the publication of this book focused on animal models of speech and 
language disorders, detailing the overall investigative approach of neurobehavioral 
studies in animals capable of vocal communication and learned vocalizations, a much-
needed and worthwhile project. This book is arguably the fi rst of its kind. I believe it 
serves as a unifying review of research in a new multidisciplinary frontier, spanning the 
molecular to the behavioral, for clinicians and researchers, as well as a teaching resource 
for advanced speech pathology and neuroscience students. 

 The book covers a wide range of disciplines related to speech and language and 
vocal communication in animals. In Part I, the fi rst chapter deals with the current 
state of understanding of the neurology of speech and language in terms of brain 
substrates, representation, and theoretical models. The second chapter is a review of 
what is known about the genetics of speech and language disorders with special 
emphasis of the FoxP2 gene mutations, on which there is the most amount of new 
information. In Part II, Chap.   3     introduces and discusses the behavioral and physi-
ological aspects of the songbird model of vocal learning. It focuses on developmen-
tal time scales of changes in vocal sounds and sequences of sound, as well as motor 
control and the role of sleep in these processes. The auditory pathway for encoding 
and processing of vocal signals is discussed in Chap.   4    . Chapter   5     describes the fi nd-
ings of the zebra fi nch genome research and its application to molecular biological 
studies on song learning. The latter task has been extended in Chap.   6     to include 
current and prospective ways to elucidate detailed molecular mechanisms with 
translational signifi cance. Chapter   7     wraps up the section on songbird neurobiology 
by proposing an elementary birdsong-based model of stuttered speech in zebra 
fi nches and discusses the possible involvement of perceptual and synaptic plasticity 
and neuromodulatory infl uences in the underlying mechanisms. 
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 The last section is concerned with vocal signaling in three different groups of 
mammals that have contributed substantially to our understanding of neurophysio-
logical and/or cognitive aspects of social communication. In Chap.   8     the authors 
present a compilation of fi ndings on the rich variety of calls used by bats for com-
munication and echolocation and the manner in which they are processed at the 
neuronal level. Chapter   9     concentrates on social communication in New World 
monkeys and the extent to which the study of their complexity and cognitive role 
contributes to gleaning insights into the rudiments of grammar and meaning of 
vocal sounds. The fi nal chapter is an examination of the accumulated knowledge on 
gestures and socially signifi cant sounds produced by our closest evolutionary ances-
tors, the great apes, in terms of their relevance to evolution of speech and language 
and their shared brain substrates in man and ape. 

 I am fortunate to have an illustrious panel of experts graciously agree to write 
chapters on their respective areas of research and teaching for this book. I am deeply 
grateful to them for their painstaking efforts, as well as to other experts who have 
reviewed their chapters and offered valuable suggestions to make them better. This 
book would not have been possible without the kind assistance, guidance, and hard 
work of Melissa Higgs and Elektra McDermott of Springer. I hope the readers will 
fi nd this joint endeavor of ours useful and informative.  

     Houston, TX, USA           Santosh     A.     Helekar      

Preface

http://dx.doi.org/10.1007/978-1-4614-8400-4_8
http://dx.doi.org/10.1007/978-1-4614-8400-4_9


     



ix

  Contents 

  Part I Introduction to Speech and Language Disorders  

   1     Neurology of Speech and Language .....................................................   3   
    David   B.   Rosenfi eld    

   2     Genetic Pathways Implicated in Speech and Language .....................   13   
    Sonja   C.   Vernes     and     Simon   E.   Fisher    

  Part II Songbird Model of Vocal Learning  

   3     Time Scales of Vocal Learning in Songbirds .......................................   43   
    Ofer   Tchernichovski     and     Daniel   Margoliash    

   4     The Songbird Auditory System .............................................................   61   
    Sarah   M.  N.   Woolley    

   5     Prospective: How the Zebra Finch Genome 
Strengthens Brain-Behavior Connections in Songbird Models 
of Learned Vocalization .........................................................................   89   
    Sarah   E.   London    

   6     The Molecular Convergence of Birdsong and Speech ........................   109   
    Mugdha   Deshpande     and     Thierry   J.   Lints    

   7     Stuttered Birdsong .................................................................................   185   
    Santosh   A.   Helekar,         Delanthi   Salgado-Commissariat,     
    David   B.   Rosenfi eld,     and     Henning   U.   Voss    



x

  Part III Mammalian Models of Vocal Communication  

   8     The Repertoire of Communication Calls Emitted by Bats 
and the Ways the Calls Are Processed in the Inferior Colliculus ......   211   
    George   D.   Pollak,         Sari   Andoni,         Kirsten   Bohn,     and     Joshua   X.   Gittelman    

   9     Language Parallels in New World Primates ........................................   241   
    Charles   T.   Snowdon    

  10     Apes, Language, and the Brain .............................................................   263   
    William   D.   Hopkins    

  Index ................................................................................................................   289   

Contents



   Part I 
   Introduction to Speech and Language 

Disorders        



3S.A. Helekar (ed.), Animal Models of Speech and Language Disorders, 
DOI 10.1007/978-1-4614-8400-4_1, © Springer Science+Business Media New York 2013

    Abstract     Advances in brain imaging, neurophysiology, and computer analysis and 
modeling provide substantial recent advances in understanding the neurological basis of 
human language. The property of language, a phenomenon unique to human beings, has 
an increasingly identifi able underlying cerebral architecture, providing cogent models 
for understanding clinical and experimental paradigms. This chapter explores the neuro-
logical basis for language, reviewing different models and perspectives.  

  Keywords     Speech   •   Language   •   Wernicke’s area   •   Broca’s area   •   Speech production  

        Introduction 

 One of the most unique faculties of human beings is the property of language. We 
learn tens of thousands of words/symbols during our respective lifetimes, almost 
without effort. A 5-year-old child learns 20 words per day, without even attempting 
to do so. We not only learn how to produce and decode words, whether through 
writing, listening, or reading, but also acquire and produce meaningful syntax and 
grammar. 

 Human beings have a “generative grammar,” such that any individual on the 
planet can produce a sentence heretofore never produced, yet all individuals within 
that speaker’s sphere of language understand this is a normal sentence [ 1 ]. 

 Thus, one has probably never heard, “I enjoy attending opera performances and 
am reading a book about language,” yet everyone knows this is a normal sentence. 
Mix up the words and say, “Opera enjoy read language book me,” and all recognize 

    Chapter 1   
 Neurology of Speech and Language    

             David     B.     Rosenfi eld     
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this is abnormal. Our brains are uniquely capable of producing these productions 
of sounds and processing their meaning, and recognize normality as well as 
abnormalities. 

 Nonhuman primates (NHP), as well as avian species, do not possess capability of 
language. These animals do possess a system of communication, signaling needs and 
statements pertaining to sex, aggrandizement of territory, dominance, submission, 
etc., but they lack formal language. No nonhuman animal has a generative grammar 
and as large a repertoire of symbols and words as do human beings. Thus, despite 
some contention decades previously, no one can teach a monkey the following 
command (a property of language): “Go to the nearest delicatessen, pick up a copy of 
‘The New York Times,’ and if they don’t have the ‘Times,’ bring me a bagel.” 

 Further, human language is a “representational system,” in which letters, words, 
and various symbols have a particular meaning. This system, combined with our 
generativity of grammar, “drives” the speech motor control system (SMCS), access-
ing neurological control through the brain, brainstem, and peripheral nervous sys-
tem. These SMCS mechanisms then access neuromotor production of respiration, 
phonation (i.e., laryngeal sounds), and articulation, the latter employing movements 
of the tongue, lips, jaw, and palate in concert with breathing and laryngeal adjust-
ment to produce the sounds we term “speech.” 

 Speech should not be obfuscated with language. Having a hot potato in your 
mouth or a cleft palate or being a person who stutters does not translate into com-
promised language. These individuals all know what they want to say, but cannot do 
so. Their language is normal; their speech is not [ 1 ]. 

 How and why do human beings have this capability? In this chapter, we address 
these issues by analyzing structure and function within the human brain and various 
models that explain our unique capability of language.  

    Neurophysiology and Neuroanatomy of Language 

 Language very much involves cognitively processing what we hear and see (i.e., 
reading is a part of language) and cognitively orchestrating what we produce 
(speech). Considerable research has been done on related mechanisms of input, 
pertaining to processing auditory and visual input in animals. Most investigators 
agree that humans and NHP have similar physiological mechanisms for modeling 
visual and auditory processing. There is a “what” and a “where” system that illus-
trates this concept (see Fig.  1.1 ).

   After the brain receives visual input from the ocular/retina system, this data pro-
ceeds to the primary visual cortex (V1) and then anterior to the inferior temporal 
(IT) lobe for analyzing “what” is the object, and to the adjacent posterior parietal 
cortex (PPC) for ascertaining “where” is the object. 

 Similarly, auditory input arrives at the temporal lobe which then provides infor-
mation to the superior temporal (ST) lobe for analysis of “what” is heard and to the 
PPC for localization (“where”) of the sound. Then, as Fig.  1.1  denotes, the temporal 
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lobe system provides the “what” information to the frontal lobe (ventrolateral 
prefrontal cortex, VLPFC) and the parietal lobe provides the “where” information 
to the dorsolateral prefrontal cortex (DLPFC) of the frontal lobe. 

 These connections, reviewed in detail elsewhere [ 2 – 4 ], are not as robust or exten-
sive in NHP as in the human brain. Auditory input, as well as visual input, is very 
much involved in our language system, and in this context it is helpful to discuss the 
cerebral connections within the brain that subserve language. 

 In order to address appropriately these connections, it is important to understand 
which regions in the brain strongly relate to language: The superior temporal area 
adjacent to auditory cortex is very much involved in processing the input of what we 
hear; the inferior frontal cortex adjacent to articulatory motor cortex is important 
for motoric production of speech. These connections are especially important in the 
left side of the brain in individuals who are right-handed, and are increasingly 
shared with the right side of the brain in those who are left-handed [ 2 ,  3 ,  5 ]. Below, 
we review important connections between these two areas. 

 Within the context of production of language, posterior auditory regions connect 
to anterior motor regions through three main cerebral tracts: extreme capsule, unci-
nate fasciculus, and the arcuate fasciculus. These connections exist in NHP but are 
relatively larger in humans, especially the arcuate fasciculus [ 6 ].  

    Models of Speech and Language Production 

 The classical areas of language function are Broca’s area (BA), recognized as 
orchestrating motor output of speech/language, and Wernicke’s area (WA), recog-
nized as processing auditory input. These two areas interrelate, the perspective 
being that WA subliminally hears what is to be said, transits information to BA, 

  Fig. 1.1    Dual processing for “what” and “where” [ 4 ]       
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and then “hears” whether errors were produced. Again, this paradigm occurs 
primarily within the left hemisphere of right-handed individuals, moving more to 
the right hemisphere in those who are left-handed. 

 In the 1960s and 1970s, Norman Geschwind popularized the above model and 
recognized the heretofore discarded German literature on Disconnection Syndromes, 
heralding the fi eld of Behavioral Neurology in the United States. At that time, brain 
imaging was essentially nonexistent and analysis of speech motor output was 
embryonic. Nevertheless, Geschwind provided a salient clinical model to explain 
various types of clinically acquired disruption of language (e.g., aphasias), and his 
model of relating compromise of comprehension (mild in BA, severe in WA) and 
fl uency/ease of production of words (signifi cantly compromised in BA, minimally 
compromised in WA) resulted in multiple experimental paradigms that expanded 
knowledge in the area, contributing to the fi elds of neuropsychology, neurolinguistics, 
and psycholinguistics (Figs.  1.2  and  1.3 ) [ 2 ].

  Fig. 1.2    Norman Geschwind’s classical approach for cerebral processing of language       

  Fig. 1.3    Cerebral areas important in language [ 14 ]       
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       One of the diffi culties of modeling production and comprehension in language 
through connections between BA and WA is that neither BA nor WA is cytoarchi-
tectonically distinct: One cannot singularly identify BA or WA under the micro-
scope. Indeed, BA consists of portions of the pars triangularis (PTR) and pars 
opercularis (PO). PTR is Brodmann area #45, composed of heteromodal cortex and 
located in the inferior frontal gyrus. The PO is Brodmann area #44, composed of 
motor association cortex and adjacent to the PTR. Wernicke’s area consists of a 
portion of Brodmann area #22, especially an area termed the “planum temporale,” 
and is composed of auditory association cortex. Thus, BA consists of two areas 
(#44, #45) and WA consists of a portion of #22 [ 3 ,  7 ]. 

 The BA-WA model, despite clinical salience and popularity for experimental 
designs, early had certain problems. When external electrical stimulation was 
applied to the left hemisphere of the brain exposed in patients who were awake, 
undergoing surgery for epilepsy, stimulation anywhere in the left hemisphere, 
including BA and WA, caused individuals who were talking to cease talking, as it 
did when stimulating the motor strip (i.e., anterior central sulcus) in the right hemi-
sphere. And if BA or WA were stimulated in individuals who were not talking, only 
a grunt type of sound was produced [ 8 ]. 

 It became clear the connections between BA and WA were bidirectional and 
polysynaptic (reviewed in [ 9 ]). Further, BA had no connections below the mid- 
brainstem and none to the fi nal neural outfl ow to the laryngeal muscles (e.g., 
furthest distal connections are to the periaqueductal gray, with none going to the n. 
ambiguous) [ 10 ]. 

 The above BA-WA system implied an “input system” that fi ltered sensory input 
(e.g., auditory or visual input) in a feed-forward manner, consonant with other theo-
ries of input systems, in which perceptual processes, after interaction with attention, 
emotion, and memory modules, infl uenced motor output systems. 

 Thus, many investigators posited a sensory receptive system, residing in poste-
rior superior cortex of the temporal lobe that translated data anteriorly to the premo-
tor and motor systems within the frontal cortex. In this paradigm, the motor output 
of the cortex of the frontal lobe was dependent upon the perceptual and cognitive- 
related systems, considerably dependent upon the cortex of the temporal lobe. 

 Recent data has very much reformed and improved upon this modeling. It is now 
recognized that there are neurons (e.g., “mirror neurons”) that are capable of senso-
rimotor interactions. Within this context, experiments in monkeys reveal that pre-
motor F5 neurons, thought to be similar but not isomorphic to Brodmann area #44, 
are active during formal execution of a particular skilled movement and similarly 
active during the monkey witnessing/seeing that same skilled movement when per-
formed by another monkey or even a human being. There are now posited multiple 
action-perception circuits, with an integrated view of perceptual, cognitive, and 
motor control systems sharing neuronal mechanisms in which the above-noted sen-
sorimotor neurons are increasingly important [ 6 ]. 

 The above modeling is reminiscent of Hebbian models, in which neurons adapt 
during learning. This model maintains that repeated and persistent stimulation of 
the postsynaptic neurons by presynaptic neurons produces an increase in synaptic 
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“effi cacy,” promoting what is termed, synaptic plasticity. A common translation of 
this perspective is “Cells that fi re together become wired together.” This type of 
learning is referred to as Hebbian learning [ 11 ]. 

 Pulvermuller and Fadiga [ 6 ] nicely review this action-perception learning of 
speech sounds and the words which we speak. This requires a strong reciprocal 
connection between the superior temporal gyrus and the inferior frontal gyrus. 
These connections are especially robust in humans, as opposed to NHP. Although 
brain bulk need not index brain competence, the left hemisphere-related cerebral 
laterality of language is consonant with the fact that the arcuate fasciculus, instru-
mental in connecting WA to BA, is much larger in the left hemisphere than in the right 
hemisphere of human beings, possibly further explicating the action-perception 
circuit for speech (note this does not exclude other inputs). 

 When one utters a syllable, word, or phrase, these self-produced sounds stimulate 
the auditory cortex, residing in the superior temporal cortex. This activation occurs 
whether the sounds are uttered in a quiet environment or are whispered and concur-
rently masked by external noise. This activation increases with increasing speech 
rate, suggesting a strong relationship between motor output and auditory (input) 
activation during speech production. 

 Similarly, when one listens to sounds of speech that require a strong articula-
tion activity, the motor system is similarly activated. Brain investigation studies, 
including fMRI, transcranial magnetic stimulation, and various neurometabolic 
paradigms, strongly suggest the inferior frontal premotor cortex and prefrontal 
cortex, cerebral areas that are very active during the motoric output of speech, are 
also active during identifi cation and discrimination of speech sounds, as well as 
during routine ongoing perception of speech. In other words, areas of the brain 
involved in the production of speech are also very much involved in the perception 
of speech.  

    Models of Speech and Language 

 Many investigators study “functional models” of human speech. These include sev-
eral perspectives, with some of the more exciting and heuristic models focusing 
upon oscillating systems within the brain, whereas others study a dual stream func-
tional neuroanatomical paradigm, involving sound-to-articulation mapping and 
sound-to-meaning mapping. 

 Underlying all these avenues of modeling of language is the fact that speech is 
composed of multiple sounds, which in turn are composed of various, varying 
frequencies changing with time. 

 Analysis of different acoustic, neurophysiological, and psycholinguistic data 
pertaining to production and perception of speech/language suggests that underlying 
organizational principles and perceptual units of analysis can occur at different time 
scales. Thus, the “sounds” of speech can be divided into complexity of frequency 
(spectral analysis) and changes over time (temporal modulation). The spectral 
information is necessary for a listener to process the meaning of the word but, if 
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impoverished, the listener can still distill the meaning (e.g., “happy birthday” > “hpy 
brthdy” is still understandable). However, impoverishment of temporal modulation 
signifi cantly compromises the perception of meaning and comprehension. 
Oscillation theory is an area of investigation that investigates the temporal analysis 
of speech from a bottom-up approach (reviewed in [ 12 ]), studying how the parcel-
ing of sounds can be put together to form meaning and understanding. 

 As noted above, perceptual units of speech can be analyzed at different time 
scales. Some of these units are aperiodic but suffi ciently rhythmic to elicit regulari-
ties in the time domain. Thus, 30–50 Hz time frames are of short duration and high 
modulation frequency, and relate to phonemes and formant transitions (e.g., changes 
in spectral peaks of the sound spectrum, important for perception of different sounds 
and meanings). Further, 4–7 Hz relates to syllable rate and 1–2 Hz relates to lexical 
and phrase units, as well as intonation contour. 

 Giraud and Poeppel [ 12 ] nicely illustrate the theory of oscillation-based opera-
tions in the perception of speech. They maintain that an essential ingredient for 
understanding the meaning of connected speech lies within the infrastructure pro-
vided by intrinsic oscillations at rest of neurons and that these neurons are very well 
suited to dissect sound-related phenomenon that is especially sensitive to time 
domains. They argue for a robust relationship between time scales present in speech 
and the time constants (i.e., in electronics, the time required for the current or voltage 
in a circuit to rise or fall exponentially through approximately 63 % of its ampli-
tude) underlying neuronal cortical oscillations and that this enables the brain to 
convert speech “rhythms” into meaningful linguistic segments. 

 These authors maintain    that low-gamma (25–35 Hz), theta (4–8 Hz), and delta 
(1–3 Hz) bands provide a link between neurophysiology, neuronal computations, 
acoustics, and psycholinguistics. They contend there is a close correspondence 
between (sub)phonemic, syllabic, and phrasal processing, respectively, with gamma, 
theta, and delta oscillations as to how the brain processes the temporal data that 
underlie speech perception. 

 Other investigators of human language have a different, non-oscillatory perspec-
tive toward understanding human speech and language. Thus, psycholinguists tradi-
tionally do not focus upon the above-noted cerebral areas of processing but, rather, 
focus more upon language at an abstract level (reviewed in [ 13 ]). These investigators 
seek generalization of language at the level of phonemes (e.g., the smallest part of a 
word: “b,” “oo,” and “k” are phonemes within “book”), morphemes (e.g., the smallest 
semantic unit—a unit having meaning—in language), lemmas (e.g., the canonical/
dictionary form of a set of words—i.e., “see” is the lemma of “seeing,” “seen,” 
“sees”), and phrasal units (e.g., prepositional phrases, major portions of sentences 
that carry meaning). 

 Researchers investigating motor control theory primarily are concerned with 
kinematic forces, movement trajectories, and control of feedback, often focusing 
upon lower-level articulatory control (   e.g., voiced v. voiceless sounds—/z/ v. /s/, /v/ 
v. /f/; lingual sounds—/l/; labial sounds—/p/, /b/; voice-onset time differences—/pa/ 
v. /ba/, /ta/ v. /da/) and other similar parameters. 

 Ideally, since psycholinguistic and motor control theories investigate speech and 
language, although on different levels of organization and output, it would be ideal 
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to combine both perspectives. Within this context, recognizing that sensory repre-
sentations, including auditory as well as visual inputs, are both within auditory and 
somatosensory cortex provides a hierarchy of targets for speech “gestures.” 

 Auditory targets are predominantly syllabic and comprise a higher-level sensory 
goal; somatosensory targets represent lower-level goals that correspond loosely to 
phonemic-level targets. Movement plans that are coded in a corresponding cortical 
motor hierarchy are selected to hit the sensory targets. This involves an internal 
feedback control loop, including “forward prediction” and subsequent correction. 
The sensorimotor integration is achieved in the Sylvian fi ssure at the parietal- 
temporal boundary for the higher-level system and via the cerebellum for the lower- 
level circuit (reviewed in [ 13 ,  14 ]). 

 Rauschecker and Scott [ 4 ] provide a cogent, utilitarian model for scientifi c investi-
gation as well as clinical paradigms, in which they propose interactions between 
streams of auditory processing systems and speech production. Their model proposes 
an anteroventral and posterodorsal auditory “stream” that originates in the auditory 
region of the superior temporal lobe cortex (Brodmann area #22); the latter interacts 

  Fig. 1.4    Model    of Rauschecker and Scott 2009 [ 4 ]. (a) Ventral ( blue ) and dorsal ( red ) streams and 
their relationship to the auditory cortex (AC). (b) The ventral stream initiates forward mapping 
between representations in the  auditory cortex (AC), inferior frontal cortex (IFC, area 45), ventral 
premotor cortex (PMC, area 44) and inferior parietal lobule (IPL, and superior temporal cortex). 
(c) The dorsal stream initiates inverse mapping between AC representations, attention- or inten-
tion-dependent patterns in the IPL and context-dependent action programs in the PMC       
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posteriorly with the inferior parietal lobule (IPL), where a template of sensory event 
information rapidly can be compared to the predicted efferent motor output. 

 This model also provides forward mapping, in which object information (e.g., 
speech) is decoded in the anteroventral stream all the way to invariant categories 
within the IFC (Brodmann area #45) and subsequently be transformed into motor- 
articulatory representations (Brodmann area #44 and ventral premotor cortex 
(PMC)), the activation of which is then transmitted to the IPL and posterior superior 
temporal cortex as an efferent copy (Fig.  1.4 ).

   In reverse direction, this model performs inverse mapping, wherein attention- related 
or intention-related changes in the IPL affect the context-dependent action programs in 
PFC and PMC. Just as Geschwind’s models of speech and language (see above) pro-
vided experimental paradigms for testing normal human beings and patients with 
acquired cerebral compromise of language (e.g., those affl icted with fl uent/dysfl uent 
output compared to those with good/poor comprehension, and all possible interactions 
of these separate domains) and spawned progress in neuropsychology and language-
related fi elds, models akin to that proposed by Rauschecker and Scott [ 4 ] similarly 
provide numerous avenues of scientifi c examinations, now focusing upon magnetoen-
cephalography in humans, single-unit studies in monkeys, and numerous brain-imag-
ing investigations (e.g., fMRI, PET) previously unavailable, now providing opportunity 
to dissect the components and ingredients of human language.  

    Conclusion 

 There is increasing understanding of the cerebral basis for human language, with 
expanding knowledge of how the human brain understands what it is we say and 
how the brain produces speech and language. Theories and models include compu-
tational analysis of sound waves, theories of motor production and perception, and 
various interactions of these perspectives.     
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    Abstract     Disorders of speech and language are highly heritable, providing strong 
support for a genetic basis. However, the underlying genetic architecture is complex, 
involving multiple risk factors. This chapter begins by discussing genetic loci asso-
ciated with common multifactorial language-related impairments and goes on to 
detail the only gene (known as  FOXP2 ) to be directly implicated in a rare mono-
genic speech and language disorder. Although  FOXP2  was initially uncovered in 
humans, model systems have been invaluable in progressing our understanding of 
the function of this gene and its associated pathways in language-related areas of the 
brain. Research in species from mouse to songbird has revealed effects of this gene 
on relevant behaviours including acquisition of motor skills and learned vocalisa-
tions and demonstrated a role for Foxp2 in neuronal connectivity and signalling, 
particularly in the striatum. Animal models have also facilitated the identifi cation of 
wider neurogenetic networks thought to be involved in language development and 
disorder and allowed the investigation of new candidate genes for disorders involving 
language, such as CNTNAP2 and FOXP1. Ongoing work in animal models prom-
ises to yield new insights into the genetic and neural mechanisms underlying human 
speech and language.  
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        Heritability of Language and Language Disorders 

    There is considerable evidence to suggest that genes are important for directing 
developmental processes necessary for the normal use of speech and language. 
Furthermore, disorders that disrupt speech and language development have been 
shown to be highly heritable, providing strong support for a genetic basis for language 
impairments. 

 A number of well-studied neurodevelopmental disorders involve speech and/or 
language defi cits as one part of a broader profi le of symptoms. Examples include 
autism spectrum disorders (ASD, OMIM: 209850), fragile X syndrome (FXMR, 
OMIM: 300624) and Angelman syndrome (AS, OMIM: 105830). However, there are 
developmental disorders where the central or primary defi cit is in the comprehen-
sion, processing and/or use (vocal or nonvocal) of language. These disorders, such 
as specifi c language impairment (SLI, OMIM: 606711), developmental dyslexia 
(DD, OMIM: 127700) and developmental verbal dyspraxia or childhood apraxia of 
speech (DVD or CAS, OMIM: 602081) can shed light not only on the genetic and 
developmental underpinnings of impairments but also on pathways involved in normal 
language development. 

 The fi rst clues to the heritability of developmental disorders of speech and 
language came from observations of familial clustering. Children with language 
disorders are much more likely to have family members displaying speech, reading 
or language impairments than typically developing children [ 1 – 4 ]. The importance 
of genetic infl uences on language impairments was further illustrated by a study 
showing that children who had an affected parent but that had been adopted into a 
language rich environment were signifi cantly more likely to suffer from language 
disorders than adopted children without a family history [ 5 ]. 

 The magnitude of the genetic contribution to a disorder or trait can be investigated 
using heritability estimates. These can be calculated by comparing the rate of coin-
heritance of the disorder in monozygotic twins (considered to be genetically near 
identical) to that of dizygotic twins (who, like siblings, are ~50 % genetically similar). 
Assuming that mono- and dizygotic twins are subject to similar levels of shared envi-
ronment during development and childhood, a genetically infl uenced disorder should 
co-occur more frequently in monozygotic twins than it does in dizygotic twins. 
Indeed, monozygotic twins show a higher concordance of language disorders, as well 
as more closely matched phenotypes within these disorders, as compared to their 
dizygotic counterparts [ 6 ]. Concordance has been reported to be near 100 % for 
monozygotic twins and between ~50 and 70 % for dizygotic twins, arguing strongly 
for a genetic component to language disorder [ 7 ,  8 ]. 

 More recently, studies have focused on longitudinal measures in the normal 
range of abilities. These investigations found that while early language development 
(~2–5 years old) could largely be accounted for by environmental factors, linguistic 
skills showed higher heritability (54–60 %) between the ages of 7 and 12 years and 
very high heritability scores (~85 %) for long-term linguistic ability (up to age 18) 
[ 9 – 11 ]. 
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    Genetic Risk Factors for Complex Language Disorders 

 Evidence thus far suggests that the majority of language impairments are not caused 
by just a single gene acting in a Mendelian manner or by only a single region of 
the genome [ 7 ,  12 ]. Rather it appears likely that, in most cases, many different 
risk alleles spread around the genome make small contributions to the observed 
language phenotypes. A number of genetic mapping studies have attempted to 
defi ne relevant regions of the genome and to pinpoint the key genes, but the com-
plex multifactorial nature of the traits and the small effect sizes involved makes 
identifi cation of the genetic risk factors challenging [ 13 ]. 

 SLI is the most common form of language disorder, with approximately 7 % of 
school age children reported to meet diagnostic criteria [ 14 ,  15 ]. SLI is classifi ed as 
the failure to develop normal speech and language skills in the absence of any envi-
ronmental, medical or genetic impairments (e.g. hearing loss, mental retardation or 
other overt neurological disorders) [ 15 ]. In the fi rst molecular investigations of 
common forms of SLI, researchers used DNA from multiple families to search 
through the genome for genetic markers whose inheritance may be linked to the trait 
(referred to as ‘linkage analysis’). A genome-wide analysis for linkage to quantita-
tive measures of language in 98 UK families identifi ed two candidate regions: SLI1 
(located at chr 16q, OMIM: 606711) and SLI2 (located at chr 19q, OMIM: 606712) 
[ 16 ]. These fi ndings were replicated in a follow-up study of a further 86 UK fami-
lies; in particular, the SLI1 region demonstrated highly signifi cant linkage to defi -
cits in non-word repetition (NWR), the ability to correctly repeat nonsense words, 
which has been proposed as a core feature of SLI [ 17 ]. High-density screening of 
the SLI1 region in an expanded set of the UK families and an independent popula-
tion cohort identifi ed association to two candidate genes, one encoding a calcium- 
transporting ATPase, ATP2C2, the other encoding c-maf-inducing protein, CMIP [ 18 ]. 
A third candidate region, SLI3 (located at chr 13q21, OMIM: 607134), was identi-
fi ed in an independent study of language impairment in 5 Canadian families [ 14 ], 
and linkage of this region to reading impairment was demonstrated in a follow- up 
study of 22 families from the USA [ 19 ]. 

 With rapid advances in molecular technologies, more fi ne-grained and wide- 
ranging analysis of the genome has become possible, which will likely lead to 
the identifi cation of further genomic regions and candidate genes contributing to 
language or language-related disorders. In order to make sense of these fi ndings, it 
will be necessary to understand more about the phenotypes of the different language 
impairments and how they relate to each other. For example, it is likely that rather 
than being distinct syndromes, the spectrum of disorders that involve language 
impairments represent overlapping groups of syndromes that share endophenotypes 
(measurable components on the path between global phenotype and distal geno-
type), each of which might present along a distribution of severity. For example, a 
gene that is a risk factor for SLI may also be found to be a risk factor in some but 
not all individuals that meet the criteria for autism (a developmental disorder pri-
marily affecting social interaction, verbal and non-verbal social communication and 
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repetitive, stereotyped behaviours) or dyslexia (an impairment of reading and spelling). 
How disorders are classifi ed and how subjects are chosen for inclusion in studies 
will greatly infl uence our ability to detect shared or independent genetic factors 
underlying language and language impairment. 

 Studies investigating the underlying genetic factors contributing to dyslexia and 
autism are outside the scope of the current chapter, but there are a number of articles 
that comprehensively review this topic [ 20 – 24 ].   

    A Monogenic Speech and Language Disorder 

 As noted above, the vast majority of cases of language impairment are likely to have 
a complex genetic basis. However, in the late 1980s clinical geneticists came across 
an unusual large family showing an apparently simple inheritance pattern for their 
speech and language problems [ 25 ]. In this pedigree, known as the ‘KE family’, 
approximately half of the 30 family members, spread over three generations, 
suffered from a severe form of speech and language disorder [ 25 ]. The pattern of 
transmission observed in this family was consistent with simple autosomal domi-
nant inheritance—highly suggestive that the disorder was monogenic that is due to 
disruption of just a single gene being passed from one generation to the next [ 25 ]. 

 When researchers performed gene-mapping studies, they were able to formally 
demonstrate the monogenic nature of the disorder and pinpointed a small region of 
chromosome 7 (designated the SPCH1 locus) that was very likely to contain the 
causative gene [ 26 ]. The identifi cation of an unrelated patient who had a highly 
similar speech and language disorder phenotype was key to determining which gene 
in the SPCH1 region was responsible [ 27 ]. This child (known as CS) carried a de 
novo translocation, involving a breakpoint in the SPCH1 region of chromosome 7. 
The investigators discovered that this breakpoint directly interrupted a previously 
unidentifi ed gene known as  FOXP2 , and they hypothesised that disruption of this 
gene was responsible for the phenotype seen in CS. They went on to sequence the 
same gene in the KE family and found that all affected members carried a point 
mutation affecting a single nucleotide in the coding region of  FOXP2 , known as 
the R553H mutation (explained further below) [ 27 ]. This mutation was never found 
in unaffected individuals in the family or in the general population, and it was 
predicted to disturb the function of the gene [ 27 ]. Thus, both the CS case and the 
KE family carried disruptions to the FOXP2 gene, which were potentially causative 
of their speech and language problems. 

    The KE Family 

 The phenotype of the KE family has been studied in detail both at the behavioural/
cognitive and the neuroanatomical levels in order to dissect out the core features of 
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this complex disorder. Early reports posited confl icting hypotheses that the impairment 
seen in the KE family was largely one of articulation or conversely a grammar- 
specifi c disorder [ 28 ,  29 ]. However, the reality is likely to lie somewhere between 
the two models. 

 The phenotype observed in the KE family involves severe developmental verbal 
dyspraxia (known as DVD or childhood apraxia of speech, CAS). DVD is charac-
terised by problems coordinating sequences of mouth/face movements when speak-
ing, such that speech is unintelligible to the naive listener [ 28 ]. However, in the KE 
family, additional severe impairments are also observed in multiple areas of expres-
sive and receptive language, affecting both spoken and written modalities. In studies 
that assessed a range of abilities in the KE family, tests of nonsense-word repetition 
   (NWR) provided the most reliable metric for distinguishing between affected and 
unaffected family members [ 30 ]. Receptive vocabulary, lexical decision making and 
verbal fl uency, tense production, receptive syntax at word-order level and infl ec-
tional and derivational morphology were all found to be signifi cantly impaired in 
the affected members of the KE family [ 30 ,  31 ]. Furthermore, the orofacial dys-
praxia of affected members is not entirely specifi c to speech. Reduced performance 
has also been observed in complex and sequential non-verbal oral movements, 
although single simple movements were unaffected [ 32 ]. Rhythm was also affected 
in tests of both vocal and manual timing, similar to effects reported in some other 
language disorders [ 33 ,  34 ]. 

 Neuroimaging studies of the KE family have uncovered functional and anatomi-
cal correlates of the disorder. Magnetic resonance imaging (MRI) in ten affected 
and seven unaffected family members observed no overt anatomical differences 
differentiating the two groups [ 31 ]. However, statistical analyses using voxel-based 
morphometry identifi ed subtle bilateral changes in grey matter density in affected 
individuals for a number of brain regions implicated in speech and language 
processing. Signifi cantly reduced grey matter was observed in Broca’s area, the 
supplementary motor area, caudate nucleus of the striatum and the ventral cerebel-
lum, while regions of signifi cantly increased grey matter could be seen in the thala-
mus, angular gyrus and parts of the cortex, including the sensorimotor and temporal 
cortex [ 31 ,  35 ]. For most individuals, language is localised to the left hemisphere of 
the brain. In some cases, when the left hemisphere is damaged (e.g. due to a stroke), 
if the right hemisphere is unaffected, it can adapt to performing language-related 
tasks. This process, known as relocalisation, is not thought to be able to occur in the 
KE family due to the bilateral neuroanatomical changes in grey matter density, 
which may help to explain why the disorder is so severe and persistent [ 35 ]. 

 Functional neuroimaging studies have demonstrated differences in brain activation 
patterns in affected versus unaffected family members that are suggestive of linguis-
tic processing defects. Aberrant bilateral activation in affected family members dur-
ing semantic retrieval and articulatory planning was observed by functional 
magnetic resonance imaging (fMRI) [ 36 ]. In one part of this study, imaging was 
performed during covert (unspoken) verb generation tasks so that any signal arising 
from articulatory defects could be excluded. Covert verb generation tasks in an 
unaffected individual (unaffected KE family member or unrelated normal 
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individual) typically result in activation of the inferior frontal gyrus (Broca’s area) 
in the left hemisphere and (subcortically) the putamen in the striatum [ 36 ]. Despite 
all participants being able to successfully perform the task overtly outside the scan-
ner, the affected KE family members demonstrated strikingly different patterns of 
activation during the covert task. Signifi cant under-activation of Broca’s area and 
the putamen was observed in affected individuals, accompanied by signifi cant over- 
activation of diffuse regions of both hemispheres, including Wernicke’s area and the 
precentral gyrus [ 36 ]. 

    Thus, in the KE family, a complex speech and language disorder involving 
receptive and expressive language impairment and associated with anatomical and 
functional changes in the brain was directly related to a single mutation disturbing 
the  FOXP2  gene.  

    The  FOXP2  Gene 

 The  FOXP2  gene is located on human chromosome 7q31, made up of 25 exons 
(i.e. the expressed parts of the gene) that span a locus of ~600,000 nucleotides of 
DNA (~600 kb) (Fig.  2.1a ). This gene codes for a protein (called the FOXP2 
protein) that is able to act as a transcription factor, meaning that it regulates the 
expression (switching on and/or off) of other genes. The main version of the FOXP2 
protein is 715 amino acids long, but, as with most genes and proteins, differential 
processing (alternative splicing) can sometimes generate alternative versions that 
are longer or shorter than this.

   The FOXP2 protein contains a number of functionally important regions, or 
‘domains’ (Fig.  2.1b ). Moving along the protein from one end (the N-terminus) 
to the other (the C-terminus), the following domains can be identifi ed: a region 
containing a large number of glutamine (Q) residues (Q-rich), a zinc-fi nger/leucine 
zipper region (ZnF/LeuZ), a DNA-binding domain (FOX) and an acidic tail region 
(Acidic). The FOXP2 protein regulates gene expression by binding to regulatory 
regions of the genome, usually located close to the start site for the coding regions 
of genes, and thereby affecting the levels of transcription for these so-called ‘target’ 
genes (i.e. altering the amount of gene product that is made). FOXP2 can directly 
bind to these regulatory regions of DNA via the specialised section of the protein 
known as the forkhead-box DNA-binding domain (or FOX domain, for short) [ 37 ]. 
The FOX domain is a stretch of ~90 amino acids that folds into a three-dimensional 
structure which wraps itself around DNA [ 38 ]. The FOX domain does not wrap 
around just any section of DNA, but has a preference for specifi c sequences of nucle-
otide letters; thus, it binds only to particular regions of the genome, located within its 
target genes [ 39 – 41 ]. Following DNA binding, FOXP2 is able to activate (turn on) or 
repress (turn off) the expression of these target genes [ 42 ]. 

 The point mutation identifi ed in the KE family introduced an amino acid change 
at position 553 of the protein sequence, swapping the arginine (R) that is normally 
found at this position to a histidine (H) residue; thus, the mutation is known as 

S.C. Vernes and S.E. Fisher



19

R553H [ 27 ]. Crucially, position 553 is located in a key part of the FOXP2 DNA- 
binding domain (Fig.  2.1b ) and an arginine is found at this location in every type of 
normal FOX protein that has been discovered so far (see next section), suggesting it 
must be important for protein function [ 27 ]. Indeed, in laboratory-based tests, intro-
ducing the R553H change into an isolated FOX domain, or into the full length 
FOXP2 protein, in each case abolished DNA binding to a known target sequence 
and affected the ability of the protein to regulate gene expression in cellular model 
systems [ 43 ]. These assays also suggested that the R553H form of the protein was 
able to interfere with the activity of normal FOXP2 protein present in the cells [ 43 ]. 
In addition, there was evidence of mis-localisation of the mutant protein within the 
cell. Normally, the FOXP2 protein is found in the nucleus of cells where it can 
access DNA in order to regulate gene expression [ 43 ]. However, the mutant version 
of the FOXP2 protein, carrying the R553H change, sometimes showed both nuclear 
and cytoplasmic localisation [ 43 ]. Thus, substitution of this single amino acid had 
severe and wide-ranging effects on the ability of the protein to function normally. 

  Fig. 2.1    ( a ) Schematic of the human FOXP2 locus, spanning >600 kb.  Black shading  indicates 
exons that are translated into protein; ‘atg’ and ‘tga’ denote start and end codons. Exon s1 overlaps 
with a type of regulatory region known as a CpG island. Additional information on features of this 
locus can be found in Fisher et al. [ 13 ]. Sites of coding variants reported in children with severe 
speech and language impairment are indicated below the locus schematic, including the R553H 
mutation initially identifi ed in the KE family [ 27 ], and the three additional changes uncovered in a 
subsequent screening study of 49 other probands [ 61 ]. The fi gure also shows the site of the trans-
location breakpoint found in case CS, mapping between exons 3b and 4 [ 27 ]. Multiple additional 
translocation cases involving FOXP2 disruption have since been reported.  Adapted with permis-
sion from MacDermot et al. (2005)  [ 61 ]. ( b ) Schematic of the major form of the FOXP2 protein 
(encoded by exons 2–17) contains 715 amino acids, with polyglutamine tracts of 40 (Q40) and 10 
residues (Q10) collectively known as the Q-rich region, a zinc-fi nger motif (ZnF), a leucine zipper 
(LeuZ), a forkhead domain (FOX) and an acidic C-terminus (Acidic). The location of the KE family 
mutation (R553H) in the protein is also shown.  Adapted from Vernes et al. (2006)        
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    FOX Transcription Factors 

 FOXP2 is just one of a large group of transcription factors (known as FOX pro-
teins), all of which carry a highly conserved version of the characteristic FOX 
DNA-binding domain. This group of proteins is classifi ed into subgroups, based on 
comparing the sequences of the DNA-binding domain. To date 17 FOX subgroups 
have been identifi ed, designated FOXA to FOXQ, in order of their discovery [ 44 ]. 
Accepted nomenclature for this gene family uses upper case for human genes 
( FOXP ), lower case for mouse genes ( Foxp ) and upper and lower case for all other 
species ( FoxP ). Proteins are denoted by roman type (FOXP) [ 45 ]. 

 FOXP2 falls into the ‘P’ subgroup of FOX proteins, which also includes FOXP1, 
FOXP3 and FOXP4 [ 46 ,  47 ]. The three most closely related members, FOXP1/
FOXP2/FOXP4, show ~92 % similarity of amino acid sequence in their FOX 
domain [ 47 ], suggesting closely related function. These proteins have also been 
shown to interact with each other via their ZnF/LeuZ regions. Indeed, homodimeri-
sation (interaction by two of the same FOXP molecules) and heterodimerisation 
(interaction between two different FOXP family members) appear to be required for 
effi cient binding to target DNA [ 48 ]. It is also thought that the glutamine-rich 
regions of these transcription factors mediate interaction with other proteins to facil-
itate the assembly of protein complexes around gene regulatory regions. For the 
mouse homolog of FOXP1, the presence of the glutamine-rich region was found to 
be capable of fi ne-tuning the strength of regulation mediated by the protein [ 42 ]. 

 FOXP1/2/4 display distinct but overlapping expression patterns in the brain. 
FOXP2 follows a highly restricted pattern of expression in a range of structures of the 
brain during development. During foetal development in humans, FOXP2 was shown 
to be expressed (at around 9–14 weeks gestation) in the thalamus; hypothalamus; 
developing striatum (caudate-putamen); areas of the cortex including the perisylvian 
regions and frontal, parietal and occipital cortices; the medulla; and the cerebellum 
[ 49 ,  50 ]. As development progresses, FOXP2 expression becomes restricted to 
specifi c subpopulations of neurons in these regions, for example, to the deep layers of 
the cortex (layers V/VI), the inferior olivary complex of the medulla and Purkinje 
cells of the cerebellum [ 49 ,  50 ]. 

 Studies in rodents, which show the same expression patterns as seen in the human 
tissue tested, have illustrated the combinatorial expression of the Foxp subfamily in 
the brain. Foxp1 expression overlaps with Foxp2 in a number of regions as both 
genes are expressed in the developing cortical plate, striatum, thalamus and inferior 
olives of the medulla [ 49 ]. However, while expression overlaps in the developing 
cortex, in the mature (six-layer) cortex, Foxp2 is restricted to the deepest layers 
(layer V/VI), while Foxp1 is found throughout layers III–V [ 49 ]. By comparison, 
Foxp4 expression is spread throughout layers II–VI [ 51 ]. 

 Unlike Foxp2, Foxp1 and Foxp4 can be found in the developing and adult 
hippocampus, and while Foxp2 is strongly expressed in the cerebellum, amygdala 
and olfactory bulb, Foxp1 is completely absent from these regions [ 49 ]. Foxp4 
expression overlaps with Foxp2 in the developing striatum, olfactory bulb and 
Purkinje cells of the cerebellum [ 51 ,  52 ]. Foxp2 and Foxp4 are both expressed in the 
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amygdala but are largely found in different neuronal subtypes. Expression of Foxp2 
and Foxp4 switches on earlier in development than Foxp1 and postnatally Foxp4 
expression is severely downregulated in the forebrain, while Foxp1 and Foxp2 expres-
sion persists [ 51 ]. Foxp3 is not expressed in the brain. It appears that in the normal 
brain, a precisely controlled and coordinated pattern of expression is orchestrated, and 
the requirement of these closely related family members in different regions may give 
clues to the different functions they perform during brain development. 

 In addition to the contributions of FOXP2 to human language development, 
FOXP proteins have been shown to play functional roles in diverse processes ranging 
from organ development to tumorigenesis [ 44 ]. Both FOXP1 and FOXP2 have been 
implicated in cancer progression [ 53 ,  54 ]. Furthermore, studies of mouse models in 
which these genes are ‘knocked out’ have implicated Foxp1/2 in lung development 
and Foxp1/4 in heart development. Foxp1 has shown to be crucial for determining 
motor neuron identity in the spinal cord [ 55 ,  56 ]. Foxp4 is a key regulator of foregut 
development [ 57 – 59 ] and also appears to be important for Purkinje cell arborisation 
and connectivity [ 52 ]. FOXP3 is the most divergent member of the family in terms 
of sequence and function and has been shown to be important for immune system 
development [ 60 ].   

     FOXP2  Mutations in Other Cases of Language Disorder 

 Since the original identifi cation of the point mutation in the KE family, further 
evidence has come forward, supporting the role of  FOXP2  in language disorders. 
A number of inherited and de novo mutations have been identifi ed that disrupt the 
 FOXP2  locus in various ways. In some cases these mutations yield a speech and 
language disorder that matches very closely with the phenotype observed in the KE 
family. However, other cases display mixed phenotypes that incorporate elements of 
DVD, ASD, intellectual disability (ID) and other neurodevelopmental disorders. 
This heterogeneity can usually be attributed to the size of the mutation, as larger 
disruptions can often disturb multiple neighbouring genes on chromosome 7, in 
addition to their effect on  FOXP2 . 

    Point Mutations of  FOXP2  

 The fi rst report to identify independent mutations of  FOXP2  focused on a panel of 
49 cases of DVD, chosen for their phenotypic similarity to the disorder observed in 
the KE family [ 61 ]. The study screened the entire coding region of  FOXP2  
(Fig.  2.1a ) and identifi ed three novel heterozygous variants, in different cases of 
DVD. Two of these changes (Q17L and Q 40→44 ) were each found in an affected 
proband but not an affected sibling. As such, although these changes were not found 
when screening large numbers of control chromosomes, it was unclear if they rep-
resented functional mutations or merely rare coding variants [ 61 ]. The third variant 
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was a heterozygous C to T transition in exon 7 of  FOXP2 . This change was 
predicted to introduce an early stop codon into the FOXP2 protein sequence 
(R328X), severely truncating the protein such that most of the functional domains 
including the leucine zipper/zinc fi nger and DNA-binding domains were predicted 
to be lost. This variant was not observed in any of 252 control chromosomes tested, 
but was present in the other affected members of the proband’s family. Specifi cally, 
the proband’s sister had a similar diagnosis of DVD, while his mother suffered from 
expressive/receptive language diffi culties and had shown speech delay in child-
hood; each carried one copy of the R328X mutation, whereas the phenotypically 
normal father did not [ 61 ]. Functional studies demonstrated that truncation of the 
encoded FOXP2 protein via introduction of the R328X mutation resulted in severe 
mis-localisation of the protein to the cytoplasm [ 43 ]. This early stop codon also 
appeared to result in nonsense-mediated decay and/or an unstable protein product, 
such that little or no protein could be detected [ 43 ]. Thus, the mutation found in this 
pedigree appears to be effectively a ‘null’ mutation, completely knocking out one 
copy of FOXP2.  

    Chromosomal Alterations Affecting the  FOXP2  Locus: Translocations 

 Many probands have also been identifi ed that carry chromosomal rearrangements 
such as translocations or deletions involving the  FOXP2  locus. As described above, 
pivotal to the original identifi cation of  FOXP2  was case CS who carried a balanced 
translocation of chromosome 7 that interrupted the coding region of the gene 
between exons 3b and 4 [ 27 ]. This proband displayed a phenotype that was highly 
similar to that observed in the KE family including severe DVD and substantial 
expressive and receptive language impairment [ 27 ]. 

 A balanced translocation was also found in a mother and daughter with a mixed 
speech and language disorder with features of spastic dysarthria and DVD [ 62 ,  63 ]. 
The breakpoints of this translocation were located within the FOXP2 gene on chro-
mosome 7 and the RFC3 gene on chr13 [ 63 ]. For both these genes, the translocation 
was predicted to introduce frameshift mutations resulting in early stop codons that 
would truncate the protein products. In fact the resulting FOXP2 fusion protein was 
predicted to be very similar to that produced by the R328X mutation and was thus 
suggested to be non-functional [ 43 ,  61 ,  63 ]. This study performed a detailed pheno-
typic comparison with the KE family and observed a similar impairment of speech, 
consistent with apraxia of speech (CAS/DVD) but also similar expressive and 
receptive language defi cits—particularly in grammar. This provides supporting evi-
dence for the effects of FOXP2 disruption on the normal development of language, 
in addition to motor impairment related to vocalisation [ 63 ]. 

 Surprisingly, a balanced translocation of 7q31 and 10p14 that did not disrupt the 
FOXP2 coding region was also found in a patient displaying severe speech impair-
ment and moderate mental retardation [ 64 ]. The authors suggest that although the 
coding region of FOXP2 is intact (FOXP2 is located ~500 kb from the breakpoint), 
the translocation may produce a position effect that changes the expression of 
FOXP2, but this hypothesis has not been functionally tested [ 64 ].  
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    Chromosomal Alterations Affecting the  FOXP2  Locus: Deletions 

 A range of deletions spanning 7q31 of various sizes and associated phenotypes have 
been reported. Five patients with hemizygous deletions spanning the  FOXP2  locus 
(sized from 11 to 15 Mb) and displaying a phenotype that included (but was not 
limited to) DVD were reported by Feuk and colleagues [ 65 ]. In addition to DVD, 
four of these patients also displayed symptoms of ASD or developmental delays. 
The additional phenotypic features observed in these patients are likely to be related 
to the large deletions observed in which multiple genes in addition to  FOXP2  were 
also lost. 

 All fi ve of these individuals carried deletions affecting the paternal copy of 7q31 
(i.e. on the chromosome inherited from the father of the proband). In addition, this 
study reported a further seven probands that inherited two copies of chromosome 7 
from their mother, instead of a copy from each parent (a phenomenon known as 
maternal uni-parental disomy of chromosome 7 or matUPD7) and who presented 
with features of DVD and Silver-Russell Syndrome (SRS). SRS is a developmental 
disorder characterised by intrauterine and postnatal growth retardation, craniofacial 
dysmorphy and musculoskeletal abnormalities. It was observed that FOXP2 expres-
sion levels were signifi cantly lower in lymphoblast cells from patients with 7q31 
deletions or with matUPD7, as compared to cells from unaffected controls. The 
researchers proposed that the reduced expression of the  FOXP2  gene in individuals 
with matUPD7 may be due to a ‘parent-of-origin effect’ [ 65 ]. This kind of effect has 
been observed for other genetic loci where only one copy of the gene is normally 
expressed (in this case hypothesised to be the paternally derived copy of the gene), 
and the other copy is normally ‘imprinted’ or silenced (here hypothesised to be the 
maternally derived allele). Under this hypothesis, loss of the maternally derived 
copy should not severely affect gene expression or phenotype, but loss of only the 
paternally derived version would be expected to produce a severe effect, similar to 
that observed when one or both copies of the gene are lost. 

 In keeping with this parent-of-origin theory, a paternally inherited 16 Mb dele-
tion of 7q31 spanning the  FOXP2  locus was later identifi ed in a proband with a 
severe expressive and receptive communication disorder including DVD, dysmor-
phic features and mild developmental delay [ 66 ]. In addition, this proband carried a 
separate inversion of 7q11, although this inversion did not interrupt the coding 
region of any genes. 

 However, subsequent reports have identifi ed that deletions of maternal  FOXP2  
also cause speech and language problems and thus call into question the parent-of- 
origin hypothesis. One proband was reported with DVD, expressive/receptive lan-
guage disorder, language delay, dysmorphic features and moderate mental 
retardation, due to a maternally inherited 9.1 Mb deletion spanning 7q31.1–7q31.31 
[ 67 ]. Moreover, members of two additional pedigrees were reported to carry 8.3 and 
6.5 Mb deletions of 7q31 [ 68 ]. Family members carrying the deletion demonstrated 
speech problems in addition to a range of other defects, including developmental 
delay, some autistic features and dysmorphic features. Importantly, one of these 
families included independent cases of maternal and paternal transmission within 
the same pedigree, with no discernable difference in the severity of phenotype, 
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suggesting no parent-of-origin effect for the deletion, in contrast to the fi ndings of 
Feuk et al. [ 65 ]. 

 The smallest  FOXP2 -spanning deletion identifi ed thus far was found in a pedi-
gree in which a 1.57 Mb deletion was transmitted from mother to son, both of whom 
were affected with DVD [ 69 ]. This submicroscopic deletion encompassed only 
three genes:  FOXP2 ,  MDFIC  and  PPPIR3A . Dysmorphic features were not observed 
in the family, and they did not meet the criteria for ASD, although the mother and 
son were classifi ed with pervasive developmental disorder-not otherwise specifi ed 
(PDD-NOS). The proband displayed severe DVD, expressive language impairment 
and motor planning defects, while his mother presented with a more moderate phe-
notype. Thus, in this pedigree, the maternally inherited deletion (in the proband) 
produced a very severe phenotype of DVD, in contrast to the suggestion of parent-
of- origin effects [ 65 ]. 

 Finally, a proband was described showing the fi rst example of mosaicism for a 
 FOXP2  deletion [ 70 ]. This was a large de novo deletion of 14.8 Mb, spanning 
multiple genes, which was only observed in ~50 % of (blood) cells. Despite this, 
a strong phenotype was observed, including severe DVD, mild mental retardation 
and language disorder. Thus, a 7q31 deletion in only ~50 % of cells appears suf-
fi cient to produce the severe phenotype usually associated with complete loss of 
one copy of FOXP2 in all cells. It is worth noting that this deletion involves a 
number of additional genes that may be affecting the phenotype and that the level 
of mosaicism in the brain may not refl ect the pattern observed in blood cells [ 70 ]. 
At present, little is known regarding patterns of mosaicism in different regions of 
the brain and how accurately this is represented by the mosaicism observed in 
blood cells. 

 In sum, the large number of unrelated individuals in which FOXP2 disruptions 
are associated with a language-related phenotype provides strong support for the 
involvement of FOXP2 in language disorder. Although only accounting for a small 
percentage of cases worldwide, it is likely that as DNA technologies advance, 
smaller (submicroscopic) deletions, copy number variants (CNVs) and further 
mutations affecting  FOXP2  expression and/or function will be identifi ed. In addi-
tion, more precise phenotype defi nitions and standardised testing will be valuable in 
unravelling the different genetic causes of speech and language disorders.   

    Evolution of  FOXP2  

 Although it is clearly involved in speech and language, a human-specifi c trait, the 
 FOXP2  gene, is not exclusive to humans. The gene is found in many vertebrate spe-
cies throughout the animal kingdom, and ancestral forms of  FOXP2  have also been 
identifi ed in the genomes of invertebrates. Furthermore, orthologues of the FOXP2 
protein found in species such as chimpanzee, mouse or songbird are remarkably 
similar to the protein produced in humans. 
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 The common ancestors of humans and mice diverged over ~65 million years ago, 
but the versions of FOXP2 protein observed in these two species only differ by three 
amino acids (equating to ~99.5 % similarity) [ 71 ]. This makes FOXP2 one of the 
most highly conserved proteins shared by these two species [ 71 ,  72 ]. Interestingly, 
these three amino acid changes are found in exon 3 (E80D) and exon 7 (T303N and 
N325S) and thus outside the known functional domains of the protein [ 71 ]. The fact 
that the DNA-binding domain is identical in the different species suggests that 
mouse and human FOXP2 protein are capable of binding to the same target DNA 
sequences. Moreover, consistent patterns of expression observed in the mouse and 
human brain suggest similar functions during brain development in both species 
[ 49 ,  50 ]. Sequence conservation remains high when making comparisons with more 
distant species; only 8 amino acid changes are found between the human and zebra 
fi nch proteins (99 % similarity) and again none of these changes are located in the 
DNA-binding domain. It is not until one compares human FOXP2 protein to the 
corresponding fi sh orthologue that amino acid conservation drops to ~75 % similar-
ity [ 73 ]. Even some invertebrates, such as the fruit fl y ( D .  melanogaster ), worm 
( C .  elegans ) or sponge ( A .  queenslandica ), have an orthologous ancestral protein. 
However, unlike vertebrates, where FOXP2 is a member of a subgroup of 4 proteins 
(FOXP1–4), invertebrates have so far only been found to carry a single FoxP mol-
ecule that displays ~62–67 % amino acid similarity with the human FOXP family 
[ 74 ]. Given the high degree of conservation of the FOXP2 protein, it follows that 
model organisms will be highly benefi cial in helping us understand how this gene 
contributes to neural development and function, particularly at a molecular level. 

 Remarkably, against this background of little change in the protein over millions 
of years of evolution, two amino acid substitutions in FOXP2 occurred on the 
human lineage, after splitting from the chimpanzee lineage, at some point within 
the last 6 million years. The evolutionary time separating humans from chimpan-
zees is less than a tenth of that separating human and mouse. Yet, in this short 
period, two of the three amino acid changes that distinguish the human and mouse 
orthologues arose in the human FOXP2 protein sequence [ 71 ]. This rapid fi xation of 
amino acid substitutions on the human lineage is thought to be due to positive selec-
tion and may point to altered functions for FOXP2 in the human brain that are subtly 
different from that in other closely related species [ 71 ]. As noted above, the strict 
constraints on FOXP2 protein sequence over long periods of evolution argue for 
important role(s) in brain development across a wide range of species. How can we 
reconcile this observation with its demonstrated impact on complex spoken lan-
guage, a human-specifi c phenotype? Human communication involves coordination 
of a range of sensorimotor, auditory and cognitive components and it is likely that 
the capacity for language evolved from existing systems in the brain, rather than as 
a completely novel system [ 75 ]. Thus, FOXP2 may have been involved in directing 
the development of aspects of the ancestral brain that have been later co-opted to 
subserve language processing during human evolution. If this is true, we can learn 
a great deal about the neurological basis of language by studying such systems in 
animal models.  
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    Mouse Models of  FOXP2  Mutations 

 A number of different mouse models have been generated to investigate functions 
of FOXP2. These are providing complementary insights into neural mechanisms 
that are normally mediated by FOXP2 as well as the effects of aetiological muta-
tions that cause human disorder (reviewed by [ 76 ]). Current mouse models include 
animals (a) with a complete loss of the protein, (b) carrying changes that mimic the 
aetiological mutations implicated in speech/language disorder and (c) engineered 
with evolutionary substitutions that are specifi c to the human protein (i.e. a mouse 
that is partially ‘humanised’ at this locus). 

 Groszer and colleagues generated two mouse lines ( Foxp2 - S321X  and  Foxp2 - 
R552H    ) that carried distinct point mutations in  Foxp2  akin to those found in humans 
with  FOXP2 -related speech and language disorder [ 77 ]. The  Foxp2 - S321X  allele 
introduced an early stop codon that results in a truncated protein product highly 
similar to that observed for a small pedigree segregating verbal dyspraxia ( FOXP2 - 
R328X    ) [ 61 ].  Foxp2 - R552H  mimics the aetiological missense mutation originally 
found in the KE family ( FOXP2 - R553H ) [ 27 ]. Note that although the amino acid 
numbering system of the human and mouse proteins is slightly different, the  Foxp2 - 
R552H     change in mouse matches exactly the  FOXP2 - R553H  change in humans, 
yielding an arginine-to-histidine substitution at the same position in the DNA- binding 
domain. As such, mice carrying the S321X or R552H mutations were assessed for 
phenotypic abnormalities that might shed light on pathways that go awry in the human 
disorder. Homozygous mutant mice (carrying two mutant copies) were smaller, 
showed abnormal motor function (e.g. in tests of ‘righting refl ex’—the ability of a 
mouse to regain its footing when laid on its back) and survived ~3–4 weeks postna-
tally, before dying for unknown reasons [ 77 ]. The only gross brain abnormality that 
could be observed was a disproportionately small cerebellum with reduced foliation, 
indicative of a delayed maturation of this structure [ 77 ]. 

 The heterozygous mice (one mutant copy, one normal copy—as in humans with 
FOXP2-related speech disorders) appeared to be overtly normal, showing none of 
the developmental delays or reduced viability observed in the homozygotes [ 77 ]. 
These mice did however display subtle phenotypes that point to abnormalities in 
Foxp2-related areas of the brain. Despite normal baseline motor abilities, the het-
erozygous S321X and R552H mice demonstrated signifi cantly impaired motor-skill 
learning on voluntary running wheel and accelerating rotarod tasks. Furthermore, 
altered synaptic plasticity was observed in two key areas of Foxp2 expression that 
are already established to be important for motor-skill learning, the striatum and the 
cerebellum; in particular, there was a dramatic reduction of long-term depression 
(LTD) in corticostriatal circuits [ 77 ]. More recently, in vivo electrophysiological 
recordings in awake behaving mice have shown Foxp2-mediated effects on striatal 
plasticity while these mice are actively acquiring a motor skill [ 78 ]. In heterozygous 
R552H mice, the normally low resting fi ring rate of medium spiny neurons 
(MSNs)—thought to be important for normal action selection and movement—was 
elevated. During learning trials on an accelerated rotarod, MSN fi ring rate typically 
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increases in wild-type mice, but by contrast showed negative modulation in Foxp2 
heterozygous mutants, in a manner that could not be explained by the increased 
resting rate. There was also a clear reduction in plasticity of MSN fi ring during 
training sessions. Finally, the temporal coordination of striatal input was observed 
to be different between the wild-type and heterozygous mutant mice [ 78 ]. 

 Taken together, these results highlight the importance of Foxp2 for the activity 
and function of the neural circuits in which it is expressed, particularly those involv-
ing neuronal subpopulations of the striatum and cerebellum. Interestingly, Groszer 
et al. [ 77 ] and French et al. [ 78 ] observed that heterozygous R552H mice showed 
greater disruptions of motor learning than their heterozygous S321X counterparts. 
This is consistent with data from in vitro human studies that observed a potential 
dominant negative effect for the FOXP2-R553H protein in functional cell-based 
assays, beyond a simple loss of function [ 43 ]. Other studies have uncovered addi-
tional subtle differences between R552H and S321X heterozygous mice. Although 
gross hearing appears normal in both mouse models, sound-evoked auditory brain-
stem responses in S321X heterozygotes did not differ from wild-type littermates, 
whereas those from R552H mice showed some small but systematic alterations, 
suggesting potential roles for Foxp2 in auditory processing and auditory system 
development [ 79 ]. To our knowledge, detailed audiometry has not been described 
for the KE family, so it is not known if there are subtle alterations in the auditory 
system of the affected individuals and whether this contributes to the severity of 
their speech and language disorder. 

 Given the importance of human FOXP2 for spoken language, a capacity that 
obviously involves vocal output, several studies have assessed the impact of Foxp2 
disruptions on mouse vocalisation. A complete homozygous knockout of Foxp2 
yields a lack of ultrasonic isolation calls, the innately specifi ed cries that mouse 
pups make when they are separated from their mother [ 80 ,  81 ]. However, it has been 
argued that the absence of isolation calls may be a secondary consequence of the 
severe general developmental and motoric impairments that these homozygous 
mice suffer from [ 77 ,  82 ]. Crucially, vocalisations made by heterozygous S321X 
and R552H mouse pups (in the absence of general developmental delay) are pro-
duced with similar frequency to wild-type littermates and have largely normal 
acoustic properties [ 77 ,  82 ]. The use of innate pup vocalisations of mice as a proxy 
for human speech and language is problematic at best. Innate mouse pup calls are 
relatively simple and produced without any requirement for voluntary control or 
auditory feedback (they begin before the animal is able to hear); these vocalisations 
are more akin to the crying of a baby than to human speech. Furthermore there is 
evidence from primate studies that innate and learned vocalisations utilise different 
neural pathways [ 82 ,  83 ]. 

 Moving beyond models of gene dysfunction, a mouse line was engineered to 
carry certain human-specifi c changes in the FOXP2 gene, to explore the functional 
signifi cance of evolutionary differences between human and chimpanzee FoxP2 
proteins. This mouse model (which is sometimes referred to as a ‘humanised’ line) 
carries two amino acid changes (T303N and N325S), encoded by exon 7, which 
distinguish the human FOXP2 protein from its chimpanzee counterpart (see also 
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earlier section on evolution of the gene) [ 84 ]. For clarity, we refer to the ‘humanised’ 
form as FoxP2 as it does not completely match the human or mouse protein. It should 
be noted that an N325S change also occurred independently during evolution of 
carnivores and thus this substitution is not unique to humans [ 85 ]. Furthermore, a 
third amino acid difference between human and mouse (E80D, found in exon 3) was 
left unchanged in this mouse model, so the encoded protein is only partially human-
ised, and the regulatory regions that control its expression were also unaltered. 
Nevertheless, intriguing phenotypic differences could be observed in this mouse 
model as compared to wild-type littermates. Although a large phenotypic screen 
observed no gross effects on FoxP2 expression, or on anatomy or physiology for 
any of the tissues tested, including the brain, the partially humanised mice displayed 
reduced exploratory behaviour and reduced dopamine levels [ 84 ]. Since FoxP2 is 
not expressed in dopaminergic neurons, the authors hypothesised that this transcrip-
tion factor may indirectly regulate dopamine levels, possibly via its expression in 
striatal MSNs, which are major targets of dopaminergic neurons [ 84 ]. In these mice, 
the synaptic plasticity of MSNs was also found to be altered, with signifi cantly 
increased LTD [ 84 ]; this contrasted with prior observations in mice carrying disrup-
tive mutations, where LTD was signifi cantly reduced [ 77 ]. Lastly, the human- 
specifi c amino acid changes were found to have an effect on the length of dendrites 
in certain FoxP2-expressing areas of the brain. In the striatum, the thalamus and 
bipolar cells from deep layers of the cortex, dendrites were longer in the ‘human-
ised’ mouse than in wild-type littermates [ 86 ,  87 ]. In other FoxP2- expressing areas, 
such as Purkinje cells of the cerebellum or pyramidal cells from deep layer cortical 
regions, no signifi cant effects could be observed [ 87 ]. In combination, these data 
suggest that the human form of the FOXP2 protein contributes to the connectivity 
and function of corticostriatal circuitry, in ways that are subtly different from the 
murine version [ 87 ]. 

 It is not yet clear whether the predominant mode of action for Foxp2 in the brain 
is developmental or if there is a continued requirement for the protein in circuits of 
the mature CNS. Studies of songbirds have provided evidence for the importance of 
FoxP2 in the postnatal brain. Haesler and colleagues selectively knocked down 
FoxP2 expression in a key song-related nucleus of the juvenile zebra fi nch brain. 
Remarkably, this resulted in inaccurate and incomplete imitation of tutor songs, 
with signifi cantly lower accuracy per song motif, indicating a generalised lack of 
copying precision compared to controls [ 88 ]. The generation of a conditional knock-
out mouse in which Foxp2 expression can be selectively disrupted at specifi c devel-
opmental time points (or in particular regions of the brain) will also allow 
investigation of the continued requirement for Foxp2 in the mouse brain [ 89 ].   

    Molecular Networks Underlying Speech and Language 

 Although  FOXP2  is the most well-defi ned and extensively studied gene contribut-
ing to human speech and language, the molecular mechanisms underlying language 
development in the brain are likely to involve complex interactions between large 
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numbers of genes, potentially acting in a range of different neural circuits, and at 
varying developmental time points.  FOXP2  has been proposed as a ‘molecular win-
dow’ by which we can gain a better understanding of these networks [ 76 ]. Indeed, 
studies exploiting the role of FOXP2 in regulating the expression of downstream 
target genes have allowed identifi cation of a large number of genes for further 
investigation. 

     FOXP2 -Related Molecular Networks 

 The fi rst high-throughput screens for FOXP2 target genes searched for regions of 
the genome bound by this protein in human neuronal cell lines and human foetal 
brain tissue [ 90 ,  91 ]. More than 300 predicted targets of FOXP2 were identifi ed in 
each study, with highly signifi cant overlap observed between the two reports [ 90 ]. 
When a subset of targets were assayed individually, the effect of FOXP2 binding to 
these promoter regions could be observed. In cell-based assays, the transcription 
factor typically acted to reduce the expression of the majority of targets tested, 
although there were some genes that increased their expression in response to the 
presence of FOXP2. Thus, it appears that FOXP2 largely acts as a repressor but in a 
small proportion of cases is able to activate gene expression [ 90 ,  91 ]. Given the 
large number of FOXP2 target genes, it was possible to get an indication of the types 
of processes that FOXP2 is involved in by understanding the previously identifi ed 
functions (also known as ‘gene ontology’) of these target genes. By looking for 
functional categories that are signifi cantly overrepresented in the target list, it was 
hypothesised that FOXP2 regulates pathways including the growth and guidance of 
axons, signalling pathways important for brain development such as ‘Wnt/notch 
signalling’ as well as organ morphogenesis [ 90 ,  91 ]. 

 One of the identifi ed FOXP2 targets, the  uPAR  gene, caught the attention of 
researchers working on other disorders involving disrupted language [ 90 ,  92 ]. The 
uPAR protein (also known as PLAUR) forms a complex with the protein encoded 
by  SRPX2 , a gene mutated in epilepsy of the rolandic speech areas of the brain [ 92 ]. 
SRPX2 mutations may also produce symptoms of DVD and/or perisylvian polymi-
crogyria—a disorder involving abnormal cortical development associated with 
motor control defi cits, cognitive impairment and in some cases seizures and/or lan-
guage disorder [ 92 ]. Given the shared endophenotypes and neurobiological features 
of syndromes involving  FOXP2  and  SRPX2  mutations, researchers hypothesised 
that the molecular pathways might be linked. Indeed, functional cell-based assays 
demonstrated that the FOXP2 protein can bind to the promoter regions of both 
 uPAR  and  SRPX2  to downregulate their expression [ 92 ]. Interestingly, when these 
same assays were carried out using a mutant version of FOXP2, carrying the R553H 
substitution from the KE, there was a loss of repression for both target genes. This 
led Roll and colleagues to screen  FOXP2  in people with disorders of the speech 
cortex, similar to those caused by  SRPX2  mutations. A screen of 32 patients identi-
fi ed a heterozygous missense mutation of  FOXP2  (M406T) in a proband displaying 
focal epilepsy, polymicrogyria of the left rolandic operculum and cognitive and 
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speech defects [ 92 ]. Although this change was also observed in one other family 
member, with no neurological problems, functional assays demonstrated that the 
amino acid substitution affected the normal activity of the FOXP2 protein. The 
M406T change resulted in increased mis-localisation of FOXP2 to the cytoplasm 
and reduced its ability to regulate the  SRPX2  target gene, while uPAR regulation 
remained unaffected [ 92 ]. These data suggest that the mutation of FOXP2 in this 
patient contributes to the observed phenotype but that it is not directly causative. 
Further genomic analysis of this proband may uncover mutations in other genes that 
contribute to the penetrance of the disorder. 

 Mouse models of Foxp2 have facilitated more in-depth investigation of the cru-
cial molecular networks, using methods that would be diffi cult to apply to human 
cases of speech/language disorder. Foxp2 targets in the embryonic mouse brain 
were inferred from experiments assessing promoter binding across the entire 
genome. These efforts were coupled with whole genome expression analysis in the 
developing striatum, a region of high Foxp2 expression that has been implicated in 
speech and language-related networks in humans and which shows altered function 
in people with language disorders [ 93 ]. The data from this study implicated Foxp2 
in a range of developmental processes including cell migration, G-protein-coupled 
receptor signalling, dopamine signalling, neuron projection morphogenesis and, as 
before, wnt signalling and axon guidance [ 90 ,  93 ]. 

 Neurite outgrowth and axon guidance are functional categories that refl ect the 
ability of neurons to connect to each other by developing and directing the growth 
of cellular projections (known as axons and dendrites). These categories were 
consistently observed across multiple independent FOXP2 studies [ 84 ,  90 ,  93 ] 
prompting researchers to investigate this pathway in more detail. A number of 
putative targets of Foxp2 that were known to be involved in neurite outgrowth 
were shown to be regulated by Foxp2 in vivo in the developing mouse brain and/
or in neuron- like cells in vitro [ 93 ]. Furthermore in cultured primary neurons 
taken from the developing mouse striatum, the loss of functional Foxp2 signifi -
cantly affected the growth of neurites [ 93 ]. Cells expressing normal Foxp2 showed 
signifi cantly longer neurites with more branch points than the cells expressing 
mutated Foxp2, suggesting that in the developing brain, Foxp2 may contribute to 
setting up neural networks in language-related areas of the brain by affecting their 
connectivity [ 93 ]. 

 Another interesting fi nding from this study was that Foxp2 could regulate the 
expression of microRNA (miRNA) molecules [ 93 ]. miRNAs are short (~22 nt) non- 
coding RNA molecules that mediate post-translational regulation of gene expres-
sion [ 94 ]. Mature miRNAs recognise target mRNA molecules via complementary 
base pairing with a target site in the 3′-UTR of genes and this process generally 
results in inhibition of translation and/or degradation of mRNA [ 94 ]. MicroRNAs 
such as mir-137, mir-9 and mir-216 that have previously been implicated in brain 
development and neuronal differentiation were shown to be directly regulated in the 
developing mouse brain, suggesting that Foxp2 may fi ne tune gene expression during 
brain development via the control of miRNA levels [ 93 ].  
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    New Candidate Disease Genes:  CNTNAP2  

 A striking proof of principle of the utility of FOXP2 as a molecular window into 
wider networks of genes involved in language development and disorder came with 
the identifi cation of  CNTNAP2  as a directly regulated FOXP2 target [ 95 ]. In early, 
low-throughput studies of FOXP2 transcription factor activity, a site within the fi rst 
intron of the  CNTNAP2  locus was identifi ed as being bound by the FOXP2 protein 
in human neuronal models [ 95 ]. CNTNAP2 expression was also signifi cantly 
repressed by FOXP2 [ 95 ].  CNTNAP2  is a large gene that encodes Caspr2, a member 
of the neurexin superfamily. This protein is localised to the axon initial segment 
(AIS) and juxtaparanodal regions of myelinated nerve fi bres and is involved in regu-
lating the clustering of potassium channels in this region [ 96 ,  97 ]. Given that 
CNTNAP2 had previously been implicated in language-related disorders, such as 
ASD, cortical dysplasia and focal epilepsy (CDFE) with language regression and 
Tourette’s syndrome [ 98 – 101 ], its function in neuronal recognition and adhesion 
[ 101 ,  102 ] and its enriched expression in language-related circuitry [ 103 ], this pre-
sented an excellent candidate gene for language development and disorder [ 95 ]. 
Analysis of SLI families with quantitative measures of SLI endophenotypes demon-
strated signifi cant association between ‘non-word repetition’ and a cluster of genetic 
markers (single nucleotide polymorphisms, or SNPs) towards the end of the 
 CNTNAP2  coding region (between exons 13–15) [ 95 ]. Some of these same SNP 
alleles had also previously shown association with a different language-related mea-
sure, ‘age at fi rst word’, in a cohort of autistic children [ 100 ]. Since any individuals 
displaying features of ASD were excluded from the SLI cohort, these fi ndings sug-
gests that similar susceptibility factors at the  CNTNAP2  locus may infl uence 
language- related endophenotypes of these different disorders [ 95 ]. This work dem-
onstrated that knowledge of a rare Mendelian disorder (speech/language disorder 
caused by high penetrance  FOXP2  mutations) could inform the genetic basis of 
more complex language phenotypes (such as SLI or ASD) to highlight shared neu-
rogenetic pathways (FOXP2-CNTNAP2) between clinically distinct syndromes.  

    New Candidate Disease Genes:  FOXP1  

  FOXP1  was initially considered a good candidate gene underlying language path-
ways given that it is the most closely related gene to  FOXP2  in the genome. The two 
protein products have very high amino acid similarity and show conserved and over-
lapping patterns of expression in regions of the brain, such as the striatum, thalamus 
and developing cortical plate [ 49 ]. Furthermore, the FOXP1 and FOXP2 proteins 
have been shown to interact to form heterodimers and cooperatively regulate target 
gene expression [ 48 ,  57 ]. Studies in songbird models have also pointed to a func-
tional role for FOXP1 in the brain as the songbird orthologue of human FOXP1 
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(FoxP1) shows sexually dimorphic expression in neural structures involved in song 
learning and production [ 104 ]. 

 The fi rst study to screen language-related disorders for potential  FOXP1  muta-
tions sequenced the coding region of this gene in a panel of 49 verbal dyspraxia 
probands [ 105 ]. This was the same panel in which  FOXP2  mutations had previously 
been identifi ed [ 61 ] but no pathological coding changes of  FOXP1  were detected 
[ 105 ]. However, following this, several cases of people with deletions or mutations 
of the  FOXP1  locus have been reported, associated with complex neurodevelop-
mental disorders involving multiple symptoms, which often include severe disrup-
tions of speech and language. 

 A single child was identifi ed with hypertonia and contractures of the hands and 
feet, blepharophimosis, intermittent muscle spasms and speech delay. This child 
carried a de novo deletion of 3p14.1 that encompassed four genes:  FOXP1 ,  EIF4E3 , 
 PROK2  and  GPR27  [ 106 ]. Subsequently, another patient was identifi ed with a dele-
tion of 3p14.1, but in this case the deleted region only spanned the coding region of 
a single gene,  FOXP1  [ 107 ]. Despite only directly affecting a single gene locus, the 
patient again showed a complex phenotype that included gross motor delay, Chiari 
I malformation, epileptiform discharges and limited verbal output [ 107 ]. Given that 
FOXP1 is known to play a key role in motor neuron development and connectivity 
[ 55 ,  56 ,  108 ], it might be expected that FOXP1 mutations would yield abnormal 
motor development and related phenotypes. The challenge lies in determining if 
the observed speech problems in these patients are due to aberrant development of 
specifi c speech-related pathways in the central nervous system or simply a conse-
quence of global motor defects. 

 Two studies searched for alterations to the  FOXP1  locus in patients with 
Intellectual Disability (ID) and ASD or speech delay [ 109 ,  110 ]. Screening of 80 
ASD and 30 ID probands identifi ed a single patient with a de novo deletion encom-
passing only the  FOXP1  coding region [ 109 ]. A second patient was identifi ed with 
a de novo nonsense mutation altering the FOXP1 protein to produce a shorter pro-
tein that lacked part of the DNA-binding domain [ 109 ]. The mutated protein, 
FOXP1 R525X, was no longer able to regulate gene expression [ 109 ]. Both patients 
displayed global developmental delays coupled with severe language impairments, 
but no defi cits in oromotor coordination were observed [ 109 ]. While both patients 
also displayed autistic features, only the patient carrying the nonsense mutation 
R525X met clinical criteria for an ASD diagnosis [ 109 ]. 

  FOXP1  mutations were also found in an independent screen of patients with 
moderate ID, general developmental delay, reduced expressive and receptive vocab-
ulary and general speech delay [ 110 ]. In a large genome-wide screen for CNVs in 
1,523 patients, three cases were identifi ed with deletions that only affected the 
FOXP1 locus. However, it should be noted that a single deletion affecting four 
genes ( FOXP1 ,  EIF3E3 ,  PROK2  and  GPR27 ) similar to that observed by Pariani 
et al. was also found when screening a panel of 4,104 control DNA samples. Horn 
and colleagues also identifi ed 5 FOXP1 missense mutations in patients with ID that 
were not observed in control panels [ 110 ]. Although no functional analysis was 
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performed to determine the effects of these mutations, it was predicted that the 
changes might contribute to the observed phenotype. 

 A recent study that sequenced the exomes (the entire coding region of an indi-
vidual’s genome) of sporadic autism patients demonstrated four parent child trios 
with potentially causative mutations [ 111 ]. One of the trios was of particular interest 
as the autistic proband carried a de novo mutation of the  FOXP1  gene. This muta-
tion resulted in an early stop codon in the protein sequence that produces a severely 
truncated protein product that lacks the key functional domains of FOXP1 [ 111 ]. 
However, this proband carried a deleterious mutation in another gene,  CNTNAP2 , 
that was inherited from his mother (who is not autistic) and was also passed on to 
the unaffected sibling. Thus, this  CNTNAP2  mutation did not segregate with the 
disorder and could not, on its own, be considered to be causative. Functional assays 
investigating the effects of both the FOXP1 and CNTNAP2 mutations gave some 
intriguing fi ndings. As noted above,  CNTNAP2 /Caspr2 had previously been impli-
cated in autism and had been shown to be regulated by FOXP2—the most closely 
related protein to FOXP1. O’Roak et al. demonstrated that the presence of normal 
FOXP1 is able to downregulate the expression of  CNTNAP2 , but that when the 
patient identifi ed FOXP1 mutant protein was introduced, CNTNAP2 expression 
levels were no longer repressed; they were in fact massively increased compared to 
controls [ 111 ]. This could potentially represent a ‘two-hit disease model’ in which 
the FOXP1 mutation not only has a direct phenotypic effect but also produces fur-
ther effects by increasing the expression of the deleterious form of CNTNAP2 
[ 111 ]. 

 Thus, the potential contributions of  FOXP1  to speech and language functions 
make a more complex story than that seen for  FOXP2 . It appears that  FOXP1  dis-
ruptions are not a major or specifi c cause of language disorder but that rare muta-
tions of this gene yield susceptibility to complex disorders involving ASDs, ID, 
generalised developmental and motor delays, often accompanied by speech and 
language defi ciencies. It has been suggested that these data reveal a more global 
impact on brain development resulting from FOXP1 disruption than is observed 
from FOXP2 mutations, despite the close homology and overlapping expression 
patterns [ 109 ]. Key to understanding the different effects of FOXP1 and FOXP2 
mutations may lie in not only understanding the differences in the pathways they 
regulate but also understanding the specifi c neuronal subtypes where these genes 
are required. Given their close homology it has been suggested that these genes are 
able to functionally compensate to some degree for each other when genetic disrup-
tions occur. However, this may not be equally true for all target genes or in all types 
of neurons. Furthermore, there are some regions of the brain where the expression 
of these genes are mutually exclusive, such as the hippocampus (FOXP1 is present) or 
the amygdala and cerebellum (FOXP2 is present). Thus, in order to understand 
the contributions of FOXP1 and FOXP2 to language development, it will be neces-
sary to understand how the functions of these transcription factors overlap and 
which functions are specifi c to each family member (as well as when and where 
they are required).   
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    Perspectives: Language Genetics and Animal Models 

 This chapter has aimed to present a snapshot of the current knowledge of genetics 
underlying both normal and disrupted language development. Much of this infor-
mation was initially obtained from studies of individuals with language-related dis-
orders, which provided the identity of several critical risk genes. However, once 
these genes or risk factors are identifi ed, new questions arise. What are the normal 
functions of these genes? How are molecular pathways or neural circuitry in the 
brain affected when their sequence is altered? In order to begin answering these 
types of in-depth functional questions, it becomes necessary to move into model 
systems. Although human model systems are possible, in the form of post-mortem 
tissue samples or in vitro cell cultures, such models provide only limited options for 
investigating a trait as complex as language. In addition to the scarcity of human 
tissue samples, particularly for individuals with well-defi ned language disorders, the 
use of post-mortem tissue restricts the range of experimental techniques that can 
be used to assess gene function and there is no way to manipulate the genetic back-
ground of the tissue. 

 Immortalised human cell lines allow researchers to circumvent some of the above 
problems since they will grow in the laboratory, can be used for an array of live 
functional analyses and can be manipulated to alter the sequence and/or expression 
of particular genes. However, the conclusions that can be drawn from such studies 
are restricted by the artifi cial nature of these cells. Typically, these cell lines are 
derived from tumour biopsies and thus have been altered during the progression of 
the cancer, often displaying many differences with neurons, including multiple 
chromosomal abnormalities. They do not represent any particular neuronal subtype, 
rather they are classifi ed as ‘neuron-like’ cells. Furthermore, the cells are a homog-
enous population of a single cell type, existing in a monolayer or in suspension. 
They experience few of the interactions with other cell types or external signals that 
a normal neuron would have in the brain, essential for directing the complex molec-
ular programmes that distinguish different cellular subpopulations. This is particu-
larly relevant when investigating language as many cell types make up the distributed 
neural circuits that are thought to underlie human speech and language. 

 Animal models therefore provide researchers with an excellent tool to study the 
role of genes in the context of a functioning brain with evolutionary ties to our own. 
Animal models allow us to manipulate gene expression and observe the effects at 
multiple levels, from DNA and protein to functional or neurobiological analysis. 
And although we cannot directly assess language in an animal model, we can look 
at behaviours that are related to aspects of brain function necessary for language 
use, such as learning and memory. 

 Studies of FOXP2 homologues in animal models have provided much of the key 
information regarding the role of this gene. Studies in mouse models with mutated 
versions of Foxp2 have identifi ed molecular and functional networks regulated by 
Foxp2 in the developing brain; demonstrated that Foxp2 is important for neurite 
outgrowth, synaptic plasticity and motor-skill learning [ 77 ,  93 ]; and highlighted 
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evolutionary differences by observing the effect of having a humanised version of 
the protein present in the mouse brain [ 84 ,  87 ]. Chimpanzee cells and tissue have 
also been used in an attempt to understand how FOXP2 regulatory networks have 
evolved to contribute to language-related processes [ 112 ]. 

 Studies in zebra fi nch have illustrated the importance of FoxP2 for learned vocal-
isations, since reduced levels of FoxP2 in the brain affect the ability of the songbirds 
to correctly imitate and learn song from a tutor [ 88 ]. Most recently, sophisticated 
bioinformatic analyses have also demonstrated a range of FoxP2-related gene 
networks that appear to be differentially regulated during singing in the zebra fi nch, 
suggesting some activity-dependent regulation of these networks [ 113 ]. 

 The recent emergence of methods to measure brain activity in living animals 
will doubtlessly greatly enhance our understanding of the genetic underpinnings 
of speech and language. Already, studies have been able to measure brain activity 
in awake, behaving mice and demonstrated neurological differences in how nor-
mal brains behave during motor learning compared to Foxp2 mutant brains [ 114 ]. 
The rapidly developing fi eld of optogenetics provides further ways in which the 
activity and connectivity of neural networks can be probed to determine how genes 
contribute to processing in language-related structures of the brain. Optogenetics 
involves introducing light sensitive molecules (opsins) into subsets of cells in the 
brain. When the cells are exposed to light of specifi c wavelengths, the neurons that 
carry these opsins can be either activated or silenced. In this way, it is possible to 
control and measure the activity through specifi c neural circuitry, and by combin-
ing this with mutant mouse models, it is possible to observe the role of specifi c 
genes on the functioning of these circuits [ 115 ]. In the future, optogenetics is likely 
to not only provide insight into the evolution and function of language-related 
networks in the brain but help us to understand the genetic mechanisms underlying 
their development. 

 In summary, to understand the genetic basis of speech and language pathways in 
the brain, it will be necessary to integrate information gained from clinical studies 
in human patients with the elegant genetic and behavioural manipulations that can 
be performed in animal models. Only in this way will it be possible to understand 
how the faculty for language evolved in the brain and the genetic, molecular and 
neural mechanisms underlying this most complex human trait.     
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    Abstract     Songbirds are excellent animal models for studying developmental vocal 
learning. This developmental process, as well as pathologies that might be associ-
ated with it, can be studied in songbirds under tight experimental control: One can 
control the when and what of vocal learning, record an entire vocal development, 
and measure neuronal activity in auditory and vocal brain centers while develop-
mental learning takes place. Here we review recent fi ndings about the time scales of 
vocal changes, and of patterns in neuronal activity, which are associated with vocal 
learning. We focus on four time scales of vocal change: The fi rst and longest time 
scale is of the transition between subsong and plastic song. As in speech develop-
ment, birdsong emerges from a highly variable vocal babbling called subsong. 
Subsong is followed by plastic song, with the fi rst emergence of distinct syllable 
types and structured song syntax, which then gradually becomes more elaborated. 
This transition might be related to large-scale changes in the contributions of basal 
ganglia pathways to direct control (driver) of song motor output. The second and 
shortest time scale of vocal learning is the regulation of exploratory variability, 
which is controlled at time scales of milliseconds, such that different song elements 
(corresponding to vocal gestures), even just several milliseconds apart, can be 
learned independently. The third time scale is of learning combinatorial sequences, 
which occurs at longer time scales and cannot be explained based on the dynamics 
of trial-and-error learning alone. Across these time scales, it appears that the stron-
gest vocal changes are not induced by singing but by sleep. This fourth time scale 
occurs over diurnal/nocturnal intervals, involving “offl ine” changes in neuronal 
activity, which are thought to be related to consolidation of trial-and-error learning. 
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Studying mechanisms of developmental learning across such diverse time scales in 
songbirds might be useful for understanding developmental and acquired speech 
pathologies in humans.  

  Keywords     Speech   •   Language   •   Development   •   Timing   •   Birdsong   •   Sleep   •   Vocal 
motor control   •   Tutoring  

        Introduction 

 Understanding basic mechanisms of developmental vocal learning can be useful for 
making advances in the treatment of speech and learning pathologies. Some speech 
pathologies, such as stuttering and apraxia, are primarily developmental disorders. 
Other language disorders, such as aphasia, are often acquired in adulthood due to 
brain damage caused by stroke or physical trauma, but here too, the recovery is a 
developmental process [ 1 ]. 

 It is diffi cult to study mechanisms of speech development directly: Speech devel-
opment progresses slowly over years, and the neuronal machinery that governs 
vocal changes is mostly inaccessible to research for both ethical and practical rea-
sons. About 50 years ago, song learning in birds emerged as an animal model for 
studying basic mechanisms of vocal development [ 2 ,  3 ]. Studying vocal learning is 
much easier in songbirds: Song learning takes place over weeks instead of years, 
and with modern techniques it is easy to experimentally control the learning and 
track it [ 4 ]. Furthermore, brain structures involved in vocal learning are much more 
localized compared to mammalian brains [ 5 ,  6 ]. Consequently, much progress has 
been made in understanding mechanisms of vocal learning in songbirds, from iden-
tifying genes associated with vocal development [ 7 – 9 ], identifying specifi c brain 
circuitries that contribute to different aspects of vocal learning [ 10 – 12 ], and in 
quantifying the behavioral changes that occur in fi ne time scales [ 13 ,  14 ]. However, 
little progress has been made so far on the translational front. In this review, we 
present recent fi ndings about mechanisms and time scales of vocal learning, and 
then discuss the challenge of bridging this gap, and present evidence suggesting that 
vocal learning research in songbirds has reached a level of maturity where useful 
translational studies are becoming possible. 

 We will fi rst present a brief review of the brain song system [ 15 ], focusing on 
neuronal timing, followed by an updated view of stages in song learning, describing 
results obtained by continuous recording of an entire vocal development. Then, we 
will focus on specifi c time scales of song development, ranging from weeks to 
milliseconds, attempting to bridge across them. For example, we will describe the 
effect of sleep on developmental song learning and attempt to relate time scales of 
circadian changes to the process of matching the developing song to the song model 
in time scales of milliseconds. Finally, we will raise questions about how looking at 
those diverse time scales of vocal development could help understand speech 
pathologies. 
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 The work described here focuses on a few songbird species, with the bulk of the 
focus on zebra fi nches. There are roughly 3,500 species of oscine passerine birds 
[ 16 ] and 1,000 suboscine passerine birds [ 17 ] and a vast variety of patterns of adult 
song. This represents a rich diversity of naturally occurring neuronal and behavioral 
dynamics at all scales of times, the seed for future comparative analyses [ 18 – 20 ]. 
Finally, towards our goals of relating birdsong and speech, it is valuable to highlight 
commonalities between the avian and mammalian telencephalons, and the song sys-
tem and speech and language systems. Many scientists not engaged in comparative 
studies may not be aware that the old ideas of avian forebrain organization were 
wrong, and have been overturned even to the extent that a new terminology for avian 
forebrain has been adopted. This seismic shift in understanding arises from a revo-
lution in identifying homologous relations between mammalian neocortex with 
what is now recognized as avian cortex. These data include molecular, neurochemical, 
hodological (connectional), functional, and behavioral observations. We recom-
mend that readers unaware of these developments consult references [ 21 – 26 ].  

    Timing in the Song System 

 Song is a whole-animal behavior that involves interaction with and coordination 
between many systems, including respiration and posture, sleep-related plasticity, 
and social interactions mediated in part by a host of brainstem and basal forebrain 
modulatory systems, moment-to-moment feedback arising from ascending auditory 
and somatosensory systems, an intimate relation with the auditory system in rela-
tion to song memories, and more. Thus there is no defi nition of a “song system” that 
includes all relevant nuclei associated with any one behavior, and the term should be 
understood to be colloquial. It traditionally refers to the two principal cortical path-
ways, a motor pathway and a corticobasal ganglia pathway, and the immediate tha-
lamic, midbrain, and brainstem nuclei associated with the cortical pathways. 

    There are recent books [ 27 ] and numerous recent reviews of the song system, 
general reviews that attempt to be comprehensive [ 28 ,  29 ] and those that emphasize 
specifi c aspects such as theories of learning, molecular mechanisms [ 30 ], system 
developmental mechanisms, the role of the basal ganglia in song learning [ 31 ], and 
the role of sleep in song learning [ 32 ]. Here we briefl y review the sources of timing 
information in the song system at multiple time scales. 

 A traditional view of the song system is a top-down view (Fig.  3.1    ), which 
emphasizes the idea that the cortical pathways regulate singing behavior from 
moment to moment. The motor pathway includes the two cortical nuclei (HVC and 
RA) necessary for singing (as judged by lesion and electrical stimulation studies): 
pre-HVC forebrain nuclei that are sources of auditory input or otherwise participate 
in regulating song production and brainstem nuclei involved in controlling syringeal 
and respiratory muscles. Neurons in the motor pathway, especially in HVC and RA, 
show exquisite precision in timing of activity from song bout to bout, in relation to 
features of song structure. Activity in HVC is sensitive to larger time scales than is 
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the activity in RA, as judged by cases where birds sing syllables that are distinct yet 
share common notes. The structure of RA activity is related to nearby features of 
song; the structure of HVC activity can be affected by more distant features of song. 
At the same time, HVC projection neurons burst at zero, one or a few specifi c moments 
in song [ 33 ], whereas RA projection neurons burst at multiple moments in song. In 
this sense, in the motor pathway during singing, integration across song is fi rst 

  Fig. 3.1     A bottom-up view of song system organization . The importance of interaction with respi-
ration during singing and the concomitant role of brainstem respiratory nuclei is emphasized in this 
fi gure. The respiratory nucleus PAm, driving inspiration, sends feedback to the thalamic nucleus 
Uva. Along with feedback from the dorsal RA to the thalamic nucleus DMP, this gives rise to the 
concept that the song system operates with information fl ow from brainstem to the forebrain as 
well as the forebrain to the brainstem, hence, the large circular pathway ( middle ).  Arrows  indicate 
the direction of connectivity between structures.  DLM  dorsolateral nucleus of the medial thalamus, 
 DMP  dorsomedial nucleus of the posterior thalamus,  DM  dorsal medial nucleus,  dRA  dorsal sub-
division of the robust nucleus of the arcopallium,  EXP  expiratory output,  HVC  (acronym is the 
proper name),  INSP  inspiratory output,  lMAN  lateral magnocellular nucleus of the anterior nido-
pallium,  mMAN  medial magnocellular nucleus of the anterior nidopallium,  NIf  interfacial nucleus 
of the nidopallium,  nXIIts  nucleus XII, tracheosyringeal part  PAm  para-ambiguus,  RAm  retroam-
biguus,  Uva  nucleus uvaeformis,  vRA  ventral subdivision of the robust nucleus of the arcopallium, 
 X  Area X.  Adapted from Ashmore RC ,  Wild JM ,  Schmidt MF .  Brainstem and forebrain contribu-
tions to the generation of learned motor behaviors for song .  J Neurosci 2005 ; 25 (37): 8543 – 54  [ 55 ]       
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observed in the activity of RA, not HVC projection neurons, so there may not be a 
simple functional hierarchy between these structures.

   The corticobasal ganglia thalamocortical pathway is an alternate pathway from 
HVC to RA but via the projection of HVC to Area X, to DLM, and to LMAN [ 34 ]. 
This “anterior forebrain pathway” (AFP) is also implicated in regulation of song 
output timing. At short time scales, at least in estrildid fi nches such as zebra fi nches, 
the regularity of spiking activity in the AFP depends on social context, and this is 
refl ected in time scales of social interaction during singing behavior (e.g., courtship 
singing vs. undirected singing). A further elaboration of AFP activity is that whereas 
HVC is the main driver of singing activity in RA during adult singing, early in 
development it is the output of the AFP (nucleus LMAN) that is the main driver of 
RA activity during singing [ 35 ]. The switch between the two sources of drive is 
related to a large time scale aspect of song development (see below). 

 An alternate view of the song system (Fig.  3.1 ) emphasizes the idea that bottom- up 
activation and interhemispheric control may also be highly relevant to song control 
[ 36 ]. In this view, activity in brainstem nuclei gives rise to feedback signals that 
impinge upon and regulate ongoing motor control in the forebrain nuclei. It remains 
unresolved if feedback signals arise directly from the syringeal muscles, but cer-
tainly there are proprioceptive signals arising from respiratory effort associated with 
singing. This perspective “puts the syrinx back into the song system,” that is, it 
emphasizes that the song system must encode and tightly control some aspects of 
the dynamics and kinematics of the periphery. 

 Several theories have been proposed to explain the precise timing of forebrain 
activity that is associated with singing. One prominent theory addressed the timing 
of HVC neurons projecting to RA (HVC RA ). In zebra fi nches, the activity of these 
neurons during singing is remarkable, with each neuron emitting a short (~10 ms) 
[ 33 ] burst of one to a few spikes at some precise moment in song, each time the song 
passes through that moment, and otherwise remaining silent. (Some HVC RA  do not 
burst at all during singing.) This suggests that song is encoded by sequential tempo-
ral activation of small groups of HVC RA  that are recruited throughout the song. 

    In the original study identifying HVC RA  during singing [ 33 ], no correlation was 
found between time events of singing behavior (such as onsets or offsets of sylla-
bles) and events of HVC RA  bursts. Thus it was conjectured that bursts encode a pure 
time signal. The progression of activity across the population of HVC RA  would rep-
resent a time base for song, each burst representing a 10 ms “tick” and the popula-
tion of HVC RA  activated as in a synfi re chain. By this hypothesis, HVC acts a 
timekeeper for song production, with the activity of individual HVC RA  not directly 
encoding specifi c features of motor control. Motor encoding would only emerge at 
RA, which would translate the timing into a pattern of muscle activation. Although this 
hypothesis arises from a conjecture, absent any direct experimental support, it is 
theoretically attractive and has been infl uential. The hypothesis represents a strong 
top-down view of song motor control. 

 A strong challenge to the timer model of HVC activity has recently been raised 
[ 37 ]. This work results in a model that fully incorporates peripheral dynamics into 
song system. First, under the conditions of suffi cient air sac pressure to generate 
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labial vibrations in the syrinx, a model of the dynamics of the syrinx and fi ltering 
properties of the upper vocal tract was developed [ 38 ,  39 ]. The modeling effort 
progressed in tight conjunction with experiments to record measures of peripheral 
activity, relating those measures to model variables. The result of that extensive 
effort was a new defi nition of song production. In this framework, song is described 
by a nonlinear dynamical system, a set of differential equations. One practical result 
is that from a microphone recording of a bird’s song (Fig.  3.2a ), the model permits 
synthesis of an artifi cial song (Fig.  3.2b ). The model expresses two important con-
ceptual results. First, there are just two time-varying parameters required to control 
song, subsyringeal air sac pressure and syringeal labial tension. Second, song com-
prises a sequence of vocal “gestures,” with each gesture being a coordinated move-
ment in pressure and tension (Fig.  3.2c ). The rapid dynamics of singing is refl ected 
by the fact that for most gestures, pressure and tension variables are maintained in 
the region of phonation close to lines of bifurcation (Fig.  3.2d ).

   These peripheral modeling results can also be viewed as hypotheses regarding 
song system organization. To test these hypotheses, two sets of experiments were 

  Fig. 3.2     Gesture model of birdsong production . ( a ) Spectrograph of a bird’s own song and ( b ) 
spectrograph of a model synthetic song. ( c ) A dynamical systems model of the syrinx and upper 
vocal tract (see text) identifi es distinct movements in subsyringeal air sac pressure and syringeal 
tension as the basic units of song production. Each of these vocal gestures is color coded, and the 
sequence of these gestures produced the synthetic song ( b ). It is a hypothesis that the gestures 
predicted by the model are the ones the bird used to create his own song ( a ). Examining the param-
eter space of pressure versus tension identifi es two types of bifurcations, Hopf and Saddle Node in 
Limit Cycle (SN) ( d ). Note that most gestures occur in the region of phonation ( grey  region) near 
the bifurcations. This means that the bird can rapidly change the quality of the vocal output with 
small changes in pressure or tension. ( e ) The distribution of gestures durations. This distribution is 
biased towards shorter duration gestures but has a long tail. This feature of the distribution helps to 
distinguish between two models of encoding of song by HVC neurons (see text).  Adapted from 
Amador A ,  Perl YS ,  Mindlin GB ,  Margoliash D .  Elemental gesture dynamics are encoded by song 
premotor cortical neurons .  Nature 2013 ; 495 ( 7439 ): 59 – 64  [ 37 ]       
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conducted, focused on critically assessing the functional organization of HVC [ 37 ]. 
In one, birds were presented acoustic playback of recordings of the bird’s own song 
(BOS) and the synthesized model BOS (mBOS). The recordings were made in 
sleeping birds, a condition that gives rise to extreme selectivity for responses to 
BOS over any other conspecifi c song [ 40 ]. Using this approach it was possible to 
resolve the value of remaining unfi xed static parameters of the model. 

 At the same time, a remarkable relation was observed between the timing of 
HVC activity and the timing of gestures. HVC projection neurons burst exclusively 
at the onsets or offsets of gestures or the moments when pressure or tension achieved 
a unique maximum value within a gesture. HVC interneurons (that fi re tonically 
throughout song) showed local minima in spike rate functions exclusively at those 
moments in time. These are experimental results that are inconsistent with the timer 
model of HVC activity. Given that the primary data for the former model had been 
collected in singing birds, to further test the gesture model, recordings were also 
conducted in singing birds. Analysis of those recordings also demonstrated a clear 
relation between HVC activity and the timing of signifi cant moments in gestures as 
described above. These results were confi rmed by extensive statistical analysis. 

 This represents a new model of HVC activity, with important implications for 
how time is represented in the song system. Instead of “ticks” of activity with fi xed 
duration, there are gestures whose duration varies depending on the motor act 
(Fig.  3.2e ). The durations of gestures are short, no longer than a note (elemental unit 
of a syllable), and the times between signifi cant moments within individual gestures 
are even shorter. Yet these minute units of behavior, which can be as short as a few 
ms or as long as >100 ms (in the case of a simple harmonic stack), are represented 
in output of HVC to the rest of the song system. It is therefore likely that both RA and 
the AFP receive such information from HVC during singing. Since the HVC X  neurons 
in HVC that project to Area X (the fi rst nucleus in the AFP) can burst multiple times 
per song, then perhaps this represents greater integration over song than for HVC RA , 
which burst only once per song. In terms of theory, the synfi re style models need to be 
modifi ed so that the time base for sequential activity is informed of the time base for 
motor production. We next discuss how larger units such as syllables, motifs, and 
song may be represented in the song system, and how a bird learns gestures, notes, 
syllables, motifs, and song over the time course of development.  

    Stages in Song Learning 

 Classical studies [ 41 – 46 ] documented three stages in song development: The fi rst 
precursor of the song is the subsong. Subsong is a low-amplitude vocal sound, with 
syllables of broad power spectrum, high-frequency modulation, and variable dura-
tion (Fig.  3.3a ). A closer look at subsong often reveals a large variety of sounds: 
high-frequency whistles, buzzing sounds, clicks, etc. But there is no regular pattern 
of repetition, and instead, the subsong drifts stochastically from one vocal state to 
another. The second stage is called “plastic song.” At that stage, one can already 
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identify structured syllables that often resemble those of the model song, although 
their structure is still variable, and sequential order of syllables is somewhat irregu-
lar (Fig.  3.3b ). The last stage is called crystallization, when during a relatively short 
period (e.g., a few days), the song becomes highly stereotyped (Fig.  3.3c ).

   Physiological observations provide some insight into these largest scales in the 
transitions in singing patterns during song learning. The roles of HVC and the AFP 
change over the time course of song development. Whereas HVC provides the main 
drive to RA in adult birds singing crystallized songs, the AFP provides the main 
drive to RA during subsong [ 47 ]. Thus, subsong can be thought of as a state where song 
output fully expresses the variability in pattern imposed by the AFP. The transition 
between subsong and plastic song has recently been investigated [ 48 ]. The transi-
tion (as assessed by Wiener entropy variance) is not gradual but occurs relatively 
quickly and is strongly correlated with measures of auditory responsiveness in RA. 
Lesion experiments (in adult animals) demonstrate that the auditory input to RA 
arises from HVC. Collectively, these data suggest that birds enter plastic song at a 
relatively distinct moment in time when HVC gains functional control of RA [ 35 ]. 
This raises the interesting hypothesis that HVC X  are providing feedback to the AFP 
as it learns how to induce fundamental features of song control (“protogestures”) in 
RA that are prerequisite to sequencing. The same activity in HVC must also be 
structuring HVC RA  activity that soon will start driving RA. 

 Continuous recording of an entire vocal development made it possible to observe 
the stages of song learning in detail, leading to a slightly modifi ed view of the stages 

  Fig. 3.3     Song development in a zebra fi nch . Panels show spectral derivatives, as in a traditional 
sonogram but with higher frequency resolution. ( a ), Subsong with rich acoustic structure but no 
distinct syllable types (graded signal); ( b ), plastic song, which is not fully stereotyped yet, but syl-
lable types can be recognized; ( c ), crystallized song of highly stereotyped syllables repeated in a 
fi xed order, forming song motifs denoted by  red outlines        
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of song development: Looking at continuous changes in the distribution of syllable 
features, e.g., characterizing each syllable by its duration, mean pitch, etc., stages in 
song development can be observed in nearly real time by looking at scatterplots of 
syllable features (Fig.  3.4a–b ). In Fig.  3.4a , we see an unstructured scatterplot 

  Fig. 3.4    ( a–c )  Scatterplots of syllable features and analysis of the development of subasyllabic 
structure . ( a–c ) Each  dot  represents two features of an occurrence of a syllable, duration versus 
frequency modulation. The distribution of syllables over one day of singing is presented during 
subsong ( a ), plastic song ( b ), and crystallized song ( c ) stages. ( d ) Once a cluster (syllable type) is 
formed, the intra-syllabic structure evolves and differentiated over several days, as distinct mini- 
clusters emerge within each clusters. Arrows denote the locations of intra-syllabic events that are 
automatically identifi ed minima of Wiener entropy time courses.  Modifi ed from Ravbar P ,  Lipkind 
D ,  Parra LC ,  Tchernichovski O .  Vocal exploration is locally regulated during song learning . 
 J Neurosci 2012 ; 32 ( 10 ): 3422 – 32  [ 13 ]       
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during the subsong stage, and in Fig.  3.4b  we can see how clusters start emerging 
during the plastic song stage. Those clusters correspond to syllable types. The emer-
gence of those clusters is a structured process: First, we often see only one or two 
clusters (proto-syllables). Other clusters appear later, either de novo or by differen-
tiation of existing clusters (Fig.  3.4c ). Zooming in on one cluster, one can often 
detect several sub-syllabic structures called notes. Looking at the development of 
intra-syllabic structure (Fig.  3.4d ) reveals a similar process: Initially the cluster is 
internally unstructured, that is, there are no distinct notes in it. Within a few days, 
transitions in acoustic state within the syllable become structured and stereotyped, 
and those can be identifi ed as shown in Fig.  3.4d  [ 13 ]. The “clusters within the clus-
ter” which correspond to the emergence of notes within the syllable are therefore 
representing the formation of fi ne structure on top of an earlier process, where 
coarse structures (syllable types) are formed. Therefore, in addition to describing a 
global transition from subsong to plastic song, we like to think about multiple tran-
sitions, at smaller time scales, that may occur asynchronously in developmental 
time and hierarchically in song time.

       Multiple Time Scales of Song Development: 
The Effect of Sleep 

 As described in the section above, although the transition from unstructured to 
structured sound may be an abrupt event (which may sometimes unfold within a few 
hours), thereafter, song structure emerges gradually, and relatively smoothly, fi rst by 
the formation of coarse structure (distinct clusters indicating syllable types) and 
then by the formation in intra-syllable structure (Fig.  3.4d ). The level of song struc-
ture can be quantifi ed by assessing the diversity of song features [ 4 ], and indeed, 
feature diversity increases monotonically over development when looking at daily 
averages. However, zooming in to, say, hourly levels of song structure, it immedi-
ately becomes obvious that the developmental trajectory is strongly non-monotonic 
[ 49 ]. Song structure appears “deteriorated” after night sleep, and structure recovers 
after about 3 h of intense morning singing. Figure  3.5a  shows the trajectory in the 
structure of one song syllable over time.

   As shown, the structure of the syllable (as captured by a feature called Wiener 
entropy variance) increases slowly over development, with very strong oscillations 
after night sleep. Interestingly, in addition to the deterioration in song structure, the 
variability of intra-syllabic structure increases [ 13 ]. The two effects appear to be 
distinct: On one hand, the different acoustic states (notes) within the syllable during 
plastic song become less distinct from each other, resulting in a syllable that sounds 
more “fl at,” but at the same time, each of those states becomes more variable. 

 These changes in song structure are strongly associated with changes in neuronal 
activity in the premotor song system. The ongoing activity of RA was assessed by 
recording during the subjective night in sleeping birds. In young birds raised in 
isolation of tutor song exposure, RA activity was intermittent, with relatively low 
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average rates and little bursting. On the day such birds were fi rst exposed to a tutor 
song, there was no discernible change in singing behavior. Yet that night, recordings 
from RA were as if from a different part of the brain. Neurons were much more 
active and had much more activity at high frequency (i.e., protobursts). Thus, 
exposure to the tutor song fundamentally restructured physiological activity in the 
song system, presumably through a pathway of HVCx on to the AFP, and on to RA. 
This is the transition into subsong [ 50 ]. 

 It is noteworthy that the changes in RA, on the fi rst night after tutor song expo-
sure, preceded the fi rst observed changes in singing patterns associated with night 
sleep, on the day after the fi rst day of tutor song exposure. This implicates a causal 
relation between activity in RA during sleep and song learning. A host of experi-
ments in humans and animals implicates sleep and learning, but the physiological 
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  Fig. 3.5     Recovery of syllable structure after night sleep . After night sleep, the spectral structure 
of developing song syllables deteriorates and then recovers within 3 h of intense morning singing. 
Developmental change in the structure of the same syllable is captured by the variance of Wiener 
entropy (EV), which captures the diversity of spectral shapes within the syllable. ( a ) Changes in 
the structure of that syllable during night sleep. Tracking EV values continuously shows a decrease 
in EV values after the night sleep of day 46 ( a ,  b ) but not after the night sleep of day 89 ( c ,  d ). 
( e ) Tracing EV values continuously during development shows oscillations between days 45 and 60. 
EV values have been smoothed with a running median (period ¼ 40 data points).  Modifi ed from 
Deregnaucourt S ,  Mitra PP ,  Feher O ,  Pytte C ,  Tchernichovski O .  How sleep affects the develop-
mental learning of bird song .  Nature 2005 ; 433 ( 7027 ): 710 – 6     [ 49 ]       
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observations are particularly compelling in the song system. After tutor song exposure, 
RA neurons increase their protobursting but also this high-frequency activity is 
structured. Even examining simple second order statistics (inter-spike intervals), the 
distributions in each animal depended on which tutor song the bird was exposed to. 
The expression of these tutor song-dependent distributions also required that the 
animal have access to his auditory feedback. Thus, the ongoing RA activity at night 
is shaped by the two most salient features of learning—the song model and auditory 
feedback. There is also strong evidence in adult birds that changes in RA activity at 
night help sculpt the daytime song, contributing to song maintenance, which is a 
form of learning. 

 One explanation of the diurnal oscillations from variable performance to more 
structured performance in young birds is that there is an inherent tension between 
plasticity and consolidation of structure that the bird has to cope with during vocal 
learning. The more song structure gets consolidated, the more diffi cult it might 
become to add more structure or to undo errors. One can therefore think about those 
oscillations as a possible mechanism for allowing learning to reconsolidate periodi-
cally to fi nally achieve perfect performance of the song. 

 The space of parameters or models explored by oscillations during the day and 
consolidated at night might vary during different phases of song learning. During 
subsong, only (or principally) the AFP acts on RA, providing both drive and varia-
tion of drive onto RA. We suspect that this induces global changes in singing struc-
ture during the day, with concomitant global changes in representations of song 
each night. In contrast during plastic singing, HVC provides the drive and the AFP 
provides the variation, and we wonder if the interaction between the two is neces-
sary for restructuring the RA network at night. The evidence is that birds express 
song patterns shaped by learning very early after fi rst exposure to tutor songs, and 
they don’t easily change those patterns [ 4 ]. We wonder if syntax and phonology 
(which in humans is related to semantics) are not independent; perhaps they are 
constrained by related dynamics of peripheral mechanisms. If true, once these pat-
terns are fi rst established in subsong, this may limit the scope of changes in RA 
during the period of plastic singing, perhaps focusing changes on those components 
of song that have undergone the most recent or most substantial changes in the pre-
ceding day. This hypothesis could explain, to some extent, why smooth, highly 
localized changes of limited scope in singing may dominate plastic singing, as we 
now describe.  

    Multiple Time Scales of Song Development: Vocal Exploration 

 The tension between plasticity and consolidation of structure can be seen also at the 
“localized” changes in vocal sounds from moment to moment during singing: Vocal 
sounds are highly variable during development across all vocal learners. As with 
learning to play a musical instrument, one would expect variability to stem, at least 
in part, from diffi culties in gaining control over the instrument. However, recent 
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studies showed that variability is actively generated and injected into the song 
structure by AFP [ 35 ]. There is direct evidence that this variability promotes vocal 
learning. What are the natural time scales of this variability? In adulthood, song 
variability depends on behavioral state. For example, when a male zebra fi nch is 
courting a female, he sings a female-directed song, with low variability, while when 
singing alone (undirected song), variability is signifi cantly higher [ 51 ]. 

 Interestingly, during development, the consolidation of structure, as measured by 
the decrease in variability, changes very locally in song time. To allow an experi-
mental evaluation of localized vocal changes of different type, such as creating a 
new syllable type, matching the pitch of a particular syllable to a model syllable 
pitch, swapping the order of syllables, and inserting a new syllable into a string, 
Dina Lipkind developed an experimental approach that we call “altered-target train-
ing” [ 52 ]. As shown in Fig.  3.6a , the bird is trained in two stages. First, we train the 
bird with one song (e.g., AAAA). Once the bird performs a recognizable imitation 
of that song, we switch the playbacks to another song (e.g., ABAB). In this case, 
the two songs were designed to separate between the imitations of syllable A and 
syllable B and also to present the bird with a syllable rearrangement task of insert-
ing a syllable into a string.

   As shown in Fig.  3.6 , a newly learned syllable type is much more variable than 
syllables learned earlier [ 13 ]. Further, even within a syllable, sub-syllabic units con-
solidate their structure independently of each other. The rate in which variability 
decreases is correlated with the localized vocal error. That is, as the performance of 
any vocal sound approaches the features of the song model that the bird is imitating, 
its variability decreases. 

 Therefore, there is evidence for two putative mechanisms for coping with the 
tension between plasticity and consolidation of structure: One is of periodically 
   oscillating the structure of each vocal sound (a process that requires sleep) and the 
other is a process of regulating variability locally for each vocal element, restricting 
it to those parts of the song that require further learning. 

 Whereas a quantitative analysis has yet to be made, the time scale of the local 
features of songs that birds learn is seemingly well matched to the time scale of 
gestures as defi ne by the biophysical model and activity of adult HVC neurons. Are birds 
learning gestures one at a time? Imagine that learning a gesture requires activation 
of certain patterns during the day and then reactivation at night. Consolidation of the 
pattern is refl ected in recruitment of a subset of HVC neurons in a local, sequential 
order. Once this chain develops, it can connect to other chains. A HVC chain would 
represent a local minimum and would be relatively immune to change upon subse-
quent reactivation. This would restrict modifi cation to those parts of song and those 
parts of HVC that require further learning. 

 To test for constraints on learning to rearrange syllables and presumably connect 
HVC neuronal chains to each other tail-to-head, Lipkind et al. presented a learning 
task for birds, which required them to swap syllable order (Fig.  3.7 ) [ 53 ]. As shown, 
pairwise vocal transitions were acquired, one by one, sparsely over development. 
A similar effect was then confi rmed in human infants during babbling. Therefore, 
the gestures and neural chain model are supported by behavioral data across species 
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as distant as songbirds and humans. Note, however, that as opposed to the time 
scales of “birdsong phonology,” at the time scale of learning combinatorial abilities, 
the bird cannot inject combinatorial noise at the early stage of learning. Instead, 
combinatorial abilities develop slowly, constraining transitions in song syntax.

   Such a description across time scales and levels of organization nicely maps the 
language of behavior to the language of neurophysiology. But the main questions 

  Fig. 3.6     Vocal exploration is confi ned to newly added syllables . ( a ), Birds were fi rst trained with 
a single-syllable song (AAA…) and then with a two-syllable song (ABAB). ( b ), Spectral deriva-
tives (sonograms) showing the source and target song models. ( c ), Scatterplots of syllable features 
(goodness of pitch vs. duration and Wiener entropy vs. duration in the same bird). The  red  cluster 
corresponds to syllable ( a ) and the  blue  cluster to syllable ( b ) (unmodulated version). The + sym-
bol indicates the position of the target syllable ( b ). As shown, the variability of ( a ) cluster does not 
change signifi cantly after the appearance of ( b ), whereas variability of B drops signifi cantly. 
 Modifi ed from Ravbar P ,  Lipkind D ,  Parra LC ,  Tchernichovski O .  Vocal exploration is locally 
regulated during song learning .  J Neurosci 2012 ;  32 ( 10 ): 3422 – 32  [ 13 ]       
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remain unanswered. In physiological terms, we seek to learn how the oscillation 
of activation across day and night consolidates chains, and how those chains are 
constrained to encode the dynamics of gestures.  

    From Song Learning to Speech and Language Pathologies 

 The continuous analysis of vocal learning in songbirds shows that variability has a 
fundamental role in both guiding and constraining vocal learning and that the regu-
lation of this variability across different time scales is one of the strongest develop-
mental effects that correlate with vocal learning. Let us consider the implications of 
this to vocal learning in humans. We do not know if and to what extent the mecha-
nisms are conserved, but if they are, would it be possible to fi gure it out given the 

  Fig. 3.7     Stepwise acquisition of syllable transitions during song development . ( a ) sequential 
training with two songs ABC → ACB, a task that require changing of syllable order. ( b ,  c)  Song 
examples ( top ) and scatterplots of syllable features ( bottom ) after source and after learning in one 
bird. Clusters represent syllable types and lines represent transitions (colors represent transition 
end syllable). ( d ) Daily frequencies (in one bird) of source song (ABC-ABC) and of target song 
(ACB-ACB) during development. Note that the source song frequencies decrease to near zero 
values before the target song appears, indicating intermediate steps. ( e ) Daily frequencies of target- 
song pairwise transitions AC, CB, and BA. Note that those pairwise transitions are acquired inde-
pendently and sparsely over development.    ( f    ) Examples of those steps.  Modifi ed from     Lipkind D     , 
   Marcus GF     ,    Bemis DK     ,    Sasahara K     ,    Jacoby N     ,    Takahasi M     ,    Suzuki K     ,    Feher O     ,    Ravbar P     ,    Okanoya 
K     ,    Tchernichovski O     .  Stepwise acquisition of vocal combinatorial capacity in songbirds and 
human infants .  Nature 2013 ; 498 ( 7452 ): 104 – 8  [ 53 ]       
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existing data? With the exception of combinatorial abilities, where at least at the 
behavioral level there are striking behavioral similarities between song develop-
ment and early speech development, the answer is unfortunately negative [ 53 ]. 
There are no available data of speech development in time scales that can match 
those of song learning in birds. However, speech development takes place also in 
adult people who suffer from aphasia following strokes and brain trauma. Very little 
acoustic analysis of their speech pathologies has been performed, and none of these 
analytical efforts have looked at variability at any level, phonological, syntactic, or 
circadian. Our group and others are now performing continuous recordings of ther-
apy sessions in aphasia patients to test if diversity of vocal features and their oscil-
lations might predict the outcome of treatment. 

 This analysis can be facilitated by a deeper understanding of brain representa-
tions of the speech signal. Recently a topography of sensorimotor ventral premotor 
(vPM) responses was observed in humans, based on the phonetics of the speech 
signals presented [ 54 ]. Speech is a dynamic process, so there must be additional 
information in the activity in the vPM to represent those dynamics. The gesture 
model for birdsong can be extended to speech production. This could give insight 
into possible speech dynamical representations encoded in vPM activity. More gen-
erally, the behavioral and physiological observations presented here strongly con-
strain any model of birdsong learning. It would be valuable to test those constraints 
on human speech and language acquisition.     
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    Abstract     The songbird auditory system offers a unique opportunity to investigate 
the role of auditory processing in vocal learning and communication. Vocal learning 
is defi ned here as imitating the vocalizations of others for communication. While all 
vertebrates have auditory systems, few use them for learned vocal communication 
because the ability to learn vocal gestures is rare. Humans, some cetaceans, and 
three clades of birds (parrots, hummingbirds, and songbirds) are scientifi cally con-
fi rmed vocal learners. Other animals produce and perceive unlearned vocalizations. 
Currently, the songbird is the only animal model of auditory processing and percep-
tion in vocal learners. Extensive studies of songbird vocal behavior, including its 
dependence on learning, reveal numerous parallels between speech and birdsong. 
Examples include (1) developmental sensitive periods for vocal learning, (2) learn-
ing through imitation of adult models, (3) a dependence of vocal behavior on audi-
tory feedback, (4) the use of unique vocal signals to recognize individuals, and (5) 
lateralized vocalization processing in sensory and sensorimotor brain regions. 
Because of these parallels and the evolutionary conservation of auditory circuitry 
among vertebrates, our understanding of how the songbird auditory system encodes 
the information in vocal signals and decodes that information into social messages 
can provide valuable hypotheses for how human auditory processing forms the sensory 
foundation of speech.  
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        Background 

 The songbird auditory system offers a unique opportunity to investigate the role of 
auditory processing in vocal learning and communication. Vocal learning is defi ned 
here as imitating the vocalizations of others for communication. While all verte-
brates have auditory systems, few use them for learned vocal communication 
because the ability to learn vocal gestures is rare. Humans, some cetaceans, and 
three clades of birds (parrots, hummingbirds, and songbirds) are scientifi cally con-
fi rmed vocal learners [ 1 ]. Other animals produce and perceive unlearned vocaliza-
tions. Currently, the songbird is the only animal model of auditory processing and 
perception in vocal learners. Extensive studies of songbird vocal behavior, includ-
ing its dependence on learning, reveal numerous parallels between speech and bird-
song [ 2 ]. Examples include (1) developmental sensitive periods for vocal learning 
[ 3 ], (2) learning through imitation of adult models [ 3 ,  4 ], (3) a dependence of vocal 
behavior on auditory feedback [ 5 ,  6 ], (4) the use of unique vocal signals to recog-
nize individuals [ 7 ,  8 ], and (5) lateralized vocalization processing in sensory and 
sensorimotor brain regions [ 9 – 12 ]. Because of these parallels and the evolutionary 
conservation of auditory circuitry among vertebrates [ 13 ,  14 ], our understanding of 
how the songbird auditory system encodes the information in vocal signals and 
decodes that information into social messages can provide valuable hypotheses for 
how human auditory processing forms the sensory foundation of speech. 

 Studies on the auditory coding of birdsong and the coding properties of songbird 
auditory regions that parallel human auditory regions have increased dramatically in 
the last decade. In the zebra fi nch ( Taeniopygia guttata ) in particular, we now have 
a general understanding of the spectral and temporal tuning properties of neurons in 
the auditory midbrain and multiple, higher forebrain (cortical) regions. Comparing 
tuning properties to the acoustics of song allows us to generate hypotheses about the 
tuning properties of human auditory neurons as well as how those neurons may 
encode speech. Furthermore, our understanding of how neural representations of 
songs transform along the auditory pathway and the role of experience in this pro-
cess can suggest auditory coding principles that are applicable to speech processing. 
Here, I describe the songbird auditory system and what we know about auditory 
coding of learned songs in the different processing stages of the auditory pathway, 
with a focus on single neuron responses. Where possible, I also describe connec-
tions between song and speech processing. Lastly, I suggest hypotheses regarding 
speech processing in humans, with the goal of using knowledge of auditory process-
ing in the songbird to better understand how the human auditory system subserves 
speech learning and perception.  

    Similarities Between Song and Speech 

 Many birdsongs resemble speech in that they are acoustically complex sequences of 
stereotyped vocal gestures, lasting from seconds to minutes. Also like speech, song is 
composed of hierarchically organized acoustic units. Figure  4.1  shows spectrograms 
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(frequency as a function of time, with color indicating intensity) of speech, zebra fi nch 
song, and European starling ( Sturnus vulgaris ) song. The hierarchically organized 
acoustic units of song are indicated with lines below the spectrograms. The smallest 
individual acoustic elements in songs are “notes.” These sounds are equivalent to 
speech phonemes, the smallest acoustic units that convey meaning in a particular 
language. Song notes and speech phonemes are grouped together in time into 
“syllables.” In birdsong, a series of syllables repeated in a predictable sequence is a 
song “phrase” or “motif.” A specifi c combination of syllables or phrases that occurs 
consistently as a unit is a motif “type,” also called a song type. The spectral, tempo-
ral, and joint spectrotemporal features of syllables, words, and sentences in speech 
and syllables and motifs in birdsong are important for communicating information. 
While speech conveys specifi c messages and information about the sender’s sex, age, 
identity, and emotional state, song conveys information about species, sex, age, 
identity, and reproductive fi tness. Birdsong lacks speech’s limitless capacity to con-
vey different messages by combining words according to grammatical rules. 
However, the shared capacity to learn and use vocal gestures that convey social 

  Fig. 4.1    Spectrograms (frequency over time plots) show the frequency and temporal features of 
speech and song. ( a ) Speech. ( b ) Zebra fi nch song. ( c ) European starling song. Gray scale indicates 
intensity. Below the song spectrograms, lines mark example song notes, a syllable, and motifs       
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information via acoustic features provides us with an invaluable animal model to 
examine the neural processing and perception of learned vocalizations.

   Songs are species-specifi c in acoustics and complexity of notes, syllables, and 
motifs. Some species sing only one song type while others sing hundreds of song 
types [ 1 ]. Because of these differences, some species are more appropriate than 
others for comparative study of song and speech. For example, based on acoustic 
features such as spectral structure (e.g., harmonics) and temporal modulations, 
zebra fi nch song is similar to speech [ 15 – 17 ]. Figure  4.1a, b  show the spectrograms 
of speech and zebra fi nch song for comparison. On the other hand, based on higher 
level structure such as syntax and vocal plasticity, starling song is a good compari-
son to speech [ 18 ,  19 ]. Starlings learn to produce new phrases in adulthood and sing 
variable combinations of syllables and motifs, making their songs structurally mal-
leable over time, like speech [ 20 ]. Zebra fi nches and starlings are highly social birds 
that live well in the laboratory and represent opposite ends of the spectrum in terms 
of song complexity. Research on the songbird auditory system has converged on 
these two species because most of the comparative questions regarding auditory 
coding of learned vocalizations can be addressed using one or the other.  

    Hearing and the Ear 

 Hearing is the perceptual outcome of processing in the entire auditory system and 
the ear performs only the initial stage of sound processing. It may therefore seem 
paradoxical to discuss hearing and the ear together, saving neural processing for 
later. But the impact of the ear on basic hearing abilities is so profound that it is use-
ful to describe them together. The ear fi lters, parses, and amplifi es the frequency and 
temporal components of complex sounds; the transformation of the auditory world 
performed by the ear determines the sound information that reaches the brain. When 
considering general hearing abilities such as audible frequencies and frequency- 
specifi c sensitivity, peripheral processing is closely related to hearing. 

 Audible frequencies and frequency-specifi c sensitivity are measured using 
behavioral report or large-scale electrophysiological recording of auditory brainstem 
activity during presentation of pure tones. These measurements yield audibility 
curves, which plot frequency sensitivity as a function of sound intensity (Fig.  4.2 ). 
Songbird and human audibility curves share a similar U shape, with maximum sen-
sitivity at a middle frequency range and sensitivity worsening gradually at divergent 
frequencies (Fig.  4.2 ). Maximal sensitivity in this context is defi ned as the frequen-
cies that can be heard at the lowest intensities, or those at the bottom of the U shape 
on the audibility curve. Maximal sensitivity in songbirds and humans is similar and 
well matched to the frequencies in song and speech (see above). Both songbirds and 
humans hear best between 2 and 5 kHz, unlike other animal models of auditory 
processing (e.g., mice). Songbird hearing is less sensitive in general and limited in 
frequency range compared to human hearing, however. Songbirds hear frequencies 
as high as 10 kHz [ 21 – 23 ], while humans hear frequencies as high as 20 kHz [ 24 ]. 
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Figure  4.2  shows example average songbird, human, and mouse audibility curves. 
Curves are shown for the zebra fi nch and the European starling because most of the 
research on the songbird auditory system uses these species.

   In birds and mammals, the cochlea performs a spectral decomposition of com-
plex sounds into their component frequency bands; basal hair cells encode high 
frequencies with short wavelengths and apical hair cells encode low frequencies, 
with hair cells in the middle of the epithelium encoding the mid-frequencies. 
Because the auditory epithelium is tonotopically organized, the smaller frequency 
range of avian hearing corresponds to the shorter length of the cochlea compared to 
mammals [ 25 ]. For example, the sensory epithelium of the Bengalese fi nch 
( Lonchura striata domestica ) cochlea is 2 mm long [ 26 ] while that of the mouse is 
6 mm long [ 27 ]. The avian cochlea (called the basilar papilla) is curvilinear rather 
than spiraled as it is in the mammal. It is a simpler structure than the mammalian 
cochlea and it has no tunnel of Corti. Still, bird and mammal cochleae share a basic 
design and many structures [ 28 ]. Figure  4.3  shows the surface structure of the 

  Fig. 4.2    Behavioral 
audibility curves for human, 
spiny mouse, and two species 
of songbird, the zebra fi nch 
and the European starling. 
Songbirds and humans hear 
best at similar frequencies. 
Human data are taken from 
[ 24 ]. Mouse data are taken 
from [ 173 ]. Songbird data are 
taken from [ 23 ]       

  Fig. 4.3    Scanning electron micrograph of a Bengalese fi nch cochlea. The bone encasing the 
papilla on the hair cell side and the tectorial membrane have been removed so that the epithelium 
composed of a mosaic of hair cells is visible.  White dots  on the surfaces of hair cells are stereocilia 
bundles.  White scale bar  is 100 μm       
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Bengalese fi nch auditory epithelium where mechanical vibration of the sheet of 
receptor cells called hair cells and the overlying tectorial membrane (removed in the 
fi gure to visualize the hair cells) results in the release of neurotransmitter from hair 
cells onto afferent nerve terminals. This is the same basic mechanism for sound 
transduction as in the mammal cochlea. The lower sensitivity of songbird hearing 
compared to human hearing (Fig.  4.2 ) can be partially explained by the structural 
differences in the avian and mammalian outer ear (birds do not have pinnae), middle 
ear bones (birds have one rather than three), and the lack of outer hair cells in the 
avian cochlea. These hair cells amplify peak vibrations of the sensory epithelium in 
the mammal cochlea [ 28 ].

   In humans, at least some of the peak hearing sensitivity between 2 and 5 kHz is 
due to the fi ltering properties of the ear canal [ 29 ]. In the songbird ear, maximal 
sensitivity in this range may be partly due to the physical properties of the hair cells 
that encode those frequencies. Hair cell damage and regeneration studies indicate 
that frequencies above 2 kHz are encoded by the hair cells along the basal half of the 
songbird cochlea [ 26 ,  30 ,  31 ]. This region of the avian epithelium has a high relative 
density of short hair cells, which have larger stereocilia bundles than do tall hair 
cells and therefore presumably larger numbers of sensory transduction channels 
[ 28 ]. In summary, the similarities in vocal acoustics and hearing sensitivity between 
songbirds and humans suggest that central auditory neurons in the two systems may 
exhibit coding similarities since both process complex vocalizations with rich spec-
trotemporal structure (Fig.  4.1 ) and hear best at the same frequencies (Fig.  4.2 ). 

 Hearing onset in songbirds is not suffi ciently studied. It is generally thought that 
they do not hear until after hatching, in contrast to precocial birds such as chickens 
and quail [ 32 ,  33 ]. Songbirds hatch in an extremely undeveloped state, another simi-
larity to humans. In both zebra fi nches and humans, adult-like auditory brainstem 
responses do not develop until well into the juvenile period [ 34 ,  35 ]. In agreement 
with this estimate, studies suggest that the impact of auditory experience on song 
development begins weeks after hatching [ 36 ,  37 ].  

    Early Auditory Experience and Song Perception 

 As in humans [ 38 ], the perception of vocal communication sounds in songbirds is 
shaped by early auditory experience of vocalizations. This is the case for both sexes, 
even in species in which females do not sing. One clear way in which developmen-
tal exposure to song infl uences behavior is the memorization of individual songs 
heard early in life, including but not restricted to songs that are copied. Both males 
that learn to sing and females that do not sing remember their fathers’ songs as 
adults [ 39 ,  40 ]. While the father/tutor song memory is obviously important for song 
development in birds that learn to sing, its signifi cance for non-singing females is 
less clear. Females may sexually imprint on their fathers’ songs to guide their attraction 
to particular song features or regional dialects during mate choice [ 40 ]. 

 Developmental experience of song can also infl uence general perceptual prefer-
ences. Adults of both sexes show preferences for conspecifi c (same species) songs 
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over heterospecifi c (different species) songs that depend at least in part on early 
experience. Birds that are raised and tutored by conspecifi c adults are more attracted 
to conspecifi c song than to the songs of other species. On the other hand, birds that 
are raised and tutored by heterospecifi c adults show either reduced or no preference 
for conspecifi c song [ 41 – 46 ]. Such species-specifi c song preferences may begin 
with innate biases [ 21 ] and be either reinforced or counteracted by early song 
experience.  

    The Auditory Nerve 

 In both birds and mammals, auditory information travels from the cochlea to hindbrain 
cochlear nuclei via the eighth cranial nerve. Nerve fi bers maintain the cochlea’s 
frequency decomposition of complex sounds. Each fi ber responds to a limited range 
of frequencies and is most sensitive to a specifi c frequency called the best frequency 
(BF). Response sensitivity decreases to frequencies above and below BF and no 
sensitivity exists to frequencies that are far from BF [ 47 ,  48 ]. Because of this fre-
quency tuning, the peaks in spectral energy in speech and song may be most impor-
tant for understanding how the nerve encodes vocal sounds [ 48 ,  49 ]. Examples of 
spectral energy peaks include the formants in speech vowels (Fig.  4.1a ) and the 
harmonics in zebra fi nch song syllables (Fig.  4.1b ). Because each nerve fi ber is 
frequency tuned, sound information is conveyed to the brain as separate frequency 
bands, with different groups of fi bers representing the information in each band. 
Based on nerve recordings in response to tones at varying intensities, songbird and 
mammal auditory nerve fi bers differ somewhat in the relationship between frequency 
tuning and intensity. Frequency tuning (the range of frequencies evoking a response) 
widens as tone intensity increases in both bird and mammal nerve fi bers, though to a 
much larger extent in mammals than birds [ 47 ]. This difference may be important for 
vocalization coding because it indicates that frequency sensitivity in the songbird 
auditory nerve is intensity invariant compared to that in the mammal auditory nerve.  

    The Central Auditory System 

    Overview 

 The central auditory systems of birds and mammals are organized similarly up to 
the higher auditory forebrain (cortex) where signifi cant differences among birds, 
rodents, cats, and primates are evident. For comparative purposes, I refer here to 
forebrain regions above the thalamus as cortex. From the hindbrain to the primary 
cortex, auditory processing regions in birds and mammals have comparable con-
nectivity, molecular markers, and shared functional properties [ 13 ,  14 ,  50 – 52 ]. 
Figure  4.4  shows a circuit diagram of the major auditory pathways in songbirds and 
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mammals and cortical homologies as proposed by Karten and colleagues [ 13 ,  14 ]. 
Auditory information travels from the cochlea to hindbrain cochlear nuclei via the 
auditory nerve. From the hindbrain, projections lead either directly to the auditory mid-
brain [ 53 ] or to lateral lemniscal nuclei [ 54 ], which then project to the midbrain [ 55 ]. 
The avian auditory midbrain is traditionally called the lateral dorsal mesencephalon 
(MLd) because of its anatomical location, but this nucleus is homologous and function-
ally similar to the mammalian central nucleus of the inferior colliculus (ICc). Like the 
ICc, MLd integrates multiple parallel brainstem pathways and provides the primary 
input to the ascending thalamocortical pathway. It projects to the auditory thalamus 
(nucleus ovoidalis, Ov), which in turn projects to fi eld L. Field L can be divided into 
subregions based on connectivity patterns and cytoarchitectural differences [ 56 ]. 
The subregion fi eld L2 is considered homologous to layer 4 of mammalian primary 
auditory cortex [ 51 ,  56 – 59 ]. Descending projections from the vocal motor control 
system innervate MLd, the surrounding region, and the shell around Ov [ 60 ]. 
Interestingly, these projections are found in songbirds but not other birds.

   The connections to and among the auditory forebrain regions are complex and 
reciprocal [ 58 ,  60 – 62 ]. Subregions L1 and L3 receive input from L2, and these in 

  Fig. 4.4    Schematic diagram shows the primary pathways of the songbird auditory ( left ) and 
mammal auditory ( right ) systems.  Gray - shaded regions  in the songbird and mammal cortex are 
proposed to be homologous based on connectivity and tonotopy [ 51 ]. The  dark gray - shaded region  
(NCM) has no known homologous region in mammalian cortex       
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turn project to two large auditory regions that surround fi eld L, the caudal medial 
nidopallium (NCM), and caudal mesopallium (CM) [ 58 ,  60 ]. Field L and CM have 
the potential to transmit auditory information that infl uences song motor production 
through their projections to the motor nucleus HVC and/or its underlying shelf 
region [ 62 ,  63 ]. Understanding the auditory feedback information carried by neu-
rons in these regions may help us to explain how auditory-motor integration occurs 
during song learning and maintenance [ 64 ]. Below, I describe the neural coding of 
song and other sounds in the hindbrain, midbrain, and different regions of the cortex as 
well as discuss how understanding song processing in birds can lead to hypotheses 
about speech processing in humans.  

    Hindbrain 

 The auditory hindbrain is composed of three main nuclei. Nucleus magnocellularis 
(NM) and nucleus angularis (NA) are innervated by auditory nerve fi bers, and 
nucleus laminaris receives input from NM and the superior olivary nucleus [ 54 ,  65 ]. 
To date, no studies have examined the responses of songbird cochlear nucleus neurons 
to songs, but the responses to tones can inform our understanding of their tuning 
properties [ 22 ,  66 – 68 ]. To understand how vocal sounds are coded along the entire 
ascending auditory system, it is useful to describe the frequency tuning and tempo-
ral response properties of NM and NA neurons measured from tone-evoked 
responses. Auditory coding principles that are seen in higher auditory regions begin 
at this level and demonstrate the similarity between frequency tuning and hearing. 

 The frequency selectivity of auditory nerve fi bers extends to the frequency- 
selective tuning in cochlear nucleus neurons in both birds and mammals [ 22 ,  66 – 69 ]. 
As in nerve fi bers, each neuron is most sensitive to a specifi c BF. Depending on the 
species, the lowest BFs are around 0.2 kHz (below frequencies found in songs) and 
the highest BFs are around 9 kHz [ 22 ,  66 ]. In each cochlear nucleus, BF is anatomi-
cally mapped, and the range of BFs found in NA maps onto behavioral audiograms 
[ 22 ,  66 ,  68 ]. The highest BFs are lower than the highest song frequencies, suggesting 
that high-frequency information in song is irrelevant for communication. 

 At very low intensities, only the BF evokes neuronal fi ring rates that signifi cantly 
exceed spontaneous fi ring in cochlear neurons. As intensity increases, the range of 
excitatory frequencies can increase to include frequencies around BF. Based on 
responses to tones, it is reasonable to assume that loud vocalizations evoke responses 
in a larger number of hindbrain neurons than do quiet vocalizations. Another impor-
tant feature of frequency tuning is that frequencies just above and/or below excit-
atory frequencies can be inhibitory, meaning that they suppress a neuron’s fi ring to 
below the spontaneous rate (Fig.  4.4 ) [ 67 ]. This “sideband inhibition” is functionally 
similar to lateral inhibition in the visual system in that it sharpens tuning. For auditory 
neurons in general, the frequency dependence of neural excitation and/or inhibition 
means that broadband vocalizations or those that have energy peaks at multiple 
points along the frequency axis (Fig.  4.1 ) can both excite and inhibit a single neuron 
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[ 70 ]. This means that the ability to predict the response of a neuron to broadband 
song requires a detailed understanding of the extent to which frequencies present in 
the song excite or suppress that neuron’s fi ring. In contrast, narrowband vocaliza-
tions such as whistles present in some birds’ songs will excite those neurons tuned 
to the whistle frequency but may inhibit neurons tuned to adjacent frequencies or 
have no impact on the neurons tuned to very different frequencies. The tuning prop-
erties described above are also observed in mammal cochlear nucleus neurons [ 71 ,  72 ]. 
Therefore, at the level of the hindbrain, frequency tuning in the songbird resembles 
that in the mammals, suggesting that understanding “low-level” song coding in the 
bird brain may be applicable to understanding the encoding of speech in the human 
hindbrain. 

 Responses of cochlear nucleus neurons also depend on sound intensity and neu-
rons’ inherent temporal response properties. As in mammals, most songbird cochlear 
nucleus neurons respond more to an excitatory tone as the tone intensity increases. 
However, after a certain point, increases in intensity either have no effect on fi ring rate 
or evoke smaller responses [ 67 ]. The intensity coding observed in most cochlear 
nucleus neurons suggests that at behavioral sound levels, neural responses to vocal-
izations scale with intensity. 

 Temporal response patterns evoked by tones differ among anatomically distinct cell 
types in mammalian cochlear nuclei [ 69 ,  73 ]. The most common response pattern 
is a phasic burst of spikes at tone onset followed by a tonic, lower fi ring rate response 
that declines gradually for the duration of the tone. Bushy cells produce these 
responses, which are called “primary-like” because they resemble the response pat-
terns of auditory nerve fi bers [ 73 ,  74 ]. In contrast, octopus cells respond only to tone 
onsets. Other neurons in mammalian cochlear nuclei produce “pauser” responses. 
These responses are characterized by a strong onset response followed by a drop 
and then a gradual increase in fi ring rate. Songbird cochlear nucleus neurons also 
produce these three temporal response patterns [ 67 ,  68 ]. We know nothing about 
how such physiological cell types map onto anatomical cell types in songbirds, 
however. In summary, songbird and mammal auditory hindbrains exhibit the same 
fundamental sound coding properties of frequency selectivity at the level of a single 
neuron, tonotopic maps at the level of the nucleus, and three main types of temporal 
response patterns.  

    Midbrain 

 As in mammals, the songbird midbrain is a major site of integration for the fl ow of 
auditory information along the ascending pathway. Although the boundaries and 
functions of its subregions are debated [ 75 – 77 ], the midbrain is where multiple 
parallel brainstem pathways carrying auditory information converge; projections 
from NA, NL, the superior olivary nucleus, and the lateral lemniscal nuclei all meet 
in the midbrain [ 50 ,  53 ]. Interestingly, inputs from NA and NL have overlapping 
terminations in the songbird MLd [ 53 ], an aspect of auditory circuitry that is shared 
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with mammals [ 78 ] but not with other birds [ 79 – 81 ]. Neurons projecting out of MLd 
provide the primary input to the ascending thalamocortical pathway. The medial 
portions of MLd and the region that surrounds it receive descending input from the 
cup of the rostral arcopallium (RA), a vocal motor control nucleus [ 60 ]. This input may 
send feedback information about song motor output to the auditory system. 

 The songbird auditory midbrain is a focus for studying subcortical auditory pro-
cessing of song. Unlike neurons in some higher processing regions, midbrain neu-
rons respond robustly to a wide variety of sounds including tones [ 70 ,  82 ,  83 ], noise 
[ 17 ,  70 ,  84 ,  85 ], and song [ 70 ,  85 – 88 ]. The responses of single midbrain neurons are 
reliable, meaning that they produce highly similar responses to the same stimulus 
presented multiple times (Fig.  4.5 ). This is in contrast to the context-sensitive and 
habituating (decreasing over time) responses of neurons in some cortical regions. 
The robust and reliable responses of midbrain neurons to different types of sounds 
allow the direct comparison of neural responses to song and to other sounds in the 
same single neurons. Such comparisons reveal complex interactions of excitatory 
and suppressive acoustic features in the subcortical coding of natural sounds [ 70 ].

   In parallel with the mammalian IC, midbrain responses to tones show that the 
majority of neurons have classic V-shaped tuning similar to the tuning in cochlear 
nuclei, while others have more complex frequency and intensity tuning [ 70 ,  82 ,  83 ]. 
Nearly all midbrain neurons are most sensitive to one specifi c frequency (BF) which 
is anatomically mapped such that neurons in the dorsal midbrain are most sensitive 
to low frequencies and ventral neurons are most sensitive to high frequencies [ 83 ]. 
The reliable responses of midbrain neurons can be used to discriminate among the 
songs of different birds based on the temporal pattern of the response to each song 

  Fig. 4.5    Single neuron responses to songs are temporal patterns of spikes that are consistent 
within a song and distinctive between the songs of different birds.  Left , spectrograms of fi ve songs 
presented to a bird while recording the responses of a single midbrain neuron.  Right , raster plots 
showing the spike trains evoked by presentation of the songs. Raster plots show reliable responses 
to ten presentations of the same song (one large row of ten small rows with ticks showing spike 
times) and unique responses to different songs (different tick patterns across large rows)       
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[ 86 ]. The spike trains evoked by one song presented multiple times have highly 
similar patterns while the spike trains evoked by the unique songs of different birds 
have dissimilar patterns. Figure  4.5  shows spectrograms of the unique songs of fi ve 
male zebra fi nches (left) and raster plots of one midbrain neuron’s responses to 
those songs (right). When the same song is presented ten times, the neuron fi res at 
roughly the same points in the song each time; the neuron’s responses are reliable 
(Fig.  4.5 , compare spike trains within a row). The responses to one song have a 
specifi c temporal pattern because the neuron responds to short timescale acoustic 
features that occur at specifi c points in the song. For example, the spikes shown in 
Fig.  4.5  align with the timing of the song syllables and are dense when the song 
contains signifi cant energy at 4 kHz. In contrast, the neuron fi res at different points 
in response to each song because the acoustic feature to which it is responsive 
occurs at different points in different songs (compare spike trains across rows). 
At this level of the auditory system, the temporal patterns of spike trains evoked by 
different songs vary more than does the average number of spikes evoked by differ-
ent songs [ 86 ]. The similarity of spike trains evoked by numerous presentations of 
the same song and differences in the spike trains evoked by presentation of different 
songs can be quantifi ed to estimate the “neural discrimination” of songs [ 86 ,  89 – 91 ]. 
In the zebra fi nch midbrain, spike trains of a single neuron can be used to predict 
which song a bird heard [ 86 ]. The same neural discrimination of songs based on spike 
train temporal patterns is observed in many neurons in fi eld L [ 91 ,  92 ]. This coding 
principle may provide a basis for the discrimination between songs sung by different 
males and potentially contribute to individual recognition during social interactions. 

 When the responses of neurons that produce similar spike trains to the same song 
are combined, the accuracy of song neural discrimination improves [ 86 ]. In addition, 
the responses of populations of midbrain neurons can be used to reconstruct the spec-
trograms of songs that evoked those responses [ 93 ]. As a result, the combined 
responses of individual midbrain neurons tuned to different acoustic features in songs 
can represent the complete song. Similarly, population activity in the human auditory 
cortex can be used to accurately identify presented speech segments [ 94 ]. 

 Spectrotemporal tuning properties largely explain the unique responses of mid-
brain neurons to song [ 70 ,  82 ,  85 – 87 ,  95 ]. Each single neuron has a specifi c combi-
nation of spectral, temporal, and intensity tuning [ 83 ,  84 ]. These response properties 
determine the features of songs that each neuron encodes, specifi cally whether and 
how much it fi res over the time course of the song. Thus, the different responses 
of each neuron to the same song and the different responses of the same neuron to 
different songs are both due to a neuron’s spectrotemporal tuning properties and to 
the specifi c acoustic patterns comprising each song. 

 The spectrotemporal tuning properties of a midbrain neuron can be estimated 
from the responses of that neuron to a large set of songs. The acoustic features that 
drive a neuron are measured by determining exactly when the neuron fi res during 
the presentation of many songs (Fig.  4.5 ) and averaging the acoustic features that 
consistently precede spiking (Fig.  4.6 ). With this approach, the acoustic features 
that reliably evoke fi ring are estimated and a calculated spectrotemporal receptive 
fi eld (STRF) depicts the neuron’s tuning during song processing (Fig.  4.6a, b ) [ 96 ]. 
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  Fig. 4.6    Tuning of a single neuron can be compared between the processing of single tones and 
songs. ( a ) Amplitude waveform ( top ) spectrogram ( middle ) and spike rasters showing spike times 
for ten presentations of the song ( bottom ). ( b ) The spectrotemporal receptive fi eld (STRF) for the 
neuron, calculated from responses to 20 unique zebra fi nch songs.  Dark  indicates strong power and 
light indicates weak power. The temporal power profi les for excitation and suppression are above 
the STRF. The spectral power profi les for excitation and suppression are to the right of the STRF. 
The STRF shows that the neuron is tuned to brief bursts of sound at ~4.5 kHz and is suppressed by 
co-occurring sound at ~3.5 kHz. This neuron is driven by a harmonic stack with an energy peak at 
4.5 kHz and an energy trough at 3.5 kHz and a song note with energy only at 4.5 kHz. The neuron 
does not respond to a song note with energy restricted to 3.5 kHz (see ( a )). ( c ) Amplitude wave-
form, spectrogram, and raster plots of the neuron’s responses to pure tones that vary in frequency 
and intensity. These stimuli are used to obtain the neuron’s tuning curve and classical receptive 
fi eld. ( d ) Frequency response area plot showing the classical receptive fi eld of the neuron, defi ned 
as the tuning measured from responses to single pure tones. The best frequency (BF) is 4.5 kHz 
and the range of frequencies evoking a response increases slightly as tone intensity increases       

The STRF in Fig.  4.6b  shows tuning for a neuron that is maximally excited by a 
brief acoustic feature (e.g., a song note) that contains energy at 4.5 kHz and no 
energy immediately below that frequency. The neuron will fi re ~7 ms after the 
presentation of that feature. The tuning properties of midbrain neurons are well 
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characterized by such linear-nonlinear tuning models [ 95 ]. While it is straightfor-
ward to measure tuning by analyzing responses to simple sounds such as tones 
(Fig.  4.6c, d ), the STRF provides a method for analyzing spectral and temporal tun-
ing of a neuron from its responses to complex, natural sounds such as song and 
speech [ 70 ,  85 ,  87 ,  95 – 97 ]. Because we ultimately want to understand how the 
auditory system encodes vocal sounds rather than just tones and/or noise, the use of 
STRFs is crucial for advancing our understanding of how song is represented by the 
fi ring patterns of neurons along multiple stages of the auditory pathway.

   Auditory tuning mechanisms that facilitate the coding of vocalizations are evi-
dent at the level of the midbrain. This does not surprise those who are familiar with 
the literature on midbrain coding of vocal signals in mammals [ 98 – 100 ] and frogs 
[ 101 ,  102 ]. But it does surprise those who think of cortex as the origin of functional 
specializations for the coding of behaviorally relevant signals. Complex vocalizations 
like speech and song are characterized by modulations in energy across frequency 
(spectral modulations; e.g., harmonics) and time (temporal modulations) [ 15 – 17 ]. 
The spectral, temporal, and combined spectrotemporal modulations in speech are 
important for intelligibility; removal of low-frequency spectral modulations and 
midrange temporal modulations signifi cantly lowers the comprehension of speech 
sentences in human listeners [ 103 ]. The dependence of speech perception on spec-
trotemporal modulation frequencies suggests that auditory neurons are tuned to 
modulation frequencies that characterize behaviorally salient sounds such as vocal-
izations. In the songbird midbrain, auditory neurons are tuned for the spectral and 
temporal modulations that characterize song [ 17 ]. When a noise stimulus contain-
ing spectral and temporal modulations that are in song and modulations that are not 
in song is presented, neurons selectively respond to noise segments containing 
modulations that match those in song. These selective responses to modulations in 
noise that match song modulations suggest a tuning mechanism that facilitates the 
coding of acoustic information in song and fi lters out other acoustic features. Similar 
tuning for spectrotemporal modulations that match frequency-modulated sweeps 
in vocalizations has been found in mammal IC neurons [ 98 ,  99 ]. A recent study on 
human perception of spectrotemporal modulations supports the hypothesis that 
human auditory neurons are tuned for sounds composed of specifi c spectrotemporal 
modulations. Sabin et al. [ 104 ] found that training subjects to discriminate modula-
tion depth for a stimulus consisting of one spectral and one temporal modulation 
frequency led to improved discrimination on that stimulus but the learned improve-
ment did not generalize to stimuli with different spectrotemporal modulation fre-
quencies, even if the spectral modulation frequencies were shared. This provides 
behavioral evidence that the human auditory system contains neurons that are tuned 
to specifi c spectrotemporal modulations. Together, these studies suggest that modu-
lation tuning is a conserved mechanism for the neural coding of spectrotemporally 
complex vocalizations. 

 Many songbird midbrain neurons are sensitive to statistical differences between 
classes of complex sounds. The tuning properties of these neurons differ during the 
processing of different sound classes such as vocalizations and noise [ 17 ,  85 ]. This 
phenomenon is called stimulus-dependent tuning [ 85 ] and is found in neurons of 
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other animals and other sensory systems [ 97 ,  105 – 107 ]. Tuning differences during 
the processing of complex sounds such as song and noise that differ in spectrotem-
poral structure are measured by comparing the STRFs of a single neuron calculated 
separately from responses to two sound classes. Stimulus-dependent tuning based 
on statistical differences among stimuli may maximize the mutual information 
between stimulus and response [ 108 – 113 ], facilitate neural discrimination of natu-
ral stimuli [ 17 ,  85 ], and correlate with changes in perceptual sensitivity [ 114 ,  115 ]. 

 Midbrain neurons also exhibit “extra-classical” receptive fi elds (RFs) consisting 
of sideband excitation and sideband inhibition [ 70 ]. This tuning property serves as 
the underlying mechanism of stimulus-dependent tuning. Classical RFs are deter-
mined by responses to single tones that vary in frequency and intensity (Fig.  4.6c, d ). 
Responses to frequencies within a neuron’s classical RF are modulated by frequen-
cies that fall outside of the classical RF. This makes neurons with extra- classical 
tuning sensitive to the structure of spectrally correlated sounds such as the noisy 
bursts of sound and harmonic stacks that characterize vocalizations such as zebra 
fi nch song and speech. Midbrain neurons, therefore, exhibit a simple nonlinearity 
that can account for the stimulus dependence of receptive fi elds estimated from the 
responses to sounds with natural and nonnatural statistics. 

 The spectrotemporal tuning properties of individual midbrain neurons cluster into 
functional groups based on how the neurons encode specifi c acoustic features impor-
tant for perceptual qualities such as pitch, rhythm, and timber [ 87 ]. The four major 
functional groups are distinguished by the combined spectral and temporal properties 
of sounds to which they respond. For example, spectrally and temporally narrowband 
neurons encode brief sound segments that contain power at a specifi c frequency, pos-
sibly serving to encode pitch information. On the other hand, neurons with broad spec-
tral tuning and narrow temporal tuning are sensitive to the onsets of sound segments at 
a large range of frequencies, possibly contributing to the  encoding of rhythm. 

 The responses of auditory midbrain neurons to songs and other sounds show that 
tuning mechanisms to encode the special acoustic properties of song exist even at 
this early level in the auditory processing stream. The tuning of midbrain neurons 
for spectrotemporal modulations found in vocal sounds, the stimulus dependence of 
receptive fi elds, the neural discrimination of songs by temporal response patterns, 
and the functional grouping of spectrotemporal tuning among neurons demonstrate 
neural mechanisms for encoding communication vocalizations. These mechanisms 
subserve the formation of neural representations that can be used by downstream 
neurons to decode information such as species identity and individual identity. 

 The importance of subcortical processing in speech perception [ 35 ,  116 ,  117 ] 
indicates that understanding how the midbrain encodes vocalizations will be impor-
tant for future prevention and remediation of speech and language disorders. 
One hypothesis is that human midbrain neurons, like songbird midbrain neurons, 
cluster based on spectrotemporal tuning and that these groups form the initial basis 
for the perceptual features that are well described in humans [ 118 ]. Based on this 
premise, we can also hypothesize that humans with impaired speech perception 
have poorly developed functional tuning groups or missing groups. Human brain 
imaging techniques could be used to test these hypotheses. For example, sound 
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stimuli can be designed to maximally excite neurons in putative functional tuning 
groups that encode acoustic features important for speech perception. These stimuli 
could then be presented during brain imaging in order to test for the presence of 
functional tuning groups in the human auditory system. Observed differences in 
imaging results between humans with and without normal speech perception could 
then provide organizational principles for the role of subcortical auditory process-
ing in speech perception.  

    Thalamus 

 The avian auditory thalamus, nucleus ovoidalis (Ov) is homologous to the ventral 
division of the mammalian medial geniculate body (MGv; Fig.  4.4 ) and is tonotopi-
cally organized like midbrain and hindbrain nuclei [ 119 ,  120 ]. It is a small region of 
densely packed neurons organized into a core and a shell, with the core receiving the 
majority of the projections from the auditory midbrain [ 121 ] and providing the major 
input to the primary auditory forebrain [ 122 ]. Like the borders of the auditory mid-
brain, the Ov shell receives input from the cup of RA [ 60 ]. The functional signifi cance 
of projections from this song production region back to the auditory thalamus has yet 
to be determined. But it could contribute to a feedback system that allows the vocal 
motor and auditory systems to coordinate song learning and production. 

 A small number of studies of the songbird auditory thalamus indicate that many 
neurons in the region respond to tones with excitatory V-shaped tuning curves, 
some with inhibitory sidebands [ 119 ,  123 ]. The fi ring properties of single neurons 
appear to be slightly less reliable and linear than in the midbrain [ 123 ,  124 ]. 
Spontaneous fi ring rates are higher and responses to songs contain more bursts of 
action potentials than in the midbrain [ 124 ]. From this limited information, the fre-
quency tuning in the thalamus and midbrain are thought to be similar; however, the 
stimulus–response relationship may be less precise in the thalamus than in the mid-
brain at the level of the single neuron. It is also possible that the increased level of 
spontaneous and sound-driven activity in thalamic neurons contributes to the increased 
heterogeneity of spectrotemporal tuning properties among single neurons in the pri-
mary cortex compared to the midbrain [ 87 ]. The general conclusion based on prelimi-
nary comparisons of midbrain, thalamus, and cortex tuning is that the auditory 
thalamus is not simply a relay nucleus but likely shapes the diversity of tuning features 
that emerges in the cortex [ 124 ].  

    Primary Cortex 

 The major thalamo-recipient layer in songbird auditory cortex, fi eld L2, is homologous 
to layer IV of the primary auditory cortex in mammals [ 51 ]. Field L2 projects to 
adjacent layers L1 and L3 (Fig.  4.4 ). These two layers project reciprocally to higher 
auditory processing regions and receive weak inputs from the shell region 
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surrounding Ov [ 58 ,  59 ,  62 ]. Tonotopic gradients are most clear in L2 but span 
across L1, L2, and L3, with best frequencies increasing from dorsolateral to ventro-
medial regions of each layer [ 125 ,  126 ]. Mapping studies using STRFs calculated 
from responses to amplitude modulated noise have revealed spatial patterns of spec-
trotemporal tuning in the cortex that are helpful for understanding how each pro-
cessing region may encode song features differently. Many L2 neurons are narrowly 
tuned in both spectral and temporal dimensions [ 126 ,  127 ] corresponding to the 
encoding of changes in energy over time in a specifi c frequency band, with the tem-
poral precision needed to detect acoustic features of short duration song notes [ 87 ]. 
The single and multiunit STRFs of neurons in L1 and L3 are more complex and tend 
to show a trade-off in coding specifi city between spectral and temporal tuning. For 
example, neurons with broad spectral tuning have narrow temporal tuning [ 126 ,  127 ], 
potentially specializing in rhythm encoding [ 87 ]. At the multiunit level, the organi-
zation of spectral and temporal tuning has been summarized as two mapped pat-
terns; spectral tuning grows broader across fi eld L subregions in the medial to lateral 
direction and temporal tuning is narrow in L2, intermediate in L1, and broad in L3 
[ 126 ]. 

 Vocalization coding in fi eld L is also well studied by directly analyzing the spike 
trains evoked by songs. Field L responses to song are on average slightly less robust 
and reliable than midbrain responses [ 17 ,  87 ,  128 ]. Nonetheless, the temporal precision 
and reliability of song responses of some neurons is suffi cient to discriminate among 
the songs produced by different birds [ 91 ,  92 ]. Moreover, when the responses to 
large sets of songs are used to estimate STRFs, fi eld L neurons cluster into spectro-
temporal tuning groups that are similar to those in the midbrain. 

 While the major tuning groups in midbrain and primary cortex are shared, each 
fi eld L group contains a larger range of spectral and temporal response characteris-
tics among neurons, and some smaller tuning groups, to emerge [ 87 ]. This indicates 
an overall pattern of increasing heterogeneity and complexity in spectrotemporal 
tuning at higher processing stages of the ascending auditory system. Tuning for 
specifi c spectrotemporal modulations in the human primary and secondary auditory 
cortex also appears to map onto the modulations in natural sounds [ 129 ]. This suggests 
that modulation tuning serves as a mechanism for processing complex sounds such 
as vocalizations that is common to birds and mammals, including humans. 

 At the population level, primary forebrain neurons show response selectivity for 
song over other complex sounds as measured by average fi ring rate. Neurons gener-
ally fi re more to song over other sounds such as tone complexes that are matched to 
song in frequency spectrum and power but do not have the same spectrotemporal 
statistics as song [ 130 ,  131 ]. This selectivity for song over synthetic sounds is 
weakly present in juveniles that are just beginning to develop song [ 34 ] and is pres-
ent in non-singing females [ 10 ] suggesting that basic response selectivity for song 
over synthetic sounds such as tone complexes and noise does not require vocal 
learning. However, the excitability and strength of song selectivity in fi eld L are 
lower in juvenile males than in adults, indicating that cortical auditory processing 
matures while developing birds are hearing and learning to produce song [ 34 ]. 
There is some debate over how response properties such as song selectivity differ 
between the primary thalamo-recipient region L2 and the secondary subregions L1 
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and L3. However, multiple studies examining responses to song syllables or syn-
thetic sounds agree that L1 and L3 neurons tend to show more complex tuning than 
do L2 neurons [ 57 ,  125 ,  127 ,  132 – 134 ]. In summary, the auditory coding of song 
and tuning in general become progressively more complex and nonlinear from 
midbrain to cortex.  

    Higher Cortex 

 Responses to songs in higher auditory regions reveal a variety of complex coding 
properties that are not prevalent in fi eld L. Field L sends inputs to two large auditory 
processing fi elds in the songbird brain, NCM and CM (Fig.  4.4 ). Field L subregions 
L2 and L3 project to NCM, which is posterior to L3. Subregions L2 and L1 project 
to CM, which is dorsal to fi eld L. The response properties of many NCM and CM 
neurons are poorly characterized by linear-nonlinear models such as STRFs. 
Therefore, attempts to characterize the spectrotemporal tuning properties of neu-
rons in these regions have proven more diffi cult than in lower regions. While some 
neurons in these regions respond strongly to simple stimuli such as tones [ 135 ], 
responses to songs indicate that higher cortex neurons are sensitive to recent stimu-
lus history [ 136 – 140 ], the sound environment [ 141 ], and the behavioral salience of 
song stimuli [ 8 ,  142 – 144 ]. For example, NCM responses habituate to repeated pre-
sentation of the same song [ 136 ,  139 ] and show species-related response prefer-
ences [ 140 ,  145 ,  146 ]. Additionally, training adult birds to recognize songs alters 
the responses of NCM and CM to those songs. For example, CM neurons respond 
more to song motifs that are present in perceptually learned songs than to songs that 
have no particular behavioral salience [ 142 ]. Similar learning processes are associ-
ated with weaker responses in NCM neurons [ 144 ]. Song-specifi c habituation, spe-
cies response preferences, and adult learning effects in NCM and CM make these 
regions promising candidates for testing the interactions between vocal learning 
and auditory processing of song. For example, NCM neurons in starlings deprived 
of hearing adult song during development are less selective for song features than 
are NCM neurons in wild-caught starlings [ 147 ]. Understanding interactions 
between experience and auditory processing in the songbird brain can contribute to 
developing hypotheses for how speech experience shapes auditory processing in the 
human brain. 

 Questions about perceptual and neural categorization of communication vocal-
izations are addressed in songbirds that use repertoires of song types. The starling, 
for example, is useful for studying how different regions of the cortex may be spe-
cialized to code categories of song information such as syllable types and motif 
types. In contrast to zebra fi nches in which one individual sings only one stereo-
typed motif, individual starlings sing many different song motifs, each with a 
spectrotemporally unique set of syllables. Each motif type is stereotyped and may 
be repeated or interleaved with other motif types during singing bouts [ 148 ,  149 ]. 
This song complexity provides an opportunity to ask whether neurons in specifi c 
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cortical areas are differentially sensitive to categories of vocal signals, potentially 
demonstrating hierarchical sensitivity to syllables and motifs as acoustic units that 
are perceptually categorized (see [ 18 ] for a comparison with the hierarchical orga-
nization of language). Comparisons of single neuron responses to multiple motif 
types in the fi eld L subregions show that sensitivity to acoustic differences among 
song motif types differs signifi cantly among the subregions [ 150 ]. Response selec-
tivity for motif type is higher in L3 than in L2 and L1, suggesting that the song 
features that drive cortical neurons become more specifi c beyond the thalamo-recip-
ient layer. In turn, the higher cortical region NCM, which receives strong projec-
tions from L3, also shows strong motif selectivity. The sensitivity of neurons to 
acoustic variations among repetitions of the same motif type is lower in CM than in 
the fi eld L, suggesting that this region may be important for categorizing motif 
types, potentially as auditory objects. In agreement with studies using STRFs to char-
acterize tuning, neural selectivity for acoustic features of song becomes increasingly 
complex between L2 and higher regions, and some regions may be specialized for 
coding song at particular levels of organization. Studies of cortical sound processing 
in mammals also support the general conclusion that neural coding of complex sounds 
such as song and speech becomes more specialized and complex in higher cortical 
processing stages [ 151 – 156 ]. 

 NCM is a specifi c focus for investigating the neural basis of song memories that 
serve as templates for song learning. The hypothesis is that NCM houses circuitry 
for the formation and storage of tutor song memories [ 61 ]. In support of this idea, 
female zebra fi nches that do not sing or have intact song control systems also mem-
orize songs they hear during development [ 39 ]. In zebra fi nches, the NCM expres-
sion of an immediate early gene (a gene that alters transcription of other genes) 
called  zenk  [ 157 ] becomes sensitive to song playback at the age that birds begin to 
memorize tutor songs but not before [ 145 ,  158 ]. The NCM  zenk  expression follow-
ing song presentation is lower in juvenile males and females that have not experi-
enced adult song compared to juveniles that have heard song from an adult. This 
suggests that gene transcription in NCM is infl uenced by early auditory experience 
[ 158 ,  159 ].  Zenk  expression following presentation of a tutor’s song and other songs 
does not differ in the adult NCM [ 160 ] but it is higher in response to tutor song 
playback in the CM and NCM of juvenile males that are learning to sing [ 161 ].  Zenk  
expression levels in NCM are also correlated with the accuracy of song learning 
[ 162 ,  163 ], and song learning is impaired by disruptions of  zenk  expression [ 164 ]. 
Electrophysiological data on the habituation rates of NCM responses to tutor songs 
also suggest that NCM neurons store information about tutor songs [ 165 ]. Whether 
and how the habituated responses of NCM neurons subserve tutor song memory has 
yet to be worked out. In summary, song responses in the higher auditory cortex are 
nonlinear compared to song responses in upstream auditory regions and infl uenced 
by developmental and adult experience with vocalizations. Studying the infl uence of 
experience on song coding properties in higher auditory cortex may be instrumental 
in defi ning mechanisms for applying social salience to vocal signals and learning 
vocal motor gestures by imitation.   

4 The Songbird Auditory System



80

    Early Experience and Song Processing 

 The infl uence of speech experience—auditory, social, and motor—on human speech 
development is well studied [ 38 ,  166 – 168 ]. But the neural mechanisms whereby 
experience shapes speech development and perception can only be approached with 
low resolution and/or indirect assays of neural activity such as electroencephalogra-
phy (EEG) or functional magnetic resonance imaging (fMRI). Use of high- resolution 
methods such as single-unit electrophysiology and measurement of gene expression 
has shown that early experience shapes songbird auditory coding in the midbrain 
and cortex. Deprivation of exposure to adult song and exposure to abnormal song 
during development signifi cantly affect neural response strength (i.e., fi ring rates) 
and the selectivity of neurons’ responses to song features (see [ 169 ] for review). For 
example, cortical responsivity and selectivity for specifi c song elements such as 
whistles is diminished in starlings that are completely deprived of hearing song as 
juveniles [ 9 ,  170 ]. In male zebra fi nches, midbrain and fi eld L coding of song is 
compromised by abnormal developmental experience of song, largely due to lower 
than normal fi ring rates of single neurons in response to songs [ 88 ]. The auditory 
systems of non-singing females may not be similarly sensitive to early song expo-
sure [ 130 ,  171 ]. It is therefore possible that the ability to learn vocalizations is cor-
related with signifi cant experience-dependent plasticity in the auditory system. 
More studies are needed to establish a relationship between early song experience 
and auditory development. In any event, the current behavioral and neurophysiolog-
ical evidence supports the hypothesis that songbird auditory processing, like human 
auditory processing, is infl uenced by early experience with vocal communication 
sounds. The songbird therefore provides an opportunity to study neural mechanisms 
whereby vocal experience shapes auditory system development and perception. 
Because the human auditory system is also slow to fully develop [ 172 ], the knowl-
edge gained by studying songbird auditory development may lead to hypotheses 
about the infl uence of speech sounds on human auditory development that will 
impact the diagnoses and treatment of language processing disorders.  

    Conclusions 

 The songbird auditory pathway is a particularly useful system for examining vocal-
ization processing because songbirds, like humans and unlike most other animals, 
are vocal learners. A rich history of behavioral and neurobiological studies on song 
learning has paved the way for using songbirds to study how auditory processing 
subserves vocal communication. The studies reviewed here identify principles of 
auditory coding in songbirds that may apply to human speech. One example of 
shared coding principles is the tuning for spectrotemporal modulations that charac-
terize vocal communication sounds. There are bound to be more mechanisms of 
vocalization perception and learning that can be characterized in songbirds and 
tested for in humans. Laboratory approaches using songbirds that include 
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experience manipulations, behavioral assessments of perception, and high-resolution 
measures of auditory coding can help us develop an understanding of how the 
human brain acquires and understands speech.     
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    Abstract     Songbirds are a premier model for speech and language; brain and 
behavior studies of song learning, perceptual processing, and production have 
uncovered processes fundamental to vocal communication. Recently, the fi rst song-
bird genome has been sequenced and assembled. The genome represents great 
opportunity to advance discovery of neural mechanisms of song. Notably, it enables 
simultaneous measurements of thousands of genes, prediction and testing of the 
connections between those genes, examination of nonprotein coding RNAs, and 
functional structural elements. Researchers have just begun to explore these aspects. 
This review will therefore provide an overview of how genomic elements may inter-
relate with song.  

  Keywords     Zebra fi nch   •   Songbird   •   Genome   •   Neural circuit   •   Plasticity   • 
  Experience   •   Song   •   Evolution  

        Introduction 

    We are at the start of an exciting era in the investigation of learned vocalizations 
using songbird model systems. Creative researchers are employing rapidly advanc-
ing technology to tackle various dimensions of complex behaviors such as song. 
Building on a solid 50-year foundation of behavioral work that established the song-
bird as a premier animal model for speech and language, recent studies have added 
new insights [ 1 – 5 ]. The genome is an essential resource for future discoveries into 
the fundamental neural mechanisms of song. 

    Chapter 5   
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Strengthens Brain-Behavior Connections 
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 The genome tracks with behavior and brain on multiple timescales, from evolutionary 
time, across an animal’s lifetime, and in acute moment-to-moment experiences. 
Species emerge on an evolutionary timescale. Close to 5,000 extant species of songbirds 
(order Passerine, suborder Oscine) live all over the world, each with their own 
unique neurobiology and behavior. A genetic program to direct development and 
maintenance of the brain circuitry that controls singing, and how it connects with 
the auditory forebrain area responsible for auditory processing and learning, must 
have evolved in songbirds. 

 Presumably, precise regulation of this genomic program differs between species 
whose strategy for song learning and singing differs, though all songbirds share 
some common features. Further, the process of vocal learning has strong parallels 
with speech acquisition. In both songbirds and humans, an individual forms an audi-
tory memory of the vocal element to be copied, then uses a process of sensorimotor 
error correction to shape his own vocal output to resemble that sound element. 
In addition, the basic cortico-thalamic-basal ganglia neuroanatomical circuitry that 
directs learned vocalizations in humans is necessary for song learning in songbirds. 
Few animals are known to have the ability to learn vocalizations; songbirds are 
among the most tractable for deep investigation into the neurogenomic underpin-
nings of brain function and behavior that surround vocal learning. 

 Brain development in songbirds occurs primarily after hatching. Thus neural 
development is affected not only by genetic programming but also by the bird’s expe-
rience. Especially in species that can only learn to sing once during development, the 
interaction of age- and experience-dependent genomic changes that alter brain func-
tion can have lifelong consequences for song. The genome must therefore respond to 
acute experience. This includes the experience interacting with other animals socially 
(including hearing singing) and the experience producing vocalizations. Dynamic 
regulation of the genome during acute experience refl ects previous experience and is 
a mechanism by which a trace of the current experience can persist. 

 This chapter will examine genomic elements that refl ect each of these timescales 
and how they might relate to brain function and behaviors like song. The zebra fi nch 
( Taeniopygia guttata ) will be the primary species discussed, as it is the zebra fi nch 
songbird genome that is currently sequenced and assembled, and it has been the 
model for many studies investigating genome-brain-behavior interrelationships. 
Information will be presented at a high level because the zebra fi nch genome assem-
bly was released recently, April 2010 [ 6 ]. 

 The studies described here therefore represent how new approaches and access 
to information beyond individual protein-coding sequences will advance the song-
bird as a model for speech and language. Research is just beginning in this post- 
genomic era, thus almost all published work describes discoveries that require 
additional validation. The goal here is not to draw strong conclusions about how 
these early results directly relate to song. Rather the goal is to familiarize the reader 
with genomic characteristics that could be mechanisms of song and to review the 
recent studies as proof of concept for how the genome advances study from indi-
vidual protein-coding gene-based examination to broader scale genomic dynamics. 
Ultimately, these types of studies will only deepen our appreciation for the parallels 
between vocal learning in songbirds and humans.  
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    DNA Sequence and Song 

    Discovery of Coordinated Gene Sets 

 The study of individual genes has provided essential insight into the neurobiology 
of vocal learning in the last ~30 years [ 7 – 13 ]. However, no one gene can tell the 
whole story of how the brain interacts with behavior and experience; the Ensembl 
gene prediction (build version 71) contains 19,334 known and predicted gene tran-
scripts, including pseudogenes, in the zebra fi nch genome. The post-genome per-
spective emphasizes simultaneous measurement of multiple genes, and consideration 
of the interactions between these gene sets, to gain insight into broader mechanisms 
that are involved in behavior. There are currently two major methods for measuring 
expression levels of thousands of genes simultaneously: microarray and “next- 
generation” whole-genome direct RNA sequencing.   

    Gene Sets: Microarray 

 A genome assembly is not necessary to produce and use a DNA microarray, although 
the genome aids greatly in annotation and permits identifi cation of nonprotein- 
coding transcribed elements (discussed below). Microarrays do allow for gene dis-
covery; no knowledge is necessary a priori to test if a gene is relevant to a particular 
brain area or process. Microarrays were therefore an important fi rst step in the tran-
sition from single-gene examination to multigene set exploration. Four spotted 
DNA microarrays were created between 2004 and 2008 [ 14 – 17 ]. Each project gen-
erated DNA libraries with thousands of expressed sequence tags (ESTs) cloned 
from the zebra fi nch brain. All four arrays were used to identify genes that might be 
involved in zebra fi nch song. 

    Discovery of Static “Marker” Gene Sets 

 It is still unknown how the song system is masculinized but both steroid signaling 
and sex chromosome gene expression likely contribute [ 10 ,  11 ,  13 – 22 ]. To discover 
a gene set that differs between males and females, “brain sex markers,” microarray 
experiments compared gene expression profi les in the telencephalon of developing 
birds. In one of the fi rst songbird microarray experiments, ~300 ESTs showed a 
signifi cant sex difference [ 17 ,  23 ]. The authors confi rmed a sex difference in mRNA 
levels within major singing control nuclei for eight previously unstudied genes. 
Although small in number, this experiment demonstrated that meaningful gene dis-
covery was possible with microarrays. 

 Two larger-scale experiments were done to answer the question of whether or not 
there were genes that had expression levels unique to the adult male song control 
nucleus HVC [ 14 ,  24 ]. Together, these experiments found ~1,200 ESTs (800 from 
Li; 400 from Lovell) that met the statistical criteria set to identify neuroanatomical 
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“marker” genes. With this number of genes, it is possible to analyze the functional 
categories over- and underrepresented in the gene sets to indicate what processes 
may be specialized to HVC. Genes in the Li study were disproportionately related 
to gene expression and protein translation, as analyzed by pathway analysis [ 14 ]. 
Gene ontology (GO) functional annotation analysis used in the Lovell study revealed 
that signal transduction, ion transport, and synaptic transmission had an overrepre-
sentation of genes (Fig.  5.1 ) [ 24 ]. Based on GO analysis, HVC marker genes in the 
Lovell study were statistically more likely to encode proteins localized within the 
plasma membrane than the nucleus.

  Fig. 5.1    Patterns of gene expression reveal specializations in song control areas. Expression of 
known HVC markers ( a – d ). Representative in situ hybridization autoradiograms of parasagittal 
sections of adult male zebra fi nches at the level of HVC (∼1.4–2.4 mm from midline). ( a ,  left ) 
Schematic depicting neuroanatomy including the major telencephalic song control nucleus HVC 
(in  black ).  Reused with permission from Lovell, P. V., Clayton, D. F., Replogle, K. L.  &  Mello, C. 
V. Birdsong “transcriptomics”: neurochemical specializations of the oscine song system. PloS One 
3, e3440, doi:    10.1371/journal.pone.0003440       (2008). Open Source Article  [ 24 ]       
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       Discovery of Dynamic Gene Sets: Acute Timescale 

 Song processing and production requires fast modulation of cellular activity. Rapid 
and robust immediate early gene expression after hearing song playbacks and sing-
ing demonstrated that the genome also responded dynamically to these behaviors 
[ 9 ,  12 ,  25 – 29 ]. Microarrays were used to test whether or not immediate early genes 
were the only genes invoked by acute experience, and if not, to characterize other 
experience-dependent genes. 

 In the song control circuit, several microarray experiments identifi ed genes regu-
lated by singing and have organized these gene sets into functional categories and 
proposed transcriptional networks [ 6 ,  16 ,  30 ,  31 ]. In one experiment, 33 out of a 
predicted set of 150 genes were validated to show signifi cant mRNA changes in 
several motor control nuclei after the bird sang; two of these were the well-studied 
immediate early genes ZENK (an acronym for zif286, egr-1, ngfi -a, krox24) and 
c-fos [ 16 ]. Thirty-one of the 33 genes showed increased expression levels after sing-
ing compared to non-singing controls. More than a third of all of the genes were 
predicted to function within the cell nucleus, and 19 % of them were categorized as 
transcription factors, consistent with the idea that song initiates several transcrip-
tional cascades that could have cellular effects after the singing ceases [ 32 ]. 
Additional experiments targeted the basal ganglia component of the motor circuit 
and specifi cally analyzed thousands of singing-regulated genes for transcriptional 
control mechanisms. These studies reported the regulation of several co- expression 
networks and potential regulatory transcription factors including CREB, NFKB, 
NTRK2, and FOXP2 [ 6 ,  30 ,  31 ]. 

 Hearing novel song playbacks also invokes the genome in adult male zebra 
fi nches in the auditory forebrain [ 33 ]. Approximately 600 ESTs showed signifi cant 
changes in birds that heard a novel song playback compared to those who were not 
presented with auditory stimulus, i.e., left in silence. More than half of the song- 
responsive genes have lower mRNA levels after hearing song compared to their 
baseline level in the silence condition. Further, approximately 65 % of the song- 
responsive genes do not show a signifi cant change from silence baseline when the 
song the bird heard was familiar to him. This process of genomic habituation, the 
attenuation of a response after repeated exposure to a stimulus, may relate to behav-
ioral habituation, a form of nonassociative learning [ 33 ,  34 ].  

    Discovery of Dynamic Gene Sets: Developmental Timescale 

 The function of song areas shifts across development as birds enter, then exit, the 
sensitive period for song copying. Microarray experiments demonstrated that this 
functional change is associated with large-scale changes in gene expression. 
Approximately 900 genes show altered expression levels in the auditory forebrain 
between birds too young to learn song and adults, who have completed song learning 
[ 35 ]. These genes show the same expression levels regardless of whether or not the 
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birds had been exposed to acute song playback experience. In fact, the young birds do 
not show a song response at all; genes regulated by song playbacks in adults are 
expressed at a constitutively high level in the young auditory forebrain. Thus this 900-
gene set likely represents “maturation” genes that refl ect a combination of advanced 
age and accumulated experience. Functional GO categories of cell proliferation and 
differentiation are overrepresented in genes that showed higher P20 than adult expres-
sion levels. Genes that showed higher expression levels in adult than P20 auditory 
forebrain are overrepresented in cell death and transcriptional regulation.   

    Meta-Gene Sets: Microarray 

 With extreme care, statistical comparisons can be made across experiments. One 
algorithm employed for this purpose is called weighted gene co-expression network 
analysis (WGCNA) [ 36 ]. Cross-experiment analysis is aided when many of the 
technical aspects have been standardized. This was part of the design of the Songbird 
NeuroGenomics (SoNG) Initiative’s microarray project [ 15 ]. WGCNA has been 
used to identify gene networks associated with particular areas and cell types, dis-
ease, and evolution in humans [ 37 – 39 ] and was applied to data from 15 experiments 
that utilized the SoNG microarray [ 15 ]. These experiments represent 488 tissue 
samples from six bird species assigned to 80 treatment groups. This comprehensive 
analysis revealed that brain area is the major determinant of overall patterns of gene 
expression [ 40 ]. This result is fascinating as previous use of the WGCNA algorithm 
on human brain expression data distinguished cell types; the genes associated with 
different components of the song circuitry may therefore provide essential informa-
tion to discover what cellular characteristics permit them to function in song [ 38 ].  

    Gene Sets: Whole-Genome Direct RNA Sequencing 

 Whole-genome “next-generation” direct RNA sequencing technology has at least  
major advantages over microarrays: (1) no prior cloning needs to be performed; (2) 
all RNAs expressed in the experimental tissue can be sampled, i.e., measurement of 
a brain RNA is not dependent upon it also being represented in the sample used to 
make the array; (3) splice variants can potentially be identifi ed; (4) unannotated 
sequences can be mapped to genomic locations; and (5) all transcribed genomic 
elements are sampled, including nonprotein-coding RNAs. Successful use of RNA 
sequencing technology still requires careful consideration of biological confounds 
and is most effective with full genome assemblies as read lengths are still relatively 
short (75–100 bp). Several labs have already taken advantage of this method and are 
actively analyzing whole-genome direct RNA sequencing data in relation to song. 
No detailed next-generation sequencing studies on songbirds in the context of song 
production or processing have been published to date, but data from zebra fi nch cell 
lines and auditory forebrain demonstrate that direct RNA sequencing will be a 
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highly sensitive strategy to detect dynamically regulated sets of genes, multiple 
types of transcribed genomic elements (see below), and alternatively spliced 
mRNAs [ 41 ]. RNA-sequencing technology is rapidly advancing; with continued 
improvements in analysis algorithms and falling costs, “next-next-generation” 
sequencing looks to become a standard method to investigate neurogenomic profi les 
associated with song in the near future. 

    Prediction and Testing of Transcriptional Cascades 

 Transcription factors are proteins that regulate the transcription of other genes. In 
this way, production of a few genes can set off a cascade of transcriptional activa-
tion—or repression—that alters the levels of multiple gene products [ 32 ]. 
Transcription factors often work in combination, but their potential to regulate a 
particular gene can be predicted by the presence of small stretches of DNA called 
binding sites/motifs or recognition sequences.   

    High Conservation of Transcription Factor Genes 
and Binding Motifs 

 Transcription factors are subject to evolutionary pressures [ 42 – 47 ]. However, evidence 
supports the high evolutionary conservation of key transcription factors. For example, 
ZENK, FOXP2, and steroid receptors are all transcription factors central to song neu-
robiology and behavior. Each of these transcription factors shows high sequence (78–
99 % homology to human) and functional conservation. They show neuroanatomical 
expression distributions across age and experience that are similar to other species, are 
regulated by evolutionarily conserved mechanisms, and are implicated in neural pro-
cesses such as learning and behavior as in other species [ 26 – 28 ,  48 – 58 ].  

    Rapid and Specifi c Regulation of Transcription 

 Individual transcription factors such as the immediate early gene ZENK were 
instrumental in mapping the biological relevance of a variety of specifi c behaviors 
and experiences [ 12 ,  25 ,  29 ,  50 ,  59 ]. The rapid and specifi c expression of transcrip-
tion factors after hearing or producing song suggests larger alterations in patterns 
of gene expression function in song processing and production, consistent with 
microarray fi ndings described above that show hundreds to thousands of transcrip-
tional changes after song.  
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    Transcriptional Cascade Prediction 

 With the genome assembly, it is possible to predict transcriptional cascades using 
conserved transcription factor binding motifs. In the zebra fi nch genome, the major-
ity of transcription factor binding sites are clustered within 10 kb of the 5′ most 
predicted exon for protein-coding genes [ 6 ]. The position of binding motifs can 
therefore identify genes potentially regulated by a set of transcription factors. It is, 
however, nontrivial to assign specifi c transcription factor target genes; it is not uni-
versally true that binding sites are within 10 kb upstream of gene models and func-
tional combinations of factors are not easily predicted [ 6 ]. Still, with the genome 
assembly, researchers can start with one transcription factor and computationally 
construct a multigene transcriptional cascade that can be empirically tested in ways 
that would have been nearly impossible before. 

 As proof of principle, predicted transcriptional networks that rely on transcrip-
tion factor binding site information have been reported [ 6 ]. In this case, the starting 
data were expression data. Genes were grouped based on their temporal pattern of 
transcriptional changes after a bird sang. Transcription factor binding sites in the 
genomic regions of these gene sets were identifi ed, and analysis predicted that par-
ticular transcription factors may coordinate transcription levels of these gene sets. 

    Functional Promoter Characteristics 

 Regions of the genome that are enriched for transcription factor and RNA polymerase 
binding sites are called promoters. Even small sequence changes within a promoter 
can have robust functional consequences. Binding site changes can be more cryptic 
than changes to the protein-coding portions of the gene because the promoter’s loca-
tion in relation to the protein-coding portion of the gene is variable and promoter 
sequences are not transcribed in RNAs. To date, there are no reports of promoter 
alterations directly affecting song behavior, but access to regulatory sequences via the 
genome assembly has great potential to discover  gene-brain- behavior connections.   

    Alternative Promoters 

 Some genes have more than one promoter. The mechanisms that control usage of 
one promoter sequence over another are poorly understood but differential binding 
results in age-, sex-, and tissue-specifi c expression [ 60 – 63 ]. Evolutionarily con-
served alternative promoters for two steroid-related genes, aromatase and androgen 
receptor, exist in songbirds, too [ 64 ,  65 ]. Alternative promoter usage for the aroma-
tase gene regulates brain transcription independently from peripheral aromatase 
expression [ 64 ]. This may be particularly relevant in the songbird since aromatase 
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is the enzyme that produces estradiol. Estradiol is the most potent masculinizing 
factor known for the song control circuitry and can be rapidly synthesized in the 
brain [ 66 – 69 ]. Androgen receptors are abundant in the song control circuitry and 
their function is required for estradiol to have its masculinizing effects [ 70 – 74 ]. 
Thus, alternative promoters may be one mechanism by which signaling and tran-
scriptional cascades are controlled to optimize song. 

    Noncoding RNA Regulation of mRNA Translation 

 In contrast to transcription factors that coordinate expression of multiple genes, 
noncoding RNAs (ncRNAs) typically regulate the availability of mRNAs that are 
already transcribed. ncRNAs are implicated in brain development, sexual differen-
tiation, and neural plasticity in mammals [ 75 – 82 ]. ncRNAs therefore could affect 
behavior by acting within song areas at any stage of vocal learning and production. 
In addition to the more familiar ribosomal RNA (rRNA) and transfer RNA (tRNA) 
noncoding RNAs that facilitate translation, several other major types have been 
discovered including microRNA (miRNA), piwi-interacting RNA (piRNA), small 
nucleolar RNA (snoRNA), and long ncRNA, and the list of functional transcribed 
genomic elements continues to grow. The different classes of ncRNAs are structur-
ally distinct and act on mRNA in unique ways. All major ncRNA types have been 
identifi ed in the zebra fi nch brain, but to date, only miRNAs have been described in 
relation to song [ 6 ,  14 ,  83 ,  84 ].   

    miRNAs 

 Mature miRNAs are ~21–25 nucleotides long. They are processed by endogenous 
cellular machinery that cleaves a larger hairpin structure transcribed from the 
genome [ 85 ]. The guidelines for miRNA regulation of mRNAs are still being 
refi ned, but generally, miRNAs bind to similar sequences in the reverse complement 
orientation in mRNAs [ 86 – 89 ]. Often, only one strand of the miRNA functions and 
the other strand is degraded, but in some cases both strands act as functional miR-
NAs. Prior to miRNA-mRNA binding, the miRNA is loaded into a protein complex 
that either disrupts translation or marks the mRNA for degradation [ 85 – 91 ]. 

    miRNA Is Transcribed in Songbird Brain 

 In the zebra fi nch, early reports identifi ed fi ve highly conserved miRNAs 
expressed in the whole brain throughout development [ 14 ]. Later next-generation 
RNA- sequencing experiments designed to preferentially sequence small RNAs in 
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the auditory forebrain reported over 100 ncRNAs that share high sequence homol-
ogy with known miRNAs in mammals and chicken [ 83 ,  84 ]. Additional bioinfor-
matic    prediction identifi ed ~35 more sequences that have many characteristics of 
miRNAs and are putative novel zebra fi nch miRNAs.  

    miRNA Is Dynamically Regulated After Specifi c Stimulus 

 Song playback experiments demonstrated that miRNAs have the potential to 
dynamically regulate mRNAs after specifi c experiences. Approximately 50 miR-
NAs are expressed at different levels after adult male birds heard song playbacks 
than when they were left in silence [ 83 ]. As with the mRNAs in the same paradigm, 
some miRNAs are present in higher levels after hearing song and others are reduced. 
Again, as with the mRNA, the miRNA response is selective for novel conspecifi c 
song; hearing playbacks of auditory stimulus with identical acoustic properties 
but with disordered temporal properties does not invoke the miRNA response in 
the auditory forebrain [ 83 ]. Notably, both strands of one song-responsive miRNA, 
tgu-mir- 2954, appear to be functional, though males preferentially process one 
strand and females the other (Fig.  5.2 ) [ 83 ].

       miRNA Target Prediction 

 To understand the functional implications of miRNA biosynthesis, it is necessary 
to identify the mRNAs that are targeted for degradation. Sequence-based predic-
tions identifi ed about 30 target mRNAs for the fi ve miRNAs described in develop-
ment, and eight mRNAs were predicted as targets of the song-responsive miRNA 
tgu-miR- 2954-3p [ 14 ,  83 ]. Interestingly, all eight mRNAs code for proteins with 
related function. While intriguing, predictions of mRNA targets need to be experi-
mentally validated. Song-responsive miRNA populations suggest that ncRNAs are 
sensitive to the broad context of the experiment [ 83 ]. Further, prediction algorithms 
can produce errors given the mismatch nature of the miRNA-mRNA binding. 
In addition, one gene can have multiple binding sites for a miRNA and can have 
binding sites for multiple types of miRNAs [ 6 ]. This raises the possibility of com-
binatorial and dosage-based miRNA regulation of a transcript that is diffi cult to 
bioinformatically predict at this time.  

    Repetitive Elements 

 Repetitive genomic elements serve many essential functions, including chromo-
somal stability and transcriptional regulation [ 92 – 97 ]. The composition of repetitive 
elements is different in the songbird genome compared to the human genome: 

S.E. London



99

~50 % of the human genome is characterized as repetitive elements but in the zebra 
fi nch genome, this estimation is ~8 % [ 6 ]. Major classes of repetitive elements, long 
interspersed elements (LINES), short interspersed elements (SINES), long terminal 
repeats (LTRs), and microsatellites are, however, present in the zebra fi nch genome 
[ 6 ]. Interestingly, SINES are essentially absent in the chicken genome, suggesting 
one way that the songbird genome may differ functionally from the non-songbird 
genome [ 6 ,  98 ]. The role of repetitive elements in genome function is under active 
research in all models, and there are likely implications for song: at least one repetitive 
element is expressed in the brain and is enriched in song control areas [ 6 ].   

  Fig. 5.2    Hearing song results in genome dynamics in the auditory forebrain that include ncRNAs. 
Each strand of song-responsive miRNA miR-2954 is differentially regulated in male and female 
auditory forebrain. Graphs show RT-PCR data of the relative expression of each strand (3p or 5p) 
after either silence ( white bar ) or song playback ( gray bar );  open circles  mark individual mea-
sures.  Reused with permission from Gunaratne, P. H. et al. Song exposure regulates known and 
novel microRNAs in the zebra fi nch auditory forebrain. BMC Genomics 12, 277, doi:    10.1186/1471-
2164- 12-277       (2011) Open Source Article  [ 83 ]       
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    DNA Structure and Song 

    Epigenetic DNA Changes 

 Epigenetic modifi cations are small molecular changes that regulate transcription 
without alterations in genomic sequence. DNA methylation in promoters prevents 
gene transcription, and posttranslational modifi cations to histones, the structural 
proteins of chromatin, modify the probability of gene transcription. Epigenetics is 
especially intriguing when looking for genome-behavior interconnections because 
experience alters the epigenomic landscape, and the epigenetic “marks” are reversible 
[ 99 – 101 ]. 

 To date, there are no published papers that tie specifi c epigenetic modifi cations 
to song. But there is an unpublished report that expression of epigenetic-related 
genes such as histone H3 are expressed at a higher level in song control area when 
birds sing plastic song compared to stable song (Kobayashi et al., Society for 
Neuroscience Abstracts No. 413.09, 2011, personal communication). In zebra 
fi nches, tutor experience and song rehearsal during the sensitive period for song 
learning may promote epigenetic marks that prevent song acquisition later in life. 
In other species that can learn song more than one time, mechanisms that erase 
previous marks may also be crucial for reopening behavioral plasticity.  

    Large-Scale Chromosome Rearrangements 

 Relatively large structural genomic changes also occur. Insertions, deletions, inversions, 
and duplications or expansions can alter single genes and swathes of genes in more 
than one chromosome. These rearrangements are positively correlated with the 
position of repetitive elements discussed above, and several instances of chromo-
somal rearrangements were described in the zebra fi nch genome [ 6 ].   

    Deletion 

 Comparison of the zebra fi nch and human genomes revealed that synapsin I (SYN1) 
is not present in the zebra fi nch assembly [ 6 ]. Further, the adjacent genes, covering 
at least 100 Mb, are also apparently absent from the zebra fi nch genome. The func-
tional effect of this deletion remains to be discovered. SYN1 is one of the most 
abundant proteins found in the presynaptic terminal and is instrumental in modulating 
release of synaptic vesicles, thus could have profound effects on neural signaling 
[ 102 ]. However, the chicken genome also lacks this stretch of DNA, so it may be 
that birds have evolved alternative or paralogous genes to perform the same roles as 
the deleted genes and/or that these genes are not necessary for any aspect of song.  
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    Duplication and Expansion 

 Three genes that may have relevance to the development and function of song brain 
areas may be duplicated in the zebra fi nch genome based on comparisons to chicken 
and mammalian genomes: growth hormone, caspase-3, and β-secretase [ 6 ,  103 ,  104 ]. 
Growth hormone could affect the size and connectivity of neural circuits; other pas-
serines species have a similar duplication [ 104 ,  105 ]. Zebra fi nches appear to have 
a unique duplication in the caspase-3 gene. Caspase-3 is activated in the auditory 
forebrain of adult male zebra fi nches within 30 min of hearing novel conspecifi c 
song playbacks [ 106 ]. Caspase-3 activation in mammals initiates apoptosis but 
there was no evidence of cell death after song playbacks. Perhaps the different gene 
forms permit the uncoupling of caspase-3 and programmed cell death; the caspase 
family of genes differs across species with duplicated and deleted genes in zebra 
fi nches, chicken, and mammals, and it has been suggested that zebra fi nches may 
therefore have a different caspase-mediated apoptosis cascade than other animals 
[ 103 ]. β-secretase is best understood for its role in cleaving the proteins that aggre-
gate in Alzheimer’s disease [ 107 ]. There are no reports that songbirds suffer from 
brain abnormalities similar to the Alzheimer’s plaques, and how either version of 
the β-secretase gene might infl uence songbird brain function is not immediately 
clear [ 108 ]. All of these in silico predictions need to be carefully validated as having 
biological relevance. 

 Two protein kinase genes, p21-activated serine/threonine kinase 3 (PAK3) and 
proviral integration site 1 (PIM1), were predicted to have undergone expansions 
[ 109 ,  110 ]. PAK3 was predicted to have 31 separate zebra fi nch genes. At least two 
genes are expressed in the brain, including in major song control areas. Each gene 
has a distinct neuroanatomical expression distribution, consistent with their sepa-
rate identities and potential functions. PIM1 has ten additional family members in 
the zebra fi nch genome. At least one of the PIM1 expanded genes is expressed in the 
brain. Both PAK3 and PIM1 appear as only one gene in the chicken genome; thus, 
it is possible that these are Passerine-specifi c expansions that have effects within 
and outside of the brain; as with other predicted genomic traits, these gene expan-
sions need to be experimentally validated.

       Inversion 

 The zebra fi nch Z sex chromosome (male birds are ZZ and female birds are ZW) is 
polymorphic due to a large-scale inversion [ 111 ] (Fig.  5.3 ). A similar chromosomal 
rearrangement is not found on the chicken sex chromosomes. Further, the zebra 
fi nch polymorphism is present in varying ratios in distinct populations, including 
those in the species’ native Australia. The zebra fi nch inversion visibly alters the 
position of the centromere. It affects at least three protein-coding genes: histidine 
triad nucleotide- binding protein 1 (HINT1), doublesex- and mab-3-related 
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transcription factor 1 (DMRT1), and PAK3. In fact, 11 of the 31 reported PAK3 
gene replications were mapped to the Z chromosome; one gene has been validated 
[ 109 ,  111 ]. Like PAK3, HINT1 is associated with protein kinase function and is 
implicated in human psychiatric disorders. DMRT1 is a transcription factor neces-
sary for sex determination. Although the functional implications of this Z inversion 
chromosome are unknown, chromosomal inversions in other birds have a profound 
effect on behavioral phenotype [ 112 ]. The position of this inversion on a sex chro-
mosome may be particularly relevant to song because Z-linked genes are not subject 
to dosage compensation silencing [ 113 ,  114 ]. 

  Fig. 5.3    Sex    chromosome genes may contribute to masculinization of song circuitry; inversion 
events could therefore affect song by altering chromosomal structure. ( a ) Two types of Z chromo-
somes found in wild and domesticated zebra fi nches show alterations in centromere position and 
( b ) gene locations such as for DMRT1 and HINT1. In ( b )  medium-gray hazy label  is DAPI nonse-
lective DNA stain, outlined  dark-gray  label shows the late replication site (here, provides spatial 
reference), and bright dots are fl uorescent in situ hybridization (FISH) signal for specifi c genes. 
 Reused with permission from Itoh, Y., Kampf, K., Balakrishnan, C. N.  &  Arnold, A. P. Karyotypic 
polymorphism of the zebra fi nch Z chromosome. Chromosoma 120, 255–264 (2011)  [ 110 ]       
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    Comparative Approaches 

 Finally, as a model for speech and language, songbirds benefi t from a rich natural 
phylogeny [ 8 ,  115 ,  116 ]. The focus of this chapter was the zebra fi nch, but zebra 
fi nches are only one of almost 5,000 extant songbird species that can be used as 
comparisons. Songbirds are also closely related to a group of sub-oscine birds that 
do not learn their vocalizations. Comparisons of the chicken and zebra fi nch 
genomes have already uncovered ion channels as a potential set of song-responsive 
genes that may be under different evolutionary pressures in songbirds [ 6 ,  117 ]. 
Other bird genome sequences, assemblies, and transcriptomes are in the pipeline 
and represent more power for songbirds to contribute to our understanding of complex 
behaviors such as learned vocalizations.   

    Current Challenges and Opportunities 

 We are just beginning to uncover how genomic dynamics track with the dynamic brain 
during the learning, perceptual processing, and production of song. There are chal-
lenges and opportunities for using genome assemblies to advance investigations into 
learned vocal communication [ 118 ]. Most of these issues are not specifi c to the song-
bird, but represent the scientifi c revolution that all systems must undergo. The songbird 
community of researchers has an exemplary track record of using this natural system 
to identify fundamental mechanisms of brain-behavior interconnections. The genome 
assembly is now one more resource to be employed in these studies. To make best use 
of the genome assemblies, it is necessary to merge genomic investigations with exist-
ing strengths in behavioral, molecular, and physiological methodologies that have 
proven so successful in making the songbird a powerful model in which to discover 
neural mechanisms that underlie complex behaviors such as speech and language.     
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    Abstract     Songbird vocal learning depends on the anterior forebrain pathway, the 
organization of which refl ects a conserved vertebrate cortico-basal ganglia- 
thalamocortical loop architecture. We review the involvement of  FoxP2  in this 
circuit, as well as  FoxP1  and  Cntnap2 , both posited to participate alongside  FoxP2 . 
In the avian striatum,  FoxP2  expression is regulated by singing, highlighting the 
possibility that developmental verbal dyspraxia arising from human  FOXP2  muta-
tion might primarily refl ect a defi cit in ongoing neural signaling, rather than devel-
opmental miswiring. We explore genes co-regulated with  FoxP2  during singing and 
propose that Wnt traffi cking and p63 signaling pathways may be crucial to speech 
and language.  

  Keywords     Birdsong   •   Speech   •    FOXP2    •    WNT    •   Exosomes   •   Multivesicular body   
•   Apical ectodermal ridge   •   Autism   •   Angelman   •   Potocki–Lupski   •   Williams and 
Phelan–McDermid syndromes  

        Introduction 

    The Comparative Approach to the Molecular Biology of Speech 
and Language 

 Our imitativeness and capacity for vocal learning form the bedrock upon which 
modern civilization rests. Yet, we still know very little about how our brain and 
genome together accomplish the unique feat of speech and language. Tackling this 
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problem is somewhat simplifi ed by adopting an appropriate model system with 
which to examine core features of the vocal learning process. In keeping with the 
August Krogh Principle, that for many problems there is an animal on which it can 
be most conveniently studied [ 1 ,  2 ], one model has emerged as preeminent in the 
study of vocal learning. The zebra fi nch ( Taeniopygia guttata ), a cage domesticated 
songbird, has been intensively investigated by ethologists and neuroscientists, 
dating back to a seminal study by Desmond Morris [ 3 ]. Historically, the zebra fi nch 
model has made signifi cant contributions to understanding adult neurogenesis [ 4 – 6 ], 
sensorimotor learning [ 7 – 10 ], the role of sleep in learning [ 11 ,  12 ], brain sexual 
dimorphism [ 13 ,  14 ], mechanisms of sexual selection [ 15 ,  16 ], group affi liative 
behavior [ 17 ], and vocal behavior [ 18 – 21 ]. Thus, a wealth of electrophysiological, 
neuroanatomical, ecological, and behavioral data exists for this songbird. 

 The zebra fi nch is also the most facile animal model of the few species, beside 
 Homo sapiens , both capable of vocal learning and for which whole genome sequence 
data exists [ 22 ]. This bird might therefore seem an ideal model for understanding 
how genes affect vocal learning, speech, and language. Crucially, there remain some 
signifi cant obstacles to progress on the molecular and genetic analysis of vocal 
learning in songbirds. With very few exceptions (and setting aside focal virus- 
mediated manipulations of songbird gene expression [ 23 ]), there have been no for-
ward or reverse genetic experiments conducted to interrogate aspects of songbird 
biology. In an exciting development, zebra fi nch transgenesis has been demon-
strated, representing a major technical advance [ 24 ]. There is also a paucity of natu-
ral songbird mutants affected in vocal learning, and comprehensive forward genetic 
screening for such mutants does not seem a particularly viable approach. Currently, 
for the zebra fi nch, there are some moderately inbred laboratory populations [ 25 ], 
but no isogenic strains. Indeed, the “best”-characterized mutation affecting songbird 
vocal communication is in Belgian Waterslager canaries, which have a hereditary 
degenerative sensorineural hearing loss at higher frequencies and, compensatorily, 
a loud, low-pitched song—for which it was bred [ 26 – 28 ]. The gene, or genes, 
responsible remains at large. Finally, strong inbreeding depression exhibited by the 
zebra fi nch [ 29 ,  30 ], the presence of a large number of poorly characterized micro-
chromosomes, a genomic landscape featuring extremely heterogeneous recombina-
tion rates [ 31 ], and the very few laboratories engaged in such work conspire to 
present a signifi cant challenge in applying traditional genetic approaches to the 
functional analysis of genes involved in birdsong. 

 Not surprisingly, the molecular and genetic dissection of birdsong is still in its 
infancy, as indeed is the study of genes contributing to speech and language func-
tion. Correspondingly, at the level of the gene, there are at present only a few tanta-
lizing points of intersection between song learning and human speech and language 
acquisition. Over the next decade there will be a dramatic increase in the number of 
vocal learner species for which whole genome sequence data exists. In addition to 
the human and zebra fi nch, substantial genome sequence data is already available 
for other vocal learner groups, including parrots [ 32 ], bats [ 33 ], and dolphins [ 34 ,  35 ]. 
In time, it may be possible to identify some of the crucial genetic changes that 
underlay the convergent evolution of this trait. The emerging technological 
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armamentarium, reviewed in Chap.   5     by London, will pave the way for a bioinfor-
matic revolution in our understanding of the genetic basis for vocal learning. For the 
moment, the present chapter provides a timely opportunity to take stock of the fi rst 
decade of investigations into the contribution of “speech and language genes” to 
vocal learning in songbirds. 

 Inevitably, the function of the avian  FoxP2  gene in songbird vocal learning has 
been central to many of these studies and, as is hoped for speech and language, 
may provide a fulcrum for prizing apart the genetic control of learned vocalization. 
The many reviews in the literature on the function of  FoxP2  in birdsong, speech, and 
language are a testament to the excitement in this nascent fi eld [ 36 ,  37 ]. The fi rst 
part of this chapter therefore covers some well-worn ground to summarize the fi nd-
ings on avian  FoxP2  function, elaborating on songbird studies briefl y touched on in 
Chap.   2     by Vernes and Fisher. Before doing so, however, we fi rst describe the 
contribution to song learning of the anterior forebrain pathway (AFP) of the song 
system, in order to place the songbird  FoxP2  data in context. In this respect, the 
present chapter complements Chap.   4     by Woolley on the songbird auditory system 
and Chap.   3     by Tchernichovski and Margoliash, which focuses primarily on timing 
mechanisms mediated through the vocal motor pathway. 

 In the second half of this chapter, we venture into less certain territory, speculating 
on the involvement of other genes in birdsong and speech production. Although 
some of the connections drawn must be regarded as tentative, by bringing together 
songbird data and disparate human genetics fi ndings, we advance a hypothesis that 
may provide a path through the seemingly impenetrable genetic complexity of 
disorders affecting speech production, including childhood apraxia of speech (CAS) 
(developmental verbal dyspraxia) and Angelman, Potocki–Lupski, Williams and 
Phelan–McDermid syndromes. Thus, the framework developed here illustrates a 
tremendous synergy that exists between examining gene expression during song 
and what is, effectively, a genetic screen of many millions of human genomes for 
defi cits in speech and language.  

    AFP Architecture Is Analogous to Cortico-Basal 
Ganglia- Thalamocortical Loops 

 The primary circuit in the songbird brain controlling the production of song is 
known as the vocal motor pathway (see Fig.   3.1    a). Pioneering work by Nottebohm 
and colleagues showed that bilateral lesions of the premotor cortical nucleus HVC 
in male canaries completely abolished song production. Similarly, lesions in the 
motor nucleus RA caused severe defi cits in song [ 38 ]. Since these initial observa-
tions, a detailed understanding of the circuits underlying neuronal control of song 
has emerged through recording techniques that allowed chronic recordings of iden-
tifi ed neurons in awake, singing birds. These experiments indicate that the timing of 
bursts within HVC microcircuitry is responsible for keeping the clock for song timing 
[ 9 ,  39 ] although, as discussed in Chap.   3    , this view is challenged by recent fi ndings. 
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Neurons in RA that receive projections from HVC are responsible for generating a 
motor code for actual song production. RA neurons are therefore thought to be 
equivalent to layer fi ve neurons of the primary motor cortex in mammals [ 40 ]. 
Unique ensembles of RA neurons are sequentially activated by the fi ring of neurons 
that project from HVC to RA (i.e., HVC (RA)  neurons) during production of syllables 
constituting the song [ 41 ,  42 ]. The current model proposed for song motor control 
by RA postulates that convergent activity of an RA ensemble is translated into 
specifi c syllable features [ 42 ]. 

 The internal circuit dynamics of the vocal motor nucleus RA are modifi ed by 
another input, arising from the AFP. A crucial advance in relating avian vocal learning 
to studies on mammals came with the reappraisal of the structural organization of 
the avian brain [ 40 ,  43 ]. With that, it became clear that the overarching design of the 
song system AFP refl ects a highly conserved vertebrate cortico-basal ganglia- 
thalamocortical (CBGTC) loop architecture (Fig.  6.1 ) [ 44 ]. In humans and other 

  Fig. 6.1    Simplifi ed layout of the song system of oscine songbirds. Vocal control is mediated by 
two major pathways. Shown in  red , the motor pathway for song production descends from nucleus 
HVC (which is also the main station of auditory input into the song system) via HVC (RA)  projection 
neurons to the robust nucleus of the arcopallium (RA). RA projects to the tracheosyringeal portion 
of the hypoglossal nucleus (nXIIts), which innervates the syrinx, and to brainstem respiratory 
centers. Shown in  blue , the anterior forebrain pathway (AFP) conforms to a cortico-basal ganglia- 
thalamocortical (CBGTC) architecture, which has been specialized for song learning. A second 
class of pallial (i.e., equivalent of cortical) neurons in HVC, HVC (x) , project to the basal ganglia 
nucleus Area X, within the medial striatum (MSt). The  dashed line  represents the approximate 
pallial–striatal divide. Area X projects to the dorsolateral thalamic nucleus (DLM), and the 
CBGTC path is completed by DLM neurons projecting back to a pallial nucleus, the lateral mag-
nocellular nucleus of the nidopallium (LMAN). Neural circuit loops are closed with projections 
from LMAN back to motor circuitry at the RA, with collateral axons projecting to Area X. Shown 
in  green , dopaminergic neurons from the ventral tegmental area (VTA) and the substantia nigra 
pars compacta (SNc) project strongly to Area X and elsewhere in MSt. Reprinted with permission 
from Doupe AJ, Perkel DJ, Reiner A, Stern EA. Birdbrains could teach basal ganglia research a 
new song. Trends Neurosci. 2005 Jul;28(7):353–63 [ 44 ]       
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mammals, it is known that CBGTC loops play an important role in motor sequence 
learning, performance, motivation, and neurological disease [ 45 – 48 ]. Thus, rather 
than being an oddity of the passerine brain, the song system represents a neuroana-
tomically discrete and vocally dedicated CBGTC subset that may be paralleled by 
circuits mediating other behaviors [ 49 ]. The song system additionally has the 
advantage of producing a richly quantifi able behavior that is not crucial to the sur-
vival of the individual, allowing experimental manipulations of underlying neural 
circuits to be sensitively assayed, without signifi cantly impairing physiological 
well-being.

   The integration of the AFP with the vocal motor pathway, to form a song control 
CBGTC loop, can be considered as beginning at the cortical-like nucleus HVC. In 
addition to local interneurons and HVC (RA)  neurons, HVC also contains a second 
group of projection neurons, those innervating the basal ganglia structure Area X 
(HVC (X)  neurons). Molecular events occurring in Area X (and surrounding striatum) 
during song production are central to a hypothesis developed in later sections of this 
chapter, hence our focus on the AFP here. Area X is the largest of song system 
nuclei and is positioned in the medial striatum [ 50 ], although the development of the 
nucleus suggests it is of ventral striatal origin [ 51 ]. During song production, HVC (X)  
neurons fi re in a sparsely bursting mode, somewhat similar to the fi ring of HVC (RA)  
neurons. Neural activity is propagated through subsequent AFP connections as 
follows (Fig.  6.1 ): Area X sends projections to the dorsolateral nucleus of medial 
thalamus (DLM) which then projects to the cortical-like nucleus, the lateral magno-
cellular nucleus of anterior nidopallium (LMAN), thus completing the CBGTC 
loop. LMAN forms the output nucleus of the AFP, sending a projection to RA. 
Like HVC, Area X and LMAN neurons are active during singing, as revealed by 
chronic electrophysiological recordings in the awake bird. These regions of the 
AFP are also genomically activated by the act of singing, as demonstrated by the 
induction of the immediate-early gene  zenk  (an acronym for  ZIF - 268 ,  EGR - 1 ,  NGFI - A , 
 KROX - 24 ) [ 52 ]. 

 Analogy between avian Area X and the mammalian striatum is propelled by the 
following similarities. Similar to the cortical projections into mammalian striatum, 
Area X receives glutamatergic cortical inputs from HVC and LMAN. Analysis of 
fi ring activity of Area X neurons in singing birds has identifi ed four classes of 
neurons with fi ring properties comparable to mammalian striatal neurons [ 53 ,  54 ]. 
Area X neurons express conserved markers of mammalian striatal spiny neurons 
such as enkephalin and Substance P [ 53 ,  55 ]. Area X is also similar to the mam-
malian striatum in its strong dopaminergic innervation arising from the substantia 
nigra pars compacta (SNc) and ventral tegmental area (VTA), and dopaminergic 
modulation of neuronal responses [ 56 ]. 

 There are some differences, however. Unlike the distinct separation of striatum 
and globus pallidus (GP) in the mammalian basal ganglia, Area X contains pallidal- 
like neurons, intermixed with striatal neurons [ 53 ,  54 ]. Two classes of pallidal-like 
neurons have been described in songbird Area X. In the case of the fi rst of these two 
classes, GABAergic pallidal-like neurons of Area X send an efferent projection to 
thalamic nucleus DLM. In some respects, but not all, this pallidal output from Area X 
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to the thalamus appears to be functionally similar to the mammalian basal ganglia-
to- thalamus direct pathway [ 57 ]. It is not yet known whether the internal circuitry 
of Area X also contains an equivalent of the mammalian indirect pathway. 
Suggestively, however, the second class of pallidal-like neurons of Area X is inter-
nally projecting and possesses fi ring properties similar to internal globus pallidus 
neurons (GPi) [ 54 ]. 

 Completing the fi nal leg of this CBGTC loop, LMAN activity is inhibited by 
Area X, through DLM. LMAN activity thus represents the summation of the AFP 
and sends the output of the CBGTC loop to RA via a glutamatergic projection 
modulating the activity of RA neurons. In addition to the loop beginning at HVC, a 
recurrent CBGTC loop is formed by connections from LMAN to Area X, onto 
DLM, and back to LMAN again (Fig.  6.2 ). The two above-mentioned loops engage 

  Fig. 6.2    A second pathway traverses the songbird forebrain in parallel with the classical AFP 
circuit. Shown in  gray , the song system motor and AFP connections as also depicted in Fig.  6.1 . 
Shown in  blue , a parallel pathway that prominently includes the shell region of LMAN (s, c = core) 
and a pallial polymodal association region, the dorsal region of the caudolateral nidopallium 
(dNCL). Neurons in dNCL display the interesting property of being most active in juvenile birds 
(as judged by  zenk  expression) when juvenile birds hear the tutor song while engaged in vocal 
practice, working toward their imitation. Beginning at LMAN shell, neurons project to Ad, a 
region of the dorsal arcopallium (motor cortex-like) adjacent to RA. LMAN shell  also indirectly con-
nects to Ad, through dNCL. Ad sends projections to the VTA, to the lateral hypothalamus (LH) and 
to the dorsomedial nucleus of the posterior thalamus (DMP, not shown) within the dorsal thalamic 
zone (DTZ). DMP neurons connect to the medial magnocellular nucleus of the anterior nidopal-
lium (MMAN), which in turn projects to HVC. The DTZ also includes DLM and projections of the 
 gray  and  blue  pathways from Area X and the surrounding medial striatum remain segregated, 
respectively, in dorsolateral and ventromedial portions of DLM. These two regions of DLM project 
to LMAN core  and LMAN shell , respectively, thereby producing two parallel closed circuits. Overall, 
the schematic reinforces the reiterated and nested loop design of forebrain circuits mediating 
motor learning. Reprinted with permission from Bottjer SW, Alderete TL, Chang D. Conjunction 
of vocal production and perception regulates expression of the immediate early gene ZENK in a 
novel cortical region of songbirds. J Neurophysiol. 2010 Apr;103(4):1833–42 [ 59 ]       
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the core region of LMAN and the dorsolateral region of DLM. Bearing further 
resemblance to parallel recurrent loops involving the mammalian basal ganglia 
[ 58 ], an additional recurrent CBGTC loop connects the shell of LMAN to the medial 
striatum surround of Area X, onto the ventromedial portion of DLM, then back to 
the shell of LMAN (Fig.  6.2 ) [ 59 ]. This loop also spawns an indirect feed-forward 
connection to HVC and further recurrent loops to the polymodal association 
cortex- like area, dorsal caudolateral nidopallium (dNCL), and to the dorsal arco-
pallial region (Ad) adjacent to RA. These additional regions of the songbird brain 
appear to participate in song learning alongside the canonical CBGTC loop encom-
passing HVC–Area X–DLM–LMAN [ 59 ,  60 ]. How these pathways    interact 
requires further investigation and might reveal whether there are instructive analo-
gies to be drawn from the interplay between associative (dorsomedial) and senso-
rimotor (dorsolateral) basal ganglia loops in the mammalian striatum during 
learning [ 58 ] and, respectively, the LMAN shell and LMAN core encompassing 
CBGTC circuitries.

       The AFP Drives Vocal Exploration and Plasticity 

 Vocal production in zebra fi nches begins with the production of soft unstructured 
babbling-like subsong around 30 days post-hatch (dph), marking the beginning of 
the sensorimotor phase in vocal learning (see Chap.   3    ). The fi rst step in the vocal 
learning process involves memorizing an adult song. During the sensorimotor phase 
juvenile males develop their own song to be a replica of the memorized template 
through a series of trial and error learning steps. Similar to mammalian basal ganglia 
circuits involved in motor sequence learning, the AFP plays an important role in 
driving the vocal exploration central to this trial and error learning process [ 61 ]. 

 The requirement for LMAN and Area X function in the process of vocal devel-
opment was fi rst revealed by ablation studies. As the source of cortical output from 
the AFP onto the vocal motor pathway, lesioning of LMAN was naturally an experi-
mental priority. Comparison of the effect of LMAN lesions on the song of young 
birds treated at the onset of vocal learning with those treated later in development or 
in adulthood demonstrated that LMAN is required for normal song development, 
but, once learned, song is resistant to LMAN ablation [ 50 ,  62 ]. Surprisingly, songs 
produced by juvenile birds immediately following LMAN lesions prematurely crys-
tallized, having syllables that were more stereotyped and oversimplifi ed in structure 
and sequence. Conversely, lesions to Area X of juvenile males led to a failure to 
stabilize the song even in adulthood [ 62 ,  63 ]. Thus, these AFP perturbations have 
diametrically opposing outcomes, but, in either case, adult song was aberrant and 
there was impoverished imitation of the tutor song. However, when LMAN or Area 
X is lesioned in adults that have established a crystallized song, there is very little 
change in the adult song, indicating the critical role for these AFP nuclei in vocal 
learning yet their apparent dispensability for adult song production. 
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 Recent fi ndings indicate that, in juveniles, premotor nucleus HVC is dispensable 
for the production of subsong. In adults, removing HVC inputs to RA converts the 
stereotyped song into a more subsong-like form, implying the presence of two inde-
pendent circuits for driving these two modes of song [ 64 ]. During the earliest stages 
of song production, LMAN was found to play a premotor role. Inactivation of 
LMAN at later stages of vocal development (after 45 dph) leads to abnormally ste-
reotyped song, indicating the premature loss of LMAN-driven variability [ 65 ]. 
Under normal circumstances, as vocal ontogeny progresses, inputs from HVC get 
progressively stronger and become suffi cient to drive the maturing song, supplanting 
LMAN drive and leading to greater stereotypy [ 66 ,  67 ]. 

 Importantly—although contributing more subtly—the AFP does continue to 
exert an infl uence on song production by adult males. Increased vocal plasticity due 
to inputs from LMAN is observed in the adult, depending on the social context 
of song production. In the presence of females, zebra fi nch males sing “directed” 
song, which has a faster tempo and less spectral variability as compared to their 
“undirected” song that is not aimed at a listener [ 68 ,  69 ]. This modulation of singing 
by social context can be observed from around 55 dph in juvenile males [ 70 ]. In 
adult males, both Area X and LMAN neurons exhibit lowered fi ring rates in the 
context of directed singing [ 69 ], and LMAN neurons show spikes precisely time-
locked to the song [ 71 ]. Opposingly, increased variability in the mean frequency 
and syllable timing of undirected songs is accompanied by variable burst fi ring of 
LMAN neurons [ 71 ,  72 ]. 

 Context-dependent differences in the fi ring activity of AFP neurons are also 
mirrored in the transcriptional control of gene expression during directed and undi-
rected singing. The precise mechanism(s) by which these phenomena are linked is 
still obscure. The act of singing leads to induction of  zenk  in vocal motor pathway 
nuclei, which is positively correlated with the duration of singing [ 52 ]. However, 
singing-driven  zenk  expression in the AFP and RA varies based on the social con-
text of song production. Induction of immediate-early genes sensitive to neuronal 
depolarization ( zenk  and  c - fos ) in HVC, Area X, LMAN, and RA is observed when 
the birds engage in undirected singing [ 49 ,  68 ]. This induction does not occur in 
AFP nuclei of birds counter-singing or singing female-directed song [ 68 ,  73 ]. 
Moreover, activity in the basal ganglia is required for  zenk  induction in RA, such 
that a lesion of Area X in adult birds abolishes the  zenk  induction in RA following 
undirected singing [ 74 ]. 

 In contrast to the substantial advances made in understanding the neurophysio-
logical involvement of the AFP in vocal learning and in modulation of song under 
different social contexts, the functional contributions of  zenk  and  c - fos  transcription 
factor activity under these conditions are still unknown. Indeed, the identifi cation of 
underlying molecular players supporting birdsong across different regions of the 
avian brain is still in its early stages. Nevertheless, some progress has been made in 
uncovering the contribution of avian Forkhead box P2 ( FoxP2 ), a transcription 
factor implicated in human speech and language disorders (reviewed in Chap.   2    ), to 
which we now turn.   
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    Involvement of  FOXP2  in Birdsong 

    Expression of  FOXP2  in the Avian Brain 

 The amino acid sequence of the FoxP2 protein is highly conserved in vertebrates, 
and zebra fi nch FoxP2 shares 98 % amino acid identity with the human FOXP2 
sequence [ 75 ,  76 ]. Consistent with the  FOXP2  gene expression patterns observed in 
the mammalian brain [ 77 ], songbird  FoxP2  is expressed strongly in avian striatum 
(Table  6.1 ) [ 75 ,  76 ]. In Area X and surrounding striatum, FoxP2 protein is localized 
in projection neurons co-expressing Darpp-32, a marker for dopaminergic signaling 
in the adult striatum.  FoxP2  expression in the pallium is lower than in striatum 
throughout development and in adulthood. Expression in HVC is similar to the sur-
rounding nidopallium, and LMAN shows lower  FoxP2  signal intensity as compared 
to the nidopallium adjacent to it. Arcopallium, along with the premotor song nucleus 
RA, does not express  FoxP2 .

   With respect to  FoxP2  expression in subtelencephalic regions, the dorsal 
thalamic zone (DTZ), which includes DLM, the thalamic recipient of Area X pro-
jections, strongly expresses  FoxP2 . Sensory relay stations in thalamus that express 
 FoxP2  include nucleus ovoidalis (Ov, through which auditory input passes to the 
forebrain and song system) and nucleus rotundus (Rt, a relay for visual input to the 
forebrain).  FoxP2  is also expressed in midbrain structures providing widespread 
dopaminergic projections to the brain, namely, the substantia nigra (SN) and VTA. 
In the cerebellum,  FoxP2  expression is found in Purkinje cells and in the inferior 
olive, a brainstem nucleus which gives rise to climbing fi bers that project onto the 
Purkinje cells. As in humans, the red nucleus in songbirds also expresses  FoxP2  [ 75 , 
 76 ]. Thus,  FoxP2  is expressed in key components of a cerebello-rubro- olivocerebellar 
loop. In conjunction with the inferior olive and cerebellum, the RN might therefore 
play an important role in cerebellar-based motor learning or timing control [ 77 – 79 ]. 
This circuit is extensively modulated by cortical and subcortical afferents, and 
moreover, the cerebellum is activated during the process of learning to produce 
covert articulations of novel phoneme combinations [ 80 ]. Also perhaps suggestive 
of a role in articulatory control, the RN is activated during stuttering [ 81 ]. The red 
nucleus has often undergone extensive remodeling in mammalian species, and it has 
been proposed that, in humans, changes to the red nucleus may have contributed the 
emergence of hominin bipedality and language [ 82 ]. The possible contribution of 
cerebellar circuits to vocal learning in songbirds [ 83 ] and humans requires further 
exploration. 

 Even though the neuronal substrates underlying song production are highly sex-
ually dimorphic in zebra fi nches,  FoxP2  expression patterns are not sexually dimor-
phic during development and in adulthood. Also, this expression pattern is similar 
between avian vocal learners and non-learners, as well as in the crocodilian brain 
[ 75 ]. Together, the absence of sexually dimorphic expression as well as conserva-
tion of expression patterns in reptiles, birds, and mammals, irrespective of their 
vocal learning abilities, indicates a more widespread role for  FoxP2 , which may be 

6 The Molecular Convergence of Birdsong and Speech



118

necessary for, but not limited to, learned vocalizations. Beginning in the section 
entitled “Network Analyses of Molecular Processes Supporting Birdsong,” we 
attempt to address what some of the core molecular signaling processes surrounding 
 FOXP2  function might be. Although our focus is on Area X and an adjacent region 
of ventral striato-pallidum (VSP), we would not rule out that similar processes 
might be at play in the red nucleus, inferior olive, and cerebellar Purkinje cells.  

     FOXP2  Expression During Vocal Plasticity 

 In juvenile zebra fi nch males, the level of  FoxP2  mRNA expression increases in 
Area X relative to surrounding striatum from 15 to 50 dph [ 75 ]. There is some dis-
parity in the literature as to whether this heightened expression of  FoxP2  in Area X 

    Table 6.1    Expression pattern of FoxP2 and FoxP1 in selected regions of the songbird brain   

 Songbird brain regions 
 Mammalian 
counterpart 

 FoxP2 
expression 

 FoxP1 
expression 

  HVC   +  +++ 
  RA  (robust nucleus of arcopallium)  −  +++ 
  Ad  (dorsal arcopallium)  −  + 
  HD  (hyperpallium densocellulare)  +  + 
  GP  (globus pallidus)  GP  + (+)  − 
  Area X*   +  +++ 
  StM  (medial striatum)  Striatum  + (+)  + 
  StL  (lateral striatum)  Striatum  + (+)  + 
  LMAN  (lateral magnocellular nucleus of 

anterior nidopallium) 
 −  − 

  Field L   A1  −  − 
  DTZ  (dorsal thalamic zone)  IMMC  + (+)  + 
  DLM  (dorsolateral nucleus of medial thalamus)  +  + 
  VIA  (ventral intermediate area)  Ventral tier of thalamus  + (+) 
  Ov  (nucleus ovoidalis)  +  − 
  Rt  (nucleus rotundus)  +  − 
  MLd  (dorsal lateral mesencephalic nucleus)  +  − 
  TeO  (optic tectum)  ++  + 
  VTA  (ventral tegmental area)  VTA  ++  + 
  Purkinje cells  (cerebellum)  Purkinje cells  + (+)  − 
  Inferior olive  (brainstem)  Inferior olive  + (+)  − 

  Qualitative level of gene expression is marked by the “+” and “−” signs. Where possible for FoxP2, 
the corresponding expression level in the mammalian brain is indicated in parenthesis. * Area X 
represents a specialized region in the medial striatum in the songbird brain that shows both striatal 
and pallidal properties. The data are distilled from Ferland et al. [ 102 ] for the mammalian brain 
and Teramitsu et al. [ 76 ] and Haesler et al. [ 75 ] for the songbird. IMMC: intralaminar, midline, and 

mediodorsal thalamic nuclear complex  
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then returns to baseline expression levels or continues at a stable higher level at 
75 dph [ 75 ,  84 ]. The sensory phase when memory of the tutor song is formed begins 
around 20 dph, before the young males start to sing [ 85 ]. The ability to memorize a 
song model declines by 65 dph, and the song is crystallized in its mature form by 90 
dph. Elevated expression of  FoxP2  in the striatum during juvenile development 
therefore coincides with the early phase of song learning, when syllable structure 
and sequence is highly variable. Consistent with these observations of elevated 
zebra fi nch  FoxP2  during the period of vocal plasticity, a similar increase in  FoxP2  
expression in Area X relative to surrounding striatum is found in adult canaries 
during the months when song is plastic and new syllables are added to the song 
repertoire [ 75 ]. During the breeding season, when the song is relatively stable, this 
elevated  FoxP2  expression is not seen. 

 During the critical period of zebra fi nch song learning, the volume of Area X 
increases from 25 to 75 dph [ 86 ]. The addition of new neurons during the fi rst 2 
months post-hatch contributes largely to the increase in the size of Area X [ 87 ]. The 
majority of the newborn neurons recruited to Area X express FoxP2 protein and 
develop into Darpp-32 +  medium spiny neurons. The highest number of FoxP2 +  cells 
is recruited at 25 dph, possibly due to elevated levels of neurogenesis around 4 dph, 
as cell migration from the proliferative ventricular zone and incorporation into Area 
X takes several weeks. The increase in FoxP2 expression during juvenile song 
learning is attributed to the increased recruitment of FoxP2-expressing newborn 
neurons in Area X from 35 to 75 dph [ 88 ]. Interestingly, although expressed in the 
avian adult ventricular zone, Rochefort et al. [ 88 ] did not fi nd parallel FoxP2 expres-
sion in mammalian adult neurogenic niches, such as the subventricular zone and the 
subgranular zone of the hippocampus. As a possible cellular correlate of the asso-
ciation between FoxP2 expression and plasticity, the intensity of FoxP2 expression 
within newly born neurons of the avian brain is highest within the fi rst 3 weeks 
of their birth date [ 89 ]. Once fi rmly established in Area X, the expression level of 
FoxP2 in neurons goes down. In adult animals, as the recruitment of newborn neu-
rons in Area X declines, the number of neurons showing weak intensity of  FoxP2  
staining increases. Moreover, across individual adult males, the density of strongly 
 FoxP2 -positive cells in Area X negatively correlates with song stereotypy [ 89 ]. 

 In addition to this age-dependent regulation,  FoxP2  mRNA expression in Area X 
is regulated by the motor act of singing and social context, but not by hearing song 
[ 84 ]. In adult males,  FoxP2  mRNA and protein are downregulated by undirected 
singing [ 90 ,  91 ]. This decrease in  FoxP2  levels is not observed following directed 
singing. Similar downregulation is seen in juvenile males at 75 dph following 2 h of 
vocal practice [ 84 ,  92 ]. Juvenile vocal practice may be likened to adult undirected 
singing, with more variability in song structure as compared to the stereotyped 
delivery of directed adult song. Decreased  FoxP2  expression in Area X in both these 
contexts implicates this downregulation in increasing vocal plasticity. Unlike the 
weakly stained neurons found in adult Area X, FoxP2 protein levels in the intensely 
stained neurons, which are predominantly younger than 3 weeks of age, are not 
regulated by the amount of singing [ 89 ], possibly refl ecting the incomplete incorpo-
ration of these new neurons into singing-driven circuits. Taken together,  FoxP2  
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levels of expression in Area X correlate with plasticity in two distinct ways. On the 
one hand, high  FoxP2  expression in juvenile Area X refl ects the fl ux of plastic new 
neurons into this nucleus. On the other hand, expression of  FoxP2  in low- expressing 
Area X cells may provide a brake (or gate) on plasticity, needing to be shut off for 
song variability and vocal exploration.  

    Perturbation to  FOXP2  Function Inhibits Normal Vocal 
Development 

 A potentially important advantage of the song system as a model for speech and 
language is the (relative) ease with which it is possible to interrogate temporally and 
spatially discrete molecular processes underlying vocal learning. In order to con-
fi rm the involvement of  FoxP2  in vocal development, expression of the gene in Area 
X was perturbed using an RNA-interference approach [ 93 ]. Persistent downregula-
tion of FoxP2 protein levels in Area X was achieved using a virally encoded short 
hairpin RNA against  FoxP2 , driven by a constitutive promoter. By utilizing this 
approach, starting at 23 dph, Haesler and colleagues were able to reduce  FoxP2  
levels in Area X throughout the critical period of vocal learning and into adulthood. 
RNAi-mediated downregulation of FoxP2 protein did not lead to cell death or 
reduced cell density in Area X. 

 Bilaterally injected juvenile males were tutored individually by adults in sound 
isolation boxes. This form of tutoring leads to near-perfect imitation of tutor songs by 
the majority of pupils [ 94 ]. Lowered  FoxP2  levels in Area X during the sensorimotor 
learning period impaired the ability of juvenile males to accurately imitate the tutor 
song. Along with the reduced accuracy of imitation of syllable features, omission or 
repetition of syllables in a song motif was observed in  FoxP2  knockdown animals. 
This decline in the ability to imitate the tutor song was evident even when only 20 % 
of the Area X volume was affected by the targeting injections. Songs of the birds with 
lowered FoxP2 levels showed increased variability between syllable renditions as 
adults. The increased variability of the fi nal songs and defi cient tutor song imitation 
by  FoxP2  knockdown birds is thought to refl ect the outcome of enhanced vocal 
plasticity with attendant defects in auditory-guided motor learning [ 93 ]. 

 What cellular processes might mediate these effects of  FoxP2  knockdown? 
Although  FoxP2 -expressing newborn neurons are recruited in Area X during vocal 
development, lowered levels of FoxP2 at 30 dph in Area X do not affect the integra-
tion of new neurons [ 95 ]. However, FoxP2 +  medium spiny neurons do show a 
reduced density of dendritic spines following  FoxP2  downregulation. Connections 
between HVC neurons projecting to Area X are known to be formed by 23–25 dph 
[ 96 ], before  FoxP2  knockdown was carried out in Area X. Thus, this downregula-
tion does not affect the initial organization of pallial inputs, but perhaps impacts 
further refi ning of those connections and their ongoing activity. 

 Similarly,  FoxP2  knockdown—in the ventricular zone—at 23 dph does not alter 
precursor cell proliferation or subsequent recruitment and differentiation of newborn 
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neurons. However, the density of spines in the newly generated neurons is reduced, 
mimicking the effects seen as a consequence of FoxP2 knockdown in Area X [ 95 ]. 
This indicates a role for  FoxP2  in spine formation in both immature and mature 
spiny neurons. As these FoxP2 +  spiny neurons receive their inputs from pallial 
sensorimotor nucleus HVC as well as the dopaminergic signal from SNc, they rep-
resent prime candidates for feedback-dependent tuning of motor output.   

    Canonical and Other Targets of  FOXP2  Function in Birdsong 

    Participation of the  FOXP1  and  CNTNAP2  Genes in the Song 
System 

 The aforementioned research on avian  FoxP2  highlights the value of applying to 
songbirds a candidate-gene approach informed by progress in human genetics. 
Adopting the same rationale, a member of the neurexin gene family, contactin- 
associated protein-like 2 ( Cntnap2 ), has also attracted the attention of researchers 
working in the song system. Human  CNTNAP2  (discussed in Chap.   2     by Vernes and 
Fisher) is enriched in developing human frontal cortex, striatum, and dorsal thalamus 
and, through genetic linkage analysis, has been shown to be associated with autistic 
diagnosis and language impairments [ 97 ]. In parallel, chromatin immunoprecipita-
tion experiments demonstrated that  CNTNAP2  is a direct target of FOXP2 transcrip-
tional regulation [ 98 ]. Zebra fi nch Cntnap2 shares 84 % amino acid identity with the 
human CNTNAP2 protein. In situ hybridization with an mRNA probe for zebra 
fi nch  Cntnap2  revealed elevated expression in key song system nuclei in the adult 
male brain [ 99 ]. 

 Expression of  Cntnap2  in LMAN and MMAN (medial MAN) is enriched as 
compared to the surrounding nidopallium. Similarly, expression in RA is elevated 
compared to surrounding arcopallium. In contrast, Area X shows a reverse trend 
of lowered expression in comparison with the surrounding striatum. Strong signals 
are also found in cerebellum, specifi cally in the Purkinje cell layer, in optic tectum 
and in the habenula, as well as in midbrain structures involved in auditory process-
ing such as MLd (dorsal lateral mesencephalic nucleus). The enhancement of 
 Cntnap2  expression in song system nuclei is sexually dimorphic and not seen in 
females [ 99 ]. Studying the developmental pattern of  Cntnap2  expression revealed 
that the onset of sexual dimorphism in  Cntnap2  expression is concurrent with male-
specifi c development of LMAN and RA. In the case of RA, both males and females 
show enriched expression of  Cntnap2  until 30 dph. By 35 dph, male HVC (RA)  neu-
rons reach their target fi eld, coinciding with the onset of singing. From this point 
onwards, RA continues to enlarge in males until 50 dph, while in females it shrinks 
in size drastically. Paralleling this developmental trajectory,  Cntnap2  expression 
remains elevated in male RA relative to its surrounds, whereas in females the entire 
arcopallium shows a uniform intensity of expression. 
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 Regulation of downstream targets by FOXP2 is modulated by its interactions 
with other Forkhead Box domain proteins [ 100 ,  101 ].  FOXP1 , a close homolog of 
 FOXP2 , shows overlapping expression in many brain regions [ 76 ,  102 ].  FOXP1  
mutations have been implicated in autism spectrum disorders, gross motor delay, 
general cognitive impairment, and language defi cit (Chap.   2    ) [ 103 – 105 ]. However, 
orofacial dyspraxia—the major phenotype found in  FOXP2  human variant studies—
has not been associated with  FOXP1  mutations. Considering these broad cognitive 
defi cits, it is unclear whether the expressive language impairments that are common 
between  FOXP1  and  FOXP2  mutations arise from a specifi c shared mechanism or 
are a consequence of autism spectrum disorder and general cognitive disability 
resulting from  FOXP1  mutation [ 106 ]. 

  FOXP2  and  FOXP1  expression patterns overlap one another in the developing 
and mature brain. In the mouse, as well as in the developing human embryo, both 
mRNAs are found in the striatum [ 76 ,  102 ]. In zebra fi nches, Area X shows higher 
levels of  FoxP1  expression than the surrounding striatum. This expression is sexually 
dimorphic from as early as 35 dph [ 75 ,  76 ]. As both FoxP2 and FoxP1 are promi-
nently co-expressed in the striatum, beginning in embryonic development, they 
might function in concert to regulate the development and function of striatal neu-
rons. These proteins can potentially function as a heterodimer [ 101 ], but, regardless, 
it is unlikely that such a complex is obligatory for function. In the mammalian brain, 
FOXP2 is expressed in deeper layers of cortex, whereas FOXP1 is found in superfi -
cial layers. In songbirds,  FoxP1  is expressed strongly in sexually dimorphic song 
system nuclei—particularly HVC, RA, and Area X. However, unlike  FoxP2 ,  FoxP1  
is highly expressed in the nidopallilum surrounding LMAN, but is not expressed in 
LMAN itself. Similarly, only partial overlap is observed in the expression of these 
two genes in subtelencephalic brain nuclei (Table  6.1 ). 

 In summary, there is still much work to be done before the song system functions 
of the three genes discussed above are clearly delineated. Nevertheless, important 
insights have come from the studies already conducted on songbird  FoxP2 , providing 
an archetype for the molecular dissection of vocal learning. Increasingly sophisti-
cated experimental manipulations of  FoxP1 ,  FoxP2 , and  Cntnap2  in the songbird 
brain will illuminate some of the molecular contributions these genes make to 
human speech, language, and cognitive function.  

    Network Analyses of Molecular Processes Supporting Birdsong 

 Are there recurrent themes in the functional roles of target genes regulated by 
FOXP2, revealing the core componentry necessary for the production of speech? 
Because of obvious ethical and technical limitations, efforts to identify relevant 
FOXP2 targets have employed a variety of strategies to tackle this problem, 
predominantly utilizing in vitro methods on human cell lines and in vivo studies in 
the mouse (reviewed in Chap.   2    ). Several studies have examined the potential set of 
target genes that FOXP2 (and variant forms) might regulate in mammalian neurons, 
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using chromatin immunoprecipitation techniques (ChIP-chip) and whole genome 
microarray analysis on a human neuroblastoma-derived cell line, SH-SY5Y [ 98 ,  107 ]. 
FOXP2 ChIP-chip experiments have also been run on mid-gestation human fetal 
basal ganglia and frontal cortical tissue [ 108 ] and on embryonic brain from wild-type 
mice and from mice lacking functional Foxp2 protein [ 109 ]. In addition, a compari-
son of gene expression in mice carrying only one functional copy of wild- type 
 Foxp2 , or two copies of a “humanized”  Foxp2 , revealed signifi cant differences 
in striatal gene expression between mutant and wild-type mouse embryos [ 110 ]. 
In each of the above studies, up to several hundred genes/FOXP2 targets were iden-
tifi ed. Thus, a major challenge for researchers interested in the molecular genetic 
basis of speech and language is how to select the salient genes among an embarrass-
ment of riches. There was some overlap between the sets of genes identifi ed in these 
studies, but also signifi cant differences due to the different biological starting mate-
rial used (i.e., cell lines versus embryonic tissues). 

 The contextual framework for most of the above studies was the identifi cation of 
FOXP2 targets that might,  during embryonic development , contribute to the emer-
gence of circuits that support speech and language. As discussed in earlier sections 
of this chapter songbird  FoxP2  may contribute to the vocal imitation process during 
juvenile development, and  FoxP2  expression is dynamically modulated by vocal 
activity in adult birds [ 90 ,  111 ]. Arguing by analogy, these observations raise the 
possibility that, rather than genes expressed during embryogenesis, targets of 
FOXP2 transcriptional regulatory function  during speech  may be more relevant to 
speech dyspraxia. 

 Advancing upon their prior studies revealing vocal activity-dependent downreg-
ulation of FoxP2 expression [ 84 ,  90 ], Hilliard and colleagues conducted a gene 
expression microarray analysis of Area X of the adult male zebra fi nch anterior 
forebrain after singing [ 111 ]. It was possible, using an unsupervised hierarchical 
clustering approach, termed weighted gene co-expression network analysis 
(WGCNA) [ 112 ], to cluster these genes based solely on gene expression data into 
distinct gene modules. Three such modules were specifi c to Area X and not present 
in an adjacent ventral striato-pallidal region. In total, Hilliard et al. identifi ed a large 
number of genes (~2,000) whose expression was modulated in Area X by singing 
activity [ 111 ]. However, we are again faced with a surfeit of genes that may function 
in the production of learned vocalization and the problem of how to identify those 
that are most critical. 

 Following up on their initial analysis, the same group used WGCNA to directly 
compare the genetic microcircuitry of Area X and VSP [ 113 ]. Here it is important 
to note that both regions express  FoxP2  and both regions are active during singing, 
VSP recruitment being thought to be associated primarily with other body movements, 
such as the learned dance [ 114 ], that the bird produces during singing activity (it is 
pertinent to recall here that nonspeech motoric defi cits are also seen in KE family 
members bearing a FOXP2 mutation). Curiously, the expression of genes within a 
subset of VSP gene modules correlated with acoustic features of song (such as 
frequency modulation, pitch, and goodness of pitch), in contrast to genes in several 
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Area X modules, whose expression best correlated with the amount of song 
(or motif number) produced. 

 For the current purpose of providing an overview of the parallels between genes 
implicated in birdsong and those potentially contributing to speech and language, 
we here make two simplifying assumptions to winnow the fi eld. First, we selec-
tively focus on only a subset of the data obtained by Hilliard and colleagues, consid-
ering only the modules in Area X and VSP that include the  FoxP2  gene. In Area X, 
the  FoxP2 -including “brown” module includes 829 genes, and in VSP the  FoxP2 - 
including  “blue” module includes 817 genes. Second, we fi lter these gene lists further 
by focusing on just the 158 genes that are common to both (Table  6.2 ). The rationale 
for this approach is that, as the genetic microcircuitry within the two modules 
differs [ 113 ], the overlap between them may be enriched for striato-pallidal processes 
that are especially crucial to the operation of  FoxP2  within the basal ganglia. Even 
across songbird species there are signifi cant differences in the transcriptome of the 
same region of the brain [ 115 ]. Therefore, fi ltering candidate genes down to a poten-
tially conserved sub-module seems a useful and perhaps necessary place to start in the 
search for common molecular underpinnings of birdsong and speech.

   The genes highlighted in bold in Table  6.2  are among those mentioned (albeit 
some of them briefl y) in the hypothesis laid out in the following sections. 
Undoubtedly, many of the other genes in Table  6.2  may be of interest in their own 
right, but do not (yet) obviously fi t into our model. For example, among those  not  
highlighted, Slit1, Eya1, Dcn, and PCDH17 have the distinction of being identifi ed 
as differentially regulated by FOXP2 and FOXP2 chimp  in the study by Konopka et al. 
[ 107 ]. These genes may therefore be of interest to investigate further in the singing 
bird, as might others cited in Table  6.2  [ 116 – 139 ].   

    A Triangulation on Speech Through Birdsong and Human 
Genetics 

    Involvement of the WNT Pathway in Birdsong and Speech 

 We hypothesize a fundamental role for synaptic Wnt pathway signaling in the basal 
ganglia during the production of learned vocalizations. The framework we advance 
unifi es a wide range of human genetics data on speech and language defi cits, focus-
ing on speech apraxia/dysarthria. The members of the Wnt signaling pathway are 
named as a portmanteau for the  Drosophila wingless  ( wls ) gene and the mammalian 
 Int - 1  gene, the founding members of this pathway identifi ed by Nusse and Varmus, 
as a preferred mammary tumor virus integration site in the murine genome [ 140 ]. 
Wnts are cysteine-rich secreted proteins that function as signaling ligands in a wide 
variety of biological contexts, spanning development and disease [ 140 ,  141 ]. There 
is now known to be considerable complexity to Wnt pathway signaling, including a 
canonical Wnt pathway that, via  β -catenin, activates transcription through the LEF1 
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transcription factor (Fig.  6.3 ) and at least two noncanonical pathways that in certain 
contexts operate antagonistically to the canonical pathway [ 142 ].

   Although dynamic gene expression changes during birdsong have prompted 
our reinterpretation of human genetics data in light of potential defi cits in synaptic 
Wnt signaling, in practice it is diffi cult to disambiguate such defi cits from those 
arising from developmental errors in Wnt-mediated neural patterning or wiring. 
Indeed, other researchers have sought to identify recurrent themes underlaying 
speech and language disorders, usually invoking errors in neuronal connectivity, 
and the reader is encouraged to consider these views alongside the current discus-
sion [ 143 – 145 ]. 

 Surveying the genes in Table  6.2 , one might ask whether song is carried by the 
Wnt. The  Wnt5A  and  Wnt5b  genes encode Wnt-family ligands that, via the so-called 
noncanonical Wnt signaling pathway, often—but not always—inhibit canonical 
Wnt signaling [ 146 ,  147 ]. In the human genome,  WNT5B  resides at 12p13.33, 
almost adjacent to  ERC1 . Peculiarly, the  Drosophila  homolog of  ERC1 , known as 
 bruchpilot  ( brp ), is next to  Drosophila wnt2 , which is most similar in humans to 
 WNT7A / WNT7B . Despite the permutation, this might indicate some functional con-
nection between ERC1/brp and WNTs, something we return to in the concluding 
discussion. Remarkably, microdeletion of  ERC1  and/or nearby genes results in CAS 
[ 148 ]. In addition to  ERC1 ,  WNT5B  was also lost for all but one of the ten families 
having 12p13.33 microdeletion, but even in the case of that family (3 patients) 
retaining both copies of  WNT5B , a substantial portion of a large intergenic region 
between  ERC1  and  WNT5B  was lost. Marrying the songbird data of Hilliard et al. 
[ 111 ,  113 ] with human genetics and speech evaluations conducted on 12p13.33 
microdeletion patients by Thevenon et al. [ 148 ], we are tempted to speculate that a 
key contribution of  FOXP2  function (or that of p63, as will be discussed later) in 
speech production might be in the regulation of upstream or downstream compo-
nents of  WNT5B  signaling or in regulating the expression of the ligand itself. 

 The two Shisa family members in Table  6.2 ,  Shisa4  and  Shisa6 , might also be of 
interest as Shisa protein has been found to antagonize Wnt signaling by increasing 
the retention of the Wnt frizzled receptor in the endoplasmic reticulum [ 149 ]. The 
 Smad6  gene has also been implicated in Wnt pathway inhibition via Smad6 forma-
tion of a repressive complex with CtBP and direct binding to the  β -catenin/TCF 
complex [ 150 ].  Prky  and  Prkx , which also appear in the table, are signifi cantly 
upregulated Wnt pathway components in lung squamous cell carcinoma [ 151 ] and 
PRKX phosphorylates SMAD6 [ 152 ]. The  Six3  gene also encodes a Wnt pathway 
repressor [ 153 ,  154 ]. Conversely, the Ube2b ubiquitin ligase Rad6b, which adds a 
polypeptide moiety (ubiquitin) onto target proteins, regulating their proteolytic deg-
radation, may stabilize  β -catenin function and is itself also a target of  β -catenin/
Lef1 signaling [ 155 ,  156 ]. The  Fgf18  gene, present in Table  6.2 , is a target of canon-
ical Wnt signaling [ 157 ,  158 ]. In addition, a smörgåsbord of other genes such as 
 Fat1  [ 159 ],  Iqgap1  [ 160 – 162 ],  Inhbb  [ 163 ,  164 ],  Stmn2  [ 165 ], the cytoskeletal 
regulator  Tesk1  [ 166 ], and  Plxnc1  [ 167 ] also impact aspects of Wnt signaling, to 
name but a few. 

 The potential for extensive interactions between Wnt signaling and  FOXP  gene 
function in neural circuits is still emerging, but may constitute a major unifying 
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  Fig. 6.3    Core Wnt canonical and noncanonical signaling pathways. The canonical Wnt/ β -catenin 
pathway initiates with Wnt binding to Fzd and either LRP5 or LRP6. This Wnt/receptor interac-
tion, mediated by heterotrimeric G proteins, triggers the dissociation of a multiprotein complex 
that normally functions to facilitate the turnover of cytosolic  β -catenin. The complex is composed 
of an Axin scaffold, which binds APC,  β -catenin, and two enzymes that phosphorylate  β -catenin 
and target it for degradation (CK1 α  and GSK3 β ). Wnt signaling activates Dvl, prompting destabi-
lization of the Axin complex. Consequently,  β -catenin accumulates in the nucleus and associates 
with TCF/LEF family transcriptional regulators, inducing the expression of specifi c genes. 
Signaling via the noncanonical pathway is favored by particular Wnt-family ligands, most notably 
Wnt5a, and involves Wnt binding to Fzd3, 5, or 7, the receptor tyrosine kinase ROR2, or a complex 
of both receptor types. This leads to activation of phospholipase C β , PKC, and release of calcium 
from intracellular stores, enhancing the activity of calcium-dependent enzymes such as CaMKII 
and CALN. These, in turn, modulate the activity of a distinct set of transcription factors (e.g., 
NF-AT), thereby inducing expression of another set of genes. Dvl is also a component of the Wnt/
PCP (planar cell polarity) pathway, transducing Wnt signals to Rac/JNK and Rho-dependent 
changes in the actin cytoskeleton that alter cell shape and enhance motility ( left side  of fi gure). 
Noncanonical signaling antagonizes canonical signaling at several points in the pathway. In con-
trast, the sFRP family likely inhibits all of these mechanisms of Wnt activity.  APC  adenomatous 
polyposis coli protein;  CALN  calcineurin;  CaMKII  calmodulin-dependent kinase II;  β - cat 
 β-catenin;  CK1α  casein kinase 1 α ;  DVL  dishevelled;  Fzd  frizzled;  GSK3β  glycogen synthase 
kinase 3 β ;  JNK  c-Jun-amino-terminal-kinase;  LRP5/6  LDL-receptor-related protein 5 or 6;  NF-AT  
nuclear factor in activated T cells;  PKC  protein kinase C;  PLCβ  phospholipase C β ;  sFRP  secreted 
Fzd-related protein;  TCF/LEF  T cell factor/lymphoid enhancer factor. Reprinted with permission 
and minor modifi cation from Rubin JS, Bottaro DP. Loss of secreted frizzled-related protein-1 
expression in renal cell carcinoma reveals a critical tumor suppressor function. Clin Cancer Res. 
2007 Aug 15;13(16):4660–3 [ 141 ]       

 

6 The Molecular Convergence of Birdsong and Speech



128

theme in understanding the genetic underpinning of speech and language. Indeed, it 
has been noted that Wnt pathway genes may be preferential targets of  FOXP2  tran-
scriptional regulation, suggesting an intimate involvement of  FOXP2  in positive 
and/or negative feedback regulation of the Wnt pathway signaling [ 109 ,  168 ]. 
Speaking to the evolutionary conservation of this interaction, in teleosts it has been 
found that  FoxP2  expression is regulated by the Wnt pathway transcription factor 
Lef1 [ 169 ]. If such a Wnt- FoxP  link contributes to birdsong, as suggested from the 
subset of genes shown in Table  6.2 , as well as to speech and language, then valuable 
support for the involvement of this pathway in the production of learned vocalizations 
might come from mutations in additional components of this pathway that appear to 
impact speech and language production. Several observations are suggestive of such 
a link. As just mentioned, Hemizygous deletion of a 1.39 Mb region of chromosome 
12p13.33 results in developmental delay, including delayed and/or slurred speech, 
possibly as a consequence of haploinsuffi ciency of the  WNT5B  gene [ 127 ,  148 ]. The 
orphan nuclear receptor ROR2 is a key component of Wnt5A signaling [ 170 ], and 
familial deletion at 9q22, encompassing  ROR2  as well as ~30 adjacent genes, results 
in severe dysarthria [ 171 ]. Polymorphisms in the  WNT2  gene (which resides at the 
7q31.1–q31.2 region containing  FOXP2 ) are associated with speech delay occur-
ring in conjunction with autism [ 172 ]. A constellation of severe neurological struc-
tural (microcephaly) and functional defi cits (Rett syndrome-like) occurs in patients 
carrying deletions in the  FOXG1  gene, including absent language development 
[ 173 ,  174 ]. FOXG1 has several important roles in patterning the developing telen-
cephalon, in part by directly repressing the transcription of Wnt ligands [ 175 ]. 
 FOXG1  expression may also be required for the generation of FOXP1 + /FOXP2 +  
striatal medium spiny neurons [ 176 ]. It remains to be seen whether  FOXG1  inhibi-
tion also contributes to defi cits in learned vocal production as a consequence of 
impaired synaptic WNT signaling during postnatal learning—something that could 
be tested in songbirds. 

    Protean WNT Contributions to Speech and Language Defi cits in Autism 

 The posited association between Wnt signaling and speech may also provide 
insights on autism and schizophrenia. As discussed in the Chap.   2     by Vernes and 
Fisher, the same genes that constitute risk factors for relatively circumscribed disor-
ders of speech and language may also contribute risk, in some individuals, to neu-
rodevelopmental disorders that more pervasively affect social and cognitive 
function. Equally, autism and schizophrenia exhibit shared genetic susceptibility 
loci and provide a prime example of the degree to which variation in the phenotypic 
expressivity of neuropsychiatric disorders emerges from similar genetic mutations 
[ 177 ,  178 ]—even despite what has been depicted by some as diametrically oppos-
ing behavioral features characterizing these disorders [ 179 ]. For the sake of simplic-
ity, here we focus the discussion on possible genetic overlaps between autism and 
disorders of speech and language. 

 Dysregulation of the Wnt pathway has been posited to play an important role in 
schizophrenia and autism spectrum disorders [ 180 ,  181 ]. Similarly,  FOXP  genes 
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and some of their known targets, including  CNTNAP2 , have been implicated in 
autism [ 106 ,  182 ,  183 ]. As a possible neuroanatomical correlate, developmental 
defi cits in Wnt [ 184 – 186 ] and  FOXP2  activity [ 187 ,  188 ] both contribute to impaired 
cerebellar development and function, which has been commonly reported in autism 
[ 189 ]. Moreover, a signifi cant number of genes identifi ed as singing regulated and 
common to the  FoxP2 -containing modules in songbird VSP and Area X have been 
implicated in autism (Table  6.2 ). In humans, mutation of these genes has tradition-
ally been thought to exact their toll on speech, language, or other aspects of social 
functioning as a consequence of perturbations to neural development. 

 Taking the above observations together, it is tempting to speculate that the fre-
quent co-occurrence of speech and language disorders with autism [ 190 – 192 ] 
refl ects the particulars of how this hypothesized FoxP–Wnt genetic circuitry plays 
out for each individual subject, given the specifi c constellation of risk-associated 
mutations and normal genetic variation they possess. In one scenario, the degree of 
Wnt pathway impairment in the cerebellum or basal ganglia might determine, 
respectively, the mix of classical autistic features and linguistic defi cits, although it 
should be noted that the cerebellum—where  FOXP2  is prominently expressed in 
Purkinje cells—also likely participates in speech production [ 80 ,  193 ]. Alternatively, 
it is possible that a rather specifi c set of molecular processes are involved in speech 
production and autism, but these are built on a fundamental core machinery that is 
broadly required for cognitive function. It is only in the very terminal branches that 
this pathway diverges, such that few mutations occur where cognitive function is 
largely unimpaired but speech is highly affected (most notably in the KE family) and 
also only a subset of cases where social affi liative behavior is affected, but speech 
and some other complex cognitive tasks are not (e.g., in Asperger’s syndrome and 
high-functioning autism). 

 In summary, a signifi cant insight provided through the songbird work of Hilliard 
et al. [ 111 ,  113 ] is that it reveals the extent to which striato-pallidal genetic micro-
circuitry is actively engaged during the learned performance of a critical vocal com-
munication signal. This permits some hope that a deeper understanding of the 
operation of this genetic microcircuitry in juveniles and adults might lead to phar-
macological strategies ameliorating linguistic and other social defi cits in autism 
spectrum disorders and other patient groups. As a precedent, recent studies demon-
strate that in animal models of severe neurodevelopmental disorders, such as Rett 
syndrome, rectifi cation of defi cient neuronal (or glial) activity postnatally may pro-
foundly benefi t cognitive function [ 194 – 197 ].   

    Looking Beyond FOXP2: Other Contributions to Childhood 
Apraxia of Speech 

 Above, we have highlighted the prevalence of Wnt signaling components in FoxP2-
containing gene expression modules activated in Area X and adjacent VSP during 
the production of birdsong. Continuing this line of reasoning, it is also of interest 
that defi cits in expressive speech have been noted in cases of familial adenomatous 

6 The Molecular Convergence of Birdsong and Speech



130

polyposis, caused by loss of the adenomatosis polyposis coli gene ( APC ) at 5q22 
[ 198 ,  199 ]. APC is a critical component of a multiprotein destruction complex that 
degrades  β -catenin when in the absence of active Wnt signaling [ 200 ]. It is notewor-
thy that genes in close proximity to APC may also impact Wnt signaling, such as 
 MCC  and  EPB41L4A  [ 201 ,  202 ]. The  Reep5  gene (also known as  TB2  or  Yop1 ), 
residing between  MCC  and  APC , appears among the songbird “core FoxP2” mod-
ule genes listed in Table  6.2 , as does Epb41l4a-related gene, Epb41l3. Both  Ctnnb1  
( β -catenin) and  Reep5  mRNAs are transported into axons [ 203 ], and, given the poten-
tial role of the latter in regulating membrane curvature, endoplasmic reticulum func-
tion, and intracellular membrane traffi cking [ 204 ,  205 ], Reep5 protein might 
participate in Wnt-stimulated axon remodeling, synaptic assembly, and perhaps 
also dendritogenesis [ 206 – 209 ]. 

 Of special interest are the recent set of fi ndings by Shriberg and colleagues, 
obtained in a microarray-based comparative genomic hybridization (aCGH) study of 
CAS. These authors were able to identify copy number variations in 12 of the 24 
participants in their study and, in addition, checked for  FOXP2  mutations by sequenc-
ing all 17  FOXP2  coding exons in each subject [ 210 ]. One subject was found to have 
a likely pathogenic mutation in  FOXP2  and another subject a deletion in  CNTNAP2 . 
Focusing our attention on the remaining 10 subjects carrying copy number variations, 
we fi nd tantalizing hints of Wnt pathway involvement. A small 53 Kb deletion at 
17q23.2 affects the copy number of a single gene, musashi RNA- binding protein 2 
( Msi2 ). The  Msi2  gene is transcriptionally repressed by a TCF1 isoform containing a 
long c-terminal “E tail,” whereas the same TCF1E isoform is required for LEF1 pro-
moter activation [ 211 ,  212 ].  Msi2  functions to repress translation of the p21 cyclin-
dependent kinase inhibitor and likely many other targets in the CNS. Besides 
prominent expression in regions of adult neurogenesis, such as the subventricular 
zone,  Msi2  is also widely expressed in parvalbumin-positive GABAergic interneu-
rons and also in some cholinergic interneurons in the striatum [ 213 ]. Either of these 
latter two cell populations might contribute to the production of learned vocalizations 
by the basal ganglia and/or other regions of the brain. It is an intriguing, but still unap-
proached, question as to whether the yin–yang nature of MSI2 and LEF1 responses 
to TCF1E represents a molecular gating mechanism, such that WNT/ β -catenin targets 
in a poised state of chromatin confi guration [ 214 ] are transcriptionally activated only 
under appropriate contexts during the production of learned vocalizations. 

    A WNT–Estrogen Nexus May Underlay Defi cits Due to 16p11.2 
Microdeletion 

 We now turn to the most interpretively complex of the verbal apraxia-associated 
CNVs identifi ed by Shriberg and colleagues: two cases of CAS associated with 
16p11.2 microdeletion syndrome [ 210 ,  215 ]. This microdeletion syndrome results 
in haploinsuffi ciency of 29 genes, thereby making the attribution of speech defi cits 
to any one gene rather problematic. This is a relatively frequent pathogenic micro-
deletion and the second-most common chromosomal abnormality associated with 
autism [ 216 ], with developmental delay and speech and language defi cits occurring 

M. Deshpande and T.J. Lints



131

in the majority of patients [ 217 ,  218 ]. Duplications at 16p11.2 can contribute to 
autism and schizophrenia, as well as other cognitive or psychiatric impairment 
[ 178 ]. Several groups have set out to systematically dissect the possible syndromic 
contributions of genes in the deletion interval by testing the consequences of their 
reduced function in zebrafi sh [ 219 ,  220 ]. Assuredly, an argument could be made for 
defi cits in many of these 16p11.2 genes adversely affecting neuronal circuits, 
including those involved in speech—for example, the  ALDOA  gene has been identi-
fi ed as a target of FOXP2 transcriptional regulation [ 168 ]. 

 Most interestingly, for the current argument, a case can be made for 7 of the 29 
genes potentially contributing to aspects of Wnt pathway activity. Working from the 
centromeric to telomeric end of the deletion interval, mitogen-activated protein 
kinase 3 ( MAPK3 , also known as  ERK1 ) is involved in many signal transduction 
pathways, the Wnt pathway included [ 221 ,  222 ]. The product of the T-box tran-
scription factor 6 gene,  TBX6 , can cooperate with Wnt pathway transcriptional 
LEF/TCF factors to regulate target gene expression [ 223 ]. Also at the transcrip-
tional level, the INO80 chromatin remodeling complex subunit CCDC95 (INO80E) 
could impinge on Wnt signaling, as other subunits of the complex, INO80H and 
INO80J (pontin52 and reptin52, respectively), bind  β -catenin to antagonistically con-
trol the  β -catenin-TCF transactivation complex [ 224 ]. Located adjacent to  INO80E , 
the  HIRIP3  gene product interacts with the chromatin remodeling repressor HIRA 
[ 225 ], and HIRA may be a target of Wnt pathway activity via phosphorylation by 
GSK3 β  [ 226 ]. Interestingly, HIRIP3 and HIRA proteins have human-specifi c 
phosphorylation sites [ 227 ], raising the question of whether the genes encoding 
these proteins have contributed to some human-specifi c evolutionary trait (given the 
current context, speech and language represent an interesting possibility). 

 The BTB/POZ domain-containing protein KCTD13 (potassium channel tetra-
merization domain-containing 13) has been favored as a candidate for contributing 
to the 16p11.2 microdeletion syndrome phenotype as gene dosage of  KCTD13  
appears to be important [ 220 ]. Of particular note, KCTD13 interacts with the 
dishevelled 2 protein, DVL2 [ 228 ], which functions as a key regulator of the Wnt 
pathway [ 229 ,  230 ]. The  MAZ  gene encodes a zinc fi nger transcription factor that 
binds guanine quadruplex motifs. The promoters of WNT pathway genes are 
enriched for these motifs [ 231 ], and MAZ potentially regulates expression of the 
low-density lipoprotein receptor LRP5 [ 232 ], which functions as a co-receptor for 
the frizzled family of Wnt receptors. When expressed in cells in conjunction with 
frizzled-4, levels of LRP5 expression dictate whether WNT5A signaling occurs by 
the noncanonical or canonical pathway [ 233 ]. Finally, at the telomeric end of the 
16p11.2 microdeletion resides the  SPN  gene, encoding sialophorin (also known as 
leukosialin or CD43). The cytoplasmic domain of CD43 translocates to the nucleus, 
physically interacts with  β -catenin, and may be required for wnt/ β -catenin signaling 
pathway function [ 234 ]. Taking the above observations together, it seems reason-
able to conclude that there is signifi cant potential for copy number variation at 
16p11.2 to affect Wnt signaling. It is also worth noting that a large region of this 
locus is coordinately regulated by estrogen [ 235 ]. We speculate that 16p11.2 might 
be a critical locus for the convergence of the Wnt and estrogen signaling pathways 
[ 236 – 238 ], thereby mediating some of the effects of estrogen on vocalization.  
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    Estrogenic Contributions to Perception, Vocal Production, and…Literacy 

 There is a substantial body of songbird literature concerned with the contribution of 
different mechanisms of estrogen signaling to the establishment and function of 
sexually dimorphic circuits for vocal perception and production [ 239 ,  240 ]. Estradiol 
administration to hatchling female zebra fi nch chicks potently masculinizes the 
developing songbird brain both structurally and functionally [ 241 ,  242 ]. Moreover, 
estrogen can exert very rapid effects at the synapse, acting on the timescale of sec-
onds, to alter the excitability of song circuits [ 243 ], as has also been demonstrated 
in regions of the mammalian brain [ 244 ]. Possibly, the effect of variation in endog-
enous estrogen levels on Wnt pathway components (at 16p11.2 and perhaps else-
where) could contribute to fl uctuations in speech over the menstrual cycle and in 
postmenopausal declines to verbal fl uency [ 245 ,  246 ]. Whether the equivalent 
16p11.2 syntenic region of the songbird genome might, via Wnt pathway modula-
tion, contribute to the development of sexual dimorphisms of the song system and 
whether sex steroid infl uenced seasonal alterations in adult neurogenesis and song 
structure, or alterations in song perception due to synaptic effects of estrogens, 
remain open questions   . 

 The enzyme aromatase converts androgen into estrogen and is central to brain 
estrogenic signaling. In humans, mapping of a chromosomal translocation break-
point in a dyslexic individual revealed that the translocation disrupted the promoter 
region of  CYP19A1 , which encodes aromatase [ 247 ]. CYP19A1 resides at 15q21, a 
region of the genome known to harbor the DYX1 locus—one of the nine genetic 
loci tied to developmental dyslexia [ 248 ]. In an earlier study, a translocation break-
point associated with developmental dyslexia had been mapped to the  DYX1C1  
gene in this same region [ 249 ].  DYX1C1  also has demonstrated links to estrogen 
signaling. DYX1C1 interacts with estrogen receptor  a  and  b  [ 250 ], and expression 
of this gene appears to be regulated by 17β-estradiol and estrogen receptor  b  [ 251 ]. 
Together these data point toward estrogen/steroidal signaling as a contributing 
factor in the development of dyslexia [ 247 ,  252 ]. There is potentially an interesting 
convergence of this genetic data with the fact that several lines of evidence point 
toward cerebellar defi cits in developmental dyslexia [ 253 ] and, moreover, the cere-
bellum is a major site of neurosteroid synthesis [ 254 ]. There is, however, some dis-
senting opinion on steriodal contributions to dyslexia risk [ 255 ,  256 ], and we 
suggest a way to reconcile these views in the conclusion.  

    Traffi c Complexity Contributes to the Genetic Heterogeneity 
of Neurodevelopmental Disorders 

 One of the patients in the Laffi n study [ 210 ] showed a deletion at 8q21.13. 
Beyond the diagnosis of CAS, phenotypic data on this particular patient is lacking. 
The deleted interval does not include any known gene and falls in an intergenic 
region. However, immediately adjacent to this region of haploinsuffi ciency is the 
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SNX16 (sorting nexin 16) gene. The protein encoded by this gene functions in 
endosomal traffi cking [ 257 ] and is localized to a still poorly understood late endo-
somal subcompartment that is comprised of highly dynamic tubules that require 
association with microtubules for their biogenesis and movement [ 258 ]. Based on 
studies in  Drosophila , SNX16 is required for synaptic growth signaling mediated by 
BMP and  wingless  (Wnt) pathways [ 259 ]. 

 Wnt ligand and receptor traffi cking events within cells are likely to be critical 
points at which the signaling process can be disrupted by genetic lesions. In general, 
the handling of endosomal traffi cking by the cell is evolutionarily very highly con-
served, with many genes involved in the process being homologous between yeast, 
invertebrate metazoans, and man [ 260 ]. However, the signifi cant complexity to 
intracellular sorting processes also allows the possibility that Wnt pathway events 
may preferentially engage embellishments on core traffi cking pathways, such that 
defi cits in those particular aspects of traffi cking could compromise neurons depen-
dent on synaptic Wnt signaling (in the context of this hypothesis, those involved in 
speech and language), while comparatively sparing other neuronal populations. On 
the other hand, where mutations impact components that are central to core aspects 
of endosomal traffi cking, we would expect speech and language defi cits to be 
accompanied by more general cognitive impairment, as might also be expected 
from mutations that drastically impair all Wnt signaling during neurodevelopment. 

 The retromer complex [ 261 ,  262 ] functions in the endosome-to-Golgi retrieval of 
many important transmembrane proteins. Typically, the tubulation of endosomal 
membranes required for this retrieval process occurs via the oligomerization of sort-
ing nexin dimers (of SNX1/SNX2 or SNX5/SNX6), and the dimer is thought to 
then recruit a ternary complex of Vps26-Vps29-Vps35 proteins, which constitute a 
cargo recognition complex. Atypically, however, sorting nexin SNX3 is required for 
retromer-mediated retrieval of the protein wntless, a critical component of the Wnt 
signaling pathway [ 263 ]. Disruption of SNX3 as a consequence of chromosomal 
translocation results in a constellation of severe developmental morphological 
defects, microcephaly, and profound intellectual impairment [ 264 ]. 

 It also seems likely that mutations compromising the gene encoding VPS35, 
which interacts with SNX3, affect speech production. VPS35 is also known to be 
required for retrieval of Wntless (WLS) [ 265 ,  266 ], perhaps providing a basis for 
the fact that a functional disomy including  VPS35  results in severe speech apraxia, 
despite good nonverbal communication skills [ 267 ]. Other lesions at the same locus, 
for example, resulting in overexpression of  VPS35  due to chromosomal transloca-
tion, may contribute to severe cognitive impairment and an averbal phenotype [ 268 ]. 
It is worth noting that, in the latter case, the patient was initially suspected of having 
Angelman syndrome (see section “Syndromic Disorders of Speech, with Lessons 
from Papillomavirus”), and the hypothesis advanced in this chapter provides a basis 
for interpretation of this phenotypic similarity. 

 In the Laffi n study [ 210 ], a CNV microdeletion at 9q32 compromises two genes 
encoding zinc fi nger proteins ( ZNF883  and  ZFP37 ). Of  ZNF883 , nothing is known. 
 ZFP37  is expressed in neurons and encodes a nucleolar-localized protein that may 
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bind centromeric DNA and infl uence nucleolar/centromeric architecture, thereby 
perhaps regulating ribosomal RNA synthesis and ribosome assembly [ 269 ]. For our 
purposes,  ZFP37  is currently of little interest. Of more relevance to us are the genes 
that fl ank the 9q32 deletion interval, namely,  FKBP15  and  SNX30  (the latter, we 
consider in the following section). 

  FKBP15  (FK506-binding protein 15, also known as  WAFL ) is highly expressed 
throughout the brain [ 270 ] and during development may modulate neuronal growth 
cone behavior [ 271 ]. FKBP15 is able to interact with FAM21 and, via this interac-
tion, participates in the interaction between the WASH (Wiskott–Aldrich syndrome 
homologue) complex and the retromer VPS35 subunit [ 265 ,  272 ]. Although the 
function of FKBP15 is still unclear, its association with endosomes appears to 
depend on vATPase proton pump activity [ 265 ], which contributes to acidifi cation 
of the endosomal lumen during the early-to-late endosome maturation process. We 
will return to how aberrant acidifi cation of intracellular organelles may contribute to 
speech and language defi cits in due course. Parenthetically, in addition to known 
retromer components, Harbour and colleagues identifi ed CCDC22 as binding 
FAM21 [ 265 ].  CCDC22  has recently been put forward as a candidate gene for 
X-linked intellectual disability [ 273 ].  

    Preferential Compromise of Speech Might Refl ect Defi cits 
in Exosomal Signaling 

  SNX30 , the other fl anking gene at 9q32, may further point to a hypothesized role for 
Wnt signaling in childhood speech apraxia, albeit with the caveat that this supposi-
tion involves a connect-the-dots exercise.  SNX30  is highly conserved and in yeast 
corresponds to  SNX42 , the product of which acts in concert with two other yeast 
sorting nexins, SNX4 and SNX41. In yeast, the SNX4/41/42 ternary complex is 
involved in a retrieval pathway that is separable from that served by the retromer 
complex. That is, in yeast the SNX4/41/42 complex is required for retrieval of 
Snc1p to the Golgi from post-Golgi endosomes [ 274 ], whereas the retromer com-
plex is involved in retrieving proteins from pre-vacuolar endosomes, sparing them 
from degradation in the vacuole (the yeast equivalent of the lysosome). As we will 
return to in a moment, the human homolog of Snc1p is the synaptobrevin, vesicle- 
associated membrane protein 2 (VAMP2). SNX4/41/42 also co-localize with Snf7p 
in the late endosome/multivesicular bodies (MVBs) [ 275 ] and Snf7p is involved in 
MVB formation. Signifi cantly, Snf7p additionally appears to play a role in deter-
mining the protein composition of yeast extracellular vesicles, which bear numer-
ous resemblances to mammalian exosomes [ 276 ]. 

 In humans, the three paralogs of Snf7 are charged MVB proteins 4a, 4b, and 4c 
(CHMP4A/B/C). These Snf7 homologs in mammalian cells are components of the 
ESCRT-III complex, which is required for cytokinesis (Fig.  6.4 ), viral budding, and 
the formation of MVBs [ 277 – 279 ]. CHMP4 proteins interact with ALIX [ 280 , 
 281 ], a homolog of yeast Bro1/Vps31, an interaction that may promote assembly of 
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the ESCRT-III complex [ 279 ]. Importantly, the intralumenal vesicles of mammalian 
MVBs are directed toward two traffi cking pathways: one to the lysosome where 
their contents are degraded and the other to the plasma membrane where intralumenal 
vesicles are released as exosomes. Notably, VAMP2, ALIX, CHMP4C, and compo-
nents of the WNT pathway are all released into exosomes [ 282 ]. The release of 
WNT pathway components into exosomes may have great functional consequence, 
representing a mechanism of intercellular WNT signaling that overcomes the 

  Fig. 6.4    Wnt signaling depends on multivesicular body formation. ( a ) Signaling by the canonical 
Wnt pathway requires sequestration of GSK3 β  in multivesicular bodies. Wnt ligand binding to a 
receptor comprised of a Fzd-family member and a LDL-receptor-related protein (LRP) results in 
assembly of a ligand–receptor–dishevelled (Dvl) complex. Internalization of this complex into the 
endocytic pathway involves engagement of the pro-renin receptor (PRR) adaptor protein and ves-
icle acidifi cation through the action of the vacuolar ATPase (vATPase). Receptor clustering induces 
LRP phosphorylation by Casein kinase 1 gamma (CK1γ) initiating signalosome formation by the 
recruitment of GSK3 β  and the destruction complex, which includes Axin and adenomatous pol-
yposis coli (APC). Signalosomes are recognized by component(s) of the ESCRT (endosomal sort-
ing complex required for transport) complex and sorted to vesicles destined for intralumenal 
budding into multivesicular bodies. MVB formation sequesters GSK3 β , dishevelled, Axin, and 
 β -catenin from the cytoplasm. As a result of GSK3 β  isolation from the cytoplasm, remaining cyto-
solic  β -catenin (and many other proteins) is protected from degradation and translocates to the 
nucleus. As emphasized in the text, MVBs also participate in the biogenesis of exosomes and 
through this mechanism could additionally contribute to intracellular Wnt signaling. ( b ,  c ) 
Multivesicular body formation utilizes cellular machinery that ancestrally evolved for the abscis-
sion step of cytokinesis. In ( b ) a thin-section electron micrograph of a cell cytokinetic furrow is 
shown revealing the relative position of the Flemming and midbodies in the intercellular bridge 
between two daughter cells. The corresponding schematic in ( c ) depicts the positioning of the 
Aurora B kinase at the midbody arms, where it is activated by lagging chromatin and phosphory-
lates the ESCRT-III protein CHMP4C, thereby causing it to localize at the Flemming body and 
delay abscission. Several proteins localized at the midbody or Flemming body are mentioned in this 
chapter with respect to speech and language production, most likely through their presumed contri-
butions to MVB formation. Part ( a ) is reproduced with permission from Niehrs and Acebron [ 290 ]. 
Part ( b ,  c ) are reprinted with permission from Petronczki M, Uhlmann F. Cell biology. ESCRTing 
DNA at the cleavage site during cytokinesis. Science. 2012 Apr 13;336(6078):166–7 [ 297 ] (illustra-
tion by P. Huey/Science)       

 

6 The Molecular Convergence of Birdsong and Speech



136

hydrophobic nature of WNT ligands [ 283 ] enabling, for example, transsynaptic 
WNT communication between neurons [ 284 ,  285 ]. The  Tbc1d15  gene encodes a 
GTPase-activating protein involved in exosome secretion [ 235 ] and is represented 
in Table  6.2 , alongside  Wnt5a  and  Wnt5b , perhaps pointing to a possible functional 
basis for its inclusion in “core FoxP2” WGCNA modules alongside Wnts. Along 
similar lines, it may be worth noting that ALIX induces cytoplasmic vacuolization 
and binds endophilins in the process [ 286 ]. Two endophilin genes, endophilin A3 
( Sh3gl3 ) and endophilin B2 ( Sh3glb2 ), are shared by the two singing-induced basal 
ganglia  FoxP2  modules, shown in Table  6.2 . Endophilin A3 exhibits a potent ability 
to drive the formation of small vesicles [ 287 ]. Interestingly, severe speech delay, 
with intellectual disability and behavioral features, has been reported in a number of 
individuals carrying an interstitial microdeletion at 15q25.2 [ 288 ]. The 1.7 Mb 
interval deleted in common across patients in this group involves 27 genes. Although 
Palumbo and colleagues speculate on the contribution some of these genes might 
make to the speech and other cognitive defi cits apparent in 15q25.2 deletion patients 
[ 288 ], we suggest that  SH3GL3  should be considered a high-priority candidate (tar-
gets of a microRNA these authors discuss also fi t well with the overarching themes 
here). This example is yet another illustration of the potential synergy that might 
come from interweaving birdsong and human genetics evidence in the search for 
molecular mechanisms controlling complex learned vocalization.

   Unexpectedly, the inhibition of GSK3 β  function during canonical WNT signal-
ing occurs by sequestration of GSK3 β  into MVBs (Fig.  6.4 ) [ 289 ,  290 ], and con-
versely, WNT signaling may be antagonized by release of  β -catenin into exosomes 
[ 291 ,  292 ]. Possibly representing a point of crosstalk between the canonical and 
noncanonical Wnt signaling pathways, WNT5A signaling through the frizzled 2 
(Fz2) WNT receptor regulates ESCRT-III complex function through a WNT5A- 
stimulated association between Fz2 and CHMP4B [ 293 ]. In summary, we propose 
that the 9q32 childhood speech apraxia microdeletion identifi ed by Laffi n et al. 
[ 210 ] compromises (synaptic) WNT signaling via endosomal traffi cking through 
MVBs and exosomes. This could provide a unifying basis for interpreting 
speech production defi cits associated with mutations in many of the genes men-
tioned above, including  SNX3 ,  VPS35 ,  SNX30 ,  SH3GL3 , and perhaps also  FKBP15  
and  SNX16 . 

 The gene adjacent to  SNX16  at 8q21.13 (see above) is  CHMP4C , perhaps sug-
gesting an abstruse connection between SNX16 and ESCRT-III function that is 
refl ected in the genome. A similarly curious genomic co-localization can be found 
in the fact that  VAMP2  resides on human chromosome 17p13.1, just 42 kilobases 
from the Aurora B kinase gene ( AURKB ). This kinase phosphorylates a serine-/
threonine-rich sequence found only in CHMP4C and not in the other mammalian 
Snf7 paralogs [ 294 ,  295 ], directing CHMP4C localization during cytokinesis to a 
structure termed the Flemming body (Fig.  6.3 ), where it may function to regulate 
the timing of daughter cell abscission [ 295 ,  296 ]. VAMP2 has also been implicated 
in cytokinesis [ 297 ]. These details serve to underscore the fact that the ESCRT-III 
complex and many associated components function in cytokinesis, the ancestral 
function—and topologically equivalent—of membrane scission events involved in 
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MVB formation, an essential step in exosome biogenesis. Indeed, CHMP4C, ALIX, 
and TSG101 are all detected in exosomes [ 282 ] and localize to the midbody or 
Flemming body during cytokinesis (see Fig.  6.3 ) [ 277 ,  296 ]. 

 Following the logic of the hypothesis proposed here, one might predict that 
genetic disruption of the 17p13.1 region harboring  VAMP2  and  AURKB  would 
result in speech and language defi cits (and perhaps signifi cant other cognitive 
impairments). Absent speech or severe speech and language impairment has been 
reported by several groups to occur as a consequence of microdeletions that include 
the 17p13.1 region containing  VAMP2  and  AURKB  [ 298 ,  299 ]. Nevertheless, there 
are important—and informative—complications that arise in attempting to attribute 
speech defi cits at 17p13.1 solely to these two genes. Firstly, as a caveat to the fol-
lowing selective discussion, it should be noted that the telomeric half of 17p13.1, 
where these deletions occur, is gene-rich (85 refseq genes fall in the interval between 
Hg18 coordinates 6.0 and 8.3 Mb). Secondly, there is no single region of overlap 
when considering the microdeletions identifi ed in the eight patients combined from 
the studies by Krepischi-Santos et al. [ 298 ] and Shlien et al. [ 299 ]. This indicates 
that multiple genes at this locus may contribute to the phenotype in these patients, 
not just the closely linked  VAMP2  and  AURKB  genes. Indeed, 17p13.1 may be a 
genomic hub of WNT and exosomal control. The biomedical epicenter of this locus 
is  TP53 , encoding the tumor suppressor gene p53. Indeed, the papers cited above by 
Krepischi-Santos, Shlien, and their various colleagues focus on not only cognitive 
defi cits associated with this region of 17p13.1 but also cancer risk due to haploin-
suffi ciency of the gene encoding p53. Strikingly, recent evidence from the Levine 
laboratory suggests that, in mouse embryonic fi broblasts and in a human non-small 
cell lung cancer cell line, p53 may play an important role in the regulation of exo-
somal secretion, in part by regulating transcription of CHMP4C [ 300 ,  301 ]. We will 
return to p53 and its connection to human papillomavirus (HPV) infection shortly, 
but for the moment it is useful to mention just that inhibition of HPV E6/E7 gene 
function results in induction of p53 and some of its target genes that facilitate exo-
some production, namely,  CHMP4C  and  STEAP3  (six-transmembrane prostate 
protein 3, also known as  TSAP6 ) [ 302 ]. Continuing this thread—but requiring a 
brief aside on 2q14.2—we conjecture that genomic alterations in proximity to 
 STEAP3  that alter its activity (i.e., exosome secretion) could contribute to speech 
and language delay or to autism [ 303 ]. Moreover, the very close proximity of 
 STEAP3  to the Engrailed gene,  EN1 , and the contribution of the latter to Wnt signal-
ing at multiple regions throughout the body [ 304 – 306 ] and also perhaps to autism 
[ 307 ] may not be mere happenstance. 

 Several other genes at 17p13.1 reinforce our speculation that this region consti-
tutes a nexus for WNT–exosome–p53 signaling. Most obviously, the dishevelled- 
encoding gene  DVL2 , an important WNT pathway component, resides within the 
region. The Scr3 phospholipid scramblase protein, encoded by the  PLSCR3  gene, 
has been identifi ed as a component of exosomes that is subsequently taken up in a 
paracrine fashion by nearby cells [ 308 – 310 ]. PLSCR3 physically interacts with 
ALG-2, as does ALIX (which, as mentioned above, is generally detected in exo-
somes). Conceivably, this scramblase could contribute to some step in exosome 
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biogenesis by regulating the asymmetric distribution of specifi c lipids across 
inner and outer membrane leaflets [ 311 ,  312 ]. The 17p13.1 genes  CTDNEP1  
(in  Drosophila , provocatively known as  dullard ) and  C17orf81  (also termed 
 ELP5  or  DERP6 ) may also be relevant. The adjacency of these genes is evolution-
arily conserved in vertebrates. ELP5 is a component of the elongator complex [ 313 ] 
which has a nuclear function, regulating RNA polymerase II-mediated transcrip-
tion, and a cytosolic function in which it acetylates alpha-tubulin and controls 
aspects of vesicular traffi cking [ 314 ,  315 ]. ELP5 has also been demonstrated to 
regulate p53 expression [ 316 ].  CTDNEP1  positively regulates WNT signaling, as 
decreased  CTDNEP1 / dullard  function results in a reduction in  DVL2  levels [ 317 ]. 
 CTDNEP1  and the gene encoding its interacting protein,  CNEP1R1 , represent 
ancient, highly conserved, regulators of the lipin pathway and are able to functionally 
replace  Nem1p - Spo7p , their orthologs in yeast [ 318 ,  319 ].  Nem1p - Spo7p  regulate 
diacylglycerol synthesis and membrane biogenesis [ 320 ], thereby potentially 
impacting vacuolar/vesicular fi ssion and fusion at multiple stages of intracellular 
traffi cking [ 321 ,  322 ].  

    Syndromic Disorders of Speech, with Lessons from Papillomavirus 

 The intimate connection that may exist between the WNT pathway and p53 warrants 
further emphasis. The latter may powerfully regulate WNT signaling via transcrip-
tional control of the miR-34 microRNA, which targets mRNAs encoding multiple 
components of the WNT pathway [ 323 ,  324 ]. Moreover, in terms of understanding 
the molecular underpinnings of speech and language, perhaps of equal interest is the 
idea that mutations in the Angelman syndrome gene,  UBE3A , impact this critical 
nexus of WNT–p53 interaction.  UBE3A  has received considerable attention as a con-
sequence of its involvement in cancer and equal interest because of its—still enig-
matic—contributions to neurological features of Angelman syndrome, which include 
signifi cant cognitive defi cits and virtually absent speech and language [ 325 ]. One way 
of getting a foothold on understanding the function of UBE3A in the brain is to look 
at the cellular consequences of interference with  UBE3A  function in cancer. Human 
papillomaviruses (HPVs) are causative agents in the majority of cervical cancers and 
contribute signifi cantly to oropharyngeal carcinoma. A critical step in HPV-mediated 
oncogenesis is the subjugation of p53 tumor suppressor activity and cellular stress 
response, via the interaction of the virion-encoded HPV16 E6 protein with the 
human host’s E6-AP protein, encoded by  UBE3A  [ 326 ,  327 ]. Germane to the 
current argument, the effi cacy of HPV in promoting carcinoma is not solely due to 
the effect of E6, via E6-AP, on p53: the WNT/ β -catenin pathway may also partici-
pate via interlacing mechanisms [ 328 – 331 ]. 

 The above discussion highlights the possible existence of parallel and comple-
mentary p53 and WNT signaling mechanisms in certain forms of carcinoma, and 
that HPV’s hijacking of UBE3A/E6-AP might also inform us of E6-AP’s involve-
ment in processes pertinent to the cellular and molecular substrates of speech and 
language. In order to develop this argument, a short detour is necessary. Critical to 
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HPV infection is its subversion of the endocytic pathway, enabling the uptake and 
intracellular traffi cking of the virus, with eventual release from a late endosome/
lysosomal compartment, uncoating of the virus and transmittal of viral DNA to the 
nucleus. Exposure to low pH in late endosomes or lysosomes is believed to be nec-
essary for viral uncoating and infection [ 332 ]. However, the protracted timecourse 
of HPV infection may also necessitate mechanisms to prevent premature exposure 
to low pH. The viral E5 protein, for example, may contribute to alkalinization of 
endosomes and/or prevention of early endosome fusion with acidifi ed vesicles [ 333 , 
 334 ]. Although there is some debate concerning the initial uptake mechanism(s) for 
HPV, recent evidence suggests that—at least for HPV16—it may occur through a 
clathrin- and caveolae-independent mechanism that instead involves tetraspanin 
microdomains and, in particular, the tetraspanin CD151 [ 335 ,  336 ]. Once inside the 
cell, passage of the virus through the correct subcellular compartments appears to 
depend on its interactions with the sorting nexin SNX17 [ 337 ,  338 ]. 

 Given the foregoing and the many reports supporting the idea that altered WNT 
signaling augments HPV infection, perhaps HPV has co-opted endosomal routing 
mechanisms specifi cally utilized by the WNT pathway. We speculate that an impor-
tant centerpiece of the speech and language defi cit (and perhaps more general cog-
nitive impairment) in Angelman syndrome is the role E6-AP plays at the conjunction 
of the p53 and WNT signaling pathways. We will get to the more tortuous details 
shortly, but for the moment how do we even get HPV16 into the ballpark? HPV 
infection occurs in a discrete population of squamocolumnar junction cells charac-
terized by a distinct molecular signature that includes notable expression of the 
WNT/ β -catenin target  MMP7 , encoding an interactor with CD151 [ 339 ]. HPV 
infection is thought to occur by entry into basal keratinocytes via the basolateral 
surface [ 340 ]. This fi ts well with the predominant basolateral surface localization of 
CD151, which in basal keratinocytes is a constituent of hemidesmosomes [ 341 ], 
and data indicating that SNX17 may function specifi cally in basolateral receptor 
recycling through basolateral sorting endosomes, BSEs [ 342 ,  343 ]. Recently, CD151 
was identifi ed as an important factor in trigeminal placode development, and the 
question was raised as to whether CD151 might be required for Wnt signaling [ 344 ]. 
Perhaps even from the get-go, HPV16 infection co-opts the WNT pathway. 

 In neurons, the somatodendritic portion of the neuron is, in terms of polarized 
traffi cking, the equivalent of basolateral transport in epithelial cells [ 345 ,  346 ]. 
Consistent with this, SNX17 appears to be required for appropriate cell surface 
expression of proteins transported into the somatodendritic compartment in neurons 
[ 342 ]. One of the best-characterized targets of SNX17 traffi cking is the low-density 
lipoprotein receptor-related protein 1 (LRP1) [ 343 ]. LRP1 has recently been found 
to mediate WNT5A canonical signaling [ 347 ,  348 ]. Thus, the existence of Snx17 in 
the songbird FOXP2 module genes listed in Table  6.2  (along with Wnt5a and 
Wnt5b) may further refl ect participation of WNT signaling in the basal ganglia dur-
ing learned vocal production. 

 The HPV16 E5 protein may have other strings to its bow, targeting the nucleocy-
toplasmic transport protein, karyopherin  β -3 (KPNB3) [ 349 ], and reducing the expres-
sion of the cytoplasmic polyadenylation element-binding protein 3 (CPEB3) [ 350 ]. 

6 The Molecular Convergence of Birdsong and Speech



140

Normally, KPNB3 facilitates the nuclear import of CPEB3 [ 351 ], and this may be 
one of the ways that KPNB3 affects the secretory pathway [ 349 ]. As CPEB3 function 
appears to suppress STAT5B (signal transducer and activator of transcription 
5B)-activated transcription of the epidermal growth factor (EGF) receptor gene 
[ 352 ], E5-mediated reduction of CPEB3 activity in HPV-positive cells might pro-
mote tumor cell transformation and migration by enhancing signaling pools of EGF 
receptor [ 353 ]. Again, the way in which HPV interacts with the cellular machinery 
in cervical cancer may highlight certain pathways that also cohere in normal striatal 
neurons, for example, linking  Cpeb3  and  Kpnb3  (see Table  6.2 ) with Wnt pathway 
function. If these facets do indeed converge, it may be necessary to consider the 
possibility that the harmonious intersection of  TP53  ( or the related TP63 ;  see later ), 
 UBE3A ,  CPEB3 , and  WNT  pathways is essential for striatal support of speech, 
language, and various forms of learning.  CPEB3  has recently been found to have an 
important role in hippocampal plasticity and memory storage [ 354 ,  355 ], raising the 
question of whether mutations in  UBE3A  might, for example, impair similarly critical 
CPEB3-dependent functions in forms of learning and memory dependent on the 
striatum. Barely glimpsed through a glass, darkly, the outline of these interactions 
will only take shape with more research.  

    Angelman Syndrome: The Golgi, the WNT Pathway, and MVBs 

 But what of the Angelman syndrome gene, UBE3A? Earlier, we touched on the 
need for HPV to control the timing and location of encounter with an acidifi ed 
endolysosomal compartment in order to uncoat effi ciently and ultimately transfer 
virion DNA to the nucleus. As mentioned, the HPV protein E5 may play a part in 
modulating endosomal pH [ 334 ,  335 ], but so too may E6 via its interaction with 
E6-AP. Ehlers and colleagues have recently demonstrated that lack of  Ube3a  in corti-
cal neurons of Angelman syndrome model mice ( Ube3a  m-/p+ ) results in a dramatic 
distention of the Golgi apparatus, likely as a consequence of severe under- acidifi cation 
and consequent osmotic swelling [ 356 ]. Alteration to pH in another intracellular 
compartment of the secretory pathway (namely, the endoplasmic reticulum) was also 
noted. The mechanistic details of this disturbance to organellar pH are still opaque, 
but Condon et al. [ 356 ] suggest the possibility this may arise as a consequence of 
impaired ubiquitination, and hence overabundance, of (Na+, K+)/H+ exchangers 
in the secretory pathway. Moreover, they reveal that protein sialylation is diminished 
in the brains of mice with insuffi cient  Ube3a  function. The authors emphasize some 
of the potential avenues by which impaired protein or lipid sialylation could disrupt 
neuronal morphogenesis or function, thereby potentially contributing to Angelman 
syndrome features, such as ataxia, severe developmental delay, and virtual absence 
of speech. As detailed below, we provide a slightly different interpretation and mesh 
the work of Ehlers, and other research groups, with our overarching theme. 

 Of what are probably many, we emphasize three points at which WNT signaling 
and  UBE3A  function may collide. The fi rst of these is in the regulation of Golgi pH. 
Ehlers and colleagues mention the Na+/H+ exchangers encoded by the NHE6 and 
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NHE9 genes, which are both involved in regulation of lumenal pH in the sorting/
recycling endosome system [ 357 ] and which have both been implicated in autism 
[ 358 ]. The mechanism by which E6-AP regulates Golgi pH has yet to be deter-
mined, so it is plausible that NHE6 and NHE9 mutations simply phenocopy Ube3a 
mutations, without being involved in the same mechanistic pathway. It is therefore 
a useful exercise to explore the possibilities further. We propose that p53/UBE3A/
WNT signaling might modulate Golgi pH through indirect actions on one, or all, of 
three distinct (but perhaps physically associated) Golgi-localized chloride/anion 
channels. E6-AP physically interacts with the cystic fi brosis transmembrane 
regulator- associated ligand (CAL, also termed Golgi-associated PDZ and coiled- 
coil motif containing protein, GOPC). Interestingly, E6-AP binding to CAL is aug-
mented when HPV E6 protein is associated with E6-AP, resulting in more effi cient 
ubiquitination of CAL, targeting it for proteasomal degradation [ 359 ]. CAL func-
tions as a negative regulator of the cystic fi brosis transmembrane regulator, CFTR 
[ 360 ,  361 ]. It is worth noting that, although now apparently refuted [ 362 ], altered 
Golgi acidifi cation was thought to occur in cystic fi brosis [ 363 ]. Disruptions to 
sialylation, as identifi ed by Condon and coworkers in the mouse Angelman syn-
drome model, have also been reported in cystic fi brosis [ 364 ,  365 ]. 

 CAL also binds the CLC chloride channel, ClC-3 (CLCN3), and may coordi-
nately regulate both CIC-3B and CFTR [ 366 ]. Both channels interact concurrently 
via the PDZK1 protein ( NHERF3 , Na+/H+ exchange regulatory cofactor NHE-RF3) 
and can bind the related PDZ protein, EBP50 protein ( NHERF1 , Na+/H+ exchange 
regulatory cofactor NHE-RF1). Further interactions occur between PDZK1 and 
EBP50 [ 367 ] and between EBP50 and CAL with several of the WNT pathway 
 frizzled receptors [ 368 ,  369 ]. Whether frizzled receptor family members in the Golgi 
regulate lumenal acidifi cation, via activity of CFTR and/or ClC3-B, is an interesting 
question that has yet to be addressed. Additionally, WNT function might indirectly 
impact a third anion channel, although at present this idea is more intuitively pleasing 
than factually supported. Surprisingly, the gene adjacent to  PDZK1  is  GPR89 , encod-
ing the Golgi pH regulator GPHR [ 370 ]. The genomic adjacency of the PDZK1 and 
GPR89 genes has been maintained over the past 300 million years or so. However, 
early in vertebrate history (to the extent this may be inferred from extant teleost 
genomes), the genomic region bearing PDZK1 and GPR89 also housed the core 
WNT pathway regulator GSK3 β . Although GSK3 β  is no longer syntenic, one 
wonders whether the WNT pathway might still exert an infl uence on this locus. 

 In summary, this assemblage of proteins (CFTR, ClC-3, PDZK1, EBP50, and 
perhaps GPHR) could participate in a macromolecular complex regulating Golgi 
acidifi cation, perhaps infl uenced by/or infl uencing WNT pathway activity (as dis-
cussed below). This will need to be tested, but it is at least encouraging that the 
ultrastructural Golgi abnormalities reported by Condon et al. [ 356 ] in the mouse 
Angelman syndrome model bear a marked resemblance to the distended morphol-
ogy of the Golgi in cells carrying mutations in GPHR [ 370 ]. Moreover, we suspect 
that disruption to the normal balance of GPHR and PDZK1 function and/or their 
adjacent paralogs at 1q21 might make a prominent contribution to the congenital 
anomalies and neurodevelopmental phenotypes, including mental retardation, 
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speech delay, autism, and schizophrenia, caused by microduplications and microde-
letions at this locus [ 177 ,  371 – 373 ]. 

 The second point of possible convergence between WNT signaling and E6-AP 
function centers on the downstream consequences of altered Golgi pH. Condon 
et al. [ 356 ] pointed out the phenotypic overlap of Angelman syndrome and patients 
with Christianson syndrome, which is due to loss-of-function mutations in NHE6 
[ 374 ,  375 ], and the fact that both E6-AP and NHE6 impact organellar pH regula-
tion. Of note, however, the general exocytotic process in  Ube3a  m-/p+  neurons is not 
impaired. Rather, Condon and colleagues fi nd evidence of defective sialylation and 
speculate this could be instrumental in neurocognitive defi cits in Angelman syn-
drome [ 356 ]. Other research indicates that knockdown of  Ube3a  function in late 
fetal/early postnatal mouse development may perturb large-scale subcellular 
dynamics of Golgi function, inhibiting the recruitment of Golgi into proximal den-
dritic regions during the process of apical (but not basal) dendritic morphogenesis 
[ 376 ]. Thus, comparing data from the above groups, the degree to which bulk Golgi 
functions are affected by reduced  Ube3a  activity is perhaps not fully resolved. 

 Our interest here is whether WNT pathway function may especially be affected 
by altered organellar pH, perhaps providing insights (in so far as our model is con-
cerned) on why speech and language are so devastatingly affected in Angelman 
syndrome. Of course, there is also severe intellectual disability as well. Altered 
sialylation seems well suited to produce such pan-neural effects and has been impli-
cated as a contributing factor in Down syndrome [ 377 ]. However, if defi cient 
sialylation is the main culprit in Angelman syndrome, at least as far as speech and 
language is concerned, this interpretation does not reveal a clear path toward con-
necting these Angelman syndrome research fi ndings with other mechanisms of 
speech and language impairment (or autism). In fact, the same criticism could be 
leveled at the posited mechanisms of Wnt/E6-AP/chloride channel regulation of 
Golgi pH we have outlined above. Therefore, we suspect a more specifi c mecha-
nism may be involved. 

 As we discussed earlier, mutations disrupting VPS35 function may result in an 
averbal phenotype similar to Angelman syndrome [ 268 ], and VPS35, along with 
SNX3, functions in the retrieval of the Wntless protein [ 263 ]. A conciliation of the 
fi ndings of Ehlers and colleagues [ 356 ] with the framework developed here is that 
speech and language defi cits associated with mutations altering Golgi pH may stem 
from disruption to Wntless-mediated WNT secretion. Inhibition of vacuolar acidifi ca-
tion prevents secretion of functionally active WNTs [ 378 ]. Vacuolar acidifi cation is 
additionally required for the WNT signaling process in recipient cells, establishing 
endosomal conditions conducive to phosphorylation of the LRP6 WNT co- receptor in 
the endocytosed signaling complex, and subsequent  β -catenin activation [ 379 ]. 
Furthermore, how vesicular pH might impinge on the content, release, uptake, and 
signaling of Wntless containing synaptic exosomes remains an open question [ 284 ]. 

 It is also noteworthy that, although the emphasis was placed on Golgi acidifi ca-
tion, Ehlers and colleagues additionally report that pH in the ER was moderately 
elevated. Palmitoylation of newly synthesized WNT molecules occurs in the ER 
through the activity of the acyltransferase Porcupine (PORCN). In  Drosophila , 
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palmitoylation was found to be essential for the WNT-mediated redistribution of 
Wntless (WLS) to the Golgi [ 380 ], and in mammalian cells WLS may even interact 
with lipidated WNT ligands in the ER, before they have exited that compartment 
[ 378 ]. WNT secretion is exquisitely sensitive to the level of PORCN activity [ 381 ], 
raising the question of whether elevated ER pH in Angelman syndrome might cru-
cially impair WNT palmitoylation. This remains to be seen, but it is of some interest 
that patients with duplications at Xp11.23, encompassing PORCN, exhibit mental 
retardation, speech delay, and poor speech articulation [ 382 ]. Even in the case of the 
smallest of these duplications (0.8 Mb, but still involving PORCN), where psycho-
motor delay was slight and intellectual disability mild, speech was notably affected. 
It is not known (as far as we are aware) how sensitive the glycosylation of the WNT 
receptor is to alterations in the pH of the ER; however this could also be a point 
where WNT signaling is perturbed in Angelman syndrome. Interestingly, the 
MEST/PEG1 gene regulating this process [ 383 ] is adjacent in the genome to  Tsga14  
(see Table  6.2 ) and has been implicated in autism [ 384 ,  385 ], as well as being a 
prominent site of genomic imprinting [ 386 ,  387 ]. 

 Many issues still need to be worked out before the details of the research fi ndings 
reviewed above are seamlessly united. Nonetheless, the emphasis we place here on 
the impact of Golgi/vacuolar pH regulation on WNT signaling provides specifi c 
testable hypotheses. For example, it would be valuable to examine the status of 
Golgi pH and WNT signaling in inducible pluripotent stem cell (iPSC)-derived neu-
rons produced from autistic or CAS patients, particularly those individuals in which 
the candidate locus falls near to a gene encoding a likely regulator of organellar pH. 
Recent work from the laboratory of Ricardo Dolmetsch provides a fi ne example of 
the utility of this type of approach in the context of Timothy syndrome, which is 
associated with autism [ 388 ,  389 ]. Along such lines, mutations in the ATP6V0A2 
gene (   also mentioned by Condon et al. [ 356 ]), encoding the Golgi-localized alpha2 
subunit of the H + -vATPase, result in a skin disorder, cutis laxa, which frequently 
includes a variable degree of developmental delay [ 390 ]. Mutations in ATP6AP2, 
encoding an accessory subunit of the H + -vATPase, disrupt WNT signaling, the 
planar cell polarity (PCP) pathway, vesicular acidifi cation, and endolysosomal sort-
ing [ 379 ,  391 ]. Mutations affecting splicing of this gene result in mild-to-moderate 
mental retardation and speech delay [ 392 ]. Suspiciously, one of the childhood 
speech apraxia copy number variations reported by Laffi n et al., a duplication at 
8q11.23 (directly involving only AK056897, a noncoding transcript of unknown 
function), falls next to the ATP6V1H gene encoding the regulatory H subunit of 
H + -vATPase [ 210 ]. 

 Finally, the last of our three points of convergence of WNT signaling with 
 Ube3a  function focuses on the possible involvement of  Ube3a  in potentially regu-
lating aspects of cytokinesis and/or MVB formation (and, by extension, perhaps 
exosomal Wnt signaling). Genetic and proteomic studies conducted in  Drosophila  
to identify targets of  UBE3A  activity reveal that the fl y and human dUbe3a/E6-AP 
proteins interact with a conserved member of the Rho guanine nucleotide exchange 
factor family (Rho-GEFs/ARHGEFs), known in the fl y as  pebble  ( pbl ) and in 
humans as epithelial cell-transforming sequence 2 oncogene ( ECT2 ) [ 393 ]. ECT2 
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participates in the function of the Flemming body at the late stage of membrane 
abscission during cytokinesis [ 394 ,  395 ].  Drosophila dUbe3a  also regulates the 
levels of the Eps15 protein [ 396 ], which is known to have roles in cytokinesis 
[ 397 ], endocytic recycling, and MVB biogenesis [ 398 ]. Very interestingly, ECT2 
functions in a complex with plakophilin 4 (PKP4) and is required for the latter’s 
localization and function at the midbody during cytokinesis [ 399 ,  400 ]. We note 
that PKP4 falls within the 2q24.1 microdeletion found by Laffi n et al. in a case 
of CAS [ 210 ]. 

 In summary, perhaps the critical contributions of UBE3A in Angelman syndrome 
include disruptions to WNT pathway function operating at two levels: alterations to 
Golgi (and/or ER) pH resulting in impaired Wntless-dependent WNT secretion, 
and impaired formation of MVBs required for sequestration of GSK3 β  [ 289 ] and 
exosomal packaging of Wntless [ 284 ], WNT ligands [ 283 ], and  β -catenin [ 291 ].  

    Potocki–Lupski Syndrome: Another Case Where Traffi cking May 
Go Awry 

 Potocki–Lupski syndrome (PTLS) and Smith–Magenis syndrome (SMS) are caused 
by reciprocal DNA rearrangements at 17p11.2, occurring as a consequence of non- 
allelic homologous recombination (NAHR) events during meiosis [ 401 ,  402 ]. 
In SMS, caused by microdeletion at 17p11.2 or mutations in the retinoic acid induc-
ible 1 gene ( RAI1 ), craniofacial and limb abnormalities are often evident, as well as 
mental retardation, sleep disturbances, hyperactivity, attention seeking, and a vari-
ety of self-directed/self-injurious behaviors [ 403 ]. The basis for PTLS, caused by 
duplication of the same region of 17p11.2, is less clear. The  RAI1  gene has been the 
principal suspect, given that the haploinsuffi ciency demonstrated in SMS indicates 
that this gene fulfi lls an important dosage-sensitive physiological function. The clini-
cal phenotype in PTLS occasionally includes congenital anomalies, but the core 
features of the disorder are neurobehavioral, oftentimes including autism but—in all 
cases—speech and language defi cits and variable degrees of cognitive impairment 
[ 403 – 405 ]. By examining deletions across 74 PTLS subjects, Zhang was able to 
defi ne a minimal common region of duplication resulting in PTLS that spanned only 
125 Kb (chr17: 17,510 to 17,635 k; NCBI build 36/hg18) and involved the  RAI1  
gene (and the  SMCR5  gene) [ 405 ]. Zhang and colleagues conclude that RAI1 and 
surrounding regulatory sequences are most likely responsible for the clinical fea-
tures typically observed in PTLS [ 405 ]. 

 In songbirds,  RAI1  is differentially expressed in HVC relative to the subjacent 
brain region [ 406 ], and in addition, a comparison of zebra fi nch, chicken, lizard, and 
mammalian genomes indicates that  RAI1  has undergone positive evolutionary selec-
tion in the songbird [ 407 ]. Recalling the etymology of  RAI1 , it is also of interest that 
HVC is a site of retinoic acid synthesis in the songbird brain (occurring predomi-
nantly in HVC (X)  neurons) and that inhibition of retinoic acid synthesis disrupts 
vocal learning [ 408 – 410 ]. In general, the contributions of retinoic acid signaling to 
the function of the juvenile and adult vertebrate brain are still poorly understood. 
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HVC represents a very attractive experimental target for refi ned manipulations of 
this signaling process, given that perturbation to HVC circuit dynamics in the adult 
bird would be anticipated to result in readily quantifi able alterations in syllabic timing 
during song production. 

 However, in the context of the framework we have advanced in this chapter, there 
is one additional note of interest regarding the human (and songbird)  RAI1  locus. 
Just 45 Kb from  RAI1 , separated by only one gene, is the target of myb1-like 2 gene, 
 TOM1L2 . The  Tom1  gene family is very highly conserved in evolution and, even in 
amoeba, participates in the formation of MVBs [ 411 ]. Similarly, in  Dictyostelium , 
the single Tom1 protein functions in MVB biogenesis and interacts with the slime 
mold homologs of human EPS15 and TSG101 (respectively, EGF receptor pathway 
substrate 15 and tumor susceptibility gene 101) [ 412 ]. Recalling our discussion in 
the section entitled “Preferential Compromise of Speech Might Refl ect Defi cits in 
Exosomal Signaling,” we proposed that TSG101 and other proteins involved in 
MVB formation (and midbody formation) might contribute to apraxia of speech. 
The vertebrate Tom1l1 protein indeed interacts with TSG101 and other proteins 
involved in MVB sorting, as well as at the midbody during cytokinesis [ 413 ,  414 ]. 
The Tom1l2 protein does not, however, possess the domain necessary for binding to 
TSG101 [ 415 ]. Nevertheless, Tom1l2 still binds Tollip, clathrin, and ubiquitin and 
is likely to be involved in post-Golgi traffi cking processes, including the recruit-
ment of clathrin onto endosomes [ 416 ]. It is feasible that Tom1l2 might participate 
in the complex life cycle of endosomes/MVBs/exosomes in neuronal dendrites and/
or axons, but this has yet to be established.  

    Williams Syndrome and dup7: A WNT Receptor and MVB 
Regulator in the Critical Region 

 Williams syndrome (Williams–Beuren syndrome, WBS) represents a fascinating 
microdeletion disorder resulting from the removal of (typically) 1.55 Mb at 7q11.23, 
as a consequence of the same sort of NHAR mechanism involved in SMS/PTLS 
[ 417 ]. Deletion of this region results in loss of 26–28 genes, several of which are 
thought to make particular contributions to the suite of morphological and physio-
logical features that characterize the syndrome [ 418 ]. The neurodevelopmental con-
sequences of this deletion are of especial interest to researchers interested in the 
neurological mechanisms of social behavior, auditory perception, visuospatial pro-
cessing, and speech and language [ 418 ,  419 ]. Average full-scale IQ in WBS adults 
falls in the 50–60 range, indicating mild-to-moderate cognitive impairment, but on 
this backdrop there are rather surprising areas of strengths and weaknesses in per-
ceptual/cognitive function. The archetypal WBS subject is described as having a 
happy hypersocial disposition, although prone to anxiety. They have a strong liking 
for music, but a high proportion are said to develop a pronounced sensitivity to loud 
noises (hyperacusis). 

 A striking facet of the WBS perceptual/cognitive profi le is a strong visuomotor 
propensity to focus attention on faces, fi xating on faces for longer durations and 
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disengaging fi xation from the eyes more slowly than do typically developing (TD) 
children [ 420 ,  421 ]. These visual scanning preferences for such highly salient social 
stimuli are a striking counterpoint to the situation observed in autism, wherein autis-
tic toddlers tend to fi xate on the mouth rather than eyes [ 422 ] and autistic children 
(7–13 years of age) have reduced levels of fi xation on faces when viewing social 
scenes than do TD children [ 423 ]. As might be anticipated from the meiotic NHAR 
mechanism of 7q11.23 deletion (and by analogy to SMS/PTLS), duplications of the 
same region have also been identifi ed (termed dup7). Duplication results in a largely 
opposite clinical profi le that, for many patients, is said to be indistinguishable from 
autism [ 424 ], although contrastingly it has been argued that the social withdrawal 
observed in dup7 children might be a sequela of their speech and/or anxiety prob-
lems [ 425 ]. 

 One of the most remarked upon aspects of WBS is the relative preservation 
of speech and language function despite other signifi cant cognitive impairment. 
This portrayal has signifi cantly moderated over the years in light of more compre-
hensive neuropsychological testing in WBS subjects. The current view is that the 
developmental timecourse of speech and language development in WBS may be 
delayed in early childhood, starting with a latter onset to both canonical babbling and 
another typical infant motor behavior, rhythmic hand banging [ 426 ]. As childhood 
progresses, speech and language development in WBS subjects seems to be largely 
in step with what would be expected given the chronological age and IQ of the indi-
vidual [ 427 ]. Conversely, there seems to be good evidence that, in many cases, 
speech and language development is severely affected in cases of 7q11.23 duplica-
tion [ 428 ,  429 ]. Mervis and colleagues have studied the speech and language 
capabilities of 42 subjects with dup7 and report that, of 25 children between the age of 
4 and 15, over 75 % met full criteria for CAS, as well as having other oromotor or 
speech sound symptoms [ 425 ]. 

 The dosage-sensitive gene(s) in the 7q11.23 WBS/dup7 interval responsible 
for the neurodevelopmental features discussed above has yet to be identifi ed with 
certainty. The LIM domain kinase 1 gene ( LIMK1 ) is debatably the main candidate 
for visuospatial defi cits and hyperacusis in WBS [ 430 – 432 ]. As yet, no clear culprit 
exists for the autism-like and speech and language defi cits observed in people with 
dup7, although genes encoding CAP-GLY domain-containing linker protein 2 
( CLIP2 ), General transcription factor II i ( GTF2i ), and Syntaxin 1A ( STX1A ) have 
been singled out for mention by various authors. Certainly, from the perspective of 
our hypothesis, the frizzled-9 gene ( FZD9 ) in the WBS interval is of interest because 
of its obvious link to Wnt/ β -catenin signaling and the fact that mice lacking  Fzd9  
gene function have been reported to display visuospatial learning defi cits [ 433 ]. 
Obviously, these mice do not speak to the possibility of whether  FZD9  duplication 
in dup7 subjects results in apraxia or other speech/language defi cits. Most interest-
ing, however, is the duplicated/deleted region also includes the gene encoding 
 VPS37D , an ESCRT I complex subunit. The VPS37D protein physically interacts 
with the midbody protein CEP55 [ 394 ] and thus is implicated in membrane scis-
sion complex formation, such as is required for cytokinesis and the production of 
MVBs.   
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    Potential Impacts of Synaptic WNT Signaling on Basal 
Ganglia Function 

 The preceding sections developed, we think, a prima facie case for the involvement 
of WNT signaling in speech and language disorders and, across taxa, in the molecu-
lar events that underlie basal ganglia/striatal participation in the production of bird-
song. An important question we have yet to address is that of how WNT signaling 
might intersect with well-established molecular pathways of basal ganglia function. 
Prospectively, one would imagine there exists a very specifi c or delicate balance 
involved in WNT interactions with core molecular machinery. On the one hand, 
extensive research over many decades would presumably have been more successful 
in identifying molecular candidates for speech and language production if these 
were critical to phylogenetically conserved functions of the basal ganglia that, when 
disrupted, result in patently obvious behavioral defi cits in rodents. Given this has 
not been the case, it seems reasonable to assume that a circumscribed signaling 
pathway is at play. On the other hand, however, such a pathway cannot exist in a 
vacuum, and—as evidenced in songbirds and humans—it must interact with molec-
ular pathways that can powerfully regulate learning and social behavior. 

    Wnt5 Signaling in the Basal Ganglia Might Impact Molecular 
Mechanisms of Memory 

 The posited link between exosomal WNT signaling in Area X/basal ganglia and 
production of learned vocalizations potentially fulfi lls the fi rst side of the above 
equation, but how might this pathway affect core molecular processes in this region 
of the brain? The presence of  Wnt5a ,  Wnt5b , and other Wnt pathway genes in 
Table  6.2  raises the interesting possibility that song production is accompanied by 
changes to the functional status of dopamine and cAMP-regulated neuronal phos-
phoprotein 32 (DARPP32) and the cAMP response element-binding protein 
(CREB). DARPP32, also known as protein phosphatase 1, regulatory subunit 1B 
( PPP1R1B ), is known to be a key regulator of the effect of dopamine on striatal 
medium spiny neurons [ 434 ,  435 ], which in songbirds and mammals prominently 
include FOXP2/dopamine D1 receptor-positive neurons [ 75 ,  88 ,  109 ]. CREB has a 
storied history in the molecular biology of learning and memory, being a central 
component of cyclic AMP (cAMP) and protein kinase A (PKA)-dependent memory 
formation in Aplysia,  Drosophila , and vertebrates [ 436 ,  437 ]. Despite many decades 
of intensive research on CREB and DARPP32 function in the nervous system, 
insight on their recruitment during speech and language production may, paradoxi-
cally, come from a study of cell migration in a breast cancer cell line. 

 Hansen et al. [ 438 ] report that in MCF-7 cells, Wnt5a signaling through a 
frizzled-family receptor results in activation of the cAMP/PKA pathway, leading to 
phosphorylation of DARPP32 on amino acid Threonine-34. This phosphorylation 
converts DARPP32 into a potent inhibitor of Protein Phosphatase-1 (PP1). At the 
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same time, PKA also phosphorylates CREB on Serine-133, a modifi cation that is 
critical for pCREB function as a transcriptional activator [ 439 ] and observed in 
association with memory formation [ 440 ,  441 ]. As pCREB is a substrate for dephos-
phorylation by PP1, the dual events triggered by Wnt5a could initiate a protracted 
period of pCREB-mediated transcription. Wnt5a signaling in neurons also activates 
a protein kinase C pathway to modulate synaptic NMDA receptor currents, facilitat-
ing the induction of long-term synaptic potentiation (LTP) [ 442 ]. Combined, these 
signaling mechanisms could contribute to Wnt5 alterations to synaptic plasticity 
and long-term memory [ 209 ]. Other Wnt-family members may also participate 
in this process or perhaps are preferentially utilized to similar ends elsewhere in the 
brain [ 443 ].  

    Birdsong Is the Opium of the Songbird, Speech the Opium of the People 

 As mentioned, CBGTC function has been implicated in motor learning, perfor-
mance, and motivation [ 48 ]. Wnt5a acting through DARPP32, PKA, and PKC 
could contribute to aspects of learning mediated by the basal ganglia, but what 
mechanisms might connect the motivation to vocalize, with the act of producing the 
said vocalization? Disruption to such a link might be predicted to result in apraxia 
of speech. Songbirds represent an excellent model for exploring the motivation to 
vocalize [ 444 ]. Among vertebrates, songbirds are well known for their prolifi c vocal 
output, a feature that probably partially refl ects their arboreal existence and posses-
sion of fl ight, and hence relative safety from many ground-bound predators. 
Songbird males (although in some species females sing too and may even duet) are 
motivated to sing in a variety of different contexts. The most obvious of these are 
female-directed song, involved in mate attraction, and male-directed song, typically 
motivated by agonistic interactions pertaining to territorial defense. However, they 
also engage in high rates of vocalization in the absence of any clearly intended recipi-
ent (being largely ignored by conspecifi cs), a context of vocal production termed 
undirected song. As we have discussed earlier, in zebra fi nches, there are acoustic 
differences between directed and undirected song, and these two modes of singing 
differentially engage Area X, as starkly revealed by the induction of  zenk  [ 68 ]. 

 There are numerous complexities to understanding the basis for the motivation to 
sing, involving the interaction of steroids, dopamine, and opioids, and for more 
details the reader could consult the review by Riters [ 444 ]. Oversimplifi ed and in a 
nutshell, sexually motivated directed song may depend particularly on dopaminer-
gic signaling, whereas undirected song is more likely governed by the hedonic value 
of endogenous opioids. Where opioids in the brain mediate their effect on the moti-
vation to vocalize remains uncertain. Most attention so far has been directed toward 
the medial preoptic nucleus (mPOA) and VTA. Projections from the VTA to Area 
X (Fig.  6.1 ) and surrounding striato-pallidum could conceivably be relevant [ 445 , 
 446 ], but it is perhaps more likely that signaling endogenous to the striatum has a 
role to play. Four genes revealed in the Area X + VSP “core  FoxP2 ” module 
(Table  6.2 ) capture our attention. The  μ - and  δ -opioid receptor-encoding genes, 
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 Oprm1  and  Oprd1 , are both represented on this list, as is the gene located next to 
 Oprm1  in the genome,  Rgs17  (regulator of G-protein signaling 17, also termed 
 RGSZ2 ). This seems not merely to be an inconsequential accident of genomic prox-
imity.  Rgs17  functions in a complex between the  μ - and  δ -opioid receptors, the 
NMDA receptor, neural nitric oxide synthase (nNOS) [ 447 ,  448 ], and histidine triad 
nucleotide-binding protein 1 (HINT1), which is also a repressor of  β -catenin signal-
ing [ 449 ]. The workings of this complex are thought to constitute a zinc-redox 
switch, with major consequences for the regulation of numerous signaling cascades 
within neurons [ 450 ]. Notably, in tumor cells,  Rgs17  can activate the PKA/CREB 
pathway and induce  FoxP2  expression [ 451 ]. As a footnote, the  Cx3cl1  gene listed 
in Table  6.2  encodes fractalkine, a member of the chemokine family of ligands, 
which has been shown to negatively regulate morphine signaling via the  μ -opioid 
receptor [ 452 – 454 ]. 

 In songbirds, the  μ - and  δ -opioid receptors are expressed in several nuclei of the 
song system, including Area X (and surrounding striatum) [ 455 ]. Within Area X, 
the population of neurons expressing the  μ -opioid receptor is heterogeneous and 
requires further characterization [ 455 ]. Signifi cantly, the expression of the endoge-
nous opioid, enkephalin, is induced in the Area X of birds singing undirected song 
[ 456 ]. Taken together, perhaps the Table  6.2  striatal  FoxP2  module genes in the 
opioid pathway mediate the pleasure songbirds (anthropomorphically) appear to 
derive from the act of singing. But at the synaptic level, how could opioid signaling 
alter the dynamics of the WNT pathway, which we propose here to be instrumental 
in the production of learned vocalizations? In passing, we just mentioned that 
HINT1, part of the  μ -opioid/Rgs17 complex, inhibits β-catenin, but there may be 
even tighter links forged between Wnt and opioid signaling pathways in the stria-
tum. Strikingly, mammalian Wntless has been identifi ed as a  μ -opioid receptor 
interacting protein [ 457 ], and, at the cellular level, the striatal neurons co- expressing 
Wntless and the  μ -opioid receptor are enkephalinergic [ 458 ]. Moreover, stimulation 
of the opioid receptor results in a relocation of Wntless from the cytoplasm to the 
plasma membrane in striatal neuron dendrites [ 459 ]. Our level of understanding of 
these interactions is still too rudimentary to know how this process impacts vocal-
ization, although it has been proposed that opioid agonist-induced redistribution of 
WLS might abrogate WNT signaling [ 459 ]. 

 Whether opioid receptor function contributes to human speech and language 
remains a fascinating but thoroughly enigmatic issue. There are a few ethereal hints 
this may be so.  RGS17  and  OPMR1  at 6q25.2 are paralogs of  RGS20  and  OPRK1  at 
8q11.23. In the former case, genome-wide linkage analysis has identifi ed 6q25.2 as 
a locus linked to reading disability, with the peak marker falling in the intergenic 
region between  RGS17  and  OPMRI  [ 460 ]. In the latter case, the study of CNVs in 
CAS, by Shriberg and colleagues [ 210 ], identifi ed a microduplication 8q11.23 that 
spans most of the region between OPRK1 and RGS20 (betwixt which fall the non-
coding transcription unit AK056897 and the ATP6V1H gene, encoding the regula-
tory H subunit of H + -vATPase, mentioned earlier). Finally, as an item of 
paleoanthropological interest, recent high-coverage sequencing of the archaic 
Denisovan genome (a Neandertal sister group, believed to have diverged from 
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present- day humans ~800,000 years ago) reveals that the OPRM1 gene of archaic 
humans possessed a stop codon in a 5′ exon of the gene, as do extant nonhuman 
great apes [ 461 ]. As 97 % of present-day humans do not possess this stop codon, 
allowing the production of an N-terminally extended form of the  μ -opioid receptor, 
the single nucleotide change responsible may have had some consequence in the 
emergence of modern humans.    

    Conclusion 

    Exosomal WNT Signaling May Be Critical in Learned 
Vocalization 

 We have provided what we think is a singularly explanatory dissection of molecular 
and genetic contributions to speech and language. The crux of our hypothesis is that 
birdsong, speech, and language may be especially sensitive to disturbances to syn-
aptic Wnt signaling processes (perhaps especially Wnt5-family mediated) that 
occur  during  the production of learned sounds. The complexity of the Wnt signaling 
process (including exosomal secretory and uptake mechanisms) appropriately par-
allels the wide diversity of genetic mutations that, in humans, affect speech and 
language. In general terms, this has a parallel with an emerging view on the cellular 
and genetic mechanisms that contribute to stuttering, where mutations in genes 
encoding lysosomal enzymes have been implicated [ 462 ]. Songbird studies devel-
oped as a model for stuttering (see Chap.   7     by Helekar) have not yet advanced to the 
point of exploring the contribution of these genes ( GNPTAB ,  GNPTG ,  NAGPA ) in 
song production, but this represents an exciting avenue for future research. Currently, 
we haven’t explored mechanistic connections between the lysosomal processing 
pathway implicated in human genetic studies on stuttering and the synaptic Wnt/
exosome-centric pathway we have posited to be involved in striatal contributions to 
speech. Ultimately, these cellular processes must cooperate in the production of 
speech, although not necessarily simultaneously in the same cells. Some evidence 
suggests the possibility that CNTNAP2, or genes in the vicinity, may also be 
involved in stuttering and/or Tourette syndrome [ 463 – 465 ]. 

 Space limitations prevent us from discussing many other genes in Table  6.2  that 
could be of relevance to the hypothesis we have outlined here. A more useful exer-
cise is to ask whether this WNT–exosome framework might lend additional support 
to genes currently implicated in speech and language defi cits, provide new perspec-
tives on their function, or unveil new candidates in loci that have been extensively 
researched, but for which a guilty party remains at large. A balanced translocation 
or deletions disrupting the  C10orf11  gene at 10q22 result in psychomotor delay, 
with patients carrying even the smallest deletions producing only a few words by 
age 4 [ 466 ,  467 ]. Very little is known about  C10orf11 , except that the gene is highly 
conserved, potentially regulated by p63, and, based on a loss-of-function genetic 
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screen in  Ciona intestinalis  (the tunicate sea squirt), encodes a novel component of 
the Wnt/ β -catenin signaling pathway [ 468 ]. A copy number gain of  C10orf11  has 
also been noted in a patient with autism [ 469 ]. Thus, the threads we have pulled 
together in this chapter might provide a context for  C10orf11  functioning as a bona 
fi de participant in speech and language production. 

 Several studies have identifi ed the ankyrin repeat domain-containing protein 11 
( ANKRD11 ) gene at 16q24.3 as involved in KBG syndrome, with typical speech 
delay, variable cognitive impairment, and autism-like features [ 470 – 472 ]. The 
framework advanced in this chapter provides an entrypoint to understand the mech-
anism of  ANKRD11 ’s contribution to speech and cognitive function, given that the 
ANKRD11 protein may impinge on p53/p63 function [ 138 ,  473 ,  474 ]. Additionally, 
the gene encoding the frizzled-related protein, FRZB (a.k.a. secreted frizzled- 
related protein 3,  SFRP3 ), falls in the critical region for 2q31.2q32.3 deletion syn-
drome, which features severe mental retardation and absent speech [ 475 – 478 ]. 
Secreted frizzled-related proteins are generally thought to function as inhibitors of 
Wnt signaling [ 479 ]. Perhaps of particular interest in the current context is the fact 
that SFRP3 may be mutually antagonistic with Wnt5a activity [ 480 – 482 ]. 

 Does our hypothesis shed any light on the contribution of other genes implicated 
in speech and language defi cits? The case for  CNTNAP2  involvement in autism, 
speech, and language seems well established (reviewed in Chap.   2    ). One particu-
larly well-studied cellular function for this protein (also termed Caspr2 or Neurexin 
IV) is its role in organizing potassium channel protein complexes on the jux-
taparanodal regions of CNS and PNS myelinated axons [ 483 – 485 ]. Recently, how-
ever, a distinct cell-autonomous function for CNTNAP2/Caspr2 has been identifi ed 
in dendritic arbor growth and spine development [ 486 ]. With regard to this aspect of 
Caspr2 function, much less is certain. In the somatodendritic region, Caspr2 has 
been localized to endosomal structures [ 487 ], probably refl ecting the peculiar tran-
scytotic pathway that it and a few other proteins utilize to generate their polarized 
distribution in neurons [ 488 ]. Only ~40 % of Caspr2 + ve endosomes were labeled 
with the early endosomal marker EEA1 [ 487 ], and the provenance and destination 
of the other Caspr2 + ve endosomal structures remain undetermined. Thus, it remains 
an open question as to whether the latter might contribute to some representative of 
the menagerie of neuronal MVB types [ 489 ], such as endocytic marker negative 
MVBs participating in soma-to-dendrite or interdendritic transfer of material [ 489 , 
 490 ]. In broad sweep, a role for Caspr2 in these processes is appealing, given the 
underdeveloped spine widths observed in Caspr2 knockdown neurons [ 486 ] and the 
role that MVBs proximal to a subset of spines may have in supplying material to 
adjacent spines within that segment of dendrite [ 491 ]. As a cautionary addendum 
[ 492 ] regarding the interpretation of CNVs in the vicinity of  CNTNAP2  (or muta-
tions in  CNTNAP2  itself, if they do not seem to be obviously disruptive to function), 
it is worth noting that the gene encoding the vacuolar H + -vATPase e2 subunit, 
 ATP6V0E2 , resides relatively close by (1.5 Mb telomeric). 

 Our observations perhaps highlight which of SHANK3’s (SH3 and multiple 
ankyrin repeat domains 3) myriad potential postsynaptic interactions may be most 
relevant. In 22q13.3 deletion syndrome, also known as Phelan–McDermid 
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syndrome,  SHANK3  is lost, leading to minor dysmorphologies but major global 
delays in neurodevelopment, intellectual impairment, and severely delayed or 
absent speech [ 493 ]. In patients carrying the 22q13.3 deletion, behavior is autistic-like 
and similar behavioral features are observed in mouse models where the  Shank3  
gene has been mutated [ 494 ,  495 ]. In particular, striatal synapses and cortico-striatal 
circuits are impaired in these mice [ 494 ]. Of the many biochemical contributions 
SHANK3 makes at the synapse, what may be of most interest to explore is its asso-
ciation in a complex with LAPSER1 ( LZTS2 ) and  β -catenin, transducing a signal 
that, upon NMDA receptor activation, leads to  β -catenin nuclear translocation from 
the postsynaptic density [ 496 ]. 

 Remarkably, there is perhaps now a glimmer of the synaptic Achilles’ heel of 
autism, speech, and language defi cits. SHANK3 interacts with latrophilins [ 497 ] 
and the latrophilin  LPHN1  may contribute to psychomotor and language delay aris-
ing from microdeletion of a region of 19p13.12 [ 498 ]. LPHN1 protein in turn binds 
to the Neurexin NRXN1 [ 499 ]. Mutations in NRXN1 are almost invariably associ-
ated with severe intellectual disability and speech defi cits [ 500 ]. LPHN1 also binds 
tightly in a transsynaptic complex with its ligand, teneurin-2 (encoded by the  ODZ2  
gene) [ 501 ]. It should be noted here that both Nrxn1 and Odz2 feature in Table  6.2 . 
Quite surprisingly, a recent analysis of  CNTNAP2  and  NRXN1  contributions to reor-
ganizing synaptic morphology in  Drosophila  indicates that both proteins specify the 
presynaptic concentration of the active zone protein,  bruchpilot  [ 502 ]. Remembering 
back to our earlier discussion, the adjacency of  brp / ERC1  to a  WNT  ligand gene has 
been maintained for ~600–800 million years. Might transsynaptic WNT signaling 
be at the heart of this agglomeration of proteins encoded by candidate autism/speech 
and language genes? We speculate that an important function of the ERC1 presyn-
aptic protein might be to deliver WNT ligand (and perhaps other exosomally pack-
aged WNT pathway components) for synaptic release, such that postsynaptically 
the signal can be transduced by SHANK3/ β -catenin. Additionally, ERC1-dependent 
transport of the relevant molecules to the active zone may be abetted by the interac-
tion of ERC1 with LL5 β  [ 503 ], the product of the  Phldb2  gene (again see Table  6.2 ) 
as well, perhaps, as Bassoon and Piccolo, given their involvement with ERC2 in 
post-Golgi vesicular traffi cking [ 504 ].  

    Going Out on a Limb 

 Many of the genes mentioned in this chapter have homologs that are very highly 
conserved, some fulfi lling the same functions in cytokinesis and MVB formation 
whether in human cells or in single-cell organisms. Similarly, Wnt signaling is a 
venerable method of cell–cell communication. We would therefore anticipate that 
other organ systems/structures in the body also rely on the pathway we have 
attempted to delineate, either for their development, function, or both. As a corol-
lary, we might also expect that genetic lesions affecting such structures would fre-
quently be associated with speech and language defi cits. If this comorbidity occurred 
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in a recurring fashion, across multiple loci in the genome, this would provide valuable 
support for the hypothesis we have proposed in this chapter. 

 There appears to be a nonrandom association of ectrodactyly (split hand/foot 
malformation, SHFM) with intellectual disability, often with pronounced speech 
and language defi cits being singled out in clinical descriptions. This form of con-
genital limb malformation arises as a consequence of disruption to the apical ecto-
dermal ridge (AER) during the outgrowth of the developing limb bud and formation 
of the digits (Fig.  6.5 ) [ 505 ,  506 ]. The initial establishment of the AER is not 
compromised and the proximal portions of the limb; the stylopod (humerus/femur) 
and zeugopod (radius ulna/tibia fi bula) are unaffected. However, during the devel-
opment of the autopod (wrist, ankle, digits), the median portion of the AER is not 
maintained, leading to a failure in the specifi cation of the central digits. The most 
obvious molecular theme to emerge from studies of SHFM and other disorders fea-
turing ectrodactyly is the involvement of the  TP63  gene (related to TP53, discussed 
earlier), the Wnt pathway, and distal-less homeobox genes ( DLX1 ,  2 ,  5 , and  6 ) [ 506 , 
 507 ]. There is a telling concordance between genes potentially involved in speech 
and language (some of which we have already introduced in this chapter) and those 
implicated in SHFM.

   The  SNX3  gene has been linked to microcephaly, microphthalmia, ectrodactyly, 
and prognathism (MMEP), and deletions of the 6q21 region involving  SNX3  almost 
invariably lead to moderate-to-severe mental retardation, so in this instance speech 
and language are not preferentially targeted [ 264 ,  508 ]. In the preceding section, 
mention was made of  LZTS2 . It may be relevant to note also that  LZTS2  and  BTRC  
(encoding  β -TRCP, a key component of the  β -catenin destruction complex [ 200 ]) 
are located together at 10q24.3 in the SHFM3 locus [ 509 ,  510 ]. The  CRK  gene 
listed in Table  6.2  also resides at a locus implicated in SHFM [ 511 – 513 ] and has 
been identifi ed alongside Wnt pathway components in exosomes produced from 
some cell types [ 282 ]. 

 Connecting speech to SHFM, porcupine ( PORCN ), encoding the acyltransferase 
that palmitoylates Wnt ligands, is causative of focal dermal hypoplasia/Goltz syn-
drome and sometimes associated with SHFM [ 514 – 516 ]. As mentioned earlier, 
small deletions at Xp11.23 involving  PORCN  result in speech defi cits [ 382 ]. 
Recessive Robinow syndrome results from mutation of the  ROR2  gene and is occa-
sionally accompanied by SHFM [ 506 ]. In the section “Involvement of the  WNT  
Pathway in Birdsong and Speech,” we introduced ROR2 as a receptor for Wnt5a 
and deletion of a region including  ROR2  results in dysarthria [ 171 ]. Additionally, 
the gene encoding the kinase TGF-beta-activated kinase 1 ( TAK1 / MAP3K7 ), inter-
acting with ROR2 [ 517 ], represents an interesting candidate for absent speech but 
intact receptive language capabilities (although the deletions in this patient encom-
pass many other genes as well) [ 518 ,  519 ]. 

 In this chapter, we introduced the possibility that regulators of cytokinesis and 
MVB formation may contribute to speech and language. In this respect, it may be 
noteworthy that an  EPS15 -related gene,  EPS15L1 , is a strong candidate for SHFM 
at 19p13.11 [ 520 ,  521 ]. EPS15 is associated with MVBs [ 398 ], and  EPS1  and 
 EPS15L1  are highly homologous and might be able to compensate for one another 

6 The Molecular Convergence of Birdsong and Speech



154

in the brain [ 522 ]. In the case study by Aten et al., the affected boy was initially 
suspected on having Angelman syndrome, with speech and language being severely 
impaired (4 to 5 words by age 6) [ 520 ]. The girl studied by Bens and colleagues 
displayed milder speech impairment [ 521 ]. 

  Fig. 6.5    Speech and maintenance of the limb bud medial apical ectodermal ridge may involve 
similar molecular pathways. In ( a ) the morphogenetic basis for the ectrodactyly phenotype stems 
from a defi ciency in the maintenance of the median AER required for the development of the 
central digits. The  top two panels  show normal development of the autopod, with the position of 
presumptive digit formation (at  left , numbered 1–5) relative to the AER located at the distal tip of 
the limb bud. Reciprocal interactions between the AER, the zone of polarizing activity (ZPA) and 
the progress zone (PZ) coordinate the specifi cation of positional information, differentiation, and 
growth. The  bottom  part of the fi gure shows the ectrodactyly malformation arising by failure to 
maintain the median AER (shown in  red ), leading to the absence of the central rays (digits 2 & 3). 
( b ) Schematic representation of p63-centered pathways relevant to ectrodactyly (shown in  black ). 
Genes for which there is strong evidence of involvement in ectrodactyly are framed in  solid boxes , 
and putative disease genes ( Dlx1 / Dlx2 ) are framed by a  dashed box . Similarly, highly probable 
interactions are given by  solid lines  and putative regulatory interactions by  dashed lines . Fibroblast 
growth factor 8 (FGF8) is an essential signaling molecule produced by the AER and required for 
its maintenance and signaling function (this mutual dependence is indicated by the  double arrow ). 
This pathway, in whole or part, may also be active in the striatum during vocal production, addi-
tionally engaging  FoxP2  and other genes mentioned in this chapter (as shown in  red ). In the path-
way depicted, singing-regulated expression of the endogenous opioid enkephalin could signal 
through the  μ -opioid receptor to stimulate  Rgs17  activity. In tumor cells,  Rgs17  has been demon-
strated to activate the cAMP–PKA–CREB pathway and, through this mechanism,  FoxP2  [ 450 ]. 
 FoxP2  is also likely to be transcriptionally regulated by p63 [ 534 ].  Rgs17  signaling also leads, via 
pCREB, to  Ripk4  transcriptional upregulation.  Ripk4  is encircled in  blue  with  IKKα , as both cause 
pterygium syndromes (moreover, the overlap of disease phenotypes caused by  Ripk4  and  TP63  
mutations is noted in section “Going Out on a Limb”). Most interestingly,  FGF8  was one of the 
very few genes identifi ed by Spiteri et al. [ 108 ] as being bound by FOXP2 in ChIP-chip assays 
from both human fetal basal ganglia and inferior frontal cortex tissue. Whether FOXP2 represses 
 FGF8  transcription in the limb bud is not known. Crosstalk with Wnt signaling pathways could 
occur at multiple points in the schematic, but are omitted for clarity. In ( a ) is reprinted with permis-
sion from Duijf PH, van Bokhoven H, Brunner HG. Pathogenesis of split-hand/split-foot malfor-
mation. Hum Mol Genet. 2003 Apr 1;12 Spec No 1:R51–60 [ 506 ]. In ( b ) is reprinted from Guerrini L, 
Costanzo A, Merlo GR. A symphony of regulations centered on p63 to control development of 
ectoderm-derived structures. J Biomed Biotechnol. 2011;2011:864904 [ 507 ] with modifi cations, 
under Creative Commons license. Copyright © 2011 Luisa Guerrini et al.       
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 The p53-related gene,  TP63 , is implicated in Hay–Wells syndrome and is the 
causative agent at the SHFM4 locus [ 523 ]. TP63 protein functions as an antagonist 
to WNT-induced transcription [ 524 ]. Hay–Wells shares some phenotypic overlap 
with Bartsocas–Papas syndrome [ 525 ], which has been identifi ed as caused by 
mutations in the  RIPK4  gene [ 526 ]. The molecular basis for this phenotypic overlap 
likely refl ects the fact that RIPK4 functions in the same pathway, as it is transcrip-
tionally regulated by p63 and phosphorylates DVL2 in canonical WNT signaling 
(also see Fig.  6.5 ) [ 526 ,  527 ]. A child with features of Hay–Wells syndrome was 
recently found to carry a homozygous mutation resulting in a likely pathogenic 
single amino acid change RIPK4. Of interest, although her cognitive development 
was quite normal, the clinical description includes articulatory problems and 
possible oromotor speech disorder [ 525 ]. 

 It is also noteworthy that in the case of the CAS patients studied by Laffi n et al. 
[ 210 ], one of the subjects had a deletion involving the  DLX1  and  DLX2  genes at 
2q31. The  DLX1  and  DLX2  genes have been offered as candidates for SHFM5, 
although there is some disagreement [ 528 ,  529 ]. In contrast, there is convincing 
evidence to suggest that the  DLX5  and  DLX6  (or perhaps DSS1) genes are respon-
sible for SHFM1 at 7q21.3 [ 530 ,  531 ]. Disruption of  DLX5 / DLX6  does not appear 
to typically result in severe speech defi cits, although hearing loss and developmen-
tal delay are sometimes reported, as is autism [ 532 ,  533 ]. What is rather fascinating 
from the mechanistic perspective is that FoxP2 strongly regulates the expression of 
the large noncoding RNA in the region,  Shhrs / Evf - 2  [ 109 ], which cooperates with 
the DLX2 protein to regulate a  DLX5 / 6  gene enhancer element [ 534 ]. 

 Motivated by the accumulated evidence in favor of a role for  TP63  in SHFM, 
Kouwenhoven and colleagues conducted a genome-wide ChIP-seq analysis of p63 
binding sites in primary human keratinocytes [ 535 ]. Examining a subset of loci 
selected for their association with SHFM, they identifi ed p63 binding sites in the 
 TP63  gene itself, as well as proximal to the  SNX3  and  PORCN  genes and in the 
 DLX5 / DLX6 / DSS1  (SHFM1) locus. Most surprisingly, excepting  DSS1 , the gene 
with the most p63 binding sites in its vicinity was  FOXP2  [ 535 ]. It would be most 
interesting to know whether p63 also regulates  FOXP2  (and other genes in 
Table  6.2 ) in Area X and VSP during the act of singing. Moreover, FOXP2 promi-
nently binds the  FGF8  promoter region in basal ganglia and inferior frontal cortex 
[ 108 ], and FGF8 is essential for AER growth regulatory and patterning functions 
[ 536 ,  537 ]. 

 In the aggregate, the fi ndings discussed above suggest shared molecular path-
ways utilized in maintenance of the median AER and events happening in the stria-
tum during vocal production. In the developing limb, a major role has emerged for 
 Wnt5 / ROR2  in regulating a PCP pathway that controls the orientation of cell divi-
sion and cell migration in the limb bud [ 505 ]. Numerous studies have implicated the 
PCP pathway in axonal and dendritic morphogenesis. Of more immediate interest, 
a revisiting of the work of Konopka et al. [ 107 ] reveals that some of the FOXP2 and 
FOXP2 chimp  differentially regulated “hub” genes identifi ed also fi t with the story 
developed above, in particular  ROR2  and  DLX5  (both SHFM candidates). Almost 
mystically, it is interesting to contemplate the parallelism between the putative 
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shared molecular substructure of limb development and learned vocalization, as 
adumbrated here, and the notion that language may have evolved from a gestural 
communication system [ 538 ].  

    Relevance of the Proposed Model to Autism 

 Summarizing our central hypothesis, we propose that the core molecular defi cit in 
multiple disorders of speech and language development (and many cases of autism) 
is one of defective Wnt signaling (perhaps specifi cally Wnt5a/Wnt5b). Transsynaptic 
delivery of WNT ligands likely occurs through a specialized mechanism involving 
MVB formation and exosomal release. In support of our model, we note the three 
following points. (1) In songbirds,  FoxP2  module genes modulated by the act of 
singing include both  Wnt5  family members and several genes involved in MVB 
formation (or its proxy in this argument, midbody formation during cytokinesis). 
These include  IQGAP1 , the endophilins, and  TBC1D15 . In Table  6.2 , numerous 
other Wnt pathway genes are also represented. (2) We have highlighted from the 
human genetics literature numerous cases of speech delay and/or autism (frequently 
both) that can be mechanistically united based on this posited reliance on Wnt sig-
naling. (3) We have explored possible molecular contributions to three syndromes 
of intense research interest and for which profound speech delays are a common 
feature. Remarkably, we fi nd manifestations in the genome leading us to propose 
that Angelman syndrome, PTLS, and Williams (dup7) syndrome compromise MVB 
formation and exosomal Wnt release (whether occurring pre- or postsynaptically, or 
both, is not certain). Moreover, the involvement of the same vesicular traffi cking 
process is also supported by genes in the vicinity of CNVs identifi ed by Shriberg 
and colleagues in non-syndromic forms of CAS [ 210 ]. 

 The hypothesis we have framed here is the most explicit attempt yet to delineate the 
core molecular processes underlaying the production of speech and language. Given 
the frequent overlap of genomic regions implicated in speech and language disorders 
and those implicated in autism, it seems reasonable to propose that some of the genetic 
complexity of autism might similarly arise from disruption to the complex process of 
Wnt ligand synthesis, packaging, synaptic release, and signal transduction. Guided by 
the songbird studies of Hilliard et al. [ 111 ,  113 ], we place the emphasis on synaptic 
signaling during the production of learned social behavior, rather than embryonic/fetal 
defi cits in establishing neural connectivity. However, it should be quite obvious that 
highly similar processes will be involved during neural development. Indeed, the uti-
lization of the same Wnt signaling mechanisms may underlay often reported neuro-
anatomical abnormalities in autism. For example, WNT5A/RYK activity regulates 
neuron fasciculation and guidance across the corpus callosum [ 539 ,  540 ] and so 
potentially could contribute to inter- and intra- hemispheric connectional alterations 
detected in the cortex of people with autism [ 541 ]. Similarly, Wnt/ β -catenin signaling 
is critical to cerebellar development [ 186 ,  542 ] and could underlay the structural/
cellular defi cits often observed in the cerebellum of autistic subjects [ 543 ]. 
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 Nonneural structural biases in people with autism may also refl ect their differen-
tial responsivity to the signaling pathways we have highlighted here. Perhaps most 
signifi cant of these is 2D:4D digit ratio (mentioned earlier with respect to conten-
tious dyslexia data). There has been much discussion centered around the fi nding 
that autistic subjects have an altered 2D:4D digit ratio relative to the normal popula-
tion, an observation that has been interpreted as evidence that in utero exposure to 
steroidal hormones infl uences the risk for developing autism [ 544 – 547 ]. It is 
instructive to consider which genes function as key regulators in establishing the 
2D:4D ratio during development of the autopod. A recent study examining how the 
2D:4D ratio is affected by androgen and estrogen levels in neonatal mice suggests 
that Wnt5a might be a key component of translating these steroidal signals into dif-
ferential digit growth [ 548 ]. The assumption continues to be that, during the narrow 
window of developmental time that digit ratio is specifi ed, prenatal androgens and 
estrogens are infl uencing brain development, producing the observed correlations 
between 2D:4D ratio and a wide variety of eventual behavioral phenotypes. An alter-
native interpretation, suggested by the model we have elaborated in this chapter, is 
that the 2D:4D ratio indeed refl ects the individual’s genomic and cellular responsivity 
to steroids and Wnt5 signaling while in utero. However, we posit it is that same idio-
syncratic responsivity to those very same signals (estrogen and Wnt) occurring at the 
synapse, pre-, postnatally, and into adulthood, which has an additional (and perhaps 
the dominant) effect on the behavioral phenotype of the individual. As indicated in 
section “Estrogenic Contributions to Perception, Vocal Production, and…Literacy,” 
the 16p11.2 region might have a role to play in setting this responsivity, with impli-
cations for some conceptualizations of autism [ 179 ,  544 ]. 

 The point here is that if developmental miswiring is not to blame, defi cits in 
moment-to-moment synaptic WNT signaling in autism or speech and language defi -
cits (e.g., CAS) may obtain, perhaps making these conditions more amenable to 
pharmacological strategies than otherwise anticipated. Above, we mentioned the 
impact aberrant Wnt signaling might have on the development of the cerebellum. 
This could, for example, compromise olivocerebellar connections involved in regu-
lation of gaze [ 549 ], thereby providing a neuroanatomical basis for the altered gaze 
preferences in autistic subjects, as discussed earlier [ 422 ,  423 ]. However, arguing 
for the existence of important postnatal processes, neuroanatomic changes in the 
inferior olive of autistic subjects have been described as progressive [ 550 ]. 
Cerebellar vermal lobules VI and VII receive massive projections from the inferior 
olive, and whereas theses vermal lobules are hypoplastic in autism, they are hyper-
plastic in Williams syndrome [ 551 ] (the neuroanatomical condition of the inferior 
olive in Williams syndrome warrants attention). Both  FOXP1  and  FOXP2  are 
expressed in the inferior olive [ 102 ,  552 ], and the former, at least, has been identi-
fi ed as contributing to autism [ 106 ]. Bringing these pieces of evidence together, and 
arguing by analogy from the songbird experiments of Hilliard and colleagues, we 
propose that it may be valuable to test whether  FoxP1  and  FoxP2  (and other Table  6.2  
genes) expression in the inferior olive might be modulated by visual/social experi-
ence or during the socially directed commission of behavior (such as fi xation of 
gaze on the face or eyes). 
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 Taken together, the observations made in this chapter provide a framework that 
will hopefully prove useful in working toward an understanding of the molecular 
and genetic control of speech and language. Other complex social behaviors might 
also be founded on the same molecular mechanisms, and vocal learning is but one 
form of imitation engaging the striatum [ 553 ]. Defi cits in imitative learning are 
suggested to contribute to autism [ 554 ,  555 ], so a shared genetic liability with 
speech and language defi cits seems parsimonious. The next few years of research 
will either confi rm or reject our hypothesis, which we also hope will prompt other 
researchers to develop alternative explanations that have similar reach. Research in 
the songbird could have a major role to play in testing such ideas.      
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    Abstract     Birdsong is analogous to speech in terms of its role in communication, 
vocal motor control, auditory perception, and development. Songbirds such as zebra 
fi nches can therefore be used to model speech motor control disorders. In this chapter, 
we describe our efforts at developing a variant form of zebra fi nch song containing 
syllable repetitions that resemble part-word repetitions of developmental stuttering. 
We further discuss functional magnetic resonance imaging experiments that reveal 
changes in neural activations produced by song stimuli in syllable repeater birds. 
Finally, we present fi ndings and review data to propose that synaptic plasticity and 
neuromodulatory mechanisms might play a role in the development of repetitive or 
oscillatory vocal output.  
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        Introduction 

 Developmental stuttering is the most common disorder of speech motor control. 
More than 1 % of the adults and 4 % of the children in the United States are affected 
by it [ 1 ]. It begins during early childhood years coinciding with rapid language, 
speech, and neuromuscular maturation. It is characterized by intermittent fl uency 
failures that take the form of blocks, repetitions, and prolongation of initial sounds 
or syllables of words. The majority of children recover without any therapy. There 
is a great deal of published research on speech production in human stuttering [ 2 ]. 
A theoretical basis for the motor control defi cit in stuttering has been proposed by 
Rosenfi eld and coworkers [ 3 – 5 ]. However, the neurobiological basis of this disorder 
is poorly understood. Because of the essential dependence of speech on language, a 
uniquely human attribute, there is a complete lack of animal models of speech 
disorders. Such a model, albeit simplistic and devoid of the linguistic component of 
speech, might still represent the vocal motor component of speech and therefore 
serve to provide insights into the neural mechanisms underlying the vocal motor 
aspects of a dysfunction such as stuttering. 

 In this chapter, we describe our work on the fi rst such model in the songbird 
zebra fi nch. Since persistent modifi cation/modulation of vocal motor control circuits 
is causally signifi cant to oscillatory or repetitive motor output that might be at the 
crux of the underlying problem in stuttering, we also review relevant fi ndings in the 
neurophysiology of synaptic plasticity of song control pathways in the songbird 
brain. We do not discuss the neurobiology of the songbird song and auditory systems, 
apart from mentioning some facts directly relevant to our results, because it has 
been reviewed in detail in Chaps.   3    –  6     of this book.  

    Possible Minimal Model of Stuttering in the Songbird 

 Our laboratory experiments    in zebra fi nches show that variant forms of their song 
pattern, consisting of song syllable repetitions, may provide us with a minimal 
model of developmental stuttering. Song syllable repetitions, at least superfi cially, 
resemble part-word repetitions, which are a common feature of stuttering, essen-
tially because both types of repetition are characterized by involuntary or compul-
sive oscillations of vocal output and both can be induced by delayed auditory 
feedback in subjects that otherwise produce normal vocal output [ 6 ,  7 ]. As in chil-
dren learning to speak, zebra fi nches depend on a long critical period of tutor-based 
learning for the acquisition of birdsong [ 8 ,  9 ]. Each adult male zebra fi nch produces 
stereotyped song that is spectrally and temporally distinct [ 10 ]. However, studies 
done in our laboratory among others have identifi ed a signifi cant amount of vari-
ability in the acoustic profi les of adult zebra fi nch song [ 11 ,  12 ]. The extent to which 
this variability is generated or infl uenced by learning remains to be determined. 

 Work in several laboratories investigating songbird behavior and neurobiology 
has shown that various experimental manipulations can cause zebra fi nches to 
produce abnormal stuttered or repeated song syllables. Leonardo and Konishi were 
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able to do this by altering the auditory feedback [ 7 ]. Tchernichovski and coworkers 
observed this phenomenon by overstimulation with a tutor song model during 
developmental learning [ 13 ] (personal communication). Recording of air sac pres-
sure changes after partial muting or decrease in phonation in adult birds showed 
stuttering of expiratory pulses inserted into the song motif [ 14 ]. A detailed study of 
the time course of song deterioration immediately after deafening has also shown 
stuttering of syllables in birds that had some syllable repetitions in their song motifs 
to begin with [ 15 ]. Our work has focused on studying the development of stuttered 
song by manipulating the tutoring environment of young zebra fi nches, to attempt 
to develop a possible animal model of human stuttering.  

    Variable Song Syllable Repetitions and Their Development 

 We have observed that ~7 % of normally raised adult male zebra fi nches produce a 
deviant pattern of song consisting of motifs with abnormal repetitions of syllables 
[ 16 ]. We called these birds spontaneous repeaters because they were not tutored by 
any adults who were repeaters themselves. A syllable repetition episode within a 
motif consists of sequences of 3–16 repeated occurrences of a single syllable, as 
determined by its spectral and temporal profi le (Fig.  7.1 ). We observed that in more 
than 72 % of the 20 min song recording sessions of spontaneous repeaters, 10–92 % 
of their song motifs contained at least one repetition episode. The interval between 
the end of an adjacent syllable in a motif and the beginning of a repetition episode 
is at least ten times smaller than for distance calls that sometimes accompany songs. 
Furthermore, syllable repetitions differ from introductory notes, a common feature 
of the initiation of singing, in that, unlike the former, the latter show highly variable 
inter-note intervals. These observations indicate that in laboratory-bred zebra 
fi nches, songs containing syllable repetitions might be a distinctive developmental 
variant of the temporal pattern of song.

  Fig. 7.1    Representative spectrograms of female-directed song motifs from a normal singer and a 
song syllable repeater. ( a ) Spectrogram of a normal non-repeater zebra fi nch. The abscissa repre-
sents time in seconds and the ordinate frequency in kilohertz. ( b ) Spectrogram of a syllable repeater. 
R’s underneath the spectrogram denote repeated syllables.  From Voss HU ,  Salgado - Commissariat D , 
 Helekar SA .  Altered auditory BOLD response to conspecifi c birdsong in zebra fi nches with stuttered 
syllables .  PLoS One 2010 Dec 23 ; 5 ( 12 ): e14415  ( 32 )  Creative common license        
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   Recordings of female-directed songs carried out at ~120 days in normal birds 
that were tutored during the developmental critical period by repeater tutors reveal 
that ~60 % of them produce syllable repetitions as integral components of their song 
motifs. We call these birds tutored repeaters. In eight groups of siblings consisting 
of 2–4 pupils tutored by repeater tutors, the fractions of birds that became tutored 
repeaters ranged from 33 to 66 %. Figure  7.2  shows representative song spectro-
grams from three groups of pupils of two repeater tutors. In tutored repeaters, 
syllable repetitions occur in almost 100 % of the motifs that they produce. Their 
repeated syllables show <40 % similarity (measured using Sound Analysis 3) [ 17 ] 
with the syllable repeated by their tutor, indicating that it is unlikely that the repeated 
syllable is simply copied from tutors in every case. Instead, in many cases, it is the 
tendency to repeat that is learned, and it persists into adulthood.

       Adult-Phase Song Plasticity Involving Syllable Repetitions 

 In tutored repeaters that were exposed on a long-term basis to songs of non- repeaters 
after the critical period of learning, we found a progressive reduction of the mean 
number and variance of repeated syllables per song motif in 60 % of such birds over 
a period of 3–8 weeks. This demonstrates that song plasticity in adulthood can 
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  Fig. 7.2    Representative spectrograms of song motifs in three groups of tutored repeater and non- 
repeater pupils and their repeater tutors. In group 1, all three pupils are non-repeaters. In group 2, 
all three are repeaters, and in group 3, two are repeaters and two non-repeaters       
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produce recovery of songs to a normal pattern. Notably, spontaneous repeaters 
when exposed to normal singers as adults for the same duration do not show this 
reversal to normalcy. This change is similar to that occurring with recovery from 
abnormal alterations in auditory feedback [ 7 ]. A reduction in mean number of 
repeated syllables per motif is also seen in birds that were acoustically isolated, but 
to a lesser extent (16.4 %), than birds exposed to normal singers (39.7 %), suggest-
ing that exposure to non-repeater songs might infl uence this restorative plasticity. In 
contrast, 40 % of birds exposed to non-repeater songs show no such reduction in 
number and variance of syllable repetitions. The latter birds therefore are similar to 
spontaneous repeaters and might share common underlying neural mechanisms 
with them, possibly involving a defi ciency in the ability to undergo synaptic plastic-
ity in the adult or post-critical period phase of life and/or a similar defi ciency in 
song learning [ 16 ]. An analysis of the sequence of syllables within the motifs of 
syllable repeaters and non-repeaters shows that spontaneous repeaters do not possess 
highly variable motif sequences. Observations over an extended period of 18 months 
in tutored repeaters also show no signifi cant changes in measured song sequence 
parameters. Therefore, the only parameter that is changed in ~60 % of the birds as a 
refl ection of adult-phase song plasticity is the mean number of repetitions per motif. 
Consequently, there appears to be no substantial reorganization of song in tutored 
repeaters due to exposure to normal singers or simply due to passage of time. 

    The above fi ndings enable us to conclude the following: (1) The temporal frame 
of song in repeaters may be learned independent of its spectral content. (2) Learning 
of variant song output involving repeated utterances might be determined by innate 
constraints, considering that a signifi cant number of birds do not learn to produce 
such an output despite being tutored to do so. (3) A form of adult-phase plasticity 
involving the restoration to normalcy of variant song output can occur under the 
infl uence of a normal song environment. These conclusions might have signifi cant 
implications for understanding the development of and recovery from the tendency 
of stutterers to repeat word fragments, providing a possible animal model for some 
important motor control aspects of stuttering and other human dysfl uencies. 

 To account for the emergence of spontaneous repeaters and the observed bidirec-
tional outcome in normal juvenile birds of deliberate tutoring by repeaters, we have 
proposed that the three different categories of birds in our experiments might be 
regarded as three different points on a scale with tutored non-repeaters and sponta-
neous repeaters at opposite ends and tutored repeaters lying in the middle. 
The assumption here is that there is a common mechanism underlying syllable 
repetitions in the two types of repeaters, involving a motor, sensory, or sensorimotor 
process. Since 40–50 % of juvenile zebra fi nches resist learning of repetitions 
despite being exposed to them in their tutor, this common mechanism could be a 
variable sensitivity or susceptibility mechanism with tutored non-repeaters, tutored 
repeaters, and spontaneous repeaters located on a sliding scale of increasing suscep-
tibility [ 16 ]. Possible causal mechanisms for the emergence of syllable repetitions 
could involve some defi ciency in plasticity mechanisms underlying learning, in 
auditory perception, or in the auditory feedback resulting from the song output—a 
mechanism that has been implicated in the mediation of adult-phase song plasticity 
associated with bilateral cochlear ablation [ 18 ].  
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    Signifi cance of Syllable Repetitions 

 Studies on zebra fi nches producing songs with abnormal song syllable repetitions 
are of signifi cance from three important points of view. First, they offer us a model 
system to study the interactions between developmental or genetic predispositions 
and tutor-dependent infl uences on the learning of vocal communication. Second, 
they could provide us with zebra fi nch lineages with possible genetic predisposition 
for producing variant song patterns consisting of song syllable repetitions, a poten-
tial songbird homologue of part-word repetitions of human stuttering. These studies 
would enable us in the long run to explore cellular and molecular mechanisms 
underlying the learning and production of these vocal patterns and the mechanisms 
governing the adult-phase vocal neuromotor plasticity associated with them. 
Finally, the overall investigative approach that these studies embody might contrib-
ute toward the development of a useful animal model of speech motor control 
disorders. Such an animal model might hold the promise of suggesting a rational 
basis for prospective therapies for some forms of human dysfl uency, such as stut-
tering. Moreover, studies on long-term adult-phase changes in song and the neuro-
plastic changes giving rise to them might be relevant to understanding the 
pathogenesis as well as rehabilitative recovery of human dysfl uencies and other 
speech impairments. With regard to the issue of similarity between part-word rep-
etitions in stuttering and song syllable repetitions, it might be noted that part-word 
repetitions involve the initial fragment of a word. However, this word does not 
necessarily occur at the beginning of an uttered sentence. It could occur in the middle 
or at the terminal portion of a sentence. Additionally, within the word itself, if it is 
a two-part compound word, such as “airport,” the repetitive element could occur in 
its terminal half. 

 Song syllable repetitions are analogous to part-word repetitions in three impor-
tant respects: (a) They involve an involuntary repetitive vocal motor output. 
(b) Each of them is a repetition of a subcomponent of a larger utterance, which, if 
repeated, does not constitute an abnormality. Repetition of words is part of normal 
speech and is quite common in children. Repetition of song motifs is a feature of 
normal zebra fi nch song. (c) Both part-word repetitions and song syllable repeti-
tions can result from disruption of auditory feedback. One important difference 
between persistent song syllable repetitions and part-word repetitions in human 
stuttering, nevertheless, is that the latter are thought to be a response to a speech 
motor control defi cit [ 5 ] where the role of learning is not clear, while the former are 
a consequence of tutor-based learning, presumably combined with an inability to 
revert to normal song. 

 We have speculated above that reduction in song syllable repetitions in a large 
fraction of tutored repeaters as adults might be related to the adult-phase plasticity 
seen due to alteration of auditory feedback and during its restoration to normalcy 
[ 7 ]. Can this amelioration of the tendency to repeat syllables be treated as analogous 
to the recovery seen in the ~3 % of children who outgrow stuttering? Are the remain-
ing birds that do not show such recovery analogous to persistent stutterers? Answers 
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to these questions would mean that neural mechanisms underlying the development 
of variant song might lead to insights into the neurophysiology of stuttering. The 
quantitative measurement of percent similarity between pupil songs and tutor songs 
has shown that there is no signifi cant difference between repeaters and non-repeat-
ers. This fi nding indicates that there may not be any measurable difference in song 
learning or imitation of the tutor song motif between these two types of birds.  

    Mechanisms Underlying Syllable Repetitions 

 In our current experiments in persistent tutored repeater birds, we have focused on 
three possible alternative or mutually complementary hypotheses to account for the 
emergence of variant song containing stuttering-like repetitive vocal patterns. They 
are as follows: (1) that the aberrant vocal output might be due to defi cient formation 
of the sensory template of tutor song, (2) that it might refl ect an inability to maintain 
a lasting memory of the learned tutor song template, and (3) that an alteration of the 
sensory habituation mechanism might be responsible for it. We recognize that many 
other hypothetical mechanisms need to be investigated, especially those that involve 
defects in motor control, but we fi nd that the above three possibilities are particu-
larly amenable to the noninvasive imaging and in vitro electrophysiological 
approaches that have been available to us in our laboratory. We describe the relevant 
experiments using these approaches below.  

    Brain Functional Magnetic Resonance Imaging in Songbirds 

 The most powerful noninvasive imaging modality to study the function of the brain 
during speech perception, learning, and production is to image the spatiotemporal 
hemodynamic brain responses to auditory stimulation or speech production by func-
tional MRI (fMRI) in children and adults [ 19 ]. In songbirds, analogous fMRI experi-
ments can be performed using either the same imaging equipment as in humans [ 20 ] 
or, preferably, dedicated small-animal MRI scanners [ 21 ,  22 ]. This can be done at 
fi xed time points in adult birds, or in longitudinal studies during development, or 
even over generations [ 23 ,  24 ]. Whereas in humans fMRI is presently the only viable 
imaging modality able to capture spatially resolved hemodynamic response over the 
whole brain noninvasively, in songbirds we have more options. In vivo imaging 
modalities used for functional imaging of hemodynamic response in the songbird 
include fMRI and optical imaging, both pioneered by Van der Linden and coworkers 
[ 21 ,  25 ,  26 ]. While optical methods are highly promising for certain applications in 
songbirds [ 27 ,  28 ], even with intact skull [ 29 ,  30 ], almost all in vivo functional imag-
ing studies related to song perception have been performed using nonoptical methods 
so far [ 20 – 22 ,  24 ,  25 ,  31 – 38 ].  
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    Auditory Responses in Repeaters vs. Non-repeaters 

 We studied the mechanisms underlying syllable repetitions by using fMRI in awake 
sedated zebra fi nches in order to be able to compare possible functional differences 
in sensory representation and/or processing of songs between repeaters and non- 
repeaters at multiple developmental time points. fMRI scans during auditory stimu-
lation show a strong blood-oxygen-level-dependent (BOLD) response in fi eld L, 
caudal medial nidopallium (NCM), and caudal mesopallium (CM) [ 20 ,  22 ]. Our 
initial experiments utilized a specially designed radiofrequency coil in a 3 T human 
whole body scanner [ 20 ]. In awake zebra fi nches, we could record spatial patterns 
of BOLD responses to female-directed songs that differed in familiarity and signifi -
cance as a function of auditory experience and song learning history. We observed 
a difference in fMRI activation of the sensory structures NCM, CM, and fi eld L in 
response to auditory stimulation between tutored repeaters and non-repeaters [ 32 ]. 
The BOLD response to tutor song is signifi cantly reduced in repeaters compared to 
non-repeaters (Fig.  7.3 ). This reduction is unlikely to be due to a general decrease 
in auditory responsiveness because there is no such decrease in response to pure 
tone and bird’s own song, and the response to an unfamiliar conspecifi c song is 
signifi cantly enhanced in repeaters. Since the stimuli were presented in a random-
ized order, cross-stimulus short-term plasticity effects and systematic changes in 
sedation or stress levels in the mildly sedated awake birds can also be ruled out as 
explanations for the weaker tutor song response in repeaters. The selective attenua-
tion of the tutor song response appears to be more pronounced on the right side 
compared to the left, suggesting a tendency toward lateralization, superfi cially rem-
iniscent of that seen in fMRI studies in stutterers [ 39 ,  40 ]. However, other results on 
lateralization of perceptual responses in songbirds provide a complex picture, and 
lateralization might differ for different brain regions involved in perception [ 35 , 
 41 – 46 ]. The fi nding of reduced tutor song response in repeaters suggests that the 
tutor song might be less salient to repeaters or that these birds have a defi cient sen-
sory template of tutor song in the auditory structures. It would be important to fi nd 
out if this difference in BOLD activation developmentally predates the learning of 
song and to also study the developmental time course of this alteration.

   Song learning is thought to depend on the formation of a sensory template of the 
tutor song. Based on fi ndings of immediate early gene expression studies and mul-
tiunit recordings, the higher auditory area NCM has been proposed as a possible site 
of formation of this template [ 47 – 49 ]. The reduction in response to tutor song in 
fi eld L suggests that this auditory area might be an additional candidate site for the 
sensory template. We also found that there is a signifi cant correlation between tutor 
song response and the degree of similarity of the pupil’s song with that of its tutor 
when both acoustic structure and sequence of syllables in the song motif were taken 
into account. The bidirectional changes in responsiveness to tutor and conspecifi c 
songs suggest that neuroplastic changes in excitatory transmission might be the 
underlying mechanism that is altered in repeaters. Given that almost half the neu-
rons in NCM are inhibitory [ 50 ], synaptic inhibition might also play a role. In this 
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  Fig. 7.3    fMRI fi ndings in repeaters and non-repeaters. ( a ) Mean BOLD activation for four different 
auditory stimuli—tutor song (TUT), 2 kHz pure tone (TONE), bird’s own song (BOS), and conspe-
cifi c song (CON)—for eight non-repeater control birds (non-repeaters) and eight repeater birds 
(repeaters). Colors denote correlation coeffi cients  R , individually scaled in each plot, overlaid to 
averaged EPI images ( grey ).  White border  depicts the brain template outline. The main activated area 
that is consistently activated in all images corresponds to NCM, CM, and fi eld L regions. Difference 
images represent the difference in  z -values between non-repeaters and repeaters. ( b )  Plots  showing 
normalized percent volume and magnitude of the BOLD response to the above four stimuli in repeat-
ers and non-repeaters. The decrease in response to TUT in repeaters was signifi cant for both volume 
( p  = 0.05) and magnitude ( p  = 0.003). The increase in response to CON in repeaters is signifi cant only 
for magnitude ( p  = 0.048).  From Voss HU ,  Salgado - Commissariat   D ,  Helekar SA .  Altered auditory 
BOLD response to conspecifi c birdsong in zebra fi nches with stuttered syllables .  PLoS One 2010 Dec 
23 ; 5 ( 12 ): e14415  ( 32 )  Creative common license        
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context, it should be noted that the hemodynamic response is now known to refl ect 
excitatory and inhibitory postsynaptic potentials, rather than neuronal action 
potentials [ 51 – 53 ].  

    Parallels with fMRI Results in Human Stuttering 

 An important difference between human stuttering and syllable repetitions in our 
repeater birds is that typically the former occurs at the beginning of words, sen-
tences, or second half of two-part words, whereas the latter in the majority of cases 
occur at the end of song motifs. However, in acquired stuttering, repetitions can 
occur at the end of words [ 52 – 56 ]. In terms of neural mechanisms implicated in 
stuttering in humans and repetitions in zebra fi nches, the changes that we have 
observed in repeaters are localized to fi eld L, and possibly to NCM and CM, areas 
that are analogous to Heschl’s gyrus and adjacent auditory association areas, 
respectively, in the temporal lobe of the human brain. Electrophysiology [ 54 ] and 
functional imaging [ 55 ] have shown greater activation of the left superior and mid-
dle temporal gyri in stutterers compared to normal controls in a passive listening 
task [ 55 ]. The activity of the left Heschl’s gyrus is reduced in stutterers during the 
production of speech [ 56 ]. But in another study, bilateral increase in activation has 
been observed in this area during speech production, and a decrease related to 
speech and nonspeech auditory perception is seen in this and other auditory areas 
[ 57 ]. Overall, studies have indicated that stutterers compared to controls show 
weaker responses in auditory areas to their own speech [ 58 ]. Positron emission 
tomography (PET) studies are also indicative of similar results in auditory and 
adjacent association areas in the temporal lobe [ 59 ]. Speaking tasks causing stut-
tering events, choral reading or paced speech, and silent reading reveal signifi cant 
alterations in PET activity in stutterers compared to controls [ 60 – 62 ]. Treatments 
of stuttering, such as fl uency shaping therapy, have shown restorative functional 
changes in temporal areas of both hemispheres, as well as other areas, but more 
pronounced on the left side than on the right [ 40 ,  63 ]. In general, the differences in 
activation in primary auditory and adjacent auditory association areas point to pos-
sible defi ciencies in self-monitoring of speech, auditory processing of speech, and/
or auditory feedback. These processes might bear some relationship to perceptual 
matching to the auditory template of the tutor song in our repeater birds.  

    Changes in BOLD Response to Repeated Song Stimulation 

 In experiments currently underway, we are testing the possibility that syllable 
repetitions might be due to an alteration in the mechanism of sensory habituation by 
studying the changes in the BOLD response as a function of familiarization of a 
song stimulus by its repeated presentation. Figure  7.4  shows the results of our fi rst 
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experiment on nine male non-repeater birds, performed on a 3 T human MRI scan-
ner [ 64 ]. A novel stimulus produces a smaller and less consistent BOLD response 
in the auditory regions of the zebra fi nch brain. A familiar song stimulus or one that 
was made familiar by its repetition after 1 h increases its strength and consistency. 
Specifi cally, in eight birds, the activation volume in response to novel song presen-
tation 1 h (NOVEL1hr) after its fi rst presentation was signifi cantly ( p  = 0.04, 
Wilcoxon signed-rank test) larger than that in response to the fi rst presentation 
(NOVEL) itself. NOVEL caused signifi cantly less activation than the fi rst presenta-
tion of a familiar song (FAMILIAR). However, the response to NOVEL1hr was not 
signifi cantly different from the FAMILIAR response ( p  = 0.21), refl ecting a percep-
tual familiarization of the novel song. In contrast to the volume of BOLD activation, 

  Fig. 7.4    Plasticity of the BOLD response. ( a ) Activations averaged over all nine birds for all 
slices, going from the left to the right hemisphere ( left to right ), lateral to medial and medial to 
lateral ( left to right ).  Top  panels represent the fi rst presentation of the novel stimulus (NOVEL); the 
 middle  panels, a song stimulus that the bird has heard before (FAMILIAR); and the  bottom  panels, 
the same novel stimulus presented again after 1 hour (NOVEL1hr). The individual activations of 
initial NOVEL stimulus are averaging out and are not visible here for the chosen signifi cance 
threshold of  p  < 0.005 (multiple tests corrected). ( b ) Number of activated voxels over the medial 
slices 4 and 5 for the fi rst presentation of a novel song stimulus, presentation of a familiar song, 
and the second presentation of the novel song 1 h after the fi rst novel song stimulation ( Boxes  are 
defi ned as median ±1 quartile; whiskers show data range without outliers, which are denoted by 
 crosses ;  n  = 9)       
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its mean relative magnitude did not show a consistent change from NOVEL to 
NOVEL1hr.

   We have now replicated this experiment in anesthetized (1.5–2 % isofl urane) 
young zebra fi nches on an animal MRI scanner with 7 T fi eld strength (Avance III 
BioSpec 70/30 USR, Bruker Biospin MRI, Inc., Billerica, MA). On this type of 
scanner, songbird fMRI provides a stronger BOLD signal than on human MRI 
machines [ 22 ]. We briefl y describe below results from six young (mean age 78 
days) birds who were pupils of two different repeater birds. Of these, fi ve birds 
were non-repeaters, and one was a repeater. Six different stimuli were selected for 
the fi rst stimulus presentation and then repeated 1 h later. Five of these stimuli were 
(1) NOV-Rmtf, an unfamiliar (novel) repeater motif, excluding syllable repetitions 
(same for all birds); (2) NOV-R, the same unfamiliar repeater song motif, but includ-
ing syllable repetitions (same for all birds); (3) R-TUT, repeater tutor song motif, 
including syllable repetitions (two different motifs for the two separate groups of 
pupils, consisting of two and four birds); (4) NOV, an unfamiliar non-repeater song 
(same for all birds); and (5) TONE, a pure tone with 2 kHz frequency (same for all 
birds). The meaning of the sixth stimulus changed between birds and, therefore, 
was not used in across bird comparisons presented here. The six stimuli were 
played to the birds back to back and always in the same order for each bird, repeated 
eight times. 

 Data were analyzed in BrainVoyager QX 2.3 [ 65 ]; fi rst, the two initial scans were 
discarded and the data combined into a volume by applying a 3D co-registration 
algorithm with trilinear interpolation for detection and a windowed sinc function 
interpolation for correction, mild spatial smoothing of 0.2 mm in all directions, a 
temporal high pass of two cycles over the data set for trend removal, and interpola-
tion to an isotropic voxel with 0.3 mm edge size. Echo-planar imaging (EPI) images 
were manually aligned with an anatomical scan, and the anatomical scan was manu-
ally co-registered to an MRI zebra fi nch atlas [ 66 ], which was used as the back-
ground for the statistical parametric maps (SPMs). General linear model (GLM) 
coeffi cients [ 67 ] were estimated for each bird separately by using all six stimulus 
predictors and a baseline, and the six motion correction parameters were included 
as nuisance variables. SPMs consisting of t-values were generated for voxels with a 
false-discovery-rate [ 68 ,  69 ] adjusted signifi cance threshold of  p  = 0.05. SPMs con-
tained response to each of the six stimuli, and individual stimuli were selected for 
display by choice of the corresponding contrast. Two fi xed-effects group analyses 
were performed by pooling the GLMs of all birds, for the fi rst and second time 
points each, and displayed for each of the fi ve stimuli by defi ning the contrasts 
accordingly. Two random effects analyses were performed by an individual analysis 
of all positive activation clusters that were found to include parts of fi eld L, using 
paired  t -test and analysis of variance (ANOVA). The fi rst random effects analysis 
was based on the average  t -value per cluster (or magnitude of activation). The sec-
ond one was based on the number of voxels included in those clusters (or volume of 
activation). For each bird separately, these numbers were then normalized by the 
corresponding average numbers over all stimuli and the two time points, to account 
for individual differences (in signal to noise ratio) between birds, caused by motion, 
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depth of anesthesia, and exact positioning in the scanner and with respect to the 
radiofrequency coils, among other potential infl uences. 

 The results of this experiment are summarized in Fig.  7.5 . The observed BOLD 
response in all cases included one main contiguous cluster centered around fi eld L, 
sometimes partially extending into adjacent areas (see Fig.  7.5a ). The fi xed-effects 
group study (Fig.  7.5b ) confi rmed this fi nding. Compared to the fi rst scanning ses-
sion in the second session, 1 h later, the SPMs of individual birds often exhibited 
larger clusters. A two-way ANOVA with repeated measurement over all stimuli and 
the two time points resulted in the following: For the BOLD magnitude,  p (time) was 
0.08, i.e., suggestive of an effect but not signifi cant,  p (stimulus) was 0.0000017, and 
 p (interaction) was not signifi cant. For the BOLD volume,  p (time) was 0.000014, 
 p (stimulus) was 0.002, and  p (interaction) was 0.02. The results of post hoc paired 
 t -tests over time are indicated by asterisks in Fig.  7.5c, d . In summary, an increase 
in BOLD activation volume is observed over time, an increase in BOLD magnitude 
is suggestive over time, and there is an interaction between volume increase and 
type of stimulus. The post hoc tests suggest that the main increase is due to the novel 
stimuli NOV-Rmtf and NOV-R, although NOV and R-TUT also contribute to the 
volume increase. This is corroborated by individual volume changes (Fig.  7.5e ) 
for each bird. For NOV-Rmtf and NOV-R all volumes increase, whereas for the 
other two song stimuli 2–3 volumes stay unchanged or decrease. Note that all stim-
uli were played to the birds cyclically during the same experiment, so these normal-
ized bird-by-bird comparisons should be relatively independent of the level of 
anesthesia and other time-dependent factors. Thus, they most likely refl ect 
experience- dependent changes in response to the stimuli. While it is possible that 
factors unrelated to neuronal activity and plasticity, such as blood pH and pCO 2  
(which were not directly measured, unlike the respiratory rate), contribute to the 
changes observed, the fact that the changes were stimulus specifi c diminishes the 
likelihood of this possibility.

   A salient fi nding of this experiment from the standpoint of understanding the 
mechanisms related to perception of repeater songs is that the increase in the vol-
ume of activation is much greater with respect to repeater song motifs containing 
syllable repetitions than any other kind of stimulus. Subsequent experiments and 
analysis of data in repeaters will indicate whether there is a signifi cant difference 
between repeaters and non-repeaters in terms of these short-term experience- 
dependent changes.  

    Neuromodulatory Mechanisms in Song Syllable Repetitions 
and Plasticity 

 In order to understand mechanisms giving rise to syllable repetitions and adult- 
phase plasticity, it is necessary to study the physiology of synaptic plasticity in the 
songbird brain. To date there are only a small number of published studies in this 
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area of songbird neurobiology.  N -methyl  d -aspartate receptor (NMDA)-dependent 
long-term potentiation (LTP) of the recurrent collaterals due to conjunction of 
pre- and postsynaptic action potential activity has been detected in the song nucleus, 
lateral magnocellular nucleus of the anterior nidopallium (LMAN), during song 
development. During the same period, the thalamic afferents to this structure have 
been shown to undergo long-term depression (LTD) as a result of out-of-phase pre- 
and postsynaptic activity [ 70 ]. LTP dependent on activation of NMDA and D1-like 
dopamine receptors also occurs in area X in adult zebra fi nches and juveniles older 
than 47 days [ 71 ]. The song control nucleus, robust nucleus of arcopallium (RA), 
shows developmentally restricted and androgen-regulated LTD that is calcium and 
NMDA receptor mediated and is reversed by high-frequency stimulation [ 72 ]. 

 In our own laboratory, using the same type of in vitro brain slice approach as in 
the above studies, we have explored the modulation of synaptic plasticity in RA by 
the neurotransmitter/neuromodulator acetylcholine (ACh), primarily through its 
action on the neuronal nicotinic receptors (nAChRs). Evidence for the involvement 
of cholinergic mechanisms in the song control system has been established by a 
large body of prior literature [ 73 – 81 ]. In terms of physiology, cholinergic basal 
forebrain has been shown to regulate auditory feedback in the song system [ 82 ].  

    LTP Dependence on Activation of nACHRs 

 We observed that bath application of nicotine to adult zebra fi nch brain slices 
produces signifi cant effects on long-term synaptic plasticity in RA [ 83 ]. In these 
experiments, population excitatory postsynaptic potentials (EPSPs) were 
recorded extracellularly in RA upon stimulation of afferent fi bers from LMAN. 
Intracellular and patch clamp recordings have shown that LMAN-RA connec-
tions are glutamatergic in nature [ 84 – 86 ]. Accordingly, we fi nd that glutamate 
receptor blockers, APV (2-amino-5-phosphonopentanoic acid) and CNQX 
(6-cyano-7- nitroquinoxaline-2, 3-dione), reduce the amplitude of the population EPSP 
in RA, but do not completely eliminate it. Tetanic stimulation (20 pulses at 100 Hz) 

  Fig. 7.5    Plasticity of the BOLD response to repeater song. ( a ) Representative SPMs of a single 
bird stimulated with stimulus NOV-R, an unfamiliar repeater song, at an initial time point ( upper 
row ) and 1 h later ( lower row ). The activation cluster is defi ned by a false-discovery-rate adjusted 
signifi cance threshold of  p  < 0.05, and colors represent  t -values as indicated by the scales on the 
right. ( b ) Fixed-effects group analysis including all six birds, for each of the two time points and 
the fi ve stimuli as indicated at the  bottom . ( c ) Random effects analysis of the averaged magnitude 
of the BOLD response, as described by  t -values in the general linear model, in the individual clus-
ters with  p  < 0.05. Signifi cant differences between the two time points (pairwise  t -test,  p  < 0.05 
two-tailed) are marked with an  asterisk . Mean and standard error of the mean are shown. The units 
are normalized. ( d ) Same for the volume of activation, defi ned by the volume of individual clusters 
with  p  < 0.05. ( e ) Individual changes in normalized volume over time for each bird separately. 
Same  color lines  in all  plots  denote same bird       
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known to produce LTP in rodent hippocampal slices [ 87 ,  88 ] did not potentiate this 
response (Fig.  7.6a ). In the presence of superfused nicotine (10 μM), however, the 
same type of tetanic stimulation induced LTP with statistically signifi cant 82 % 
(±28.8 %) increase in the response up to 1 h after stimulation (Fig.  7.6b ). LTP 

  Fig. 7.6    The effects of tetanic stimulation on the extracellular response in zebra fi nch RA. ( a ) 
Baseline recordings were conducted for at least 20 min prior to applying a tetanic stimulus (T). The 
 bottom  panel shows representative traces from a single experiment of evoked extracellular poten-
tials immediately prior to the tetanic stimulation, immediately after the tetanic stimulation, and 1 h 
after the tetanic stimulation. The peak amplitude of the response is plotted as the percent of the 
pre-tetanic response immediately preceding the tetani (0 min).  (b ) The effects of a tetanic stimula-
tion on the extracellular response in zebra fi nch RA in the presence of nicotine (10 μM) or the 
combination of nicotine and APV/CNQX. In the data sets “Nicotine,” “Nic3,” and “Nic + APV/
CNQX,” “D” indicates where nicotine was added to the superfusate, in the absence (Nicotine, 
Nic3) or presence (Nic + APV/CNQX) of APV/CNQX. “D1” applies only to the data set 
“Nic + APV/CNQX” and indicates where APV/CNQX was added to the superfusate. “Nic3” rep-
resents a subset of experiments from the “Nicotine” group that have been plotted separately to 
demonstrate that even in the absence of a nicotine-mediated depression of basal response, LTP is 
elicited. “Control” is the same data from ( a ), replotted for comparison. “T” indicates tetanic stimu-
lation. ( c ) Inhibition of the nicotine-induced long-term potentiation with a nAChR antagonist. In 
these experiments, a combination (D) of nicotine and nAChR antagonist DHβE (1 μM) was added 
to the superfusate 10 min before the tetanus (T). ( d ) The effects of a tetanic stimulation on the 
extracellular response in zebra fi nch RA in the presence of another nAChR antagonist, MLA 
(10 nM). The combination of nicotine and MLA (Nic + MLA), nicotine, MLA and DHβE 
(Nic + MLA + DHβE), or MLA alone (MLA) was added (D) to the superfusate 10 min before 
tetanic stimulation (T).  With permission from Salgado - Commissariat D ,  Rosenfi eld DB ,  Helekar 
SA .  Nicotine - mediated plasticity in robust nucleus of the archistriatum of the adult zebra fi nch . 
 Brain Res 2004 Aug 20 ; 1018 ( 1 ): 97 – 105  ( 84 )       
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induced in the presence of nicotine refl ects the LTP of glutamate receptor-mediated 
synaptic response and possibly also the involvement of these receptors in induction 
of LTP because it is not seen when glutamate receptor blockers are added to the 
superfusate (Nic + APV/CNQX, Fig.  7.6b ).

   The nAChR antagonist dihydro-β-erythroidine (DHβE), which is a more potent 
blocker of receptors containing the α4-subunit (Fig.  7.6c ), blocks the induction of 
LTP when co-applied with nicotine. While 1 μM DHβE in our experiments should 
predominantly block α4-subunit-containing nAChRs, its blockade of α3-subunit- 
containing nAChRs cannot be ruled out because at this concentration it reduces 
α3-nAChR-mediated current by 30 % in rodent hippocampal neurons [ 89 ]. 
Methyllycaconitine (MLA, 10 nM), known to more effectively block α7-subunit- 
containing nAChRs [ 89 ], also blocks the nicotinic receptor-dependent LTP 
(Fig.  7.6d ). Moreover, in the presence of MLA, a LTD appears to be unmasked. 
Taken together these results point to the presence in the song nucleus RA of a bidi-
rectional plasticity that is under the modulatory control of two or more types of 
nAChRs. 

 Apart from the effects on synaptic plasticity, intracellular recordings in single 
neurons within RA indicate that nAChR activation affects the excitability of neu-
rons. Nicotine increases the number of action potentials induced by a depolarizing 
stimulus. There is also a 58 % increase in the frequency of spontaneous action 
potentials. The amplitude of the after hyperpolarization is signifi cantly reduced in 
the presence of nicotine. LTP induction in the presence of nicotine could be partially 
accounted for by this overall increase in neuronal excitability in response to nico-
tine, but in addition it might also be mediated by calcium infl ux through pre- or 
postsynaptic    α7 nAChRs.  

    Effects of Nicotinic Receptor Modulation on Song Learning 

 As far as effects of nicotine in vivo are concerned, the most signifi cant results were 
obtained in the early sensory phase of song learning. We performed these experi-
ments in 15 male birds. We injected nicotine (1 mg/kg body weight intramuscu-
larly) in juvenile birds. Twenty-day-old birds were divided into four groups: two 
nicotine-treated and two matched control saline-treated groups. In both nicotine and 
saline groups, daily injections were carried out from 20 through 35 days post-hatch, 
after an initial 19-day isolation of birds with females. In one test/control group pair 
song tutoring was done from 20 through 35 days post-hatch, followed by song isola-
tion until 100 days post-hatch. In the other test/control group pair tutoring was done 
from 20 through 65 days post-hatch, followed by song isolation until 100 days post- 
hatch. Birds were tutored in each case by a normal adult tutor in an adjacent cage. 

 The results of these experiments are as follows. In the 20–35-day-tutored nico-
tine group, two of four birds developed songs containing syllable repetitions with 
repeater motif frequency of 80 and 35 %. Figure  7.7  shows examples of their song 
motifs. All three of the matched control saline-treated birds produced normal 
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non- repeater songs. There was no signifi cant difference between the nicotine and 
saline groups in the percent similarity between tutor and pupil song motifs (nicotine 
59.7 ± 3 %,  n  = 4; saline 45.4 ± 2.7 %,  n  = 3), indicating that nicotine did not produce 
any impairment in song imitation per se during this early phase of learning. In the 
20–65-day-tutored groups, none of the birds, i.e., neither the nicotine-treated nor 
the saline-treated group, produced songs with syllable repetitions. There was also 
no signifi cant nicotine-induced change in song imitation in the nicotine group 
(percent similarity 58.7 ± 2.8 %,  n  = 4) compared to the matched saline group 

  Fig. 7.7    The effect of nicotine treatment on song learning. ( a)  Juvenile male birds, approximately 
40 days old, were given daily injections of either nicotine (0.1 mg/kg—Lo    Nicotine, or 1 mg/
kg—Hi Nicotine) or vehicle (control group) for 25 days. Experimental birds were housed in adja-
cent cages to the tutor. All injections were administered 30 min before the lights were turned on. 
Bar graph shows dose-dependent reduction in percent similarity of pupil songs to the tutor’s song. 
( b ) Spectrograms show motifs of pupils recorded at post-hatch day 100 in comparison with the 
tutor motif. The percent similarity, mean accuracy, and sequential match values were obtained 
using Sound Analysis 3. ( c ) Treatment with nicotine from 20 to 35 days post-hatch causes the 
development of variant song motifs with syllable repetitions. Bar graphs show a small increase in 
percent similarity of pupil song motifs to the tutor motif due to treatment with nicotine compared 
to saline control, irrespective of whether tutoring was stopped at 35 days or carried on until 64 days       
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(percent similarity 61.1 ± 2.4 %,  n  = 4). While these preliminary fi ndings need to be 
replicated in a larger set of birds, they suggest that brain nAChR activation or 
desensitization during the sensory phase of song learning can induce zebra fi nches 
to become syllable repeaters in spite of being tutored with a normal non-repeater 
song. Continued tutoring for additional 30 days (36–65 days) after cessation of 
nicotine treatment prevents the development of repeater song, suggesting further 
that restorative changes during the sensorimotor phase of learning might reverse or 
correct nAChR-dependent alterations in the sensory template or learning mecha-
nisms. However, as stated earlier, treatment with nicotine (1 mg/kg) during tutor-
ing at 40–65 days does not lead to the production of repeater song. This fi nding 
suggests that the nAChR-sensitive mechanism critical to induction of repetitive 
syllable output within song motifs operates during the early sensory phase of song 
learning, and not during the late sensorimotor phase.

   Treatment with nicotine in adults (>120 days post-hatch) in a manner similar to 
that in juveniles produced a modest but signifi cant reduction in percent similarity 
between pre- and posttreatment song with high dose of nicotine compared to control 
birds (data not shown). Such an alteration was not seen with the low dose of nico-
tine. Again, there does not seem to be a signifi cant alteration in the composition of 
syllables in the song motif. From the results of the higher dose of nicotine, we infer that 
excessive nAChR activation or desensitization might interfere with the mechanism 
underlying the maintenance of the integrity of song in adults. Because auditory 
feedback is critical to this process, it is possible that the effect of nicotine is on 
cochlear nAChRs leading to the impairment of hearing itself.  

    Conclusions 

 The parallels between birdsong learning in songbirds and acquisition of speech in 
humans offer us the opportunity to treat aberrations of birdsong as simple models of 
dysfl uencies such as stuttering and to study their neurobiological underpinnings. 
In this review, we have attempted to demonstrate that the songbird zebra fi nch 
allows us to investigate, at multiple levels, a possible minimal model of stuttering 
involving involuntary abnormal repetition of song syllables, in order to address 
causal mechanisms. At the cellular level, we can examine synaptic plasticity, and its 
neuromodulation, and lay the groundwork for future pharmacotherapeutic 
approaches against speech problems. At the behavioral level, we can manipulate the 
learning environment during development to induce changes in song and assess 
innate tendencies and vulnerabilities that may be relevant from the translational 
standpoint. At the systems level with fMRI, we can compare and contrast brain 
activation under relatively similar paradigms of speech and song perception, using 
a common experimental platform. All these approaches, combined with the genetic 
information that is now available through the zebra fi nch genome initiative, would 
in the near future facilitate a deeper understanding of the neurodevelopmental basis 
of stuttering and other speech motor control disorders.     
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    Abstract     Bats have among the richest and most sophisticated repertoire of vocal 
communication calls of any mammalian group. In this review, we fi rst describe the 
range of calls bats emit and the acoustic features that comprise their calls. Of par-
ticular importance are frequency modulations (FMs), as these are components in 
the vast majority of bats’ communication calls as well as the calls they emit for 
echolocation. We then consider the processing of communication calls in the infe-
rior colliculus (IC). We show that neurons in the IC are selective for the various calls 
the bats emit and that this selectivity is shaped by inhibition. Computational studies 
showed that some neurons had one feature or fi lter characterized by its spectrotem-
poral receptive fi eld (STRF) generated by spike-triggered averaging. In these 
cells, convolving conspecifi c calls with the STRF provides an accurate prediction of 
their responses to conspecifi c calls. Moreover a single linear combination of the 
excitatory and inhibitory fi elds explains their responses to the direction and velocity 
of FM sweeps. Most IC cells, however, had several spectrotemporal fi lters. In these 
cells, the nonlinear combination of two or more fi lters predicted the cell’s selectivity 
for FM sweeps and its responses to calls. The ways in which excitation and inhibi-
tion interacted to generate FM selectivity were also evaluated with in vivo whole- 
cell recordings. Those studies showed that the relative timing of excitation and 
inhibition had only a small infl uence on the amplitudes of the excitatory postsynap-
tic potentials (EPSPs) evoked by an FM signal. How the change in EPSP amplitude 
infl uenced discharge probability depended in large part on how close the EPSP was 
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to spike threshold. If the EPSP amplitude is far from threshold, even timing changes 
of several ms would have little or no effect on spike probability. Conversely, if the 
EPSP amplitude is near threshold, then even a change in EPSP amplitude as small 
as a fraction of a millivolt could affect discharge probability and thus modulate 
the cell’s spiking directional selectivity. Taken together, these studies showed that 
neurons in the auditory midbrain encode specifi c spectrotemporal features of natural 
communication sounds by means of their selectivity to FM features present in their 
conspecifi c calls.  

  Keywords     Echolocating bats   •   Communication calls   •   Inhibition   •   Spectrotemporal 
receptive fi elds   •   In vivo whole-cell recordings   •   Spike timing  

        Introduction 

 Natural sounds, such as conspecifi c vocalizations and human speech, are vital for 
social communication, foraging, mating, and therefore survival. Bats, perhaps more 
than any other mammal, depend on their hearing for survival. Not only do they rely 
on hearing for orientation and hunting through echolocation, but hearing is also 
critically important for social communication. Many bats live in large colonies 
where they engage in a myriad of social interactions, which are accomplished 
largely with sound since they live in dark environments where visual displays are of 
no use [ 1 ]. Their communication signals can be quite elaborate [ 2 ,  3 ], and some 
species are capable of vocal learning [ 4 – 7 ]. Indeed, the repertoire of signals bats use 
for vocal communication are remarkably rich and sophisticated [ 8 – 10 ]. 

 Vocal communication was presumably used by their ancestors before bats took 
to the night sky to exploit a food supply for which there was little competition. 
Thus, we view the processing of communication signals as one of the primary tasks 
for which their auditory systems were designed, and adaptations required for echo-
location were subsequently added to enable the various species of bats to compete 
successfully for food resources in a wide range of different habitats. Two notewor-
thy features are consistent with this idea. The fi rst is that the acoustic features of 
echolocation calls, which are largely composed of brief, downward sweeping 
frequency modulations (FMs), are remarkably similar to the FMs in many of the 
communication calls [ 11 ]. The second feature is that the auditory systems of bats 
are similar to the auditory systems of all other mammals, with the same structures, 
wiring, and mechanisms for processing information that are possessed by all other 
mammals [ 12 – 16 ]. What distinguishes the auditory system of bats are not novel 
mechanisms, but rather that some common mechanisms and features are far more 
pronounced in their auditory systems than in other mammals. 

 In the following sections, we fi rst present some of the communication signals 
bats emit together with the behaviors in which the signals are emitted to illustrate 
the richness and variety of their vocal repertoires. The subsequent sections then deal 
with the neural processing of communication calls in the inferior colliculus (IC), 
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the midbrain auditory nucleus. We emphasize the IC because it receives the convergent 
projections from almost all of the lower auditory nuclei and their interaction in the 
IC produces an output that synthesizes the convergent inputs [ 14 ,  17 ,  18 ]. The net 
result of those syntheses is that a variety of new response properties are either 
formed de novo in the IC or response properties that have been formed in lower 
nuclei are sharpened or further modifi ed in the IC [ 19 – 22 ]. 

 The sections on neural processing have three themes. The fi rst theme is that IC 
cells are tuned to respond to the direction and sweep velocity of the various FMs 
present in the bats’ conspecifi c communication calls. Additionally, the tuning for 
FM selectivity is shaped by the interactions of the excitatory and inhibitory innervation 
that plays upon IC neurons. The second theme is that the IC population is heteroge-
neous, where some cells form their selective response properties with linear 
processing, whereas others form similar response properties through nonlinear pro-
cessing. Following from the above, the third theme is that the various computations 
employed by the IC endow these neurons with selectivities for features of FM 
sweeps, and those selectivities, in turn, largely create the response selectivities for 
the various conspecifi c communication calls these animals hear in their daily lives.  

    The Vocal Repertoire of Bats 

 The variety and complexity of communication calls bats use are well illustrated by 
Mexican free-tailed bats ( Tadarida brasiliensis ), members of the family Molossidae. 
These bats are common in the Southwestern United States where they live in caves 
with populations that often number in the millions. Here males use vocal signals to 
establish dominance hierarchies, maintain territories, garner females into harems, and 
defend their harems against intruding males, whereas females use vocal signals for 
recognition of and bonding with their pups among other behaviors [ 3 ,  11 ,  23 – 26 ]. 

 To give a fl avor of the variety of calls emitted by these animals, a sample is 
shown in Fig.  8.1 , together with the behaviors the bats displayed during the emis-
sion of each call type. Each call is composed of one or more repetitions of a syllable 
or note. A syllable is an individual or discrete acoustic element, where each syllable 
is composed of multiple harmonics with spectral components that change in ampli-
tude and often in frequency throughout its duration. For example, there are fi ve 
syllables (discrete acoustic elements) shown for the directive call in Fig.  8.1e . 
Syllables range not only in duration (from 2–3 ms to over 100 ms) and but also in 
their spectral structures. For example, some syllables are simply brief downward 
sweeping FMs (e.g., the individual syllables in the irritation call in Fig.  8.1f ), 
whereas other are more complex and have both upward and downward FMs (e.g., 
directive,  8.1e , and herding calls,  8.1a ), and yet others have only harmonic 
stacks of constant frequencies (marking,  8.1b , and mounting calls,  8.1c ) or har-
monic stacks of very shallow frequency modulations (alarm calls,  8.1k ). The tem-
poral sequence in which the syllables are emitted is also an important feature that 
varies with behavioral context [ 10 ]. The syllables produced in several different calls 
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associated with completely different contexts are indistinguishable except for differ-
ences in temporal intervals or repetition rate.

   Bats not only emit the simpler types of calls illustrated in Fig.  8.1 , they also sing 
elaborate songs. During the breeding season, many animals emit simple repetitions 

  Fig. 8.1    Spectrograms that show the various communication calls emitted by Mexican free-tailed 
bats. ( a )  Herding Calls  were emitted while a male forcefully pushed one or more females with his 
muzzle or wing into his territory. ( b )  Marking Calls  were emitted by a dominant male while 
rubbing his face and gular gland on the surface of his territories. ( c )  Mounting Calls  were emitted 
by males to convey dominance, when males would mount females and forcefully push their muzzles 
repeatedly between their shoulders. ( d )  Isolation Calls  were emitted by pups immediately after 
birth and throughout development. Pups called when they were isolated or hungry. ( e )  Directive 
Calls  were emitted by females while giving birth and throughout pup development when females 
approached pups or in response to their pups’ isolation calls. ( f )  Irritation Calls  were emitted when 
bats were jostled by other bats. ( g )  Protest Calls  were emitted in response to aggressive behaviors 
by other bats. ( h )  Warning Calls  were emitted prior to aggressive encounters. ( i )  Face-Rubbing 
Calls  were used for social bonding. They were emitted in roost sites while approaching another bat 
and rubbing their muzzles across the body of the other bat. ( j )  Food Solicitation Calls  were emitted 
during or immediately prior to feeding. ( k )  Alarm Calls  were emitted during periods of high levels 
of aggression. ( l )  Echolocation Calls  were emitted for orientation while the bats were fl ying 
(adapted from Bohn KM, Schmidt-French B, Schwartz C, Smotherman M, Pollak GD. Versatility 
and stereotypy of free-tailed bat songs. PLoS One. 2009;4(8):e6746 [ 3 ])       
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of one or a few syllables that are generally referred to as mating or advertisement 
“calls.” In a few exceptional animal groups, such as songbirds [ 27 ] and whales [ 28 ], 
these advertisement signals can be more complex vocalizations termed “songs.” 
The major difference between mating “calls” and “songs” is that songs are longer 
and more complex and contain multiple types of elements (e.g., syllables or notes) 
that are combined in a stereotypical manner [ 27 ,  29 ]. Therefore, songs have an 
added dimension of complexity in the form of “syntax”—the patterns by which ele-
ments are ordered and combined. Indeed, in most songs, element ordering is not 
random, but is instead highly structured, with individual, regional, and/or species- 
specifi c patterns [ 30 ]. 

 A remarkable feature of Mexican free-tails is that the ways in which phrases are 
combined to form songs follow broad syntactical rules, yet males dynamically vary 
phrase order from one rendition to the next. During the breeding season, dominant 
males sing their courtship songs when females approach their territories [ 3 ,  11 ]. Their 
courtship songs are composed of three types of phrases. A phrase is composed of one 
or more syllables that form a distinct and reproducible unit, and the phrases are com-
bined to form songs. The three phrases are chirps, trills, and buzzes (Fig.  8.2 ). Chirps 
are phrases composed of two types of syllables: “A” and “B” syllables. “A” syllables 
are short (~5 ms) downward sweeping FMs (Fig.  8.2b ). B syllables are longer (~15 ms) 
and more complex than A syllables. B syllables often begin with an upward FM fol-
lowed by a longer downward FM, and some signals end with a second upward FM. 
Thus, their spectral contours often have multiple infl ection points. Several A sylla-
bles always precede each B syllable, and the sequence of several A syllables fol-
lowed by a B syllable is then repeated to form the chirp phrase.

  Fig. 8.2    The courtship song of a Mexican free-tailed bat. ( a ) One complete song showing the 
three types of phrases: chirps, buzzes, and trills. ( b ) Expanded section of a chirp phrase showing 
the A and B syllables. ( c ) Expanded section of a trill. ( d ) Expanded section of a buzz (adapted from 
Bohn KM, Schmidt-French B, Schwartz C, Smotherman M, Pollak GD. Versatility and stereotypy 
of free-tailed bat songs. PLoS One. 2009;4(8):e6746 [ 3 ])       
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   The second type of phrase is the trill. Trills are composed of short (3–4 ms), 
downward FM syllables that are sometimes connected, resulting in sinusoidal pat-
terns (Fig.  8.2c ). Trill syllables, whether discrete or connected, are produced as a 
distinct phrase or burst with durations of approximately 25 ms. Sequential trill 
phrases are often emitted in songs, but are highly distinctive since each phrase is 
separated from the next by a silent interval that is much greater than the interval 
between syllables within each trill phrase. 

 The third phrase in song is the buzz (Fig.  8.2 ). Buzzes are also composed of short 
(3 ms) downward FM syllables that are always separated by a few ms. Although the 
acoustical structure of trill and buzz syllables are similar, the phrases are distin-
guished by the number of syllables they contain, where trills have only 3–4 four 
syllables, whereas buzzes have on average 35 syllables. They are also distinguished 
by the spectral structure of the syllables. The initial FM syllables in each buzz have 
relatively high beginning and end frequencies and are followed by 5–10 syllables 
with progressively lower beginning and end frequencies (Fig.  8.2d ). 

    Given this acoustic complexity and variety of their vocal communication calls, 
the question naturally arises as to how the auditory system of bats’ processes and 
represent the various calls and songs they emit. As was shown above, the vast major-
ity of calls contain FMs, and as we show in the following sections, IC cells are tuned 
to respond to the direction and sweep velocity of the various FMs present in these 
signals. Additionally, the tuning for FM selectivity is shaped by the interactions of 
the excitatory and inhibitory inputs that play upon IC neurons. It follows, therefore, 
that the computations employed by the IC endow IC neurons with selectivity for FM 
features and that selectivity, in turn, determines, in large part, how IC neurons 
respond to conspecifi c communication calls.  

    Responses to Vocal Communication Calls Are Selective 

 When a series of conspecifi c communication calls is presented to a group of isofre-
quency IC neurons (i.e., neurons tuned to the same frequency), most neurons 
respond to only a subset of the calls and not to other calls; thus each neuron expresses 
response selectivity. Selectivity of this sort is seen in the IC of all mammals that 
have been studied [ 31 – 34 ]. Selectivity is illustrated in Fig.  8.3 , which shows a suite 
of ten species-specifi c communication and echolocation calls and the responses that 
were evoked from four IC cells in a Mexican free-tailed bat that were all tuned to 
about the same frequency. Each call had a different and unique spectrotemporal 
structure (Fig.  8.3 ), was broadband, and had multiple harmonics. Each was pre-
sented at an intensity that was at least 20 dB above the neuron’s threshold at the 
frequency to which the neuron was most sensitive, its best frequency (BF). Each call 
had suprathreshold energy that encroached upon each neuron’s excitatory tuning 
curve. The differential responses to each of the calls showed that IC cells are not 
only selective, but their selectivities are diverse, in that the particular subset of calls 
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that evoke discharges varied from neuron to neuron, even though the neurons are all 
tuned to the same frequency and all the signals have suprathreshold energy that 
stimulate the neuron’s excitatory tuning curves.

   The selectivity for calls is shaped in the IC by the inhibitory innervation that 
plays upon IC cells [ 35 ,  36 ]. The profound impact of inhibition on the coding of 
communication calls is illustrated in Fig.  8.4  which shows the responses of nine IC 
neurons to two different calls, social communication call 4 (SC4) and social com-
munication call 6 (SC6). The responses evoked by the two calls were recorded 
before and while inhibition was blocked by the iontophoretic application of bicucul-
line and/or strychnine. Each of the nine neurons had a different BF and the cells are 
arranged from low to high, which corresponds to the tonotopic organization of the 
IC. Note that the calls had similar spectrotemporal features but evoked different 
responses among the population. Before inhibition was blocked, the nine neurons 
expressed different selectivities, since only three of the nine neurons responded to call 
SC4 and four different neurons responded to call SC6. Blocking inhibition virtually 
eliminated selectivity and allowed all nine neurons to respond to both calls.

  Fig. 8.3    Responses of four IC neurons to ten species-specifi c calls. Eight of the calls (SC1–SC8) 
are social communication calls and two others (EC9–EC10) are echolocation calls. The four IC 
cells are isofrequency and all tuned to about 26 kHz. The IC cells were selective in that each fi red 
to only a subset of the ten calls although each of the calls had suprathreshold energy that swept 
through each neuron’s excitatory tuning curve. The selectivity was also heterogeneous in that 
each cell fi red to a particular subset of calls that was different from the subset to which the other 
cells fi red. One cell failed to fi re to any of the calls (adapted from Klug A, Bauer EE, Hanson JT, 
Hurley L, Meitzen J, Pollak GD. Response selectivity for species-specifi c calls in the inferior 
colliculus of Mexican free-tailed bats is generated by inhibition. J Neurophysiol. 2002 
Oct;88(4):1941–54 [ 35 ])       
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       Spectrotemporal Receptive Fields Reveal the Importance 
of Sideband Inhibition 

 The inhibitory feature that shaped selectivity was the structure of each neuron’s 
sideband inhibition. Sideband, or surround inhibition as it is sometimes called, is 
comprised of the frequencies that fl ank the excitatory frequency region of a neuron’s 
tuning curve and evoke inhibition. As indicated above, when sideband inhibition 
is eliminated by the iontophoretic application of bicuculline and/or strychnine, 

  Fig. 8.4    Responses of nine IC neurons to two conspecifi c communication calls, SC4 and SC6, 
before and while inhibition was blocked. The BFs of the neurons are arranged from low to high, 
which corresponds to the tonotopic organization of the IC. Note that the calls had similar spectro-
temporal features but evoked different responses among the “population.” Before inhibition was 
blocked, the selectivities of the two neurons were different, the three neurons that responded to call 
SC2 did not respond to SC4, and the four neurons that responded to SC6 did not respond to SC4. 
Blocking inhibition eliminated selectivities and all neurons responded to both signals (adapted 
from Klug A, Bauer EE, Hanson JT, Hurley L, Meitzen J, Pollak GD. Response selectivity for 
species-specifi c calls in the inferior colliculus of Mexican free-tailed bats is generated by inhibition. 
J Neurophysiol. 2002 Oct;88(4):1941–54 [ 35 ])       
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IC neurons respond to many more, or even all of the calls presented, than they did 
before inhibition was blocked [ 33 ,  35 – 39 ]. Specifi cally, it must be the timing and 
magnitude of inhibition relative to excitation that underlies selectivity, but exactly 
how those features are expressed in each IC cell and how they differ among IC cells 
to create the diverse selectivities among isofrequency cells could not be determined 
from blocking inhibition alone. 

 To obtain a more detailed picture of both the excitatory and inhibitory fi elds in 
IC cells, a large number of complex signals called moving ripples were presented. 
These are complex signals that contain a broad range of both spectral and temporal 
modulations that have been used by numerous investigators to generate spectrotem-
poral receptive fi elds (STRFs) [ 40 – 44 ]. We also used these signals to generate 
STRFs by a process analogous to spike-triggered averaging of the signals that pre-
ceded each spike [ 37 ]. The STRF derived from one IC cell is shown in both 2D and 
3D forms in Fig.  8.5 . The idea is that each ripple stimulus contains a broad spec-
trum. Frequencies that are always present prior to a discharge sum and thereby form 
the red region in the 2D and the peak in the 3D STRF. Frequencies that are rarely or 
never present prior to a discharge form the blue regions in the 2D and the valleys or 
nadirs in the 3D STRF. The frequencies represented in the peak and red colors are 

  Fig. 8.5    A spectrotemporal receptive fi eld (STRF) recorded from an IC neuron shown in both 
two-dimensional ( top panel ) and three-dimensional ( bottom panel ) views. See text for further 
explanation (adapted from Andoni S, Li N, Pollak GD. Spectrotemporal receptive fi elds in the 
inferior colliculus revealing selectivity for spectral motion in conspecifi c vocalizations. J Neurosci. 
2007 May 2;27(18):4882–93 [ 37 ])       
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presumed to be excitatory, whereas the frequencies in the nadirs and blue colors are 
presumed to be inhibitory. Moreover, whenever the neuron fi res, some frequencies 
will be present in a random fashion, thereby generating the green background color in 
the 2D and the green baseline in the 3D STRF in Fig.  8.5 . Given these assumptions, 
the STRF provides a picture of relative magnitudes and temporal relationships of 
excitation and inhibition.

   Convolving the STRF with a suite of communication calls should yield predicted 
responses that are in close agreement with the responses that are actually evoked 
by each call. The hypothesis is that the STRF is a linear fi lter that represents the 
optimal signal to which the neuron is tuned [ 42 ]. Thus, the prediction is that the 
strongest responses should be evoked by stimuli that are most similar to the spectro-
temporal features of the neuron’s STRF, and the more the spectrotemporal features 
of the signal differ from the STRF, the weaker the predicted response. The responses 
predicted by the convolutions can then be compared to the responses that were actu-
ally evoked by the same calls. 

 In about 25 % of the IC cells, the responses evoked by the calls were accurately 
predicted by the convolutions [ 37 ]. An example is shown in Fig.  8.6 . The convolu-
tions not only accurately predicted the calls to which the neurons responded, they 
also predicted the temporal discharge pattern evoked by each call. Equally impor-
tant, they also predicted the calls to which the neurons did not respond. In short, the 
STRF in these cells captured the essential features of the cell and provided a pic-
ture of the relative magnitude and timing of excitation and inhibition, which in turn 
predicted how the cell would respond to any of the communication calls or to any 
other stimulus.

  Fig. 8.6    STRF provides accurate predictions of responses to species-specifi c calls. Spectrograms 
of each species-specifi c vocalization are shown in the top, with the evoked responses ( red ) and the 
responses predicted from the STRF ( blue ) displayed below each call. Convolving the STRF with 
the spectrogram of each call generated predicted responses. The correlations between the predicted 
and actual responses are shown in  top right  of each panel. Convolutions predicted the call selectiv-
ity of the neuron because they predicted high response magnitudes for those calls that evoked 
strong responses, but they also predicted very low response magnitudes for the calls that evoked 
little or virtually no responses (adapted from Andoni S, Li N, Pollak GD. Spectrotemporal recep-
tive fi elds in the inferior colliculus revealing selectivity for spectral motion in conspecifi c vocaliza-
tions. J Neurosci. 2007 May 2;27(18):4882–93 [ 37 ])       
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       STRFS Explain FM Directional and Velocity Selectivities 

 Directional selectivity for FM sweeps is strongly infl uenced by inhibition, since 
blocking inhibition greatly reduces directional preferences in IC neurons [ 37 ,  45 – 47 ]. 
However, it is not inhibition per se that shapes directional selectivity, but rather the 
important feature is the tilting of the inhibitory fi elds along the spectrotemporal axis 
of the STRF, i.e., the degree to which their receptive fi eld is inseparable [ 37 ]. Tilted 
inhibitory fi elds enhance directional preferences, or even create them, because sig-
nals sweeping in the non-preferred direction simultaneously evoke both excitation 
and inhibition, thereby suppressing responses to that FM direction, whereas signals 
sweeping in the preferred direction activate excitation and inhibition at different 
times, thereby allowing the cell to respond to the preferred direction (Fig.  8.7 ). This 
interpretation is supported by results obtained when inhibition was blocked by the 
iontophoretic application of bicuculline and/or strychnine [ 37 ]. Blocking inhibition 
not only reduced or even eliminated the inhibitory fi elds in their STRFs (Fig.  8.8 ) 
but also reduced both inseparability and direction selectivities in the IC (not shown).

    The degree of tilt in the receptive fi eld shapes both the neuron’s directional selec-
tivity and the FM velocity that evokes the strongest response [ 37 ,  48 ]. The response 
strength is determined by the correspondence between the tilt in the excitatory fi eld 
and the rate of frequency sweep or FM velocity. Thus neurons with strong tilts are 
most sensitive to high FM velocities, whereas neurons with lesser tilts are most 
sensitive to lower FM velocities. Based on these features, it was estimated that most 
IC neurons had best velocities between 5 and 100 octaves/s, with a mean of 
~60 octaves/s (Fig.  8.9c ).

  Fig. 8.7    Tilted receptive fi elds impart directional selectivity for FM sweeps. ( a ) Cell with a tilted 
(inseparable) receptive fi eld.  Arrows  indicate how a downward ( left panel ) and upward ( right 
panel ) FM sweep would traverse the STRF at one point in time. The key feature is that at some 
point in time, the downward FM will only sweep through the excitatory portion of the STRF with-
out encroaching upon the inhibitory portion and thereby excite and drive the cell. In contrast, the 
upward FM will never encroach only upon the excitatory part of the STRF but rather will sweep 
through both its excitatory and inhibitory portions, which will suppress excitation thereby prevent-
ing the neuron from fi ring. This is the same STRF shown in Figs.  8.5  and  8.6  but fl ipped in time 
(STRF is adapted from Andoni S, Li N, Pollak GD. Spectrotemporal receptive fi elds in the inferior 
colliculus revealing selectivity for spectral motion in conspecifi c vocalizations. J Neurosci. 2007 
May 2;27(18):4882–93 [ 37 ])       
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  Fig. 8.8    Effects of blocking inhibition on the STRF of an IC neuron. The reduction in surrounding 
inhibition in the STRF of a neuron is apparent from a comparison of the inhibitory ( blue ) regions 
of the STRFs before blocking inhibition (control) and while inhibitory receptors were blocked by 
the iontophoretic application of bicuculline and strychnine (adapted from Andoni S, Li N, Pollak 
GD. Spectrotemporal receptive fi elds in the inferior colliculus revealing selectivity for spectral 
motion in conspecifi c vocalizations. J Neurosci. 2007 May 2;27(18):4882–93 [ 37 ])       
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  Fig. 8.9    Directional selectivities of IC cells, call velocities, and best velocities of IC cells. ( a ) 
Distribution of directional selectivity indices in 32 IC cells. Downward preferring cells have nega-
tive indices, upward preferring cells have positive indices and nondirectional cells have an index 
of 0. A small number of cells preferred upward sweeps or were nondirectional. The vast majority, 
however, preferred downward FMs. ( b ) Distribution of the FM velocities found in 21 calls that 
contained 32 different syllables. ( c ) Distribution of best velocities to which 32 IC neurons are 
tuned. The two distributions are well correlated ( r  = 0.7), showing the close correspondence 
between the FM velocities in their communication calls and the FM velocities to which IC neurons 
are tuned. The STRFs of all cells shown yielded good predictions for responses to communication 
calls (adapted from Andoni S, Li N, Pollak GD. Spectrotemporal receptive fi elds in the inferior 
colliculus revealing selectivity for spectral motion in conspecifi c vocalizations. J Neurosci. 2007 
May 2;27(18):4882–93 [ 37 ])       
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   Of particular importance is the close agreement between the FM features in their 
conspecifi c communication sounds and the tuning for those FM features among the 
IC population [ 19 ,  37 ,  48 ]. As can be seen in the spectrograms of the various calls 
in Fig.   8.3    , all echolocation and most communication signals emitted by Mexican 
free-tailed bats contain FMs. At least a portion of the FMs in almost all calls sweep 
downward at velocities ranging from 0 to 250 octaves/s (Fig.  8.9c ). Consistent with 
these signal features, the IC of all bats have cells selective for both upward and 
downward FMs, but the majority of cells are selective for the downward direction 
(Fig.  8.9a ) [ 37 ,  45 – 47 ,  49 – 51 ]. Moreover, the range of preferences for sweep veloc-
ities corresponds closely to the sweep velocities in the signals these animals emit 
(Fig.  8.9b, c ) [ 37 ]. Thus the structure of their excitatory and inhibitory fi elds biases 
many IC neurons for downward direction selectivity and shapes their responsive-
ness to the FM velocities and other features present in their vocalizations. 

    Predictive STRFs Were Found in Only a Minority of IC Neurons 

 The STRFs of cells in which the convolutions accurately predicted responses and 
explained response selectivities present a comprehensive view of the quantitative 
features of excitation and inhibition in both frequency and time. The cells that 
yielded predictive STRFs must have linearly added the response of inhibitory and 
excitatory frequencies evoked by the rippled stimuli. Since STRFs refl ect the average 
signal generated by such linear additions, the average representation of the excit-
atory and inhibitory fi elds generated by ripple stimuli was appropriate for predicting 
responses to other complex stimuli, such as the communication calls. 

 The neuronal population in the IC, however, is heterogeneous [ 19 ,  20 ,  52 ], and 
most IC cells did not behave in the relatively simple way that the IC cells described 
above did. Specifi cally, predictive STRFs were found in only 25 % of IC cells; the 
STRFs in most cells (~75 %) provided poor predictions or were non-interpretable 
[ 37 ]. Those cells apparently had either static or dynamic nonlinear response proper-
ties that were stronger than the linear response properties extracted by the STRFs 
generated by ripples. Stated differently, there was no linear relationship between the 
magnitudes of the excitation and inhibition in time and frequency that would apply 
to every complex signal. Therefore, the “STRFs” computed for those cells could not 
predict the response to a new complex signal, such as the conspecifi c calls, because 
the nonlinear interactions of excitation and inhibition would be different than and 
scale differently for the call than the average derived from the ripples.   

    Most Neurons Had More Than One Spectrotemporal Filter 

 Neurons in which the STRF generated by spike-triggered averaging yielded poor 
predictions for calls had multiple spectrotemporal features of the stimulus that 
defi ned the neuron’s overall receptive fi eld [ 48 ]. In these neurons, the nonlinear 
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combination of multiple spectrotemporal features predicted the neuron’s spiking 
responses. The computation used was a spike-triggered covariance procedure 
somewhat similar to principal component analysis [ 53 ,  54 ]. This method yielded 
multiple relevant features in most of IC cells, where the fi rst spectrotemporal feature 
captured the most information on the stimulus–response relationship of each neuron 
(Fig.  8.10 ). In this study, the set of relevant spectrotemporal features was not com-
puted from rippled stimuli, but rather was computed from the responses evoked by 
a large number of conspecifi c communication calls. We used natural calls because 
previous studies showed that STRFs derived from natural stimuli in both the IC of 
songbirds [ 55 ] and in the cortex of ferrets [ 56 ] were signifi cantly different than the 
STRFs derived with synthetic stimuli. Most importantly, the receptive fi elds derived 
with natural stimuli provided far better predictions of responses to natural calls than 
did the receptive fi elds derived with synthetic stimuli [ 55 ].

   Predicted responses for both electronically generated FMs and conspecifi c calls 
were then calculated using either the fi rst most informative spectrotemporal feature 
alone or the two most informative spectrotemporal features (Fig.  8.11 ). The most 

  Fig. 8.10    Multiple spectrotemporal features in a nonlinear IC cell. To extract the relevant features 
encoded by an IC neuron, a large number of communication calls was presented to IC neurons, and 
each call or stimulus segment that preceded a spike was summed to generate the spike-triggered 
average, as shown in ( b ). Only a portion of the total calls is shown in ( a ). The ensemble of calls 
that evoked spiking was then searched for the set of spectrotemporal features that maximized the 
amount of information preserved between the stimulus and the spiking response. The plot in ( c ) 
shows the amount of information gained as the number of spectrotemporal features considered is 
increased. The fi rst three most relevant features are shown in ( d ) (adapted from Andoni S, Pollak 
GD. Selectivity for spectral motion as a neural computation for encoding natural communication 
signals in bat inferior colliculus. J Neurosci. 2011 Nov 16;31(46):16529–40 [ 48 ])       
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signifi cant fi nding was that the predicted responses were poor when only the fi rst 
feature was used but improved signifi cantly when two features were used. The cor-
relation coeffi cient between the predicted and the evoked responses for calls had a 
mean of 0.46 with only one feature but increased to a mean of 0.61 when two fea-
tures were used. Furthermore, using a two-feature model captured greater mutual 
information between the calls and their responses than using each either feature 
independently. This showed that these neurons did indeed have two or more spec-
trotemporal fi lters that determined the responses to calls. The relevance of the two 
fi lters was further supported by the near perfect agreement between the responses 
evoked by electronically generated FMs and the responses predicted with the non-
linear combination of the two most relevant features.

       Most IC Cells Are Tuned to Nonredundant Spectrotemporal 
Modulations 

 The FM velocities to which the fi rst features were tuned agreed closely with the FM 
velocities in the bats’ communication calls (Fig.  8.12b ). A more detailed analysis of 
these features revealed an interesting relationship that further contributes to response 

  Fig. 8.11    Convolution with fi rst feature only and with both fi rst and second features. Responses 
predicted from spectrotemporal features improve when multiple stimulus features are considered. 
The two most informative features of an IC neuron are shown. Convolving the calls shown with 
only the fi rst feature yielded poor predictions, with an average correlation coeffi cient between the 
predicted responses and those evoked by the calls of only 0.4. When both the fi rst and second 
features were used to calculate the predicted responses, the correlation coeffi cient increased to 0.6. 
This shows that this IC neuron is tuned for multiple spectrotemporal features of natural calls 
(adapted from Andoni S, Pollak GD. Selectivity for spectral motion as a neural computation for 
encoding natural communication signals in bat inferior colliculus. J Neurosci. 2011 Nov 
16;31(46):16529–40 [ 48 ])       
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selectivity for calls. When the modulation spectrum of bat vocalizations in their 
repertoire is overlaid on the modulation tuning of the fi rst and second most informa-
tive spectrotemporal features of the nonlinear cells, the best modulation tuning in 
the majority of these cells fall on either side of the dense areas in the contour plot 
(Fig.  8.12 ). This indicates that most neurons are relatively insensitive to the modula-
tions that are most common or redundant across the calls. This property of IC neurons 
was previously shown in the midbrain of songbirds [ 57 ]. The majority of neurons 
are tuned instead to modulations that represent FM directions and velocities that are 

  Fig. 8.12    Comparison of spectrotemporal modulations in conspecifi c calls to neuron tuning. ( a ) 
The contour plot shows the modulation spectrum of a large repertoire of bat calls. The  black  and 
 red dots  designate the peak modulations present in the fi rst and second most informative features 
of IC neurons. Note that the peak tuning in the IC is organized to detect various FM velocities 
( dashed lines ) while avoiding redundant energy found in most calls. ( b ) Distribution of FM veloci-
ties found in the calls match the velocities of the most informative feature that represents the veloc-
ity tuning of IC neurons. This suggests that IC neurons are tuned to detect the range of FM cues 
present in their social communication calls (adapted from Andoni S, Pollak GD. Selectivity for 
spectral motion as a neural computation for encoding natural communication signals in bat inferior 
colliculus. J Neurosci. 2011 Nov 16;31(46):16529–40 [ 48 ])       

 

G.D. Pollak et al.



227

present in some calls but not others. What this suggests is that the tuning in the IC 
is designed to detect modulations that deviate from the common modulations found 
across calls, thereby allowing each neuron to be selective for the modulation that 
represents a different direction and velocity. In this way, each IC neuron responds 
most strongly to calls that have the FM sweeping direction and velocity to which the 
neuron is tuned while failing or only responding weakly to calls with modulations 
outside of its tuning.

       Directional Preferences for FMs Measured with In Vivo 
Whole-Cell Recordings 

 It was shown that the iontophoresis of drugs that blocked GABAergic and glyciner-
gic receptors eliminated the inhibitory fi elds in IC cells with a single fi lter deter-
mined by spike-triggered averaging, which showed that the inhibitory fi elds were 
generated primarily at the IC (Fig.  8.8 ) [ 37 ]. However, blockers were not used in the 
studies of cells with multiple fi lters, and thus the underlying events in these cells 
could not be determined with extracellular recordings [ 48 ]. Thus in most STRF 
studies, in which neural activity is recorded with extracellular electrodes, inhibition 
cannot be measured directly, but rather inhibition has to be inferred from the sup-
pressive effects of some stimulus manipulation on the excitation evoked by another 
signal. Furthermore, with extracellular recordings, there is an uncertainty about 
whether the observed spike suppression was due to inhibition at the IC or whether 
suppression was inherited from the inhibition that occurred in a lower nucleus that 
projects to the IC. 

 To overcome some of these uncertainties, a more direct and detailed view of 
sound-evoked inhibition was obtained with in vivo whole-cell recordings from the 
IC in response to FM sweeps in awake bats [ 58 – 60 ]. With patch recordings, as with 
extracellular recordings, the discharges evoked in most IC cells exhibited a prefer-
ence for downward sweeping FMs [ 58 ,  61 ]. With patch recordings, however, both 
the inputs to the cells, expressed in the amplitudes of postsynaptic potentials (PSPs), 
and their outputs, their discharges, are obtained (Fig.  8.13 ). The selectivity differ-
ences of the inputs can be quantifi ed by computing a PSP directional index (PSP 
amplitude evoked by the downward FM minus PSP amplitude evoked by the 
upward FM divided by the sum of the two amplitudes). Similarly, the selectivity 
differences of the outputs, discharges, are quantifi ed by computing a discharge 
directional index based on spike counts rather than PSP amplitudes. Thus, the direc-
tional preferences of the inputs can be quantitatively compared to the directional 
preferences of the outputs.

   In most IC cells, the differences in the discharge vigor evoked by upward and 
downward FMs are substantially greater than the differences in the magnitudes 
of the excitatory postsynaptic potential (EPSPs) evoked by the same signals [ 58 ]. 
The discharge output of the cell in Fig.  8.13 , for example, was perfectly selective for 
the preferred (downward) FM; it fi red to every presentation of the preferred FM and 
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never fi red to the null (upward) FM and thus had a discharge directional index 
of 1.0. In marked contrast, the EPSP amplitudes evoked by the two signals were 
similar, and the same cell had a PSP directional index of only 0.2. The disparity in 
the high spike selectivity compared to the low EPSP selectivity is due to the nonlinear 
infl uence of spike threshold, where the larger EPSP evoked by the preferred FM in 
this cell was above threshold, and evoked a discharge on every presentation, whereas 
the EPSP evoked by the null FM, while only slightly smaller, was a few mV below 
threshold and failed to evoke spikes. Although the cell in Fig.  8.13  is an extreme 
example, it illustrates the general fi nding that the inputs (PSPs) were less selective 
than the outputs (spikes). On average, the spike-DSI was more than twice as large 
as the PSP-DSI among the IC population [ 58 ]. 

    The Role of Spike Timing for Creating Directional Selectivity 

 While the intracellular recordings with patch electrodes, like the recordings with 
extracellular electrodes, showed that most IC cells express directional preferences 
for FM sweeps, the comparison of PSPs and spikes did not by itself show how the 
interactions of excitation and inhibition shaped the directional preferences of the 
cells. Previously, we proposed that the directional preferences of cells in which their 
STRFs predicted responses to calls is formed by the relative timing of the excitatory 
compared to the inhibitory inputs evoked by an FM sweep, which is the most widely 
accepted explanation for the formation of directional preferences. The acceptance 
of this explanation is based on two principal observations. The fi rst is that neurons 
selective for downward (or upward) FM sweeps have inhibitory fi elds that are lower 
(or higher) in frequency than the frequencies that activate their excitatory fi elds. 
These features were confi rmed by the excitatory and inhibitory response fi elds in 
the linear STRFs, as illustrated by the cell in Figs.  8.5 – 8.7 , and were shown in a 
large number of previous studies [ 37 ,  49 ,  62 – 68 ]. The second observation is that 
blocking inhibition reduces or eliminates directional preferences, as shown for 

  Fig. 8.13    Responses recorded with a patch electrode to upward and downward FMs. Notice that 
there was only a slight difference in EPSPs evoked by upward and downward FMs yet the neuron 
fi red to every downward FM presented and failed to fi re to any of the upward FMs. The nonlinear 
amplifi cation imparted by spike threshold rendered this neuron 100 % selective for downward FMs       
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cells with linear STRFs (e.g., Fig.  8.8 ) and by other investigators in previous studies 
[ 37 ,  45 ,  46 ,  69 ]. The timing hypothesis, which follows from the results of those 
experiments, posits that downward FM signals fi rst sweep through the excitatory 
fi eld, thereby evoking an initial excitation, and slightly later in time, the signal 
sweeps through the inhibitory fi eld [ 45 ,  63 ,  64 ,  66 ,  68 ,  70 ]. With upward sweeping 
FMs, on the other hand, inhibition is activated fi rst, and the initial inhibition quenches 
the subsequent excitation. This is exactly the result obtained from the STRFs of IC 
neurons shown in Fig.  8.7 . The same arguments apply for upward preferring cells, 
but the frequencies of the excitatory and inhibitory fi elds are reversed. 

 We point out that there is an additional implicit assumption in this explanation. 
Specifi cally, the explanation assumes that the inputs behave in a linear manner, 
where the excitatory and inhibitory inputs are evoked in synch with the spectrotem-
poral features of the signals. Thus, the same excitation and inhibition are evoked by 
downward and upward sweeping FMs, where the timing of excitation and inhibition 
is reversed because the temporal features of the signals are reversed. This is the 
assumption used to explain the directional selectivity based on the STRF shown in 
Fig.  8.8  and for all the other IC neurons that had linear STRFs; the strengths and 
relative timings of excitation and inhibition should simply be reversed as the FM 
direction is changed from upward to downward. 

 In short, there is strong evidence from a variety of different studies in a variety of 
mammals to support the hypothesis that spectral arrangement of the excitatory and 
inhibitory fi elds generates FM directionality, and that hypothesis also explains why 
blocking inhibition eliminates directionality.  

    FM Directional Selectivity Formed by Timing Disparities 
of Excitation and Inhibition Does Not Apply to All IC Cells 

 The IC, however, is heterogeneous, where the formation of a particular response 
property is formed in different ways among its neuronal population [ 19 ,  20 ,  71 ]. 
With regard to the formation of FM directional preferences, sensitivity for small 
timing differences between excitation and inhibition should be effective in cells 
with low input resistances and fast time constants. A recent study of IC cells in bats 
showed that about half of the cells in the IC do indeed have low input resistances 
that range from 40 to 100 Ω and fast time constants [ 52 ]. 

 Presumably these are the cells whose FM preferences are formed by the relative 
timing of excitation and inhibition. The other side of the fi nding is that about half 
of the IC population has high input resistances and long time constants, features 
that are inappropriate for sensitivity to small changes in the timing of excitation and 
inhibition. 

 In this regard, it is interesting that nonlinear cells with multiple spectrotemporal 
features had symmetric nonlinearities that indicate their insensitivity to the timing 
of excitation and inhibition, in contrast to cells with linear STRFs. It may well be 
that the nonlinear cells had high input resistances and slow time constants, although 
there is no direct evidence of this correspondence.   
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    The Timing of Excitation and Inhibition Was Explored 
with In Vivo Whole-Cell Recordings 

 To evaluate the role of the timing of excitation and inhibition in IC cells with high 
input resistances, the excitatory and inhibitory conductances that generated the 
responses to an upward and a downward sweeping FM were computed in a subset 
of IC neurons [ 58 – 60 ]. The timing of the inhibitory conductances was then advanced 
or delayed in time relative to the excitatory conductances, and the EPSPs that would 
be evoked by changes in the timing were computed in a model. 

 The justifi cation for modeling the responses is that the predicted EPSPs com-
puted from the conductances were in close agreement with the responses actually 
evoked by the preferred and null FM signals, as illustrated by two cells in Fig.  8.14 . 
The excitatory (ge, red line) and inhibitory (gi, blue line) conductances derived for 
the preferred and null FMs are shown in Fig.  8.15  and were used to compute the 
predicted responses shown in Fig.  8.14 . Since the conductances predict the EPSPs 
evoked by acoustic signals, it follows that they should also provide an accurate 
prediction of the EPSPs that would be evoked if one of the conductances, the inhib-
itory conductance in this case, was delayed or advanced in time. Moreover, since 
fi ring thresholds were determined from the sound-evoked responses, the ampli-
tudes of the modeled EPSPs could be related to the cell’s threshold. Given these 
assumptions, the modeled responses would permit an assessment of the conse-
quences of shifting the timing of the inhibitory inputs, rather than shifting the tim-
ing of the spectral components in the acoustic signals, as is universally done to 
assess the role of input timing.

  Fig. 8.14    Two directionally selective cells.  Black traces  are the measured PSPs (mean of ten trials, 
spikes removed by fi ltering),  red traces  are PSPs computed from derived conductance waveforms, 
and  gray traces  illustrate spiking with a single sweep response.  Dashed line  is spike threshold       
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    Those experiments showed several important features of the conductances 
evoked by the preferred and null FMs, as well as several other features of the EPSPs 
that would occur when the timing of inhibition is advanced or delayed. The features 
of the EPSPs evoked by the FMs are considered fi rst followed by the changes in the 
computed EPSP amplitudes that occur as inhibition is delayed or advanced. 

 The fi rst important feature is that in every cell, the excitatory conductances 
evoked by both the preferred and null FMs by themselves evoked a suprathreshold 
response. This fi nding is consistent with the general fi nding from extracellular 
studies that blocking inhibition reduces or eliminates the directional preferences in 
almost all IC cells, allowing the cells to fi re to both FMs. 

 The second fi nding is that the amplitudes of the excitatory and inhibitory conduc-
tances evoked by the preferred FM and null FMs are always different. In other words, 
even though the spectral composition of the preferred and null FMs are identical but 
reversed in time, each signal does not evoke the same but time-reversed excitatory and 
inhibitory conductance waveforms. Rather, the excitatory and inhibitory conductance 
waveforms evoked by the preferred FM differ in either waveform shape or amplitude 
or both shape and amplitude from the conductances evoked by the null FM. 

 The third fi nding is that there was no consistent relationship between the timing 
of the excitatory and inhibitory conductances evoked by the preferred FM compared 
to the null FM. 

 The two cells in Fig.  8.15  illustrate two of the three features. Although not 
shown, the EPSPs of the preferred and null FMs computed only from the excitatory 

  Fig. 8.15    Timing of excitation and inhibition provides no information about directional preferences. 
The calculated excitatory (ge shown in red) and inhibitory (gi shown in blue) conductances for a 
downward and upward FM sweep in two IC neurons. These are the same cells whose responses to the 
FMs are shown in Fig.  8.14 . In cell 1 ( top panel ) the timing of the excitatory and inhibitory conduc-
tances were virtually simultaneous for both the preferred and null FMs. In cell 2, the excitatory 
conductance led the inhibitory conductance for both the preferred and the null FMs. However, the 
lead time of excitation was even greater for the null than the preferred. In both cells, the differences 
in the responses to the two FMs are due largely to the differences in the shapes and amplitudes of the 
excitatory compared to the inhibitory conductances rather than to their relative timing       
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conductances were above threshold in both cells. In addition, the waveforms of the 
excitatory and inhibitory conductances of the preferred and null FMs differed in 
shape and in peak amplitude (the exception is the peak amplitudes of the inhibitory 
conductances for cell 1, which were about the same). Finally, excitation and inhibi-
tion in cell 1 were virtually coincident for both the preferred and null FMs. In cell 
2, in contrast, excitation led inhibition in the response to the preferred FM, but 
excitation led by an even greater amount of time in the response to the null FM. 
Since the relative timings of the excitatory and inhibitory conductances evoked by 
the preferred and null FMs differed from cell to cell, the relative timing of excitation 
and inhibition by itself provides little or no information about the preferences of 
these cells for the direction of an FM sweep.  

    Small Changes in the Timing of Inhibition Relative 
to Excitation Caused Only Small Changes in Response 
Amplitude of the Null FMs 

 These experiments also showed that small (i.e., 1–2 ms) changes in the relative timing 
of inhibition relative to excitation had only minor infl uences on the amplitudes of the 
computed EPSPs of the null FMs, where EPSP amplitudes changed by about 1.0 mV 
or less for each 1.0 ms advance or delay of the inhibition. These small changes in PSP 
amplitudes of the null FM with changes in the timing of inhibition are illustrated by 
cell 1 in the top panel of Fig.  8.16 . Delaying inhibition caused only small changes 
in EPSP amplitude, in which delays of 1–5 ms increased EPSP amplitudes at a rate 
of ~1 mV/ms. EPSPs were always below threshold with a delay less than that 
required to bring the EPSP amplitude close to spike threshold; inhibition had to be 
either delayed by ~4 ms or advanced by considerably more than 10 ms.

   The changes in null EPSP amplitudes as inhibition was advanced or delayed 
were even smaller for cell 2 (Fig.  8.16 , lower panel), although the results of small 
shifts were considerably different than they were for cell 1. A signifi cant feature of 
cell 2 is that the null control EPSP evoked a discharge probability of 50 %. Inhibitory 
delays caused only small increases in EPSP amplitudes of less than 1.0 mV/ms. 
Those small changes in amplitude, however, would almost certainly have caused a 
change in discharge probability because the membrane potential, which was already 
hovering at or close to threshold, would have been brought closer to or even above 
threshold with a timing advance of 1–2 ms. In this way, spike threshold could act to 
amplify the small change in membrane potential into a larger change in discharge 
probability evoked by the null FM. Thus, in some cells, e.g., cell 1, the inhibition in 
the null FM had to be advanced by 5.0 or more ms before the cell’s directional pref-
erence could be changed. In other cells, e.g., cell 2, even small increments in EPSP 
amplitude due to small changes in timing, could induce substantial changes in the 
cell’s directional preference. 

 There is a fi nal point to be made by these manipulations. Namely, that the impact 
of delays or advances of inhibition relative to excitation is further complicated by 
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the changes in almost all features of the excitatory and inhibitory conductances that 
occur with almost any change in signal parameters [ 59 ,  60 ]. Even the upward and 
downward FMs presented to a given cell, which had the same durations, the same 
intensities, the same frequency compositions, and the same power spectra, each 
evoked excitatory and inhibitory conductance waveforms that differed in relative 
latency, waveform shape, and magnitude. Since all of those features largely deter-
mine the cell’s timing sensitivity, the two FMs produce different timing sensitivities 
in the same cell. This differential timing sensitivity is illustrated in Fig.  8.17 , which 
shows the changes in PSP amplitudes of the preferred and null FMs with small 
delays in the timing of inhibition in cell 2. Delaying the inhibition of the preferred 
FM by 2 ms caused PSP amplitudes to increase by ~4.0 mV, whereas the same 
inhibitory delay in the null FM caused PSP amplitudes to increase by only 1.4 mV. 
For the same delays, the increases in PSP amplitudes for the preferred were nearly 

  Fig. 8.16    Small temporal shifts of inhibition relative to excitation have only small effects on EPSP 
amplitudes of responses evoked by null FMs. The calculated excitatory conductance (ge) is shown 
as  red lines  and the inhibitory conductances (gi) are shown as  blue lines . The  dark blue lines  in all 
records shows the temporal relationship of the inhibitory conductance evoked by the FM sweep 
relative to the excitatory conductance. The  lighter blue lines  show the time shifts of the inhibitory 
conductances. The EPSP evoked by the upward (null) FM is shown as the control response. The 
inhibitory conductance was then either advanced or delayed in 1.0 ms steps and predicted EPSP 
was then computed for each temporally shifted conductance. Cells 1 and 2 are the same cells 
shown in Figs.  8.14  and  8.15 . In cell 1 ( top panel ) the control EPSP was so far from spike threshold 
that long delays of about 5.0 ms would be needed to evoke spikes. The change in EPSP amplitude 
with each time shift is plotted and shown in graphical form on the  far right . In cell 2, the change in 
EPSP amplitude with each temporal shift was also small, but since the control EPSP was so close to 
or even just at threshold, even a small increase in EPSP amplitude should increase the spiking prob-
ability (adapted from Gittelman JX, Pollak GD. It’s about time: how input timing is used and not used 
to create emergent properties in the auditory system. J Neurosci. 2011 Feb 16;31(7):2576–83 [ 60 ])       
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three times as large as they were for the null. Thus, the timing sensitivity of an IC 
cell is not a constant but rather varies from signal to signal, because the features of 
conductances change as signal parameters are varied.

       Summary and Conclusions 

 The results of the studies we reviewed here illustrate fi ve general features of pro-
cessing in the IC. The fi rst is the dominant role that inhibition plays in shaping the 
responses of IC neurons. The roles of inhibition are illustrated by the marked change 
in the response selectivity for communication calls when inhibition is blocked and 
by the prominent roles of sideband inhibition for shaping FM directionality. 

 The second feature is the heterogeneity of mechanisms that shape the response 
properties. The “fi lters” or STRFs that characterize IC neurons illustrate this hetero-
geneity. The processing in about 25 % of the IC population is linear and determined 
by a single fi lter, the STRF generated by spike-triggered averaging. Thus, simply 
convolving any of the calls with the cell’s STRF provides a highly accurate predic-
tion of how these neurons actually respond not only to individual syllables in a call, 
but to phrases or even the entire call. However, in about 75 % of IC neurons, con-
volving calls with the STRFs generated by spike-triggered averaging provided poor 
predictions to calls. These cells have multiple “fi lters” and thus are tuned to multiple 
features of the natural communication signals. The nonlinear combination of the 
fi lters defi nes the overall receptive fi eld of the neuron, and thus, convolving the calls 

  Fig. 8.17    Differences in effects of timing on EPSP amplitudes for preferred and null FMs in cell 
1. Small timing delays of 1 or 2 ms caused EPSP amplitude to increase by about 2.0 mV/ms shift 
for the preferred FM. In marked contrast, the same timing delays in the null FM caused only very 
small increases of less than 1.0 mV/ms in EPSP amplitude       
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with only one spectrotemporal feature, or fi lter, provides a poor response prediction 
which is greatly improved when the convolutions utilize with two or more fi lters. 

 The third feature follows from the above and shows that there is not a single 
mechanism that the IC employs to form a given response property, but rather there 
are multiple ways in which the same response property is formed among the IC cell 
population. In cells with a single fi lter, FM directionality is sculpted by the tilts in 
their excitatory and inhibitory receptive fi elds. This arrangement causes the cells to 
fi re when excitation precedes inhibition, as occurs in response to the preferred FM 
direction, but prevents fi rings when inhibition and excitation are either coincident in 
time or when inhibition precedes excitation, features that are generated in response 
to the null FM. This hypothesis is supported not only by the arrangement of the 
excitatory and inhibitory fi elds but also by the decrease or elimination of directional 
selectivity when inhibition was blocked in these cells. In other cells, FM direction-
ality is formed nonlinearly. The nonlinearity is most directly and clearly seen in the 
relationship of the excitatory and inhibitory conductances in IC cells with high input 
resistances. Whether these cells correspond to cells with multiple fi lters is unclear, 
but what is clear is that in cells with high input resistances, “timing” is more than 
just the relative latencies of excitation and inhibition. The response evoked by a 
signal is shaped by the interaction among the temporal features of the inputs, the 
relative latencies of excitation and inhibition, and the shapes of the excitatory and 
inhibitory conductances together with their magnitudes. Each of those features not 
only shapes the response evoked by a particular signal, but each also shapes the 
degree to which EPSP amplitudes change due to delaying or advancing inhibition 
relative to excitation. 

 The fourth feature is the nonlinear infl uence spike threshold. In cells with high 
input resistance, changes in relative timing between excitation and inhibition caused 
only small changes in EPSP amplitudes on the order <1.0 mV/ms. How the change 
in EPSP amplitude infl uenced discharge probability depended in large part on how 
close the EPSP was to spike threshold. If the EPSP amplitude is far from threshold, 
even timing changes of 4–5 ms might result in EPSP amplitude increases that would 
have little or no effect on spike probability. Conversely, if the EPSP amplitude is 
near threshold, then even an increase or decrease in EPSP amplitude as small as a 
fraction of a millivolt could affect discharge probability, and thus modulate the 
cell’s spiking directional selectivity. 

 The fi fth feature is the close correspondence between neural tuning and acoustic 
properties of conspecifi c communication signals. In Mexican free-tailed bats at 
least, this correspondence suggests that IC neurons are specifi cally encoding fea-
tures of these signals through the neural computations that generate FM selectivity. 
Moreover, it is clear that the various selectivities expressed by IC neurons for com-
munication calls are a consequence of the multiple ways in which their selectivities 
for features of acoustic signals, such as the direction and rate of FM sweeps, are 
created. The advantage conferred by the multiple formations of response properties 
in the IC is to amplify differential response selectivities for complex signals. 
The amplifi cation is expressed by different and unique patters of activity among the 
neuronal population in the IC that are evoked even by signals with only subtle 
differences in their spectrotemporal features.     
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    Abstract     New World monkeys are less well known and less frequently studied 
than Old World monkeys and apes, yet they have value as models for speech and 
language. All New World primates are arboreal living in dense forests. This has led 
to a reliance on vocal communication rather than the visual signaling most common 
in Old World primates and apes. As a result New World primates have evolved 
complex vocal repertoires that may share more parallels with human speech than 
other primates. Many of these species also live in small family groups akin to most 
human societies. I describe the rationale for studying speech and language parallels 
in New World primates and present some of the methods used in research. I then 
discuss several areas of potential parallels including vocal complexity, categorical 
responses to calls, signals that refer to external objects or events, syntax and rudi-
mentary grammar, developmental processes including babbling, dialects, and vocal 
control. I conclude with a brief discussion of cognitive abilities in these species 
some of which have important parallels to human cognition. Although New World 
primates have not often been subjects of research relating to speech and language 
disorders, they provide much potential for understanding mechanisms and develop-
mental and functional aspects of speech and language.  
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        What Are New World Primates? 

 The New World primates include all the nonhuman primate species found in the 
Americas. They are classifi ed into three separate families: Callitrichidae (coopera-
tively breeding marmosets and tamarins), Atelidae (howler monkeys, spider monkeys, 
and muriquis), and Cebidae (capuchin monkeys, squirrel monkeys, and titi mon-
keys). All New World primates are arboreal and their diets range from primarily leaf 
and fruit eaters to omnivores eating a variety of plant and animal foods. They have a 
variety of social systems ranging from cooperative breeding, to monogamy, to large 
groups of mixed ages and sexes. The majority of research on communication has 
been carried out with marmosets, tamarins, capuchin monkeys, and squirrel mon-
keys, and these will be the main focus in this chapter although I will discuss a few 
interesting studies on other species.  

    Why Are New World Primates Interesting for Understanding 
Language? 

 As arboreal primates living in heavily forested areas, the New World primates as a 
group are much more vocal and have generally demonstrated much greater vocal 
complexity than terrestrial primates from the Old World. They are considerably more 
vocal than our nearest evolutionary ancestors, the great apes (chimpanzees, bonobos, 
gorillas, orangutans). Since human language is based on vocal production, highly 
vocal primates may prove to be better models than species closer to us in evolution. 

 Traditionally we think about evolution in terms of species diverging from one 
another over time. The shorter the time since two species diverged and the fewer 
branches between species, the more shared traits are to be expected. By this logic, 
our two closest ancestors are chimpanzees and bonobos, and one might expect these 
species to be the best models for human language. However, although chimpanzees 
and bonobos have many impressive cognitive abilities and expressive faces and 
other visual gestures, what we currently know of their vocal communication sug-
gests they may not be the best models for speech or language although recent work 
suggests greater communicative complexity in chimpanzees [ 1 ]. 

 An alternative type of evolution is converging evolution—when two very differ-
ent species have similar adaptive problems and converge on a common solution. 
Peter Marler proposed in an infl uential paper [ 2 ] that birdsong would be a good 
model for understanding speech development because songbirds were much more 
dependent on vocal communication than many nonhuman primates. We can make a 
similar argument that the pressures of living in an arboreal environment (where 
visual signals will not be very effective and gesturing can lead to falling out of a 
tree) have made vocal communication more adaptive for New World primates and 
that these species may provide as at least as good models as great apes and other 
monkeys, for the vocal aspects of speech and language. 
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 However, there has been relatively little work on using New World primates as 
explicit models for speech and language disorders, so in this chapter I will focus 
fi rst on research methods then on several phenomena that are suggestive of parallels 
with speech and language and will conclude with some suggestions for how these 
monkeys might be used as potential models for research on speech and language.  

    Methods of Study 

 What are the best methods for studying vocal communication in New World pri-
mates? There are benefi ts to both fi eld and captive research. Field studies can tell us 
much about the ecological basis of communication and help us understand the func-
tions of communication, but captive studies can allow us to do experiments to test 
hypotheses and to study neural mechanisms of communication more readily. In the 
fi eld many primate populations are not well habituated to the presence of human 
observers, and thus, scientists are likely to be making biased observations of the 
most obvious signals (those used in aggression or alerting others to predators) at the 
expense of more subtle, less obvious signals that might be used to communicate about 
subtle social relationships. Only a few researchers have been able to habituate wild 
populations enough so that subtle aspects of social communication may be studied. 
In contrast captive populations are much more likely to be habituated to human 
observers and allow recordings at closer distances. With the ability to identify 
known individuals, studies in captive environments may be able to identify some 
functions of communication that would be diffi cult or impossible to observe in the 
wild. Furthermore, some fi eld researchers have concerns that experimental studies 
could have unintended consequences in wild populations. Thus, for example, 
playbacks of calls of strange individuals may lead to increased aggression by the 
study population toward its neighbors. 

 At the same time captive studies may lack ecological validity if animals are not 
housed in species-appropriate social groups or if the captive environment is not 
complex enough to allow normal expression of typical signals or normal expression 
of behavioral responses to signals. An ideal research strategy would meld fi eld and 
captive observations to provide a full understanding of how signals are used and in 
what contexts as well as allowing for experimentation that does not affect the behav-
ior of wild populations. In my own work on pygmy marmosets (the world’s smallest 
monkey, found in the Western Amazon), I found that in complex captive environments, 
I could observe all of the vocalizations that I observed in the fi eld, but recording in 
the fi eld gave me a greater appreciation for the complexity of the contexts in which 
signals were used. 

 Although much research is focused on testing hypotheses, when we are studying 
the communication signals of other species, it is necessary to engage fi rst in a 
stage of natural history research before hypotheses can be formed, let alone tested. 
The most basic stage involves making high-quality recordings of vocalizations and 
making careful behavioral observations at the same time about the context of the calling. 
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Context can include the general behavioral state, feeding, resting, socializing, and 
responding to predators or strange conspecifi cs, but context also may include the age, 
sex, and reproductive status of the communicator. Modern digital computers allow 
for highly detailed analysis of vocal signals using a variety of different analytical 
programs. Among the most common is the use of fast Fourier transfer functions that 
decompose a vocal signal into all of the component frequencies and intensities 
that can then be displayed visually, allowing for precise measurement of intensity, 
duration, and frequency patterns of call. 

 Since the function of communication is based on how the listeners respond as 
well, a careful researcher will also note the response given to a signal by others. 
Because it is much easier to observe the caller and its behavior (or the speaker and 
the content of speech), research on animal communication as well as on human 
language has focused much more often on the signal and the behavior of the com-
municator than the effects of the signals on the behavior of the listeners. 

 Once the stage of natural history is well underway, one can begin to develop 
hypotheses about function that can then lead to hypothesis testing. There are two 
main forms of hypothesis testing—observations and experiments. Many hypotheses 
can be tested by making predictions about under what contexts the signal will be 
produced and what listeners will do in response. These can be tested by careful 
observations of what behavior would elicit a call or how an animal should respond 
to a call if the hypotheses are correct. As an example, we tested whether our 
hypotheses about the usage of a series of very similar calls in cotton-top tamarins 
were correct by creating the contexts in which each call was predicted to occur and 
fi nding that the animals indeed produced the appropriate call variant in the pre-
dicted context [ 3 ]. 

 Another important method is recording calls and playing them back when none of 
the appropriate context is present to determine if the sound of the call alone is suffi -
cient to produce the predicted behavioral response. This playback method has the 
advantage of eliminating all other cues except the call itself and is thus a very power-
ful method of experimentation. As one example, we have played back similar, but 
subtlety different, calls to cotton-top tamarins to see if they could discriminate them, 
and we found a clear difference in how the monkeys responded to each form indicat-
ing that they perceived differences in the calls [ 4 ]. As another example, we played 
back the calls of individual pygmy marmosets from their own cages (an expected 
location) versus from other locations in the colony room and found that other monkeys 
responded most to playbacks of individuals coming from expected locations, indicating 
an ability to discriminate individuals on the basis of vocal cues alone [ 5 ].  

    Language-Like Phenomena 

 Let me now examine several phenomena of vocal communication in New World 
monkeys that suggest some parallels with speech and language. These include vocal 
complexity, categorical labeling of calls, ability to refer to objects or events external 
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to the caller, rudimentary syntactical rules, vocal development, dialects, and vocal 
control. After reviewing each of these, I will briefl y consider some of the cognitive 
abilities of New World primates that suggest more complex cognitive abilities 
among these monkeys than has been generally accepted. 

    Vocal Complexity 

 One characteristic of human language is the large repertoire of sounds we use in 
speech. Many have thought that nonhuman animal had a much more limited reper-
toire, but we have observed subtle vocal variants among monkeys that suggest a 
more complex vocal repertoire. The cotton-top tamarin produces a large number of 
chirp-like calls (high-pitched, short calls with extensive frequency modulation) 
throughout the day. When we made careful spectrographic measurements of these 
calls, we could identify 8 variants of chirps. One appeared in mobbing contexts, 
another in response to hearing strangers, a third served as an alarm call, two others 
were used in feeding contexts, and another variant was used for affi liation between 
group members. Thus, what we initially heard as a single-call type actually con-
sisted of several discrete calls that were used in very different contexts [ 6 ]. 

 We also found similar complexity in trill vocalizations of pygmy marmosets. 
Trills are high-pitched, frequency-modulated calls. We identifi ed four variants of 
trills. One was soft, short, and had a small frequency range. Another form was the 
same duration but had a larger frequency range, a third was similar in frequency 
range but had a longer duration, and the fourth consisted of a series of discrete notes 
that appeared to be trill-like, but with the trill being interrupted with discrete pulses. 
In captivity we readily noted that the long version of the complete trill was usually 
given in aggressive contexts with the mouth open, but we could not distinguish the 
contexts in which the other trill variants were given [ 7 ]. 

 However, based on principles of sound localization, we could make some predic-
tions about how these calls would be used in the wild. The short trill with a low 
degree of frequency modulation would be the most cryptic, whereas the long inter-
rupted trill provided the most cues for sound localization and would be easily 
located over a longer distance. Since vocal communication represents a balance 
between making calls obvious to recipients but minimizing the likelihood that 
potential predators could locate the caller, we predicted that the most cryptic form 
of the trill would be given when animals were close to one another, that the trill with 
a greater frequency range would be used when animals were further apart and 
the interrupted trill would be used when animals were furthest apart. We went to the 
Peruvian Amazon and recorded many calls of each type and then calculated the 
distance between the caller and the nearest animal we could detect. We found a clear 
relationship between call type and the distance between animals. When an animal 
gave the most cryptic trill, we could almost always fi nd another animal within 
5–10 m, whereas when a monkey gave the interrupted trill, we generally found the 
nearest animal more than 20 m away. Thus, the monkeys appear to monitor the 
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location of one another and adjust the call structure to be cryptic when others are 
close by, but to take more risks and give more obvious calls when other group members 
are far apart [ 8 ]. 

 We have replicated these fi ndings with several other groups in Ecuador and have 
also broadcast samples of each call type through the forest and rerecorded these 
calls at different distances. We found that the more subtle calls are rapidly degraded 
as they pass through the vegetation with decreasing high frequencies being recorded 
and an increase in reverberation with increasing distance. It was diffi cult for us to 
detect the most cryptic call beyond 20 m and hard to detect the most obvious call at 
40 m [ 9 ]. Thus, marmosets have evolved signal structures to minimize detection by 
predators and are able to select call structures that adjust for the distance between 
them and their group members. 

 Marmosets, tamarins, and other species are able to increase the complexity of 
their vocal repertoires by combining different signals into sequences, and I will say 
more about this later.  

    Categorical Responding to Signals 

 One major fi nding of human speech is our ability to categorize variations in phonemes 
into discrete classes. Thus, if we present a series of synthesized syllables ranging 
along the voice onset continuum from /ba/ to /pa/, human subjects will not hear each 
syllable as separate but instead will classify several as /ba/, and then there is a sharp 
boundary after which all remaining syllables on the continuum will be heard as /pa/. 
For a long time this categorical perception was thought to be uniquely human, but 
studies on macaques and chinchillas in the 1970s showed that other species could 
categorize human speech as well. But do animals show a similar classifi cation of 
their own calls? 

 We were able to synthesize trill vocalizations of pygmy marmosets, and we varied 
each parameter separately—frequency range, rate of frequency modulation, center 
frequency, and duration. Remember that the length of a trill appeared to determine 
whether it would be used in an affi liative or aggressive context. When we played 
back synthesized calls to our marmosets, we found little infl uence of any variable 
other than duration. However, with duration we found a pattern similar to that seen 
in humans; all calls up to a certain duration were responded to with antiphonal calls, 
and with a mere 8 ms longer duration, all subsequent calls were ignored. The break 
in the response distribution occurred just at the upper limit of durations of the affi liative 
form of the call [ 10 ]. 

 Although it is interesting to see parallels in the type of perception between 
marmosets and humans, categorical perception is also a bit strange from the per-
spective of social interactions. When organisms interact with one another, they need 
to understand the signal, but they often need to be able to identify the caller as well. 
Thus, a categorical perceptual system that treats all variants of a phoneme or a call 
as equivalent does not make much sense in the social context of communication. 
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We subsequently synthesized trills representing not the average parameters of the 
population, but instead the features of each individual, and we then played these 
back to our monkeys. We now found a very different response pattern. Instead of 
showing a broad perceptual categorization, monkeys now showed very narrow 
categories that corresponded to the range of variation found within each familiar 
individual. Thus, animal A may have only a 50 ms range of trill duration, and listen-
ers familiar with A’s calls identifi ed A only within the narrower range of parameters 
that defi ned individual A’s calls. This leads to a reformulation of perception of pho-
nemes or calls. With unfamiliar individuals or in situations where the costs of failing 
to recognize a call may be high (predation or other danger), the categorical system 
will take priority, but in situations where it is important to recognize the individual 
due to the social nature of most communication, then a second perceptual system 
takes over to determine which individual is calling [ 11 ]. 

 I am unaware of any parallel studies on humans using speech sounds. However, 
related fi ndings from other species suggest that having multiple perceptual criteria 
for signals based on social context may be common. Thus, baboons respond to calls 
based on the relationship between rank and kinship of caller and recipient [ 12 ], and 
suricates (a social mongoose) encode both predator type and degree of urgency of 
response in their alarm calls [ 13 ].  

    Referential Signals 

 Referential signals are those that appear to communicate more than the emotional 
state of the caller and appear to signify objects or events in the environment. They 
might be construed as rudimentary forms of words, especially if there is no obvious 
connection between the structure of the call and what is being referenced. The clear-
est and best known examples of these types of calls have been described in Old 
World primates and, oddly, in ground squirrels and chickens. Both predator-specifi c 
alarm calls and food calls have been described, with Diana monkeys and vervet 
monkeys in Africa having a suite of predator alarm calls that appear to be specifi c 
to predator type (snakes, eagles, leopards) and chickens and ground squirrels having 
distinct calls for aerial versus terrestrial predators. Chimpanzees, macaques, and 
chickens also have specifi c calls that appear to be related to the discovery of food. 
However, in some case there have been alternative interpretations. For example, 
although ground squirrels have distinct calls for aerial versus terrestrial predators, 
these calls appear to relate to urgency of response rather than to specifi c predators. 
Thus, a hawk that is fl ying rapidly overhead and not searching for prey elicits the 
“terrestrial” alarm calls, whereas if a dog gets very close to a squirrel without being 
spotted, the squirrel gives the “aerial” alarm call. Rather than being specifi c to predator 
type, the calls appear to communicate urgency of danger instead [ 14 ]. 

 Among New World primates food-associated calls have been observed in a broad 
range of species. Both cotton-top tamarins and golden lion tamarins produce calls 
that are highly specifi c to the presence of food [ 15 – 17 ]. In adults these calls are 
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rarely given to nonfood objects. In both species the rate of calling is proportional to 
the quality of food as perceived by the individual calling. Thus, each animal might 
have its own preference for a variety of different foods, and rate of calling by an 
individual was directly correlated with that individual’s preference. Benz [ 17 ] 
reported that there were also signifi cant differences in the structure of food- 
associated calls across individuals in golden lion tamarins with distinct calls for 
protein, dried fruit, and fresh grapes. This is a degree of specifi city of food labeling 
not seen in any other species. 

 Field studies of two species of capuchin monkeys have also reported food- 
associated vocalizations. In one study DiBitetti [ 18 ] reported that tufted capuchins 
gave two different types of food calls at a much higher rate to clumped sources 
of fruit compared to distributed fruit and to less preferred types of foods. With play-
backs of food calls, but not of other call types, monkeys approached the speaker 
broadcasting the calls suggesting that food calls attract other monkeys. Furthermore, 
capuchin monkeys gave more calls to large amounts of food and called more quickly 
when more individuals were nearby [ 19 ]. In a study of white-faced capuchin mon-
keys, Gros-Louis [ 20 ] reported that monkeys called more often to fruit than to eggs 
or insects. (Interestingly, capuchin monkeys rarely called when fi nding live prey 
even through live prey is highly preferred, suggesting that they can inhibit their calls 
with prey that might be able to detect the predator.) Capuchin monkeys also encode 
information about sex and individual identity in their call structure [ 21 ]. In white- 
fronted capuchins, monkeys were more likely to call when approached by a higher- 
ranking individual, and monkeys who failed to call were more likely to receive 
aggression from other group members [ 20 ]. In a study of captive capuchin monkeys, 
Pollick et al. [ 22 ] reported that animals called more often for large amounts of food 
and also called more when other animals were present than when either one animal 
or no animal was present. Thus, capuchin monkeys appear to be sensitive in their 
food calling to the rank, proximity, and number of other group members present. 
This contrasts with cotton-top tamarins that did not call more often when the mate 
was present or absent [ 23 ]. 

 A study of spider monkeys [ 24 ] reported that food calls were given more often 
when large fruiting trees with abundant fruit were discovered and more often when 
dominant animals were present than when only subordinate animals were present. 
Thus, in all species studied, there are one or more calls that appear to be specifi cally 
associated with the presence of food. In most species the call rate is proportional to 
the perceived quality of the food with some indication that monkeys can inhibit call-
ing in the presence of live prey. In only one study did call structure appear to be 
specifi c to food type, and these different structures may also indicate preference 
rather than denoting specifi c types of foods. Finally, callers in many species appear 
to be sensitive to the presence or absence, and/or the sex and dominance status of 
other group members in whether they call or not suggesting that social variables 
play an important role in calling. 

 The most impressive examples of referential signals have come from the studies 
of highly specifi c predator alarm calls, discussed at the beginning of this section. 
Much less work has been done on alarm calls in New World monkeys, but two stud-
ies on white-faced capuchin monkeys and another in tufted capuchin monkeys have 
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found generally similar results [ 25 – 27 ]. Capuchin monkeys have two types of alarm 
calls, one of which appears to be specifi c to aerial predators and elicits immediate 
descent from trees. The other type was given to a wide range of terrestrial predators 
and did not elicit a consistent response from listeners. Responses ranged from freez-
ing to approaching the caller and engaging in mobbing behavior. A recent study of 
black-fronted titi monkeys also found different call types given to different preda-
tors, and when calls were played back, the monkeys looked upwards toward aerial 
predator calls and downward when hearing terrestrial predator alarm calls [ 28 ]. A 
study of two sympatric species of tamarins in the Peruvian Amazon [ 29 ] found that 
tamarins also have aerial and terrestrial predator alarm calls. In playback studies 
members of both species responded in an appropriate way to the alarm calls of 
either species—looking upwards when an aerial alarm was broadcast and looking at 
the ground when a terrestrial alarm was broadcast. However, New World primates 
do not appear to have the well-differentiated set of predator-specifi c calls that have 
been seen in several Old World species.  

    Grammar or Syntax 

 Syntax or the sequencing of calls in a standard order is one of the hallmarks of lan-
guage, but some of the more impressive examples of primate syntax appear in New 
World monkeys. One of the fi rst fi eld studies to show a form of grammar was on titi 
monkeys, small primates that form monogamous pair bonds where both sexes engage 
in duetting behavior. In one species of titi monkey, there were sequences that involved 
four different call types that appeared in a fi xed order [ 30 ]. When these calls were 
played back to wild groups in their normal order and in an altered sequence, 
the responders showed “disordered” behavior is response to the scrambled sequence 
compared to the natural sequence. There are many possible reasons for this response 
including the novelty of hearing a scrambled sequence for the fi rst time, but 
the results are suggestive of some type of syntactical rules for sequencing calls. 

 The cotton-top tamarin has been shown in several captive studies to have syntac-
tic rules governing its own vocal signals as well as being able to identify sequential 
relationships in sequences of human phonemes. The vocal repertoire of cotton-top 
tamarins has a large number of sequential signals [ 6 ]. There are several forms of 
long calls, multi-unit whistle-like vocalizations with a rising intonation often pre-
ceded by short chirp-like calls. No one has ever observed chirps appearing between 
successive whistles or at the end of whistle calls. There are other calls that are pro-
duced both separately and in combinations. One example is the combination of an 
alarm call with a contact call. These sequences are always produced after an alarming 
even when all animals have been quiet and appear to serve as an “all-clear” signal. 
Another call sequence is given during territorial interactions between adjacent 
groups where a chirp-like call specifi c to threat is given by one member of a pair and 
a long call is given by the other member of the pair during the early stages of an 
interaction and with both pair mates combining the calls together at the peak of 
confrontation [ 31 ]. 
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 Statistical learning is a recent discovery showing that human infants can readily 
perceive the statistical properties of syllables that co-occur with different probabili-
ties. Several years ago it was discovered that young infants can learn words through 
a simple process of statistical learning. Infants as young as 6 months were played a 
2 min sequence of nonsense syllables, with different statistical patterns. Some triads 
of syllables occurred with a probability of 70 %, others with a probability of 50 %, 
and others with no co-occurrence. When infants were tested after hearing this 2-min 
sequence of sounds, they were able to recognize the patterns of sounds that had been 
presented with probabilities of 50 and 70 % suggesting that infants can learn to 
recognize words through identifying statistical regularities in patterns of syllables 
[ 32 ]. This result has important implications for how infants learn to segment the 
speech stream that they hear and thus to learn how to differentiate words. It turns out 
that cotton-top tamarins can also detect similar sequential probabilities in sequences 
of human phonemes. When presented with the same stimuli as presented to infants, 
cotton-top tamarins also identifi ed sequences in the same way [ 33 ]. In successive 
studies, three types of nonadjacent dependencies were created: (1) syllables one and 
three occurred together but the intervening syllable varied, (2) fi rst and last conso-
nants were predictable but the intervening vowel differed, or (3) the fi rst and last 
vowels were predictable but the intervening consonant differed. Adult human sub-
jects readily learned the second and third types of regularities but not the fi rst type. 
Tamarins on the other hand learned the fi rst and third types but not the second type 
[ 34 ]. However, when tamarins and infants were tested on a series of tasks where 
they had to extract increasingly more complex grammatical relationships based on 
statistical patterns, the tamarins were only successful with the simplest grammatical 
sequences [ 35 ]. Although humans and tamarins differed in some important ways in 
how they responded, it is remarkable that another species is able to extract any regu-
larities from human speech sounds. Thus, statistical association of sound patterns 
appears to be an important mechanism for language learning, and similar processes 
occur in other species. 

 One other type of sequencing can be seen in turn-taking behavior. In pygmy 
marmosets animals exchange trill vocalization antiphonally, and when the identity of 
each caller is possible, there is a signifi cantly higher probability of each animal calling 
in sequence than of an animal calling before all others have called. In addition the 
particular sequence of turn taking within a group appears to be consistent [ 36 ]. 

 In both their natural vocalizations and in their ability to respond to sequences of 
human sounds, New World primates provide good models for understanding syntax 
and segmentation of sound patterns.  

    Development 

 One of the most puzzling aspects of research on primate communication has been 
the apparent absence of evidence of vocal learning, a key component in both human 
speech and birdsong. Aspects of communication can be divided into three separate 
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categories, production of appropriate vocalizations, perception of calls, and usage 
of calls in appropriate context. Early research on squirrel monkeys found little evi-
dence of fl exibility in any aspect of communication. Deafened monkeys appeared to 
acquire the normal sounds of their species [ 37 ], and squirrel monkeys reared in 
social isolation were said to produce the appropriate calls and show appropriate 
responses after their fi rst exposure to threat contexts [ 38 ,  39 ], but experience was 
required to associate the alarm call with the appropriate context. Another study [ 40 ] 
found that infants did not show adult-like responses to alarm peeps given by others 
until they were nearly a year old. Furthermore, adults responded more promptly to 
playbacks of adult alarms than to infant alarms suggesting that there is also a matu-
ration of the production of peeps with increasing age. Recordings of squirrel mon-
key isolation peeps showed maturational changes in call duration, but the basic 
structure of the call was present at birth [ 41 ]. More recent research across a wide 
range of primate species has shown that although there is little direct evidence of 
vocal learning in the sense of acquiring a totally arbitrary new signal, there is con-
siderable evidence that monkeys can modify the structure of their calls within a 
constrained range. There is also strong evidence that monkeys must learn how to 
respond to calls of their own and other species and must learn which calls to give in 
specifi c contexts. Thus, a modern view of primate communication suggests a major 
role for learning through development. 

 A striking feature of human infants is their babbling behavior [ 42 ]. Marler [ 2 ] 
claimed that the development of birdsong showed parallels to babbling behavior 
since male birds undergo practice phases (plastic song and subsong) shortly before 
the end of their fi rst year of life as they begin to practice adult song. However, 
there are serious problems with using birdsong as a model for human babbling. In 
temperate- zone birds, it is primarily males that sing and song is just one of many 
types of vocalizations in the repertoire of a bird with song functioning as a sexually 
attractive signal. Furthermore, the phases of plastic song and subsong that Marler 
identifi ed do not occur early in life but appear during puberty. This would be similar 
to saying that the clumsy effort of adolescent boys to converse with girls is the pri-
mary source of developing language skills! 

 A more realistic model of babbling to study language development would need 
to look at a much earlier developmental period, to include both sexes and include a 
greater part of the adult vocal repertoire than sexual signals. The pygmy marmoset 
provides just such a model. We noted that newborn marmosets began to make long 
sequences of vocalizations within the fi rst 2 weeks of life and these long vocal 
sequences continued until after weaning had occurred. Just as human infants produce 
many of the phonemes of adult language in their babbling, so do pygmy marmoset 
infants produce many of the call types of adults in their “babbling.” Just as human 
infants repeat and juxtapose a variety of phonemes together, so do pygmy marmo-
sets show repetition of a call type and juxtapose functionally different calls (from an 
adult perspective). Thus, two or three food calls might be followed immediately by 
a few alarm calls, followed by some affi liative calls followed by some threats. 
Just as human caregivers respond positively to a babbling infant, so do pygmy mar-
moset parents show increased affi liative behavior with babbling infants compared 
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with non-babbling infants [ 43 ]. We have observed this babbling behavior in both 
captive and wild marmosets. 

 Babbling is puzzling in terms of its putative function for marmosets. What benefi ts 
can infants gain from calling attention to themselves? One possible explanation is 
that a vigorously babbling infant communicates to its parents that it is healthy 
enough to deserve good parental care. As noted above, babbling infants are more 
likely to be recipients of increased affi liation from caregivers. A second possibility 
is that babbling is a form of vocal practice that leads to adult forms of calling more 
rapidly. We have found that infants that babble more frequently and with greater 
diversity of calls in the fi rst month of life have more adult-like vocal structures at 
5 months of age [ 44 ]. Thus, babbling may lead to more rapid vocal development. 

 Research with human infants [ 45 ] has demonstrated parallels in babbling. Some 
mothers were told to react to the sounds of their infants contingently (i.e., by inter-
acting socially with their infants after babbling), whereas other mothers could not 
hear their infants and could not respond contingently. The infants whose mothers 
responded contingently to their babbling showed more rapid development of 
phonemes and at a later age more rapid development of words [ 46 ] than infants of 
mothers that did not respond contingently even within the short time frame of an 
experimental manipulation. These fi ndings suggest that the babbling of marmosets 
may be a more relevant model for language development than birds. 

 Tamarins do not show the babbling behavior of marmosets; however, they also 
appear to learn both call structures and appropriate usage. When we tested tamarins 
by experimentally creating contexts in which we expected chirps to occur, we found 
that adults always gave the structure of trill appropriate for the context. However, 
infant tamarins when tested did not show any obvious differentiation of chirp struc-
ture. Instead infants typically gave a sequence of several trills with descending pitch 
in contrast to adults. Over the course of testing in the fi rst 5 months of life, some, 
but never all, individuals occasionally gave adult-like chirps in the appropriate con-
text, but having once given a chirp in a contextually appropriate context, there was 
a very low probability that the same animal would give that chirp again when tested 
in the same context [ 3 ]. Thus, tamarins differ considerably from squirrel monkeys. 
They rarely give appropriate types of calls in appropriate contexts and fail to produce 
adult-like structures over a 5-month period which would be the human equivalent 
of the fi rst 7 years of life. We found a similar pattern with pygmy marmoset trills. 
We followed several animals longitudinally throughout the fi rst year of life and then 
observed them when they were fully mature adults. The marmosets showed a pro-
gressive development of adult trill forms but prior to puberty they still did not have 
full control over vocalizations and produced trills with asymmetric structures, which 
were rare among adults [ 44 ]. Thus, both tamarins and marmosets show a rather slow 
developmental process in the production of species typical calls. 

 There are also clear developmental changes in the usage of calls. We tested 
cotton- top tamarins on their usage of food chirps from infancy through adulthood. 
In adults these calls are given almost exclusively to the presence of edible foods. 
We found that young tamarins produced imperfect forms of food calls. They also 
gave the same calls to inedible, small objects that could be manipulated like food 
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suggesting that they were overgeneralizing in their responses similar to young children. 
Furthermore, when presented with food, young tamarins also produced many other 
vocalizations that were not given by adults when food was present [ 47 ]. We expected 
that infant tamarins would improve call structure and use only food calls when feed-
ing as they became older, but, to our surprise, young tamarins continued to use 
infantile forms of food calls, along with other vocalizations, and continued to 
overgeneralize even when they were postpuberty. This was puzzling at fi rst, but in 
cooperative breeding species, older offspring play an important role in helping 
parents care for younger offspring and females, but not males, are reproductively 
suppressed. We hypothesized that postpubertal tamarins were showing their subor-
dinate status by continuing to use infantile vocalizations. To test this hypothesis we 
recorded how tamarins responded to food before and immediately after they were 
removed from the group and paired with a mate of their own. Within a few days, 
they gave only food calls (and not the other call types) when tested with food, and 
within a few weeks, all animals were producing food calls with adult-like structure 
[ 48 ]. This suggests that young, postpubertal tamarins have the ability to produce 
adult-like calls in feeding contexts but are inhibited from producing these calls 
while living as subordinate helpers in a family group.  

    Dialects 

 The understanding of how dialects are acquired by birds has played an important 
role in understanding vocal learning. If a species demonstrates population or group- 
specifi c variation in vocal signals, it is unlikely that these differences are due to 
some innate genetic mechanism. Rather the presence of dialects suggests the likeli-
hood that learning processes are involved. Dialects (or population differences) have 
been relatively rare among nonhuman primates, but some studies have suggested 
that chimpanzees have different dialects. Early studies found differences in the 
structure of pant-hoot vocalizations in widely separated chimpanzee populations in 
East Africa [ 49 – 51 ]. Recently studies of chimpanzees in the Tai Forest in West 
Africa have shown group differences in the structure of pant-hoot vocalizations of 
three adjacent populations and, on the assumption that there are few differences in 
habitat, suggested that these differences must be socially learned conventions to 
make group differences clear [ 52 ]. 

 Studies of both pygmy marmosets and Wied’s black-tufted-eared marmosets in 
captivity have identifi ed a mechanism of vocal convergence that could account for 
group differences. In one study of pygmy marmosets, two colonies were combined 
into a single colony room where they could hear each other. Within a few weeks, 
animals of both groups showed convergence in trill structure with both groups 
increasing peak frequency and bandwidth of their trills [ 53 ]. In a second study of 
pygmy marmosets, trills were measured in several animals living in family groups 
prior to pairing, and then after new pairs were formed, vocal recording continued. 
Within 3 weeks of pairing, all pairs had converged on a pair-specifi c form of trill 

9 Language Parallels in New World Primates



254

[ 54 ]. When some pairs were monitored 3 years later, they still had convergent trills. 
In Wied’s marmosets individual variation in phee call structure was studied over 
several weeks with the fi nding that individual structure was highly stable. However, 
when some animals were moved and housed adjacent to novel conspecifi cs, they 
signifi cantly altered the structure of their phee calls [ 55 ]. Thus, marmosets can 
easily adjust their call structure in the presence of new social companions suggesting 
a high degree of vocal fl exibility. 

 Returning now to dialects, wild pygmy marmosets recorded in the Ecuadorian 
Amazon demonstrated dialects or population-specifi c trill structure [ 56 ]. Five popu-
lations were spaced across an east–west transect of 300 km and a north–south tran-
sect of 100 km, and although there were clear individual and pair differences in call 
structure in each group, there were also clear vocal signatures for each population 
in two of the trill types. A discriminant analysis was able to correctly assign trill 
type to population with an accuracy of over 70 % compared to the chance rate of 
20 %. The spectrum of ambient noise and of reverberation was measured in each of 
the fi ve habitats, and while there were some differences in habitats with respect to 
sound transmission, these differences did not correspond to predicted effects on call 
structure if the variation in calls was purely determined by habitat acoustics. 
Interestingly, the same fi ve populations also showed population-specifi c differences 
in tree species of preferred exudate foods that was independent of the relative avail-
ability of the species within each habitat [ 57 ]. The most parsimonious explanation for 
the population differences in trills is the social convergence hypothesis supported by 
the studies of captive marmosets.  

    Vocal Control 

 Tamarins are able to rapidly use calls in novel contexts, again deviating from the 
seeming innate vocal communication of squirrel monkeys. We were interested in 
how tamarins would react to a familiar food (tuna) that had been made aversive 
through the adding of invisible white pepper. Only about a third of the animals ever 
sampled the pepper-adulterated tuna, and once having sampled the peppered tuna, 
tamarins rarely sampled it again. There were clear signals given by the tamarins that 
sampled the tuna. There was a signifi cant decrease in food calls after tamarins sam-
pled the tuna, and notably, they showed a signifi cant increase in alarm calls. We had 
never observed alarm calling in a feeding context before, and so the production if 
alarm calls on the fi rst exposure to peppered tuna is an example of tamarins apply-
ing a call to a novel situation where the call served to keep others from sampling the 
food [ 58 ]. In a similar study with capuchin monkeys, there was no evidence of 
social learning to avoid a noxious food, but also no evidence of any communication 
signals to other group members [ 59 ]. 

 We have been interested in how captive-born tamarins respond to predators and 
have completed two studies where we presented live boa constrictors (a natural 
predator) to tamarins [ 60 ,  61 ]. However, we found no evidence of fear and no alarm 

C.T. Snowdon



255

or mobbing vocalizations to the snake. However, the captive monkeys readily gave 
alarm and mobbing calls to a caretaker dressed in distinctive clothing used to catch 
monkeys for veterinary care and to a feather duster used to clean light fi xtures [ 62 ]. 
Thus, captive tamarins have adapted their threat and fear vocalizations to the 
ecology of captivity. 

 Another approach to determining vocal control is to present animals with a noisy 
background to see if they can adjust call structure in response to noise. Humans 
increase the amplitude and duration of speech sounds in a noisy environment and 
both common marmosets and cotton-top tamarins show increased amplitude and 
duration of calls in response to presentation of white noise [ 63 ,  64 ] showing that 
these species are also able to adjust call structures to cope with noise. In a related 
set of studies, short bursts of white noise were presented to cotton-top tamarins 
while they were producing long calls (sequences of several long notes). Rather than 
increasing amplitude and duration to these short bursts of noise, the noise actually 
interrupted the calls with the call ending at the syllable during which the noise burst 
had been presented [ 65 ,  66 ]. This was interpreted as evidence both of vocal control 
and that the tamarins organize their long calls in terms of individual syllables rather 
than having a single motor pattern for the entire call. This protocol might also serve 
as a possible model for stuttering. Taken together, the results from vocal control and 
the developmental changes show that for at least some New World primates adult 
call structure and usage is a developmental process involving both learning and 
social environment and that these monkeys have a remarkable degree of vocal control. 
This suggests that they have greater value in terms of studies of speech and language 
than many have previously thought.  

    Cognitive Skills 

 Language is not simply a complex vocal skill, but it is inseparable from cognitive 
skills. What cognitive skills do New World primates exhibit that may have relevance 
to language? There is emerging evidence that the cooperatively breeding marmosets 
and tamarins may have skills in social cognition that are more similar to those of 
humans than great apes. Although great apes have demonstrated impressive cogni-
tive skills in many realms, learning to use symbols as equivalents of words, making 
and using tools, understanding complex relational tasks (equal to analogy prob-
lems), and more, in the social realm great apes appear remarkably dense, perhaps 
because chimpanzees, the species most commonly studied, are highly competitive 
and self-centered. Recently some have argued that human cognition is a product of 
two converging evolutionary strains—understanding physical relationships between 
objects and events derived from our great ape ancestors and social intelligence 
derived from cooperatively breeding monkeys [ 67 ]. 

 Tamarins can readily learn to avoid a noxious food by watching others and 
responding to signals from those who have sampled the food (as noted above), 
yet other species of monkeys do not communicate to others about noxious foods. 
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Tamarins presented with a novel foraging task rapidly learn a new motor skill and 
learn which of fi ve containers has food available within 2–4 trials through social 
learning, and they remembered these skills when tested 17 months later [ 68 ]. 
Marmosets can readily imitate the actions of another through observation [ 69 ]. 

 The strongest evidence of teaching in nonhuman primates comes from studies of 
tamarins both in captivity and in the fi eld. Tamarin adults begin sharing food with 
infants at the time of weaning by giving very rapid series of food calls. These calls 
attract infants who approach adults and are either offered food or can take food from 
the adult. Infants are rarely able to obtain food if the adult does not fi rst produce the 
rapid food calls, and the rapid sequence of food calls is found only when adults are 
with infants [ 70 ]. Infant    tamarins whose caregivers begin calling and food sharing 
at an earlier age more rapidly learn to forage on their own and also give adult-like 
food calls at an earlier age than those for whom food sharing starts at a later age. 
As the infants develop independent feeding skills, adults share food with decreasing 
frequency. When juvenile tamarins (who had been feeding independently for sev-
eral months) were presented with a novel foraging apparatus in the presence of one 
of their parents who had been trained to forage successfully, the parent began giving 
rapid food calls again and proceeded to share food with the juvenile. However, as 
soon as the juvenile solved the new foraging task successfully, the parent ceased 
food calling and refused to share food with the infant [ 71 ]. When the same experi-
ment was done with adults, there was no evidence of food calling and no food shar-
ing was observed [ 72 ]. Taken together these studies suggest that adults have special 
vocalizations used in early stages of feeding in infants and that these calls reappear 
when a juvenile is confronted with a novel foraging task, but both the calls and the 
food sharing decrease as the animal demonstrates competence. Similar results have 
been seen in fi eld studies of lion tamarins where adults give food calls to and share 
food with juveniles only with live prey, which is diffi cult for a juvenile to get on its 
own, and, similar to captive tamarins, adults withdraw support as young animals 
develop skills [ 73 ]. Sensitivity to the skills and knowledge of the learner and 
behavior scaffolding that change with the learner’s competency is a hallmark of 
good teaching. 

 In contrast, parallel research on ant-dipping in wild chimpanzees failed to fi nd 
any evidence of teaching behavior. Chimpanzees often forage on driver ants that 
are highly aggressive and produce severe bites. Adult chimpanzees are competent 
in using two types of tools and methods of capture, one for highly aggressive ant 
species close to their nest and the other with less aggressive ants away from the nest. 
Several mother infant pairs were observed over several years, and despite the con-
sequences to the infants of being bitten by the ants, there were no signs that mothers 
helped infants make the right-sized tool or helped them to use the tool to minimize 
risk [ 74 ]. 

 Chimpanzees rarely cooperate to help others, especially if food is visibly 
involved, but several studies have demonstrated that tamarins and marmosets are 
highly cooperative to the point of sharing food with others even without receiving 
food themselves. Tamarins were presented with an apparatus with two trays, one of 
which could be pulled from each end of the apparatus. The trays had springs so they 
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would return to the original position unless held out. Food was placed on the top 
tray such that when both trays were pulled simultaneously, the food dropped to the 
bottom of the apparatus where it could be retrieved. Two tamarins facing each other 
on the apparatus rapidly learned to pull the trays simultaneously to obtain food and 
continued to pull even though only one animal was rewarded each day [ 75 ]. 
Tamarins pulled at a higher rate both when both received food and when only one 
received food than did capuchin monkeys in a comparable study [ 76 ,  77 ]. 

 When chimpanzees were tested in an apparatus where they could pull a tray to 
give themselves and a next-door neighbor food versus a tray giving food only to 
themselves, they appeared indifferent to the neighbor [ 78 ]. However, when marmo-
sets were tested under more stringent conditions where they could pull a tray that 
would give food to a neighbor but get nothing themselves versus an empty tray, they 
provided food to the neighbor signifi cantly more often than chance [ 79 ]. A modifi ed 
version of study on tamarins found that tamarins also would donate food to a com-
panion even though it received no food [ 80 ]. 

 Chimpanzees are noted for their extensive use of tools and tool use varies among 
different populations in Africa. This variety in tool use across populations has lead 
to the description of chimpanzee culture [ 81 ]. Population variation in vocal signals 
and in feeding in pygmy marmosets was discussed earlier, but capuchin monkeys 
show traditions and tool use behavior similar to that of chimpanzees. Different 
groups of capuchin monkeys in Costa Rica have different foraging behaviors and 
social conventions [ 82 ]. In some populations in Brazil where there are seasonal 
decreases in food supply, capuchin monkeys have been observed to use stone tools 
to break open hard-shelled nuts much as chimpanzees do in West Africa [ 83 ,  84 ]. 
Thus, some New World monkeys demonstrate traditions, population variation in 
social signals, and other behaviors and have the capacity to use tools to obtain food. 
The cognitive skills involved in all of these phenomena have often been uniquely 
associated with humans so their presence in New World primates suggests cognitive 
parallels that may also be important for language use.   

    Conclusions 

 I have presented several research fi ndings suggesting that many aspects of New 
World primates make them potentially interesting models for research on speech 
and language. These animals have not yet been used for research on speech and 
language disorders, but they can be of potential value. The common marmoset is 
increasingly being used on brain studies of communication and effects of cochlear 
implants [ 85 ,  86 ], and we have also used noninvasive fMRI to understand how 
olfactory signals are processed by marmosets [ 87 ]. All species place a great reliance 
on vocal communication, and in species that have been closely studied, there are 
complex vocal repertoires with the ability to combine discrete sounds into sequences 
that have a rudimentary syntax. Some species have evolved signals that refer to 
broad predator type and many have calls to indicate the discovery of food. In a very 
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basic way, these referential signals represent a rudimentary form of words. It has 
long been thought that learning plays a minor role in vocal development in nonhu-
man primates making birdsong a better parallel to human language, but birdsong is 
used mainly by males in a specifi c context of mate attraction and thus has limited 
functional parallel to language. However, the babbling behavior of young marmo-
sets and the relatively slow process of acquiring adult repertoire coupled with the 
role of adult social reinforcement of infant vocalizations and the ability to utilize 
statistical learning to segment vocal streams all suggest the importance of New 
World primates as models for understanding language development. Although there 
are many cognitive skills of great apes not seen in New World monkeys, New World 
monkeys do show rapid social learning, imitation, and even teaching at a level not 
seen in apes, suggesting that cognitive skills involving social interactions are highly 
developed, especially in marmosets and tamarins. Finally in recent demonstrations 
of population variation in communication and other behavior, suggestive of culture, 
and in observations of stone tool use, similar to that of chimpanzees, New World 
primates may have more of the cognitive abilities underpinning language than has 
been previously thought. A fully comparative approach to the evolution of language 
should consider both homology and converging processes. As part of this enter-
prise, there is great value in studying New World primates as well as Old World 
primates and great apes for understanding the evolutionary origins of normal and 
disordered speech and language processes.     
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    Abstract     Language is a unique form of communication in humans and is unmatched 
in the animal kingdom. There are well-defi ned cortical regions involved in both the 
comprehension and production of speech including Wernicke’s and Broca’s area. 
To what extent these regions play a role in the communicative abilities of primates, 
notably great apes, remains a central topic of research in neuroscience, anthropology, 
and psychology. In this chapter, I present an overview of the cognitive foundations 
of gestural and vocal communication in chimpanzees, including some results from 
language-trained apes. I also present data on the evolution in size and lateralization 
of Wernicke’s and Broca’s area in chimpanzees. These anatomical data are com-
bined with behavioral data to show how individual differences in gestural and vocal 
communication are associated with volumetric and lateralized differences in Broca’s 
and Wernicke’s areas. The collective fi ndings are discussed within the context of 
language evolution and the emergence of complex motor and cognitive processes in 
humans after the split from the common ancestor with chimpanzees.  
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        Introduction 

 As a form of communication, human language and speech is unmatched in the animal 
kingdom. The cognitive, motor, and neural foundations that distinguish human 
speech from other animal communication systems have been a central question in 
the sciences for more than 200 years and can be dated back to some of the earliest 
writings by psychologists, linguist, philosophers, and biologists [ 1 – 4 ]. Perhaps no 
other species have sparked more interest in the question of language origins and 
evolution than the great apes which include chimpanzees and bonobos ( Pan ), goril-
las ( Gorilla ), and orangutans ( Pongo ) likely due to their physical resemblance and 
genetic similarity to humans [ 5 ]. Great apes, beginning with orangutans, diverged 
from more distantly related Old World monkeys and lesser apes around 15 mya. Within 
the ape lineage, gorillas subsequently split off from orangutans around 9 mya follow-
ing by a further split around 5–6 mya with the last common ancestor of humans and 
chimpanzees diverging about 5–6    mya. 

 From a behavioral and cognitive standpoint, many have speculated as to whether 
apes might be capable of language and speech, and early in the twentieth century, 
there were several empirical attempts to teach apes to speak which included orang-
utans [ 6 ] and chimpanzees [ 7 – 9 ]. These studies attempted to teach apes to articulate 
speech, but it was not recognized until later that limits in the peripheral speech 
organs and potentially other factors prevented apes from producing intelligible 
sounds [ 1 ,  10 ]. This subsequently led to a series of studies beginning in the 1960s 
that used alternative communication systems with chimpanzees as a means of 
assessing their linguistic potential. These alternative systems included American 
Sign Language (ASL), plastic token, and visual-graphic symbols [ 11 – 18 ]. 

 In contrast to the ape-language studies, an alternative approach to studying the 
evolution of language and speech has been to look for parallels in the natural com-
munication systems of great apes with those found in humans [ 19 ]. These studies 
have primarily focused on the vocal and gestural communication repertoires of apes 
and have largely occurred within the context of competing theories on the origins of 
language in humans. The gestural origins theory postulates that early hominids 
initially possessed a gesture-based system of communication that included basic 
signs that were semantic in function [ 20 ,  21 ]. In contrast, others have hypothesized 
that there was direct selection on the neurobiological system that govern vocal com-
munication in the common ancestor of apes and humans and this led to emergence 
of speech in modern humans [ 2 ]. Lastly, the work of McNeil and others have 
emphasized the interface between gestures and vocal communication in humans 
[ 22 ]. Some of the clearest examples of this multimodal link coming from observa-
tions that people often gesture while speaking, even when there is no apparent audi-
ence, such as when talking to someone on the telephone. There is a signifi cant 
paucity of research on multimodal communication in nonhuman primates, though 
the topic is receiving increasing attention [ 23 ,  24 ]. 

 In this chapter, the goal is not necessarily to provide evidence in support or 
against any of these proposed evolutionary models but to present a more general 
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review of the cognitive and communicative abilities of great apes with specifi c 
emphasis on chimpanzees. I have chosen to focus on chimpanzees because they are 
genetically the most closely related species to humans and, by far, they have been 
the most extensively studied of the great apes. I start by discussing the basic results 
that have emerged from the ape-language research, then summarize some recent 
fi ndings on the gestural and vocal communication in apes. In the latter portion of the 
chapter, I present data on cortical organization and asymmetries in chimpanzees 
from two important brain regions known to be involved in language and speech in 
humans, notably Broca’s and Wernicke’s area. I conclude by highlighting the impor-
tance of research with great apes for understanding the evolution of language and 
speech in humans and offer some suggestions for future research.  

    Ape-Language Studies 

 After nearly 50 years of so-called ape-language research, several important charac-
teristics of human language have emerged which have been recently summarized by 
Lyn [ 25 ]. First, it seems reasonable to conclude that great apes can learn that sym-
bols can represent nouns and verbs and that, in the case of nouns, the symbols can 
represent something absent in time and space. In short, apes are capable of symbolic 
thought and can use these symbols referentially. Second, great apes can both name 
and comprehend the meaning of symbols. That is to say, if a human signs “apple,” 
the apes are capable of selecting an apple from an array of objects or other foods 
(comprehension). Conversely, if a human experimenter holds up an apple, the apes 
can reliably sign “apple” (naming). Thus, apes use symbols in both the receptive 
and productive domains of communication and their representation of symbols is 
multimodal. Third, great apes can use their signs or symbols to communicate novel 
phrases, which suggest at least some level of generativity in their thoughts and use 
of symbols. For example, the chimpanzee Lana learned a symbol for the food 
“apple” and another symbol the color “orange.” Upon fi rst encountering her human 
experimenter eating an orange (which was unfamiliar to her), Lana negotiated 
requesting the food by typing out “please Tim give Lana piece of apple which is 
orange” [ 13 ]. Fourth, there are several reports that language-trained apes compre-
hend spoken English (and presumably other languages depending on the native 
speakers tongue). For example, Patterson reported that the gorilla, Koko, under-
stands more than 500 spoken English words. In a more systematic report, Savage- 
Rumbaugh and colleagues have reported that two bonobos (Kanzi and Panbanisha) 
and one chimpanzee (Panzee) reliably comprehend at least 100 words [ 26 – 28 ]. 
Finally   , the impressive abilities to comprehend spoken English are not limited to 
single words. Kanzi, one of the bonobos in the ape-language studies, has been 
shown to comprehend more than 700 novel sentences on the basis of speech cues 
alone [ 26 ]. These studies are particularly impressive when considered within the 
context of the experimental rigor that has been extended to rule out other potential 
explanations for his speech comprehension abilities. Indeed, building on these 
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studies, a recent study showed that Panzee, a chimpanzee who comprehends human 
speech, could reliably identify individually spoken English words that had been 
either synthesized or manipulated in such a matter to become impossibly unspeech- 
like [ 29 ]. The performance of Panzee was similar to results from human subjects 
tested using the same stimuli (see Fig.  10.1 ), and these fi ndings clearly challenge 
some long-held views on theories of speech perception and language.

       Gestural Communication in Great Apes 

 Studies in captive and wild great apes have documented a number of important 
cognitive processes and behavioral characteristics of gestural and vocal communica-
tion in great apes, and these have been reviewed previously [ 30 ,  31 ]. Briefl y, from the 
standpoint of gestural communication, there is now clear evidence that great apes 

  Fig. 10.1    Performance by the chimpanzee and human listeners. Means and standard errors of 
percentage-correct performance for 48 words heard in natural, NV, and SW forms. Experiments 
with the chimpanzee, Panzee, included testing each of 48 words 16 times in natural and four times 
in synthetic form. First trials represent the 48 fi rst instances of the chimpanzee hearing a word in a 
given synthetic form. The fi rst set of SW results shows performance with noncontingent, intermit-
tent reward delivery and no response feedback. The second set shows performance with contingent 
reward received on natural trials but with no reward or response feedback on SW trials. The  dashed 
line  indicates the chance-performance rate of 25 % correct. Humans heard and identifi ed all 48 
words once each in natural form, followed by either NV (16 listeners) or SW (16 listeners) ver-
sions. All comparisons to chance performance were statistically signifi cant at  p  ≤ 008 and are 
marked by a pair of  asterisk .  Reprinted with permission from Heimbauer L ,  Beran M ,  Owren M .  A 
chimpanzee recognizes synthetic speech with signifi cantly reduced acoustic cues to phonetic con-
tent .  Curr .  Biol .  2011 ; 21 ( 1210 – 1214 ) [ 29 ]       
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gesture more frequently in the presence compared to the absence of an audience. 
Furthermore, apes gesture to request otherwise unattainable food items or objects; 
they will alternate their gaze between the referent and the social agent. This sug-
gests that the ape gestures are intentional and that the individuals understand the 
function of their signals [ 32 ]. This type of triadic form of communication has been 
described in developing children (9–15 months of age) and appears to predict the 
subsequent development of language and speech [ 33 – 35 ]. For example, children 
that develop pointing in conjunction with alternation of gaze at an earlier age also 
develop speech at an earlier age. 

 Additional studies have shown that chimpanzees and orangutans can alter the 
type of communication signal they use in response to the attentional state of a 
human experimenter [ 36 – 39 ]. For example, Leavens et al. [ 40 ] performed an exper-
iment in which they recorded the type of communication signal chimpanzees used 
toward a human experimenter who was either (a) looking at them and offering food, 
(b) looking at a cagemate and offering them food, or (c) offering food to a chimpan-
zee living in an adjacent cage. When the human experimenter was looking at the 
focal chimpanzee and offering the food, the majority of the chimpanzees chose to 
use a visual communication gesture in the form of either a begging manual gesture 
or lip pout to communicate with the human. In contrast, when the human experi-
menter was looking at another chimpanzee and offering food, a signifi cant majority 
of the focal chimpanzee subjects used an auditory gesture such as attention- getting 
(AG) sounds (see below), clapping of the hands, or banging on the cage. Thus, the 
chimpanzees were able to assess the attentional state of the human experimenter and 
subsequently alter their communicative behavior so as to use a more effective signal 
within each context. 

 Despite these impressive abilities, there are some limits and differences in the 
inherent gestural communication systems of apes and humans [ 41 ,  42 ]. First, though 
species-specifi c gestures appear to denote some specifi c meaning to the other 
conspecifi cs, there is little evidence of more sophisticated gestures such as iconic 
gestures [ 42 ]. Further to this point, there have been several attempts to examine 
whether captive and wild apes put gestures together in consistent sequences, and 
again though some evidence can be found [ 43 – 45 ], the complexity of multi-gestures 
sequences are not terribly sophisticated. The exception appears to be the integration 
of gestures with symbol use in some of the language-trained apes [ 46 ]. Thus, differ-
ences in early rearing or sociolinguistic experiences may have some infl uence on 
how apes use gestures. Second, some have suggested that all apes gestures are 
request based or imperative in function, whereas human pointing is both imperative 
(request based) and declarative (produced for the sake of sharing information) [ 47 ]. 
This criticism has also been leveled at the ape-language research with the claim 
being that apes only produce signs or keyboard utterances to request and seldom to 
simply share information [ 15 ]. This alleged distinction between apes and humans 
has not been adequately investigated in apes, but there is at least one report of the 
use of declarative symbols by language-trained apes [ 48 ], so some further research 
is warranted before making any defi nitive conclusions. Some have even suggested 
that there is no real psychological distinction between imperative and declarative 
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pointing [ 49 ]. Lastly, there is very little evidence that ape gestures are socially 
learned, like many human languages. For example, Gentry and colleagues [ 50 ] 
recently found that the repertoire and types of gestures produced by captive lowland 
gorillas were similar to those observed in wild populations. Similar fi ndings have 
been reported in wild chimpanzees [ 51 ]. In a different study, Tomasello and col-
leagues [ 52 ] taught a novel gesture to a single chimpanzee living in the group and 
then assessed the proliferation in the use of the gesture in the other group members 
and found virtually no transfer in the use of the signal. Again, this area of research 
has not been extensively studied, so it is diffi cult to make any strong conclusions. 
Moreover, the lack of social learning of gestures is quite inconsistent with the 
remarkable social learning seen in apes in other domains such as in foraging or tool 
use [ 53 – 56 ].  

    Vocal Communication 

 Far less research has been conducted on vocal communication in great apes beyond 
the basic descriptive ethograms of the different types and contexts in which species- 
specifi c sounds are produced [ 57 ,  58 ]. More recently, several studies in both captive 
and wild apes have revealed some new and important fi ndings regarding the cogni-
tive and motivational foundations of vocal communication as it pertains to the evo-
lution of human speech. First, several recent studies have shown that chimpanzees 
demonstrate the audience effect for vocal signals and may use them to inform con-
specifi cs with specifi c information for which they may be ignorant. For example, in 
2005, Slocombe and Zuberbuhler reported that a captive chimpanzee produced 
different vocalizations to indicate the type of food found at different localization in 
the subject’s enclosure [ 59 ]. Additional studies in wild chimpanzees have shown 
that the audience effect can be found in the use of food calls [ 60 ] as well as pant-
grunts [ 61 ]. Even more impressive are the fi ndings presented by Crockford et al. 
[ 62 ] who found that wild chimpanzees selectively produce alarm “hoos” in the pres-
ence of snakes more frequently when surrounded by individuals who are ignorant to 
the presence of the snake than when surrounded by individuals who know the snake 
is there. These fi ndings are signifi cant for two reasons. First, they suggest that the 
chimpanzees are attempting to  inform  the other chimpanzees about the presence of 
the snake rather than simply producing an involuntary emotional response to the 
stimulus. This observation is not trivial because it appears to differ from reports in 
the use of so-called “semantic” vocalizations by some primate species, such as vervet 
monkeys. Seyfarth et al. [ 63 ] showed through playback studies that vervet monkeys 
differentially respond to three different alarm calls to predators including leopards, 
snakes, and raptors. Cheney and Seyfarth [ 64 – 66 ] have suggested that when the 
monkeys produce these alarms calls, the intent of the signaler is not to inform 
the other group members of the predators. Instead, the sight of the predators elicits 
the production of the vocalization and the group members have learned to differen-
tially respond to the calls. Second, the fi ndings suggest that the chimpanzees have 
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voluntary control over their vocalizations, a result that challenges many historical 
and contemporary views of primate vocalizations [ 67 ,  68 ]. In other words, the chim-
panzees can choose to produce the sounds or inhibit their production. 

 Results from captive apes have revealed similar evidence of voluntary control of 
vocalizations and potentially evidence that the use of some sounds may be socially 
learned. As noted previously, experimental studies in captive chimpanzees and 
orangutans have shown that they produce attention-getting (AG) sounds to capture 
the attention of an otherwise inattentive audience. For example, Hopkins et al. [ 69 ] 
recorded the types of vocalizations chimpanzees made when presented with bananas 
alone, a human experimenter alone, or when a banana was present with a human 
experimenter. When the food was presented alone, the chimpanzees predominantly 
made food calls, whereas when a human was present in conjunction with the food, 
the chimpanzees predominantly made AG sounds (see Fig.  10.2 ). These fi ndings 
also suggest that the apes have voluntary control over their facial expressions and 
the production of these attention-getting sounds. In addition, some of the attention- 
getting sounds produced by captive apes have been described as idiosyncratic and 
appeared to be individually learned. For instance, in chimpanzees, three attention- 
getting sounds have been described including the raspberry, kiss squeak, and 
extended food grunt. The raspberry and kiss squeak are unvoiced, while the extended 
food grunt is a voiced sound and involves the use of the larynx. The raspberry, in 
particular, has not been described extensively in wild chimpanzees and appears to 
be individually learned. Most impressive is the report that several captive orang-
utans learned to whistle to capture the attention of their human experimenter [ 70 ]. 
The level of orofacial motor control required to whistle and learn novel sounds such 

  Fig. 10.2    Mean + SE number of food calls and attention-getting sounds as a function of whether 
food was presented alone, a human was present alone or a human and food were presented at the 
same time.  From Hopkins WD ,  Taglialatela JP ,  Leavens DA .  Do chimpanzees have voluntary 
control of their facial expressions and vocalizations ?  In :  Vilain A ,  Schwartz J - L ,  Abry C ,  Vauclair 
J ,  eds .  Primate communication and human language :  Vocalisation ,  gestures ,  imitation and deixis 
in humans and non - humans .  Amsterdam :  John Benjamins Publishing Company ;  2011 : 71 – 90  [ 68 ]       
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as the raspberry should leave little doubt the apes have voluntary control over their 
orofacial musculature, vocal apparatus, and air fl ow. Lastly, there is some evidence 
that the use of attention-getting sounds is socially learned. Taglialatela et al. [ 71 ] 
examined the occurrence of attention-getting sounds in a sample of 158 chimpan-
zees and found that signifi cantly higher proportion of chimpanzees that produced 
attention-getting sounds were born to and raised by females who also made AG 
sounds. Chimpanzees born to females who produce AG sounds who were taken at 
birth and raised by humans did not consistently produce AG sounds.

   The fl exibility in vocal communication observed in chimpanzees has also been 
reported in bonobos and orangutans. Bonobo vocalizations have a much higher fre-
quency than most chimpanzee vocalizations, and contextually they are used very 
differently [ 72 – 74 ]. Perhaps most impressive are the data on vocal communication 
in the language-trained bonobo Kanzi who produces a number of vocalizations that 
are not found in the species-typical repertoire of his species [ 75 ]. An additional 
study of the vocal communication of Kanzi showed that he produced at least four 
different classes of vocalization that were reliably associated with different seman-
tic categories and he used these vocalizations in dyadic interactions with human 
experimenters. Thus, the production of these vocalizations by Kanzi was used con-
versationally, in this sense that they were elicited in response to human-specifi c 
queries [ 76 ,  77 ].  

    The Neural Substrates of Language and Speech 

 One important feature of human language and speech is that it is strongly lateralized 
in the human brain. A signifi cant majority of humans are left-hemisphere dominant 
for language and speech. Interestingly, in humans, lateralization for language is 
somewhat modifi ed by their handedness. For example, it has been shown that 
approximately 96 % of right-handed individuals are left-hemisphere dominant for 
language compared to 70 % of left-handed people [ 78 ,  79 ]. The link between hand-
edness and lateralization for speech has been the foundation for a number of genetic 
models of hemispheric specialization, which hypothesize that different genes code 
for language lateralization and that right-handedness is a consequence of the expres-
sion of lateralization. For example, Annett [ 80 ] has proposed the right-shift (RS) 
theory. In the RS model, individuals inherit a single allele that codes for left lan-
guage lateralization (rs+) or they do not (rs−). Based on simple Mendelian genetics, 
individuals are either homozygous RS (rs+, rs+), heterozygous (rs+, rs−), or lack a 
copy of the allele (rs−, rs−). The RS theory proposes that anyone who inherits the 
rs+ gene will be left-hemisphere dominant for language (75 % of the population), 
while lateralization for those homozygous rs− is randomly determined (12.5 % left 
and 12.5 % right). Thus, approximately 88 % of humans are left-hemisphere domi-
nant for language due to the rs+ gene, and this value approximates the observed 
neuropsychological data. According to the RS theory, right-handedness is a conse-
quence of left-hemisphere dominance for fi ne motor control implicitly needed for 
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speech. In other words, because speech requires fi ne motor control and it lateralized 
to the left hemisphere, the right hand by default becomes the preferred hand for skill 
actions in most people. Furthermore, because the assumption is that lateralization 
for speech is the driving mechanisms for right-handedness, the RS theory presup-
poses that species-level right-handedness should only be evident in humans. 

 Because handedness is linked to language lateralization (albeit weakly), many 
have argued that hemispheric specialization is unique to hominoid evolution. The 
evolutionary argument goes something like this: (1) Language is unique to humans, 
(2) only humans show population-level right-handedness, (3) animals do not have 
language, and (4) animals do not show population-level hand (or limb) preferences. 
Ergo, only humans have hemispheric specialization and this is explicitly linked to 
the evolution of language and speech [ 81 ]. In the past 20 years, this long-held per-
spective has been challenged from data many species. Specifi cally, data from a vari-
ety of vertebrates and invertebrates have begun to demonstrate evidence of 
population-level behavioral asymmetries [ 82 – 87 ]. For instance, right-limp prefer-
ence has been reported in toads when removing a foreign object on their back or 
when righting themselves when fl oating upside down in water [ 88 ]. A variety of bird 
species and some fi sh show eye dominance when viewing different types of stimuli 
[ 89 ]. There is also some evidence of population-level asymmetries footedness in 
birds [ 90 ]. These studies clearly challenge the long-held belief that population- level 
behavioral asymmetries are unique to humans and, indeed, raise questions regarding 
the assumption that language is a necessary condition for the emergence of asym-
metrical functions within the brain; however   , our understanding of the evolutionary 
factors that are specifi cally selected for asymmetries in the primate lineage and 
which culminated in the degree of lateralization seen for language and handedness in 
modern humans remains unclear.  

    Behavioral Precursors: Lateralization for Manual Gestures 
and Orofacial Asymmetries 

 In    primates, as a means of addressing the notion that language lateralization and 
handedness are linked, the focus has overwhelmingly been on studies of hand pref-
erence for a variety of different kind of tasks [ 91 – 95 ], and the fi ndings have not been 
clear. Early on, many studies focused on handedness for simple reaching, and the 
results suggested that primates showed no evidence of population-level handedness 
[ 96 ]. In other words, though a signifi cant majority of the subjects showed individual 
hand preferences, there were roughly equal numbers of left- and right-handed mon-
keys or apes. It was not until the early 1990s that a number of studies began to emerge 
that focused on handedness for complex actions such as coordinated bimanual actions, 
tool use, and prehensile grasping, and these latter studies appear to have revealed at 
least some evidence of population-level handedness for some tasks [ 93 ,  96 ]. 

 Rather than focus on handedness for manual actions that were directed toward 
objects, several investigators have focused on the question of asymmetries in 
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communicative motor actions including manual gestures and vocal communication. 
Because human language and speech is strongly left lateralized, the basic theoreti-
cal foundation of this research has been to focus on lateralization in primate behav-
iors that are communicative in function. As noted above, primates, and particularly 
apes, have rich manual gestural repertoires, and therefore focusing on quantifying 
handedness for these kinds of behaviors has been the focus of some research. Small 
but signifi cant population-level right-handedness has been found for manual ges-
tures in chimpanzees, gorillas, bonobos, orangutans, and baboons, a species of 
Old World monkey [ 97 – 99 ]. More recently, similar patterns of right-handedness 
have been reported in developing preverbal human children [ 100 ,  101 ]. One inter-
esting observation from these studies is that handedness for manual gestures appears 
to elicit signifi cantly greater right-handedness than manual actions that are not 
communicative in function, such as simple reaching (see Fig.  10.3 ). These fi ndings 
suggest that the potential neural foundation for gestures may differ from other sim-
ple manual actions that are not communicative in function and, at face value, lend 
some support to the gestural origins theory of language [ 102 ].

   In contrast to manual gestures, there have also been attempts to quantify orofa-
cial asymmetries during the expression of species-specifi c and learned vocalizations 
in monkeys and apes. In one of the fi rst studies, Hook-Costigan and Rogers [ 103 ] 
measured the lateralization in magnitude of orofacial expressions during the pro-
duction of vocalizations in a sample of marmosets, a New World monkey species. 
For fear-based calls, the monkeys showed a left hemiface asymmetry but showed a 

  Fig. 10.3    Mean handedness scores (HI) for manual gestures and simple reaching in human children, 
chimpanzees, and baboons [ 97 ].  Modified from :  Baboon :  Papademetriou E ,  Sheu CF ,  Michel 
GF .  A meta - analysis of primate hand preferences for reaching and other hand - use measures .  J . 
 Comp .  Psychol .  2005 ; 119 : 33 – 48 . [ 96 ];  Chimpanzee :  Hopkins WD ,  Russell JL ,  Freeman H , 
 Buehler N ,  Reynolds E ,  Schapiro SJ .  The distribution and development of handedness for manual 
gestures in captive chimpanzees  ( Pan troglodytes ).  Psychological Science 2005 ; 16 ( 6 ): 487 – 493 . 
[ 146 ];  Human :  Cochet H ,  Vauclair J .  Features of spontaneous pointing gestures in toddlers . 
 Gesture .  2010 ; 10 ( 1 ): 86 – 107  [ 100 ]       
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right hemiface asymmetry for social contact calls. In another study, Wallez and 
colleagues [ 104 ,  105 ] measured orofacial asymmetries in adult and infant macaques 
and baboons and reported a right hemisphere bias for several expressions. Adopting 
similar procedures to those used by Hook-Costigan and Rogers [ 103 ], Fernandez- 
Carriba et al. [ 106 ], and Losin et al. [ 107 ] measured asymmetries in the facial 
expressions of chimpanzees associated with species-specifi c calls as well as for the 
production of the AG sounds previously described (see above). For species-specifi c 
vocalizations, a left orofacial asymmetry was found for hooting, play, silent-barred 
teeth, screams, and food calls. In contrast, for AG sounds, a right orofacial asym-
metry was found, suggesting that learning novel sounds that require novel manipu-
lation of the orofacial musculature involves the left hemisphere (see Fig.  10.4 ). 
Thus, vocalizations typically produced in the context of emotional expressions 
appear to be under the control of the right hemisphere, whereas the production novel 
learned sounds appear to be under the control of left half of the brain.

   Finally, the simultaneous production of speech and gesture has been reported by 
a number of individuals observing humans while in a conversation [ 108 ]. That is to 
say, people often move their hands while talking. It has also been reported 
that right- hand actions are much more commonly produced than left-hand actions 

  Fig. 10.4    ( a ) Least squares means of FAI scores for the raspberry, extended grunt, pant-hoot, and 
food-bark expressions along with 95 % confi dence intervals for these values. Positive FAI scores 
represent right hemi-mouth biases and negative values refl ect left hemi-mouth biases. ( b ) 
Illustration of hemi-mouth area calculation procedure on representative images of the raspberry, 
extended grunt, pant-hoot, and food bark under their corresponding mean FAI values.  Reprinted 
with permission from Losin ER ,  Freeman H ,  Russell JL ,  Meguerditchian A ,  Hopkins WD .  Left 
hemisphere specialization for oro - facial movements of learned vocal signals by captive chimpan-
zees PlosONE .  2008 ; 3 : 1 – 7  [ 107 ]       
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when people are speaking. One interpretation for this observation is that, because the 
left hemisphere is dominant for speech, it results in greater manual actions produced 
by the right hand during speech production. In chimpanzees, we have also found a 
temporal relationship between the production of AG sounds and manual gestures. 
In some chimpanzees, manual gestures are often produced in conjunction with the 
production of AG sounds, and the onset of both the manual gesture and AG sound 
are linked close in time. Thus, like in humans, a homologous pattern of results has 
been found with AG sound production more often accompanied by right compared 
to left-hand gestures [ 109 ]. This observation in both humans and chimpanzees 
highlights the interrelationship between manual and orofacial actions and reinforces 
the view that language is multimodal.  

    Neuroanatomical Precursors: Broca’s and Wernicke’s 
Area Homologs 

 There are two well-known cortical regions that have been implicated in a variety of 
linguistic functions in the human brain including Broca’s and Wernicke’s areas. 
Broca’s area is located in the inferior frontal gyrus (IFG). Anatomically, based on 
specifi c sulci landmarks, the IFG in humans is divided into three regions including 
the pars opercularis, pars triangularis, and pars orbitalis [ 110 ]. The anterior portion 
of the pars opercularis is defi ned by the ascending ramus, while the posterior land-
mark is defi ned by the precentral inferior sulcus. The anterior border of the pars 
triangularis is the horizontal ramus, and the posterior border is the ascending ramus. 
The homolog to Broca’s area in the chimpanzee brain is also located in the IFG, 
but the anatomy of this region differs from humans (see Fig.  10.5 ) [ 111 ]. Specifi cally, 
like the human brain, the pars opercularis can be anatomically defi ned in chimpan-
zee brain with the fronto-orbital sulcus serving as the anterior border and the pre-
central inferior sulcus defi ning the posterior border; however, with rare exception, 
the pars triangularis cannot be anatomically defi ned in the chimpanzee brain [ 112 ]. 
Thus, there is increased cortical folding and gyrifi cation within the IFG of the 
human compared to chimpanzee brain, and this is likely a consequence of increased 
selection for cortical representation of language and speech in humans, after the 
split from the common ancestor with chimpanzees.

   Keller et al. [ 111 ] compared the grey matter volume of the pars opercularis in a 
sample of 30 humans and 30 chimpanzees using the same landmarks and scanning 
procedures. These authors found that the pars opercularis is approximately three 
times larger in humans than in chimpanzees. Though it is often reported that humans 
show a left anatomical asymmetry for either the pars opercularis or pars triangularis 
[ 113 – 115 ], several recent studies that have specifi cally quantifi ed the grey matter 
have failed to fi nd evidence of population-level asymmetries in either the pars oper-
cularis or pars triangularis [ 111 ,  116 ]. Similarly, for the pars opercularis in humans 
and chimpanzees, Keller et al. [ 110 ] failed to fi nd population-level asymmetries in 
grey matter volume in either species. 
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 Beside the morphology of Broca’s area, there have been several studies on the 
cytoarchitectonic regions of Broca’s area in chimpanzees and humans. Broca’s area is 
made up of Brodmann’s area 44 and 45 (Ar44 and Ar45, respectively) [ 117 ,  118 ]. 
Recently, Schenker et al. [ 119 ] quantifi ed Ar44 and Ar45 in a sample of 12 postmor-
tem chimpanzee brains. Schenker    et al. [ 119 ] found that Ar44 neurons were primar-
ily found in the cortex immediately anterior to the precentral inferior sulcus, whereas 
Ar45 was more prevalent in the tissue lying anterior to the fronto- orbital sulcus. As 
evidence to the potential importance of Broca’s area to language and speech, 
Schenker et al. [ 119 ] further found that Ar44 and Ar45 were both roughly 6–7 times 
larger in the human compared to chimpanzee brain, particularly for the left hemi-
sphere. In comparison to other cytoarchitectonic regions, such as Area 4 (primary 
motor cortex) and Area 13 (limbic region of the prefrontal cortex) which are rela-
tively much smaller in humans compared to chimpanzees, these fi ndings strongly 
suggest that there has been selective expansion of the Ar44 and Ar45 in the human 
brain after the spit for the spit    from the common ancestor with  chimpanzees [ 120 ]. 

 In addition to the size of Ar44 and Ar45, there are also potential species differ-
ences in lateralization in these regions between humans and chimpanzees, though 
given the rather limited number of postmortem brains that have been examined, 
some caution is warranted. Specifi cally, Uylings et al. [ 121 ] measured the volume 

  Fig. 10.5    External morphology of the right and left cerebral hemispheres of a randomly selected 
human ( top ) and chimpanzee ( bottom ) from the study sample indicating the location of the frontal 
operculum ( white ) and the defi ning sulcal contours (not to scale). Cortical reconstructions and labeling 
of the frontal operculum was performed using Freesurfer software (  http://surfer.nmr.mgh.harvard.
edu/    ).  ar  Anterior ascending ramus of the Sylvian fi ssure,  ds  diagonal sulcus,  fos  fronto- orbital sulcus, 
 ifs , inferior frontal sulcus,  ipcs  inferior precentral sulcus.  From Keller SS ,  Roberts N ,  Hopkins WD .  A 
comparative magnetic resonance imaging study of the anatomy ,  variability and asymmetry of Broca ’ s 
area in the human and chimpanzee brain J .  Neurosci .  2009 ; 29 : 14607 – 14616  [ 111 ]       
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of Ar44 and Ar45 in ten human brains and found signifi cant leftward asymmetries 
for both regions.    Schenker et al. [ 119 ] failed to fi nd asymmetries in either the volume, 
neuron density of neuron number for Ar44 and Ar45 in the chimpanzees. However, 
it should be noted that there were signifi cant individual differences within the chim-
panzee sample and sex differences approached conventional levels of statistical 
signifi cance. Specifi cally, there were six male and six female chimpanzees in the 
Schenker et al. [ 119 ] study, and one individual (specimen C0491) showed a pro-
nounced rightward asymmetry in region Ar44 to the point where box plots indicated 
that he was an outlier. If this specimen is removed, then signifi cant sex differences 
were found in Ar44 with males showing a leftward asymmetry and females showing 
a rightward bias.  

    Planum Temporale 

 In contrast to the IFG, there appears to be much more homology in the cortical 
organization and lateralization of the PT between humans and chimpanzees. The PT 
is the fl at bank of tissue that lies posterior to Heschl’s gyrus or the primary auditory 
cortex (see Fig.  10.5 ) and overlaps with Wernicke’s area. Numerous functional 
imaging and clinical studies have implicated the posterior superior temporal gyrus 
in the comprehension of language and speech as well as a number of other functions 
[ 122 ,  123 ]. Morphologically, the PT exhibits perhaps one of the most consistent and 
robust asymmetries in the human brain. Numerous studies that have quantifi ed the PT 
surface area from postmortem brains or more recently MRI have reported that approx-
imately 75 % of human brains show a leftward asymmetry [ 124 ]. Recent studies 
using MRI have also found signifi cant leftward asymmetries in grey matter volume 
of the PT in humans, particularly among right-handed individuals [ 116 ,  125 ]. 

 Quantifying the PT in great ape brains can be accomplished using the same land-
marks as those used in human brains. Applying identical landmarks and procedure, 
signifi cant leftward asymmetries in the PT surface area, and grey matter volume 
have been found in chimpanzees [ 126 – 128 ]. Indeed, in both humans and chimpan-
zees, approximately 70–75 % of individuals show a leftward asymmetry in the PT. 
Anatomically, the PT is made up primarily of Brodmann’s area 22 (sometimes 
referred to as area Tpt or BA22). Like Ar44 and Ar45, humans have a relatively 
large Tpt compared to chimpanzees but the fold difference is not nearly as robust, 
suggesting that this region is more evolutionarily conserved than Broca’s area. 
Presently, much less is known about cytoarchitectonic asymmetries in area Tpt in 
humans, but one report in three human brain specimens reported leftward asymme-
tries for all three subjects [ 129 ]. In chimpanzees, Spocter et al. [ 130 ] found a signifi -
cant leftward asymmetry in the area Tpt volume in a sample of 12 chimpanzee 
brains. There is also one report of leftward asymmetries in area Tpt in six rhesus 
monkeys, [ 131 ] which is interesting from a comparative perspective, because asym-
metries in the surface area and grey matter volume of the posterior temporal lobe are 
absent in this species [ 132 ]. Thus, unlike humans and chimpanzees, there appears to 
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be some discrepancies in the presence of asymmetries in area Tpt in more distantly 
related macaques depending on the method and level of analysis (macrostructural 
versus miscrostructural).  

    Behavioral and Brain Asymmetries with an Emphasis on 
Gestural and Vocal Communication 

 In our laboratory, we have also tested for association between brain asymmetries 
and lateralization in manual gestures and vocal communication in the chimpanzees. 
In one study, Taglialatela and colleagues [ 133 ] found that chimpanzees who pre-
ferred to gesture with their right hand had signifi cantly larger leftward asymmetries 
in the IFG compared to chimpanzees who were non-right-handed in their gestures. 
Interestingly, when these same chimpanzees were compared for asymmetries in 
another brain region, the motor-hand region of the precentral gyrus, no differences 
were found between left- and right-handed individuals. Thus, individual differences 
in hand use for manual gestures were linked specifi cally to asymmetries in the IFG 
but not other cortical regions within the frontal lobe. Similarly, chimpanzees who 
prefer to gesture with the right hand showed greater leftward asymmetries in grey 
matter volume of the PT compared to left-handed individuals [ 127 ]. Cantalupo et al. 
[ 134 ] found that right-handed chimpanzees showed a signifi cantly lower ratio in 
white-to-grey in perisylvian regions of the left hemisphere compared to non-right- 
handed individuals (this fi ndings would imply greater grey matter in these regions).  

    Functional Asymmetries 

 The previous summary of fi ndings on neuroanatomical asymmetries focused largely 
on morphology and cytoarchitectonics of the cortex and not on function. It is pos-
sible that different brain regions might be specialized for specifi c functions but nec-
essarily exhibit robust morphological asymmetries. Therefore, in this fi nal section, 
I present some recent fi ndings on functional asymmetries in chimpanzees derived 
from in vivo positron emission tomography (PET). The feasibility of functional 
imaging of the chimpanzee brain is relatively new, and therefore these types of 
studies are in their infancy. In two separate studies in chimpanzees, subjects were 
PET imaged when they were either (1) producing AG sounds while simultaneously 
requesting an out of reach food [ 135 ] or (2) passively hearing two different classes 
of species-specifi c vocalizations (either broadcast or proximal calls) [ 136 ]. With 
specifi c reference to the IFG, for the task in which the chimpanzees were produc-
ing AG sounds and gesturing, among a number of regions, Taglialatela et al. 
[ 135 ] found signifi cant left hemisphere clusters in the dorsal portion of the IFG 
and in the cortex immediately anterior to the fronto-orbital sulcus (see Fig.  10.6 ). 
In the follow- up study and analysis, Taglialatela et al. [ 137 ] found that the left hemi-
sphere asymmetries within the IFG were largely attributable to the production of the 
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  Fig. 10.6    Signifi cant areas of activation for communicative production PET activation (GV > BL) 
were overlaid on MR images of representative chimpanzee brain.  x ,  y , and  z  refer to the planes. 
Measurements refer to the depth from the dorsal tip of the brain ( z , dorsal to ventral), distance 
from frontal pole ( y , anterior to posterior), or distance from midsagittal ( x , ascending positive 
values correspond to the right hemisphere, medial to lateral; ascending negative values corre-
spond to the left hemisphere, medial to lateral). Panels display axial ( a ), coronal ( b ), and sagittal 
( c ) views of MR images with signifi cant GV (Gesture-Vocal) > BL (Baseline) activation. Numbers 
correspond to the following anatomical locations: 1, bilateral superior frontal gyrus; 2, left infe-
rior frontal gyrus (depicted in large  bold  type); 3, bilateral posterior cingulate gyrus; 4, left cau-
date/putamen; 5, left medial pre- and postcentral gyrus; 6, left frontal orbital gyrus; 7, left 
thalamus; 8, right middle temporal gyrus; 9, right middle frontal gyrus. Note that not all areas of 
activation are labeled in all planes.  From Taglialatela JP ,  Russell JL ,  Schaeffer JA ,  Hopkins WD . 
 Communicative signaling activates  “ Broca ’ s ”  homologue in chimpanzees .  Curr .  Biol .  2008 ; 
18 : 343 – 348  [ 135 ]       
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AG sounds. In terms of the perception of the species-specifi c calls, Taglialatela 
et al. [ 136 ] found signifi cant right hemisphere asymmetries in area Tpt in the pro-
cessing of species-specifi c calls, particularly for proximal calls. Moreover, the mag-
nitude of activation across all brain regions was far more pronounced when the 
chimpanzees were hearing proximal compared to distal calls.

   Recently, my colleagues and I have attempted to examine, to what extent, the IFG 
regions active during the PET studies correspond to Broca’s area defi ned by the previ-
ously described cytoarchitectonic analyses. Our interest in this question stems from 
similar types of voxel-of-interest-based studies in humans. For example, Horwitz et al. 
[ 138 ] used PET to assess metabolic activation during speech in humans. As regions of 
interest in their study, Horwitz et al. used previously published cytoarchitectonic maps 
of Ar44 and Ar45 to defi ne the regions of interest within Broca’s area in relation to the 
use of signs and speech. Ar45 was more active during sign and speech, whereas Ar44 
was found to be active during complex articulatory movements. 

 To explore this association, we initially took the individual cytoarchitectonic 
maps of Ar44 and Ar45 for the 12 chimpanzee postmortem samples examined by 
Schenker et al. [ 119 ] and registered them to a template of the chimpanzee brain. 
Registering each individual cytoarchitectonic map to the template placed them in 
the same stereotaxic space. The average chimpanzee PET scans for the Taglialatela 
et al. [ 135 ] study were also aligned to the template and thereby also placed in the 
same stereotaxic space as the individual cytoarchitectonic maps. For Ar44 and 
Ar45, each individual cytoarchitectonic map was placed on the PET volume repre-
senting the difference in gesture-vocal activation minus the grasping condition (see 
Fig.  10.6 ). The number of signifi cant PET voxels that fell within the Ar44 and Ar45 
cytoarchitectonic maps was then calculated for each of the 12 postmortem speci-
mens. The mean percentage of PET voxels found within Ar44 and Ar45 in the left 
and right hemisphere is shown in Fig.  10.7 . Two observations are worth noting. 

  Fig. 10.7    Mean percentage (±SE) in voxels between Ar44 and Ar45 cytoarchitectonic maps with 
signifi cant PET activation clusters found in chimpanzees when producing manual gestures and 
attention-getting vocalizations       
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First, the percentage of active voxels in Ar45 was signifi cantly higher than Ar44. 
Second, for both Ar44 and Ar45, the percentage of signifi cantly active voxels was 
greater in the left compared to right hemisphere.

        Conclusions 

 Chimpanzees are the closest living relative to humans. The fossil record does not 
allow for direct reconstruction of either the brain or associated behavioral or com-
municative repertoires of early extinct hominids; therefore, from a anthropological 
perspective, the chimpanzee is a model species for evaluating the neurological, cogni-
tive, and behavioral traits of the common ancestor of humans and chimpanzees approx-
imately 6 mya. From the standpoint of the cognitive foundations of language, 
chimpanzees exhibit some of the requisite skills that support linguistic functions 
including symbolic thought and intentional and referential communication. The 
manner in which chimpanzee use gestures and attention-getting sounds  certainly 
suggests that they understand the function of communication signals and use them 
to bring about changes in the behavior of the recipients of those signals. Indeed, 
there are substantial parallels in the nonverbal communication of chimpanzees and 
typically developing preverbal children, at least with respect to the initiation of joint 
attention in the requesting domain. Sometime between 30 and 36 months in devel-
oping children, the orofacial motor skills that underlie speech emerge and this 
becomes the dominant mode of communication in our species, which sets us motor-
ically apart from chimpanzees. 

 Among nonhuman primates, there are several features of captive and wild chim-
panzee vocal communication that are unique. First, chimpanzee alarm “hoo” vocal-
izations are produced as a means of informing conspecifi cs to dangers who are 
otherwise ignorant. This appears to differ quite dramatically from the motivation of 
alarm-type vocalizations in more distantly related primates. Furthermore, captive 
chimpanzees can learn to make AG sounds (or learn to whistle), and they appear to 
use them in functionally meaningful ways. Moreover, producing AG sounds appears 
to be socially learned, and the evidence overwhelmingly suggests that the apes have 
voluntary control over their orofacial musculature and vocal apparatus. I believe 
that these recently documented abilities in great apes (or at least chimpanzees and 
orangutans) challenge many historical and some more contemporary views of pri-
mate vocalizations and facial expressions and represent some very novel fi ndings 
with respect to the evolution of human speech. These collective results suggest that 
the common ancestor of chimpanzees and humans may have possessed and used 
some type of primitive sounds or grunts as a form of intraspecifi c communication 
either alone or in conjunction with a small gestural repertoire. 

 From a neurological standpoint, the cortical regions corresponding to Broca’s 
area are disproportionately large in the human compared to chimpanzee brain, par-
ticularly within the left hemisphere. In comparison, area Tpt though disproportion-
ately larger in humans compared to chimpanzees, the magnitude in relative size 

W.D. Hopkins



281

differences is smaller compared to Ar44 and Ar45. Moreover, asymmetries are 
more consistent between human and chimpanzees for area Tpt compared to Ar44 
and Ar45. These fi ndings suggest that there has been intense selection for increased 
cortical expansion of Broca’s area after humans split from chimpanzees and these 
changes likely refl ect specifi c adaptation to selection for increasing motor and cog-
nitive control of the orofacial musculature and peripheral speech organs in early 
hominids. Consistent with these observations are additional comparative fi ndings 
showing that the volume and grey level index of the facial and hypoglossi nuclei in 
humans and apes are higher than would be predicted for species of their brain size 
and this likely explains the greater fl exibility in facial expressions in apes compared 
to more distantly related monkeys [ 139 ,  140 ]. The fact that differences in cortical 
organization are found in chimpanzees that have learned to produce and use AG 
sounds suggests that an initial step in the evolution of language and speech in 
humans was the developmental of voluntary control of the orofacial musculature to 
produce novel sounds.  

    Avenues of Further Investigation 

 There have been substantial advances in the our understanding of the evolution of 
language and speech over the past 20 years, and with increasing technology and 
collaborative efforts, the scientifi c community is poised to make further advance-
ment. There are at least four areas of research that merit continuous investigation. 
First, the parallel joint attention skills seen in early human preverbal communica-
tion and that of chimpanzees are quite remarkable. Raising apes in human sociolin-
guistic environments can enhance these abilities, but nonetheless, there is very little 
understanding of the neurological and genetic foundations of these abilities. Second, 
much has been made of alleged differences in the motivation to communicate or 
engage in joint attention between humans and apes. Notably, the claim that only 
humans engage in declarative signaling (see above) warrants further investigation. 
One of the main challenges with these types of comparative analyses is that, often 
times, humans are raised and have received very different rearing experiences and 
reinforcement histories compared to a chimpanzee living in a standard laboratory 
setting. In the absence of better experimentally controlled comparisons between the 
species, the claim of species differences becomes diffi cult to make [ 141 ]. Third, 
neurologically, most studies have focused on the anatomy and morphology of 
the homologs to Broca’s and Wernicke’s areas, but few have examined cortical 
and functional connectivity using diffusion tensor imaging or resting state fMRI 
[   142 – 145 ]. These    imaging methods provide ways to assess connectivity which may 
lead to novel and important insights on phylogenetic changes in the brains of 
humans and apes. Finally, the evidence that chimpanzees and other great apes can 
learn to produce AG sounds clearly challenges many historical and contemporary 
views on primate vocalizations. Preliminary studies further suggest that areas within 
Broca’s area are involved in the production of AG sounds and that individual who 
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reliably produce these sounds show different patterns in cortical organization com-
pared to those who do not. What is unclear from these fi ndings is whether the 
changes in cortical organization and functional activation are a  consequence  of 
learning AG sounds or whether these apes have acquired AG sounds because their 
brains were already organized differently. The potential for identifying causal links 
between the acquisition of AG sounds and associated global and localized changes 
in cortical organization may potentially lead to a greater understanding of how 
experiential factors infl uence brain development and connectivity. This, in turn, 
may provide important clues on the evolutionary factors that shaped the primate 
brain, including that of humans.     
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