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PREFACE 

Over the last twenty to thirty years the progressivcly increasing availability of 
averaging machines has made evoked potential testing available not only in the 
major neurological diagnostic centers but also in the office of many neuro­
logists in private practice. This rapid devclopment was closely paralleled by 
clinical research in evoked potentials and the publishing of books covering in 
detail the basic techniques necessary to obtain evoked potentials and the main 
clinical applications of evoked potentials. Less work was done, however, to 
define some of the general principles underlying the recording of evoked 
potentials or to analyze critically the recording techniques or the actual prac­
tical value of the information provided by evoked potential testing. 

In this book an attempt has been made to cover this gap. It is assumed that 
the reader has a good understanding of basic recording techniques and is 
familiar with the main applications of clinical evoked potentials. The main 
emphasis of the first two chapters is to define with more precision some of the 
physical principles that inftuence the volta ge distribution and are used for 
defining the generator sources of evoked potentials. This is followed by a 
critical analysis of recording techniques and of its main clinical applications. 
Finally there is one chapter that gives an overview on application of evoked 
potentials for surgical monitoring. This is a rapidly growing field that also has 
been covered only incomplctcly in previous publications. 

I hope that so me of the material presented in this book will provide a more 
solid scientific basis to the study of evoked potentials and this in turn will 
strengthen the clinical value of evoked potential testing. 

ix 



1. THEORY OF NEAR-FIELD AND 
FAR-FIELD EVOKED POTENTIALS 

JUN KIMURA 

THORU YAMADA 

D. DAVID WALKER 

The theory of far-field recording originally developed in the studies of brain­
stern auditory evoked potentials [1-3]. More recently, investigators have 
applied this concept to the analysis of short latency somatosensory evoked 
potentials (SEPs) recorded over the scalp after stimulation of the median or 
tibial nerve [4-17]. 

Stationary far-field peaks may originate from fixed neural generators such as 
those which occur at synapses in relay nudei. However, based on the latency 
of simultaneously recorded near-field potentials, along the course of the 
somatosensory pathway, the initial positive peaks of the scalp recorded 
median, or tibial SEPs, occur before the nerve action potentials reach the 
second order neurons in the dorsal column [9, 11, 12, 16, 18]. These peaks, 
therefore, must result from axonal volleys of the first order afferents [15, 16]. 
The relations hip between the near-field and far-field potentials largely remains 
to be elucidated. Particularly puzzling is the appearance of stationary peaks 
from a traveling source at certain fixed points in time. 

If the current from a deep generator spreads through the volume conductor, 
a referential recording fails to localize the source of the signal detected by the 
recording electrodes because it represents a distant potential [19-23]. Thus, to 
determine the origin of far-field activity, one must trace the moving potential 
along its path with bipolar recording. Comparison between bipolar and re­
ferential recording may thch provide a temporal relationship between near­
field and far-field potentiäls. The median and radial nerves are directly 
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2 Theory of Near-Field and Far-Field Evoked Potentials 

accessible to surface recording over the hand and along the digits for a detailed 
analysis of field distribution. Recent studies using such simple models have 
elucidated possible physiologic mechanisms for the generation of stationary 
peaks from a moving source at certain points in time [24-27]. 

ANIMAL STUDIES 

In aseries of important contributions, Nakanishi [28] reported interesting 
observations on the bull frogs' action potentials recorded by fluid clectrodes, 
i.e., two pools of Ringer's solution containing a nerve immersed through a 
slot of the partition. He used a plastic box with eight compartments, dividing 
the first two chambers for stimulating clectrodes at intervals of 1.5 cm and the 
remaining six chambers for recording electrodes at intervals of 2.0 cm. A 
systematic removal of several silk threads embedded in Vaseline around 
the nerve at each slot regulated the impedance between the adjacent fluid 
clectrodes. 

Stimulation of the nerve at the initial chambers gave rise to a biphasic actipn 
potentials recorded by adjacent fluid electrodes in the subsequent chambers. 
Two clectrodes placed in one chamber detected no potential difference during 
traveling of the impulse through the Ringer solution [29]. With wider separa­
tion between the two recording electrodes, the number of peaks in the action 
potential increased to equal the number of partitions between the electrodes. 
The peaks became greater in amplitude in direct proportion to the impedance 
between the adjacent fluid electrodes at a given slot in question (figure 1-1). 

These findings led Nakanishi to conclude that a stationary potential re­
sults from the travcling impulse whenever the impedance of the conducting 
medium changes suddenly. The traditional dipole concept assurnes that the 
nerve impulse travcls through an infinite, electrically homogeneous con­
ducting medium [19]. In reality, however, the peripheral nerve impulse must 
traverse various regions with differing impedance. Interpretation of the action 
potential in this clinical domain, therefore, must take into account the effect of 
the inhomogeneity of the surrounding tissues. 

In a subsequent experiment, Nakanishi [30] verified the generation of action 
potential at the slot of the partition, and documented a proportional rclation­
ship between the impedance across the chambers and the amplitude of the 
recorded potential. In this study, he further demonstrated that the biphasic 
action potential recorded between the adjacent fluid clectrodes became mono­
phasic following section of the nerve at the point of exit from the slot to the 
next compartment. Cutting the nerve at the point of its entrance to the slot 
totally abolished the evoked potential. In support of his original hypothesis, 
the action potentials recorded by the fluid clectrodes with two partitions 
between them equaled the algebraic sum of two individual potentials recorded 
by the adjacent electrodc across cach partition (figure 1-2). 
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Figure 1-1. Action potentials rccorded by fluid clectrodes placcd at various positions. Thc inset 
just bclow each action potential indicates thc position of the recording clcctrodes (closed rhom­
bus). Thc two chambcrs with shorter lcngth on thc lcft side are those for stimulating clectrodes. 
Note that the number of peaks of the action potential is cqual to that of the partition between the 
rccording electrodcs. From Nakanishi [281· 

Physiologie characteristics of the action potentials recorded by fluid 
electrodes resemble those of the far-field potentials re gis te red over the scalp 
following stimulation of the median nerve. Thus, Nakanishi postulated that 
some of the short latency positive far-field peaks of the median SEP might 
result from the change of impedance along the course of the pathway. He 
concluded that far-field potentials could occur as if genera ted at fixed sites, 
such as just beneath the clavicle and foramen magnum as the impulse initiated 
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Figure 1-2. Action potentials recorded by the adjacent fluid e1ectrodes beforc and after eutting off 
the nerve at the point of the entrance and the exit of the partition, A: before eutting off the nerve, 
B: after cutting off the nerve at the point of the exit of the partition, C: after cutting of the nerve at 
the point ofboth the entranee and the exit of the partition. )): both action potentials A and B wcrc 
superimposcd, The inset indieates stimulating and recording teehniqucs. St, stimulation; L 1, L2 
recording elcetrodes. Arrows indicatc the point where the nervc was eut off. From Nakanishi 1301. 

in the median nerve travels through various regions where the volume resist­
anee might change abruptly [31]. 

The initial positivity, P9 or Pt ofNakanishi, however, more preeiscly eoin­
eides with the propagating impulse erossing the shoulder joint, as postulated 
earlier [15] and subsequently confirmed by a number of studies [32-34], Thus, 



5 

P9 appears slightly before and not concomitant with the arrival of the axon al 
volley at the clavicular site. In cats, areversal of the polarity of P9 occurs with 
abduction of the upper arm to a high position on the side stimulated [35]. 
Further, a change in direction and position of the traveling nerve impulse 
causes areversal of action potential polarity when tested in vitro using the bull 
frog sciatic nerve [35]. These observations demonstrate the dependancy of the 
far-field potential on the direction of the propagating source at the volume 
conductor junctions. Additionally, and perhaps more importantly, an effect 
induced by a dimensional change of the volume conductor at the shoulder 
plays a major roIe as described bclow. 

SHORT LATENCY PEAKS OF MEDIAN AND TIBIAL SEPS 

The availabIe data suggest that the four scalp-recorded positive peaks, P17 , P24 , 

P27 , and P31 of the tibial SEPs are analogous to P9 , P ll , P13 and P14 of the 
median SE Ps (figures 1-3 & 1-4). Like P9 , which originates near the shoulder 
joint [5, 8, 11, 12, 36-38], P17 is a far-field potential generated near the hip 
joint. Like P11 , thought to arise near the entry into the spinal cord [11,12,39, 
40, 41], P24 corresponds to the entry of the sensory impulse to the conus 
medullaris. Like P 13, P27 represents a rostral spinal cord potential. The last 
positive potential, P31 , arises from the brainstem analogous to P14 , which also 
occurs concomitant with the arrival of the impulse at the mediallemiscus of 
the medulla. This is in contrast to the first negative peaks, N 17 or N Hl> and N 19 

of median SEPs, and N 35 and N:17 of ti bi al SEPs, which probably represent 
thalamic and cortical discharges. 

In the analysis of scalp-recorded SEPs, one tends to attribute the far-ficld 
peaks to specific neural structures along the somatosensory pathways. It is not 
known, however, why the impulse traveling along the first order afferents 
gives rise to standing potentials at certain points in time in the absence of fixed 
neural discharges. Such stationary peaks may occur with a sudden change in 
direction ofthe propagating impulse, at branching points ofthe nerve or as the 
result of altered conduction properties of the nerve of the surrounding tissue. 
A postural change altering the angle between the arm and the shoulder can 
inftuence the latency value of P9 of median SEPs in humans [18] or in cats 
[31]. An abrupt change in resistance of the conducting medium can lead to the 
generation of an action potential [28, 30]. Detailed observation in humans 
supports the contention that a major change in physical characteristics of 
the conducting medium may give rise to some of the subcortical SEP peaks 
[42, 43]. 

JUNCTIONAL POTENTIALS GENERATED 
BY PERIPHERAL NERVE VOLLEYS 

In aseries of studies, we have explored the relations hip between a change of 
volume conductor geometry and the occurrence of stationary peaks from a 
traveling source [15, 17]. The technique consisted of supra maximal stimula-
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Figure 1-3_ Scalp recorded SEPs using a non-cephalic rcfercnee after stimulation of thc median 
nerve at the wrist (middle) and tibial nerve at the anklc (bottom). Both median and tibial SEPs 
consist of four positive peaks initia11y and two negative peaks thereafter, a11 within the first 20 and 
40 msees fo11owing the stimulus, respeetively. For comparison, the top traeing shows far-field 
potentials, PI-NI and Pli-Nil, recorded from digit 11 refereneed to digit V, after stimulation ofthe 
radial sensory fibers at the forearm. 

tion of a nerve with surface electrodes, and bipolar and refercntial recording of 
the compound sensory action potentials from multiple points along the course 
of thc nerve. An eight channel averager simultaneously displayed near-field 
and far-field potentials in 1.5 cm increments from the distal forearm to the tip 
of a digit across the palm or dorsum of the hand. The zero (0) level representcd 
the base of thc digit with the other rccording sites indicated by a number from 
the zero level, assigning a negative (-) sign distally. Wc used rectangular 
clectrodes, firmly attached to the skin with collodion, over the hand and distal 
forearm, and ring electrodcs along the digit. 

A fast recovery amplifier [44], with a frequency response of 10Hz to 3 KHz 
(3 dB down), allowed accuratc analysis of short latency responses within thc 
first few milliseconds. Single stimuli usually elicited discrctc compound 
scnsory nerve potentials. To improve the resolution, however, each test set 
consisted of an average of 50 summated responses . Two sets of avcraging 
confirmed consistency of the recorded response for each electrode derivation. 
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Figure 1-4. Antidromic radial ncrve potentials (Ieft) rccordcd refercntially with GI ovcr thc 
dorsum of the hand and alollg the second digit, and G1 , around the fifth digit (V) versus tibial 
SEPs (right) recorded refcrentially with GI ovcr the scalp, along the spine and near the glutcal fold, 
and G2 , at the kllee (K), after stimulation ofthe tibial nervc at the anklc. The far-ficld peaks ofthe 
radialnervc potentials, PI and Pli (arrows poillting down), appearcd coincidcnt with the cntry of 
the propagating impulse, NI (arrows poillting up), into the wrist and the base ofthe second digit, 
respcctivcly. Similarly, PI7 and P24 ofthc tibial SEPs signaled the arrival ofthe travcling volleys at 
the pclvic girdle and conus mcdullaris as indicated by the near-field potentials, NI(, and N 2J , 

rcspcctivcly. 

According to convention, an upward deftection resulted when GI became 
negative relative to G2 . We designated the propagating near-field potentials by 
polarity and Arabic numerals, e.g ., Pt and Nt, and the stationary far-field 
peaks using Roman subscripts, e. g., PI and NI. However, the distinction 
between the near-field and far-ficld components was not always absolute. In 
referential recording of a travcling source, a stationary far-ficld activity often 
merged into propagating near-ficld potentials as described bclow. 

Studies included recording of the orthodromic and antidromic median 
sensory potentials, and antidromic radial sensory potentials. A total of 20 
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Figure 1-5. Serial recording sites in 1.5 cm incrcments along the course of the median nerve. Thc 
o level was at the base of the third digit. Thc ring clectrode around the fifth digit is an indifferent 
lead for referential recording. Sensory nerve action potentials werc recorded orthodromically 
following stimulation of the digital nerve with a pair of ring clectrodes near the tip of the third 
digit. 

subjects participated in three sets of experiments in various combination. To 
consolidate the presentation, we will describe experimental design, electrode 
placement and test results altogether, for each of the three categories of 
investigation, under separate headings. 

Median nerve--orthodromic potential 

For orthodromic study of the median nerve, we stimulated the tip of the third 
digit supramaximally using a shock of 0.1 msec duration delivercd through a 
pair of ring electrodes, cathode proximally. We recorded the sensory poten­
tials over thc proximal palm and distal forearm, using rectangular electrodes 
placed at +4 through +12 in incrcments of 1.5 cm (figure 1-5). The ground 
electrodc was placed across the palm between thc stimulating and rccording 
electrodes. 
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Figure 1-6. Sensory nerve potentials ovcr the proximal palm and distal forcarm in anormal 
subject recorded orthodromically after stimulation of the digital branch of the median nerve. The 
site of recording is indicated (figure 1-4). A gradual shift in latency of the traveling peak, NI, is 
linear along the course of the nerve in abipolar recording (bottom). In contrast, the near-flcld 
peaks, PI-NI, in a referential recording were distorted by two stationary potentials, PI and Pli, 
that occurrcd concomitant with the arrival of the propagating impulse at the base of the digit and 
the wrist, respcctivcly. 

Abipolar recording consisted of ascries of two adjacent leads, G t distal to 
Gz, i.e., +4 to +5 through +11 to +12. Recorded potentials were biphasic 
with a major negative peak, NI, and subsequent positive peaks, Pz, over the 
proximal palm and distal forearm, although a small initial positivity, Pt some­
times prcceded NI (figure 1-6, bottom) . the onset latencies on NI increased 
almost linearly from +4 to +11 at a rate ofO.25 to 0.35 msec per unit distance 
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of 1.5 cm. The latency differences between two successive recording sites were 
significantly (P < 0.01) smaller proximally. The maximal conduction velo city 
of each 1.5 cm segment ranged from 42 to 63 msec. The amplitude of Nt 
showed slight variability from one recording si te to the next along the course 
of the nerve, presumably reflecting different depths of the nerve from the 
surface. The potential generally decreased in amplitude beyond +9 to + 10. 

A referential recording combined the eight active electrodes, +4 through 
+ 11, to a common indifferent ring electrode around the fifth digit. The 
recorded potentials over the palm and distal forearm consisted of an initial 
positivity, Pt, followed by a negativity Nt and subsequent positivity, P2 

(figure 1-6, top). The peak latencies of Pt and Nt increased linearly almost 
at the same rate as the corresponding peaks recorded bipolarly. However, 
the onset latency of Pt was stationary and coincident with the arrival of the 
traveling impulse at the base of the digit, indicating contribution of a far-field 
activity, PI. When recorded from +4 through +5, PI merged into Pt but at 
+6 and on, the propagating near-field peak, Pt, was usually distinct from 
the stationary component, PI, which then appeared as aseparate standing 
potential. 

The peak latencies of Pt and Nt continued to increase further proximally 
over the distal forearm. However, the onset latency of Pt changed minimally, 
from + 7 to + 11, indicating the presence of a second stationary component, 
PlI, which occurred coincident with the arrival of the traveling volleys at the 
wrist. The standing far-field component, PlI, merged into the propagating 
near-field peak, Pto although a dose inspection often disdosed a notch, 
suggesting a transition point. Since PlI was stationary, whereas Pt was 
propagating, the overall duration of the initial positive peak increased 
progressivcly towards more proximal recording sites. 

Median nerve-antidromic potential 

For antidromic study of the median nerve, we placed the cathode 3 cm above 
the distal crease at the wrist, and the anode 3 cm proximally. The stimulus 
was 0.1 msec in duration, and of just maximal intensity such that a further 
increase resulted in no change in amplitude of the scnsory evoked potential. A 
ground strap was on the palm between the stimulating and recording elec­
trodes. Some motor axons have thresholds similar to those oflarge myelinated 
sensory axons, and musde contraction was unavoidablc. However, unintended 
activation of motor fibers rarcly interfered with the analysis of the antidromic 
sensory pOJential, which preceded the musde action potential by a few milli­
seconds. For analysis of sensory potentials in 1.5 cm increments (figure 1-7), 
we used rectangular clectrodes at + 1 through +4 for palmar potential, and 
ring electrodes at 0 through -4 for digital potential. 

A bipolar derivation consisted of either pairs of recording electrodes, 
connecting two adjacent leads, with G t proximal to G2 in each channel, i.e., 
+4 to + 3 through - 3 to -4. Both palmar and digital potentials were biphasic, 
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Figure 1-7. Eight recording sites in 1.5 cm incrcments along the Iength ofthc median nerve. Thc 
o level was at the base ofthc third digit where the volume conduction changes abruptly . The ring 
c1ectrode around the f1fth digit is an indifferent electrode for rcferential recordings. Sensory nerve 
action potentials wcre rccorded antidromically following stimulation of the median nerve at the 
wrist. From Kin1Ura et al. 1241. 

with a major negative peak, NI, and subsequent positive peak, P2. A small 
initial positivity, P j, oeeasionally preeeded N I in the former (figure 1-8, left). 
The onset and peak lateney of NI inereased progressive!y from +4 to - 3 
aeross the palm and along the lcngth of the digit (table 1-1). The lateney 
differenees between two sueeessive recording sites were signifieantly (P < 
0.01) greater distally along the digit than aeross the palm, indieating slowing 
of the sensory eonduetion toward the tip of the third digit. The maximal 
eonduetion ve!oeity for eaeh 1.5 em segment ranged from 42 to 63 msee aeross 
the palm, and 32 to 47 msee along the digit. 

For referential reeording, the input from eaeh of the eight aetive eleetrodes, 
+4 through - 3, was led to GI and eaeh ehanne! and was refereneed to a 
common indifferent ring e!eetrode G2 around the fifth digit, an luea not 
innervated by the median nerve. Regardless of the reeording site, the palmar 
potentials were traphasie with an initial positivity, Pb and subsequent negative 
and positive peaks, NI and P2 (figure 1-8, right) . The lateneies measured 
either at the onset or peak of PI inereased almost linearly at a rate of 0.21 to 
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Figure 1-8. Sensory nerve potentials across the palm and along the third digit in anormal subjcct 
recorded after stimulation of the median nerve at the wrist (arrow pointing up). The site of 
recording is indicatcd (figure 1-7) . In abipolar recording (Ieft), shift in latency per unit distance 
was greater along the digit than across the palm. In contrast, the rcfcrential rccording (right) 
showed nearly stationary positivity along the digit (arrows pointing down). These positive peaks 
were free of motor interference by the musclc po tential that began approximately 1 msec later as 
indicated by saturation of the top three tracings (Rat Iines) . From Kimura et al. [24[ . 

0.38 msecs per 1.5 cm from +4 to 0 (table 1-1). The palmar conduction 
velocities based on the latency ofPt were consistent with the values obtained in 
the bipolar derivation described above. The average onset latency of the 
muscle potential was 3.4 msec compared with the peak latency of Pt that 
ranged from 1.3 to 2.2 msec. Thus, Pt was free ofmotor interference, which 
partially buried P2 and Nt in the distal palm. 

The digital potentials were also triphasic in a referential derivation. In 
contrast to the palmar potential, however, the onset latency ofPI was identical 
along the lcngth of the third digit (figure 1-8, right). Similarly, the peak 
latency ofPI changed only 0.03 to 0.05 msec per 1.5 cm from -1 to -3 (table 
1-1). Thus, the positivity generated near the base of the digit spread nearly 
instantaneously along the digit. In addition, PI peaks recorded near the base of 
the digit were significantly (P > 0.01) smaller in amplitude and duration than 
those registered further distally. The musclc potential, with an average onset 
latency of 3.4 msec, distorted Nt and P2 but not PI of the digital potential, 
which had an average peak latency of only 2.9 msec. 

Radial nerve-antidromic potential 

For antidromic stimulation of the radial nerve we placed the cathode 10 cm 
proximal to the styloid process of the radius, and anode 2 cm further proxi-
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14 Theory of Near-Ficld and Far-Ficld Evoked Potentials 

Figure 1-9. Stimulation ofthe radial nerve 10 cm proximal to the styloid proccss ofthc radius and 
scrial recording of antidromic scnsory potentials in 1.5 cm incremcnts along thc lcngth of the 
radial nerve. The 0 level was at thc base ofthe sccond digit whcre the volume conductor changes 
abruptly. In most hands, +6 was near thc distal crcase of the wrist, wherc another, lcss obvious, 
transition of volllmc conductor geomctry takes place. The ring electrodc arollnd the fifth digit is 
an indifferent Icad for referential rccordings. From Kimura ct al. [251. 

mally . A ground strap was on the distal forearm between the stimulating and 
recording clectrodes. The stimulus was 0.1 msec in duration, and of just 
maximal intensity such that a further increase produced no change in ampli­
tude of the recorded response. Shocks of higher intensity often resulted in an 
inadvertent excitation of the forearm extensors, wh ich interfered with selective 
recording of intended sensory nerve potentials. To record the sensory nerve 
potentials we used rectangular elcctrodes at + 1 through + 10 over the dorsum 
of the hand and distal forearm, and ring electrodes placed at 0 through -4 
around the second digit (figure 1-9). 

A bipolar derivation consisted of 14 pairs of pick-up electrodes connecting 
two adjacent leads, with GI proximal to G2 in each channel, i.e., + 10 to +9 
through -3 to -4. The near-fidd potentials showed a major negative peak, 
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Figure 1-10. Sensory nerve potentials across the hand and along the second digit in anormal 
subjcct recordcd antidromically after stimulation of the superficial sensory branch of the radial 
nerve 1 () cm proximal to the styloid process of the radius. The site of recording is indicated (figure 
1-9). In abipolar recording (left), the initial negative peaks, N, (arrow poillting up), showed a 
progressive increase in latency and reduction in amplitude distally and no response was recorded 
beyond -1. In a refcrential recording (right), biphasic peaks, PI-N 1 and Pli- Nil (arrows poillting 
down) showed greater amplitude distally, with a stationary latency irrespective of the recording 
sites along the digit. Thc on set ofPI extended proximally to the recording c1ectrodes near the wrist 
(small arrows poillting down), whereas Pli first appeared at the base of the digit. From Kimura et 
al. 1251. 

NI, and a subsequent positive peak, although another small positivity often 
preeeded NI (figure 1-10, left). The field distribution differed eonsiderably 
from one subjeet to the next, refteeting the anatomie variability of radial nerve 
innervation. In all hands tested, the amplitude ofNI showed gradual reduetion 
distally aeross the dorsum of the hand, from + 10 to 0, and along the seeond 
digit, from 0 to -1 or -2, with no response thereafter (table 1-2). The onset 
and peak lateneies ofN t inereased progressively at a rate ofO.22 to 0.45 msees 
per unit distanee. The maximal eonduetion veloeity for eaeh 1.5 em segment 
ranged from 40 to 68 msec. 

A referential derivation reeorded the input from eaeh of the 14 aetive 
eleetrodes, + 10 through - 3, as G t of eaeh ehannel, and a eommon, indifferent 
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ring electrode around the fifth digit as G2 . The recorded potentials over the 
dorsum of the hand were triphasie, with an initial positive peak, a subsequent 
negative peak, Nt. and another positive peak (figure 1-10, right). The 
amplitude of Nt declined distally across the hand from + 10 to o. The peak 
latencies ofNt increased almost linearly at a rate ofO.21 to 0.38 msec per unit 
distance of1.5 cm, showing the characteristics ofa traveling potential with the 
initial positivity representing the moving front of depolarization (table 1-2). 
The conduction velocities based on the latency changes of Nt were consistent 
with the values obtained in bipolar derivation described above. In contrast, the 
on set latency remained nearly stationary from +5 to 0, suggesting a substantial 
contribution of a far-field activity, PI, preceding the propagating near-field 
potential. 

Referential recording along the second digit showed two diphasic potentials, 
PI-NI and PlI-NIl, although NI was often small and at times absent (figure 
1-10, right). Of the two positive peaks, PI was approximately one-fourth to 
one-half ofPII in amplitude, but similar in duration. Neither PI nor PlI changed 
significantly in onset or peak latency from 0 to - 3 (P > 0.1). The onset latency 
of PI along the second digit was identical to that of the corresponding peak 
recorded over the dorsum of the hand described above, both being concomit­
ant with the arrival of the sensory impulse at the wrist as determined by the 
latency of the near-field potential. Unlike PI, PlI was recorded only along the 
digit. When compared to the propagating potential recordcd by bipolar deri­
vation, the onset ofPII was time-Iocked with the arrival ofthe sensory impulse 
at the base of the second digit. 

Factors that determine the latency and amplitude offar-field peaks 

The electrode over the wrist and the base of the first digit registered the near­
field potential in all 20 hands, as expected from the pattern of radial nerve 
innervation. This was in contrast to the recording of the potential at the base of 
the second and third digit in 17 and 4 hands, respectively, and at the base ofthe 
fourth and fifth digits in none. Referential recording from the tip of the first, 
second, third and fourth digits gave rise to PI-NI in 14, 14, 10 and 8 hands, and 
PlI-NIl in 20, 19, 12 and 1 hand, respectively. Of the two stationary posi­
tivities, PI was coincident with the entry of the impulse into the wrist (figure 
1-11) showing an identicallatency irrespective of the digit tested. In contrast, 
PlI occurred when the traveling source reached the base of each digit. There­
fore, the onset latency of PlI was significantly (P < 0.01) shorter for the first 
digit than the others, reflecting the relative distance from the stimulus point 
(figure 1-12). 

Regardless of the digit tested, PI and PlI were significantly (P < 0.01) 
smaller in amplitude and shorter in duration near the base of the digit than 
further distally (table 1-2, figure 1-10, right). A statistical analysis showed a 
linear correlation between the amplitude of PlI recorded referentially near the 
tip and that of the near-field potential, Nt, registered bipolarly at the base of 



18 Thcory of Ncar-Field and Far-Field Evoked Potentials 

S -0 .0 

PI? 
+ 

~v 
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Figure 1-11. Referential recording of far-ficld potentials from the tip of the ftrst (top), second 
(middle) and third digit (bot tom) as comparcd with simllltaneollsly registered near-ficld potential 
at thc wrist and the base of thc respectivc digit. Of the two stationary peaks, PI was idcntical in 
latency irrespective of the digit tested, whereas Pli was signiffcantly shorter for the first than the 
sccond digit. Recording from thc third digit showcd a qllestionable PI and no Pli in the absence of 
a ncar-ficld potential detcctablc at the base of the digit. From Kimura et al. 1251. 

thc digit (ftgure 1-13). Thus, a weIl deftncd PlI accompanied a large NI at the 
base of the digit whereas PlI was usually small if NI recorded at the palm-digit 
junction in question is equivocal. In 8 hands, however, PlI was clearly present 
when re cord cd from the tip of the third digit despitc the absence of NI at the 
base of the digit with GI and G2 placed at 0 and -1 , respectively. 

To compare thc amplitude of far-fteld and near-fteld potcntials elicited by 
various stimulus intensities, we recorded PlI using two refercntial channels: 
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Figure 1-12. Latency comparison between the near-field peak, NI . and the far-field peaks, PI and 
Pli, of the antidromically activated radial nerve sensory potential. Of the two far-field peaks, PI 
recorded referentially from the tip of the first digit corresponded in latency to NI recorded bi­
polarly at the wrist (c1osed circle), and PlI recorded from the tip of the first (open circle) and 
second (star) digits corresponded to NI registered at the base of the respective digit . A high 
coefficiency factor indicates a temporal rclationship of the stationary peaks, PI and PlI , with the 
propagating volley, NI, at the wrist and the base ofthe digits. From Kimura et al. 1251. 

with G 1 around the tip of the first or second digit and G2 around the flfth 
digit; and NI by two channels of bipolar derivation, with G 1 1 cm proximal 
to the distal crease at the base of the first or second digit, and G2 1 cm distaBy. 
A four channel averager recorded aB responses simultaneously at each level of 
stimulus intensity. The amplitude of NI and PlI, measured baseline to peak, 
va ried considerably among individuals. For a group analysis, therefore, we 
converted the measurement into a percentage of the maximal potential in each 
hand, and plotted the percent values of corresponding responses to determine 
the degree of correlation between the two. 

With progressive reduction in stimulus intensity from a maximal to a just 
threshold level in 10 step, NI graduaBy decreased in size from a fuB response to 
zero (figure 1-14). This is accompanied by a concomitant reduction in size of 
the PlI recorded referentially at the tip of the respective digit in aB subjects 
tested. Statistical analyses revealed a linear correlation in amplitude between 
the two responses wh ether tested individually or coBectively. In occasional 
hands, a decrease in stimulus intensity resulted in a nonlinear reduction in size 
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Figure 1-13. Amplitude comparison between the far-ficld peak, Pli, and thc near-ficld peak. NI> 
of thc antidromically activated radial nerve sensory potential. The abscissa indicates the amplitude 
ofPII recorded referentially with GI near the tip of the second digit, and G2, around the fifth digit. 
The ordinate shows the amplitude of NI recorded bipolarly with GI at the base of the second 
digit, and G2 , 1.5 cm distally. As indicated by a linear rclationship, Pli occurred in proportion to 
thc propagating volley, NI, approaching the base ofthe digit. From Kimura et al. 1251. 

of NI, presumably because the stimulus current spread unevenly to the radial 
nerve fibers. In these hands, the amplitude ofPII correlated better to the size of 
the corresponding NI than to the stimulus intensity. 

We also evaluated changes in latency, amplitude and waveform of PlI 
inducted by altering the spatial relations hip between the adjoining volume 
conductors (figure 1-15). The PlI was recorded from the first through third 
digits, using G 1 at the tip of the respective digit and G2 around the fifth digit. 
After establishing the control values with the first digit adducted and the other 
digits extended at the metacarpophalangeal joint, we analyzed the effect of 90 
degrees abduction for the first digit and 90 degrees flexion for the second and 
third digits. At least two trials confirmed the degree of reproducibility of the 
observed change in waveform. 

Repeated trials showed consistent far-field potentials with the first digit 
adducted and the other digits extended. Abduction of the first digit or flexion 
of the second digit often caused notable muscle artifacts which distorted the 
small sensory potentials, despite averaging. In ten hands, where the record-
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Figure 1-14. Thc far-field potential (right) recorded referentially with GI at the tip of the second 
digit and G2 at the fifth digit, and near-field potential (Icft) rcgistcred bipolarly with G2 at the ba sc 
ofthe digit and GI I cm proximally, after stimulation ofthe radial nerve. With reduction of stimu­
lus from a maximal (top) to a threshold intensity (bottom) in 10 steps, the amplitude of far-field 
potential, PI and PlI, dcclined in proportion to that of near-field potential, NI' From Kimura ct al. 
[261 · 

ing was relatively free of interference, PlI changed in waveform following a 
shift of anatomical orientation between the digit and the palm (figure 1-15). 
However, the observed alteration varied from one hand to the next, showing 
no consistent pattern. Hence, we were unable to characterize the change attri­
butable to the direction of the traveling volley at the junction of the volume 
conductor. Distortion of the waveform often caused a small latency shift as 
weIl, but the change was unpredictable and difficult to define. 
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1 ma 

Figure 1-15. The far-field potential reeorded from the tip of the first (top traeing in ca eh frame), 
second (middle) and third digit (bottom), refereneed to the fifth digit. The top figure shows a 
control response obtained with the first digit addueted and the other digits extended. The center 
and bottolll figurcs illustrate changes in waveform and, to a lcsser extent, latency of far-field 
potential associatcd witb adduetion of thc first digit and flexion of the second and third digits, 
rcspeetively. Frolll Kimura et al. 1261. 

FAR-FIELD POTENTIAL IN THE CLINICAL DOMAIN 

One cannot attribute the standing peaks described above to an axon branching 
becau,se the major divisions of the median and radial nerves lie distal to the 
wrist and proximal to the base of the digit, whereas the far-field peaks occur at 
the boundaries. Sdective recording ofPII, primarily from the digits innervated 
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by the radial nerve, refutes an alternative explanation that it represents a prop­
agating negativity under the reference electrode around the fifth digit. Besides, a 
single traveling impulse under the reference could not account for two positive 
peaks with different latencies recorded at the tip of the first and second digits. 
The "killed end effect" theory does not apply to our observation since the 
amplitude of PlI is proportional to the propagating radial nerve potential 
recorded at the base of the digit. Further, with orthodromic or antidromic 
activation of the median nerve, the far-field peaks occur coincident with the 
arrival of the impulses at certain fixed points along the nerve rather than at the 
nerve terminal. Thus, these far-field peaks most likely relate to the traveling 
volley approaching the borders of the volume conductor. We postulate that at 
the moment the source arrives at the boundary, an apparent standing potential 
results because of a sudden change in current density distribution from one 
volume conductor to the other. 

The stationary far-field potentials, secondary to a traveling impulse as des­
cribed above, are reminiscent of the early componcnts of the median and tibial 
SEPs (figurc 3-4). Here, thc short latcncy peaks recorded over the scalp must 
represent axon al volleys of the first order afferents, yet they appear as standing 
potentials in far-field recording. We postulate that some of these peaks also 
result from an abrupt alteration in current flow at various boundaries of the 
volume conductor. For example, the initial positive peaks of the median (P9 ) 

and tibial SEPs (P17) may arise when the propagating volleys enter the shoulder 
and pelvic girdles, respectively. Similarly, the second positive peaks of the 
median (Pli) and tibial SEPs (P24) may be in part attributable to changes in 
geometry as the impulses reach the cervical cord and conus medullaris, 
respectively. We have previously shown that the latencies of these early 
components are consistent with this view [11, 15-17]. 

We conclude that, in far-field recording, stationary potentials result 
primarily from a change in current flow within the surrounding tissue at the 
moment the afferent volleys approach a geometric transition in the volume 
conductor. A traveling impulse also gives rise to standing potentials concomit­
ant with an abrupt change in tissue resistance [28, 30]. Further, the latency of 
far-field peaks depends to a certain degree on the anatomie orientation of the 
propagating impulse [18]. Although not yet proven, standing potentials may 
also arise as the propagating impulse reaches a branching point of the nerve 
axon. These findings indicate that the physical relationships between the nerve 
and the volume conductor dicta te the field distribution of the propagating 
current, and consequently the complex waveform of far-field potentials. We 
believe that a change in geometry of the volume conductor plays a major rolc 
in the generation of some stationary peaks in far-field recording. 

One traditionally regards far-field potential as a monophasic positivity from 
an approaching wavefront of depolarization [19, 45, 46]. Gur findings indi­
cate, however, that stationary activity from a moving source often contains a 
major negative component that sometimes far exceeds the preceding positivity 
in amplitude and duration (figures i-1, 1-2, 1-10). The direction of the 
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traveling impulse in relation to the size of the volumes being left and entered 
may determine the onset polarity. The computer model of Stegman and his 
associates [47] indeed predicts that the volume entered becomes initially 
positive or negative compared to the volume departed, depending on the 
relative size of the adjoining conductors. Cunningham and his colleagues [48], 
however, maintain that the propagating impulse crossing the geometrie 
junction always makes the new conductor initially positive, regardless of the 
type of dimensional change. The available data in humans [17, 24, 26, 32, 34, 
48] tend to support the latter view, although further studies are necessary to 
prove or disprove such contention and to elucidate the underlying physiologie 
mechanisms. 

MATHEMA TICAL MODELS 

Various investigators [47, 48] have attempted to ducidate the mechanisms 
which could genera te stationary far-fidd potentials from propagating axonal 
volleys by using mathematical models. 

Stegman, Van Oosteron and Colon (47) examined the potential distribu­
tions in cylinders of infinite length with a neuronal generator model propagat­
ing along the center line. Variable conditions included: 1) an abrupt change in 
conductivity with uniform geometry, 2) an abrupt change in cylinder diameter 
with uniform conductivity, and 3) a change in the direction of propagation 
with uniform geometry and conductivity. All three conditions produced 
stationary (and essentially uniform) potential peaks in the volume between 
points on opposite sides of, and distant from, the si te of change. The latency 
and duration of these peaks correspond to the time when the neuronal gene­
rator crosses the site of change. 

In the case of a conductivity change with uniform geometry, the models 
show a positive far-field peak in the volume being entered if the volume being 
entered has lower conductivity; and a negative peak in the volume being 
entered if it has a higher conductivity. In the ca se of a diameter change with 
uniform conductivity, the model shows a positive peak in the volume being 
entered when the generator goes from a larger volume into a smaller volume. 
Unfortunately (for the polarity question), these authors did not present results 
for the case of a volley going from a smaller volume into a larger volume. 
However, they conclude [47] that the polarity is always positive in the volume 
of higher resistance, independent of the direction of propagation. Higher 
resistance is used here as a general term to denote a volume of either lower 
conductivity or smaller dimensions. 

Cunningham, Halliday, and Jones [48] examined potential distributions in 
two-dimensional finite models with uniform conductivity. Rectangular 
models included: 1) the hand with one finger, 2) the arm, wrist, and hand with 
three fingers, and 3) the arms, trunk, neck and head. Variable conditions were: 
1) the different geometries of the models, 2) different spatial and temporal 
variations of the neuronal generator model, and 3) the directions of nerve 
propagation in the case of arm, trunk and head models. 
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The results from these hand models compare weIl with the data recorded 
from real hands [25]. The model calculations predict the traveling biphasic 
peaks in bipolar derivation across the palm and digit quite accurately. The 
models predict stationary positive potential peaks in a digit from an antidromic 
sensory nerve volleyacross the palm and into the digit, with reference to either 
the base of the palm or on an indifferent digit. Further postulates about the 
mode of decline of the sources in the generator modelied to calculations in the 
model which predict the stationary negative after-potential peaks (NIl) ob­
served in the digit of real hands [25]. However, inferences from these models 
fail to predict the negative far-field potential peaks observed in the forearm 
with orthodromic stimulation of the median sensory nerve at the digit [27]. 

In all of these two-dimension~l, finite models with uniform conductivity, 
the volume entered becomes initially positive relative to the volume exited at 
the time of transition through the boundary, regardlcss of the relative sizes of 
the volumes. The authors explained this in terms of the preferred paths for the 
depolarizing and the hyperpolarizing currents as affected by the geometrie 
limitations. These results are consistent with all of the available data recorded 
in humans [24-27, 32, 34]. The results from Cunningham, Halliday, andJones 
[48] on models of the arm, trunk, neck and head also corroborate that the 
anatomical path of the nerve volley has an effect on the waveform of the 
junctional potential that occurs during transition between the arm and the neck 
(recorded between the vertex and a distant reference on the trunk.) 

Considering the modeling results and the data in humans, it appears that the 
effects of a conductivity difference between the volumes is oflesser importance 
in explaining the far-field potential peaks observed in humans. It is probably 
reasonable to assurne that the volume conductivity throughout most of the 
regions of the body is about the same, and that if volume conductivity effects 
are a significant component of the mechanism, the areas of conductivity 
difference should probably be modeling as narrow bands between volumes 
of different size and equal conductivity. More sophisticated mathematical 
modeling, considering the third-dimension, considering regions of conduc­
tivity difference such as bone and ligaments, and more accurately approxi­
mating the dimensions ofthe human body, may lead to additional clarification 
of the various mechanisms involved in far-field potential generation. 

SUMMARY 

In referential recording of the orthodromic median sensory potential, the 
propagating near-field peak, PI, was distorted by two stationary far-field 
activities, PI and PlI, signaling the arrival of the traveling impulse at the base 
of the digit and wrist, respectively. The referentially recorded antidromic 
median sensory potentials showed a stationary positive peak along the third 
digit, coincident with the entry of the propagating sensory potential into the 
palm-digit junction. In referential recording of antidromic radial sensory 
potentials, the digital electrodes detected two stationary far-field peaks, PI-NI 
and PlI-NIl. When compared to abipolar recording of the traveling source, 
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the PI and PlI occurred with the passage of the propagating sensory impulse 
across the wrist and the base of the digit, respectively. Thus, PI was identical 
in latency irrespective of the digits tested, whereas PlI varied in latency from 
one digit to another, reflecting different arrival times of the traveling source at 
the base of the respective digit. 

Abipolar recording registers a near-field potential over the sensory fibers 
along the length of the nerve. In contrast, a referential recording represents 
a mixture of the near-field and far-field potentials with the latter frequently 
producing major distortions of the classical triphasic wave. The present 
findings document a temporal relationship between the standing peaks of far­
field activity and the entry of the traveling volleys into major borders of the 
volume conductor. In far-field recording, stationary potentials can result from 
an abrupt change in current flow, that is based on the geometry of the volume 
conductor. An apparent standing potential occurs at the moment the source 
arrives at the boundary, probably reflecting a sud den change in current density 
distribution between the two adjacent volume conductors. The same mechan­
ism may play an important roIe in the generation of some of the short latency 
peaks in the scalp recorded SEPs. The designation, junctional or intercompart­
mental potential, differentiates this type of far-ficld potential from fixed neural 
generators and hclps specify the source of the voltage step by location. 
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2. CRITICAL ANALYSIS OF THE METHODS USED TO IDENTIFY 
GENERATOR SOURCES OF EVOKED POTENTIAL (EP) PEAKS 

HANS LÜDERS, RONALD P. LESSER, 

DUDLEY S. DINNER, HAROLD H. MORRIS, 111, 

ELAINE WYLLIE 

Optimal use of evoked potentials (EP) for clinical studies requires a good 
understanding of its generator sources. Numerous methodologies, many of 
them interrelated and all with significant limitations, have been used to define 
the generators of evoked potential peaks. In this chapter, we will discuss and 
analyze critically these different approaches. 

ANATOMY 

A careful analysis of the anatomy of the system being stimulated has always 
been the basis for identification of the main nervous structures that could 
generate a given EP peak. Anatomical studies usually identify numerous 
afferent pathways and, therefore, nilmerous nervous structures that could 
potentially genera te a given EP peak. Intelligent use of other methodologies is 
necessary, then to define which structures are essential generator sources and 
which are not. 

A typical example is provided by the somatosensory evoked potentials 
which are mainly genera ted by the afferent volleys traveling in the posterior 
columns and spino-cerebellar pathways. Anatomical studies would have 
attached similar importance to the spino-thalamic afferent pathway carrying 
pain and temperature information (figure 2-1). Clinical corrclation studies of 
patients with spinal cord lesions have established, however, that cortical SE Ps 
are not affected by lesions of the spinothalamic tract [13-15, 17, 25]. 

In addition, there is also evidence that different pathways participate in the 
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Figure 2-1. Diagram showing the main ascending spinal tracts. 

generation of cortical and subcortical somatosensory evoked. So, for example, 
figure 2-2A illustrates a case of scoliosis surgery that following distraction had 
a temporary disappearance of all components for five to ten minutes with 
almost complete recovery, except a slightly decreased amplitude of the early 
components. Figure 2-2B shows simultaneously obtained recordings but using 
a filter setting of 150-1500 which selectively enhances short latency components 
including particularly the early afferent action potentials (see recording para­
meters). In this figure, the disappearance of potentials following the distraction 
is not followed by a recovery indicating a clear dissociation between the la te 
cortical and early subcortical components. The patient woke up with a severe 
paraplegia following the surgery. This suggests that he most probably suffered 
from an anterior spinal artery occlusion which produced a lcsion of the corti­
cospinal pathway but spared the posterior columns necessary for the genera-

Figure 2-2A, 2-2B. Results of surgieal monitoring during scoliosis surgery. Analysis time in 
Figure 2A and 2B was HO msee, but the filter settings were different. In Figure 2A, filter sett in gs of 
30-250 Hz werc used to enhanee the eorti ea l eomponcnts, whereas in Figure 2B a filter window 
of 150-1 500 Hz filtered out scketivcly thc faster subeortieal eomponents. The figure illustratcs 
weil the dissoeiation of the eortieal components (whieh werc affeeted onl y temporarily after the 
distraetion) and the subeortieal eOlllponcnts wh ich wcre greatl y reduced after the distraction. 
Ez=elcetrode placed betwl'l'n Cz and pz (10-20 International System). 
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tion of cortical potentials. It is possible that the relative permanent diminution 
of the early potentials demonstrated in figure 2-2B was an expression of a 
lesion of the spino-cerebellar pathway which is also supplied by the anterior 
spinal artery. 

A detailed understanding of the anatomy, including, for example, its blood 
supply, is essential for adequate identification of generators. Figure 2-3 ill­
ustrates monitoring of auditory evoked potentials in a case who was being 
operated on an acoustic neurinoma. During dissection of the tumor at the 
internal auditory meatus almost all the responses disappeared including a 
complete abolition of wave I of the brainstem auditory evoked potentials and 
of the electrocochleogram. It is now generally recognized that wave I of the 
auditory evoked potentials is genera ted distally with respect to the internal 
auditory meatus. Therefore, it would be difficult to explain the disappearance 
of all the auditory evoked potentials components unless we know that the 
distal auditory nerve is actually supplied by the internal auditory artery, which 
is a branch either of the basilar artery or of the anterior inferior cerebellar 
artery and reaches the nerve through the internal auditory canal. A careful 
review of the videotape recording of the surgical procedure revealed that the 
surgeon had actually cauterized an artery at the internal auditory meatus im­
mediately before the sudden disappearance of all auditory evoked potentials. 

LATENCY 

Precise knowledge of the fiber size and of the length of the afferent pathways 
should actually permit us to estimate with precision the latency at which the 
afferent volley arrives at different neural structures (figure 2-4). This informa­
tion can then be used to determine the generator source of an EP occurring 
with a certain latency. 

There are, however, two major limitations to this strategy. The anatomical 
knowledge is usually not precise enough to permit accurate conclusions, and 
not infrequently the existence of parallel afferent pathways of similar fiber size 
and length makes it difficult to choose the correct generator source. 

The accuracy of this methodology is greatly increased by directly measuring 
the afferent volley at least at one point of the afferent pathway. This permits a 
rclatively precise definition of the conduction velo city or transit velo city of the 
afferent volley in the distal segment ofthe afferent pathway. Extrapolation and 
intelligent use of availablc anatomical information allows us also to estimate 
with relative precision the time of arrival of the afferent volley at other neural 
structures. This can then be correlated with recorded EP peaks. This method is 
fairly precise when we estimate the arrival of the afferent volley at a point 
relatively dose to where the actual measurement was obtained (figure 2-5). 
As the distance from the rcference point increases the accuracy deteriorates 
progressively. So, for examplc, measurements of the action potential in the 
peripheral nerve at Erb's point can be used very effectively to estimate the time 
of entry of the afferent volley into the spinal canal or even spinal cord, but will 
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Figure 2-3. Surgical monitoring during cerebello-pontine angle (CPA) tumor. Traces shown in 
the upper line were obtained immediately before cauterization of a small artery (most likdy the 
interna I auditory artery) at the level ofthe internal allditory meatus. Traccs shown in the lower line 
were obtained immediately following cauterization of the artery. The surgery was recorded on 
videotape to establish the exact time corrclation bctween the occurrence of an EP change and any 
givcn surgical procedure. This mcthod allowed the investigator to establish with precision that the 
abrupt disappearance of EPs occurred immediatdy after cauterizatioll of an artery at the internal 
auditory meatllS. 
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Figure 2-4. Relationship between outside diameter and conduction velocity at two temperature 
levels for myelinated nerve fibers of cat and frog. Reproduced by permission from Brinley, FJ: 
Excitation and conduction in nerve fibers. In Mountcastle, Vernon B, editor: Medical physiology, 
ed. 14, St. Louis, 1980, The C. V. Mosby Co. 
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Figure 2-5. Recording of the afferent volley to median nerve stimulation at the wrist, forearm, 
elbow, axilla , and Erbs point. These measurements permit a good estimate ofthc entry time ofthe 
afferent volley into the spinal cord. This corresponds with a broad positive deflection at a neck­
non-cephalic refcrcnce recording. Thc Y axis shows the distance from the stimulating point. Thc 
last channel shows a simultaneously obtained esophageal recording. Reprinted with permission 
from, "Prevertebral (oesoph ageal) recording of subcortical SEPs in man: the spinal P13 com­
ponent and the dual nature of the spinal generators," Desmedt and Cheron, Electroenceph Clin 
N europhysiol, 52:257 - 275, 1981, Elsevier Scientiftc Publishers, Inc. 

be uscless to decide if the afferent volley at a given point in time is still in the 
upper cervical dorsal columns or has already entered the medial lemniscal 
pathways. The inaccuracy of these estimates is due to a change of conduction 
vclocity in different segments of the afferent volley. Figure 2-6 illustrates thc 
case of an afferent volley in a somatoscnsory pathway. In this example, it 
becomes evident that the vclocity of thc afferent volley decreases dramatically 
from 117 msec to 24 msec as the afferent volley enters the spinal cord. In other 
words, to accuratcly measure where the afferent volley is at any given point 
in time additional information that cannot bc extrapolated from periphcral 
measurements of conduction vclocity will bc ncccssary. 
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Figure 2-6. Conduction velocity of intramedullary portion of Group I afferent fibers. It can be 
seen that the conduction velocity falls off at progressively more proximal spinal cord levels (from a 
peripheral conduction velocity of 117 mscc to 24 msec at the low thoracic-high lumbar level). X 
axis = distance from stimulating electrode. Y axis = latency of afferent volley. Reprinted with 
permission from "Dorsal column conduction of Group I muscle afferent impulses and their relay 
through Clarke's column," J Neurophysiol, 13:13-54, 1950. 

These estimates can be improved by actually measuring the afferent volley 
at two points and then estimating where it would be at what time between 
these two points . In the example given above, this would correspond with 
measuring the afferent volley at the periphery and as it arrives at the cortex, 
and then trying to define when it passed through the foramen magnum. This 
method provides us with good approximations but does not permit definition 
of the source of generators with the precision we need for dinical applications. 
Other methodologies described below, when used in conjunction with an­
atomical and latency estimates, give a much better estimate of the generator 
sources. 

DISTRIBUTION 

This certainly has been the most widely used methodology to locate a gene­
rator source. For a long time it was simply assumed that the generator source 
must be dose to the point where the maximum potential is recorded. Poten­
tials were simply subdivided into traveling and stationary waves. Traveling 
waves were presumably the result of an action potential moving along an 
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Figure 2-7. Afferent volley e1icited by stimulation of the right median nerve and recorded 
intrasurgically dircctly from the dorsal surface of the spinal cord. Thc dottcd linc shows the 
latency of the presurgically recorded PlI peak. All the recordings werc rcferential to a needlc 
clectrode at the skin at the level of CS. 

afferent pathway, whereas stationary potentials would be produced by EPSPs 
and/or IPSPs at a rday station. Figure 2-7 illustrates a traveling wave clicited 
by stimulation of the median nerve and recorded directly from the posterior 
surface of the spinal cord between C7 and C3. It shows a relatively typical 
triphasic wave of progressively longer latency at more proximal segments. 
Figure 2-8 shows the recordings of an afferent volley to left posterior tibial 
nerve stimulation. The recordings were obtained by surface cup electrodes 
placed over the spinous process of selected sacral, lumbar, and thoracic 
vertebrae. Two stationary potentials labelcd respectivcly N18 and N20 can be 
recognized. N18 is most probably a reftection of the afferent volley before it 
enters the spinal canal, and N20 reftects the postsynaptic activity gcnerated by 
the afferent volley when it enters the spinal cord. In addition, between L3 and 
T12 a small peak can be recognized which has an inter mediate latency between 
N18 and N20, that progressively decreases at more proximal segments. This 
peak represents a travcling wave and is most probably the expression of the 
afferent volley as it travcls in thc cauda equina. The above mcntioned sub-



37 

Ref.: Ic 

55 

Io_s ... v 

53 Io.s ... v 

L5 Io.s ... v 

L3 Io.s ... v 
L I I''''v 
TI2 

I''''v 
TIO 

I''''v 
Te I' '''v 

m .. c 

Figure 2-8. Surface rccordings of the afferent volley to left posterior tibial nerve stimulation . AB 
the recordings were referential the right iJiac crest. Reprinted with permission from, "Subcortical 
and cortical somatosensory potentials evoked by posterior ti bi al nerve stimulation: normative 
values ," Electroenceph Clin Neurophysiol; 59:214-228, 1984. 

division of potentials into travcling and stationary waves is still applicable 
when recording relatively dose to the generator source, as, for example, with 
a surface clectrode directly over a peripheral nerve (near- field recording). 

At an early stage it was also realized that generator sources did not behave as 
monopoles, but preferentially as dipoles or tripoles. The concept of a triphasie 
travcling wave was created, and the complication ofbipolar or tripolar volta ge 
distribution was introduced as an essential feature in the distribution of near­
field potentials. In other words, in addition to distance to a generator, the 
spatial orientation of the exploring electrode, with respect to the generator 
source, would determine the polarity and amplitude of the potential detected. 
In the extreme case, an exploring electrode lying beside abipole generator 
source could not record any potential at all, if it happens to lie on a zero 
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Figure 2-9. Diagram illustrating some of the basic concepts related to near-field and far-field 
potentials. Elcctrodes A and Bare relatively distant wirh respeet to the souree. In spite of being 
relatively far apart , both elcctrodes record thc same potential which will canccl if a recording 
betwcen A and B is obtaincd. Elcctrodes C and ]) are at approximately the same distance as A and 
B. However, whcn rccording between C and ]) a relativcly big potential difference is detected. 
This is bccause clectrode C is dose to the generator and thereforc picks up a so-ca lied near-field 
potential. lt is dear also from this diagram that the potentials at thc far-field electrodes A and B can 
only be detected if wc ehoose anothcr indifferent clectrode that is dearly outside the electrical field 
of this generator. Finally, the figure also illustrates that in the case of a bipolar generator an elect­
rode (E) can be extremely dose to thc souree and still not register any potential. 

isopotential line between the two poles of opposite polarity. This is ilIustrated 
in figure 2-9 by e1ectrode, E, which is located in the immediate vicinity of a 
bipolar generator, but is at a zero potentialline. No potentials will be recorded 
if the reference e1ectrode is at sufficient distance from the bipole and, therefore, 
also rclativcly inactive. This is in clear contrast with clectrode C which is at a 
similar distance from the generator bi pole than e1ectrode E, but because of its 
position in the e1ectrical field is highly positive with respect to a more distant 
rclatively inactive electrode (as for example clectrode D). 

When recording EPs, produced in the central nervous system with non­
invasive techniques, the recording clectrode is usually at a considerable distance 
from the generator source. Under these conditions, the potential generated 
rclatively closer to the recording electrode may still behave like a near-field 
potential with relativcly fast fall-off at adjacent sites, but is of considerably 
smaller amplitude then whcn recording near-field potentials intrasurgically or 
from peripheral nerves (where the generator source is immediately next to the 
exploring electrode) . When the near-ficld potentials are negligible or relativcly 
smalI, another type of potentials called far-field potentials can dominate the 
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Figure 2-10. Comparison of neck-scalp (SCS-Fpz), neck-noncephalic rcference (SCS-Sh2) and 
scalp-noncephalic (far-field) potentials cvoked by left median nerve stimulation . SCS = surface 
elcctrodc placcd over the spinous process of the fifth cervical vertebrae. Fpz = mid frontopolar 
electrode. Sh2 = right shoulder. Reprinted with permission from "Subcortical SEPs to median 
nerve stimulation," Lüders et al., Brain 106:341-372, 1983. 

recording or contribute a significant part to it. A characteristic example is 
somatosensory EPs obtained in neck to scalp montages, which consist of a 
mixture of near-field potentials recorded from the neck and far-field potential 
recorded from the scalp [3, 19]. A typical example is shown in figure 2-10. The 
recordings from the neck electrode SCS to a relatively indifferent noncephalic 
reference (Sh2) reveals two near-field negativities labeled, respectively, NI0 
and N12. Noncephalic reference recordings of the mid-frontopolar electrode 
reveals two far-field positive potentials of similar latency which were labeled, 
respectively, Pll and P13. The recording obtained at SCS-Fpz is evidently the 
mixture of these four different potentials. It is also interesting to observe that 
in a neck-scalp montage usually the far-field neck potentials predominate. The 
auditory evoked potentials recorded with an ear-vertex montage is also a 
mixture of near-field and far-field potentials. Figure 2-11 shows that the ear 
electrode referred to a relatively inactive non-cephalic reference (Sh2 = cont­
ralateral shoulder) records a prominent near-field negativity corresponding to 
wave I. At the vertex (Cz), however, the following waves lI-V are recorded as 
far-field positivities. As mentioned in the previous section, far-field potentials 
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Figure 2-11. Comparison oflcft ear-vertex (A I-Cz), left ear-right shouldcr (A I-Sh2) and vertex­
right shoulder (Cz-Sh2) recordings. Reprinted with permission form "Intraindividual Variability 
of Short Latency Somatosensory Evoked Potentials co MN Stimulation," Tsuji and Lüders, 
Japanesc Journal of EEG and EMG, 1984. 

are generated by eompletcly different meehanisms than near-field potentials, 
and their distribution ficld also differs eonsiderably. By definition, the most 
signifieant differenee is that far-ficld potentials do not fall off at adjaeent elee­
trodes. This eharaeteristie of far-field potentials ean be used advantageously to 
obtain relatively pure reeordings of near-field potentials whieh always have a 
short spaee eonstant. In other words, the far-field potential will eaneel when 
reeording between two eleetrodes whieh are: 1) at rclativcly identieal distanee 
and 2) similarly oriented with respeet to the far-field potential generator souree 
even when these two elcetrodes are relativcly distant one from another. 
However, a good recording of a near-field potential will be obtained if one 
of the eleetrodes is dose and the other is distant to the near-field potential 
generator souree. The typieal examplc is the recording of eortieal potentials 
between two sealp eleetrodes, one near to the somatosensory strip (eentro­
parietal region) and one at a distanee from the somatosensory strip (Fz or Fpz). 

Both c1eetrodes show high amplitude far-field potentials in non-eephalie refe­
renees, but these eaneel out when referring one electrode to another. Another 
examplc is shown in figure 2-12. Direet eortieal reeordings were obtained 
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Figure 2-12. Recordings to right ear stimulation obtained from subdural e1ectrodes placcd over 
the left supra sylvian and infrasylvian region. Reprinted with permission from "Recording of 
AEPs in man using chronic subdural e1ectrodes," Lee, Lüders et al., Brain 107:115-131, 1984. 

from the electrodes shown in the dia gram using as reference another cortical 
electrode relative distant with respect to the most active electrode #7. With 
this recording methodology, all the far-field early potentials shown in figure 
2-11, channel 3 are cancelled out. Only the prominent, extremely localized 
near-field potential PI-NI-P2 remains. 

The limitation of distribution studies to elucidate the generator sources of 
central nervous system EPs sterns from the fact that, as explained above, most 
EPs are a variable mixture of one and not infrequently multiple near-field and 
far-field potentials each of which has different mechanisms of generation and 
follows different mIes of distribution. The consequence is that the peaks 
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recorded in any given case can be interpreted by different mechanism and 
different generator sources. This certainly introduces great uncertainty in the 
results of a recording and it explains the almost endIess controversies in the 
literature regarding generator sources of subcortical evoked potentials. 

STIMULUS PARAMETERS 

Measuring the results of varying the stimulus parameters can be of help to 
define the generator source ofEP peaks. In general, however, these techniques 
are less powerful than the ones described before and so far only exceptionally 
have provided more than complementary information. 

Stimulus type 

The characteristics of the stimulus can be modified to stimulate a sclective 
afferent pathway. A typical example is comparing the peaks recorded when 
stimulating cutaneous afferents (which activates primarily cortical area 3b) 
with the peaks recorded when stimulating muscle afferent by tendon tapping 
(which activates primarily cortical areas 1, 2, 3a and 4). This more selective 
information can then be used to deduce the origin of the peaks genera ted by 
mixed nerves like the median nerve at the wrist. Another outstanding example 
is stimulation of the retina by hemifled alternating checker board patterns 
which demonstrated an ipsilateral paradoxical distribution [7]. This observa­
tion has then been of great hclp in the interpretation of the generator sources of 
pattern evoked potentials elicited with full field stimulation. A similar example 
is given by the study of the scalp distribution of evoked potentials clicited by 
bilateral and unilateral posterior tibial nerve stimulation. Bilateral stimulation 
clicits potentials that are maximum at the vertex with approximately equal 
fall-off to both sides in more lateral derivations. Unilateral stimulation, 
however, elicits potentials that also are maximum at the vertex, but reflect 
primarily to electrodes ipsilateral to the simulation side as shown in figure 
2-13. This paradoxical distribution is most probably rclated to the fact that the 
primary cortical somatosensory response is genera ted as a horizontal bipoIe in 
the sagittal fissure [10]. 

Stimulus frequency 

Recording of EPs to progressivcly increasing stimulus frequencies has been a 
classical neurophysiological research technique to define if a pathway is 
polysynaptic. Transsynaptic conduction tends to be more susceptiblc to high 
frequency repetitive stimulation than axonal conduction. With progressively 
increasing stimulus frequency the EP peaks which are genera ted by the most 
polysynaptic pathways will tend to disappear first. This technique was used, 
for example, by Wiederholt [32] and Lüders et al. [20] to deduce the origin of 
subcortical somatosensory evoked potentials. Figure 2-14 shows EP recorded 
directly from the posterior surfacc of thc spinal cord to single and paired 
stimuli of thc posterior tibial nerves. The figurc demonstrates that the afferent 
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Figure 2-13. Recordings of scalp recordings to right posterior ti bi al nerve stimulation. Cz = 
vertex, Cl = clectrode placed betwcen Cz and 10-20 International System C3 clectrodc. C2 = 
e1ectrodc placcd betwcen Cz and 10-20 International System C4 clcctrode. 
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Figure 2-14. Responses obtained directly from the posterior dural surface to single and paired 
stimuli ofboth postcrior tibial nerves. The interval between the pair of stimuli varicd betwecn 7.6 
and 38.6 msec. 
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Figure 2-15. Relationship between stimulating current and outside diameter ofsingle myclinated 
fibers isolated from sciatic nerve of frog. 

volley in the posterior columns at a midthoracic level can follow stimulation 
frequencies of more than 100 Hz without any significant fall-off. 

Besides, defining the response of any given EP peak to high frequency 
stimulation can be of great help for identification of peaks of similar generator 
source under different conditions. This has been used, for example, for 
identification of auditory EP peak V (which tends to be the most resistant 
auditory EP peak to high frequency stimulation) [29] under pathological 
conditions or to establish analogous peaks in different animal species. 

Stimulus intensity 

Reducing the stimulus intensity usually results in stimulation of more selective 
afferent fiber pathways. This is illustrated in figure 2-15 for myelinated fibers 
of different diameter in a sciatic nerve of a frog. In transcutaneous peripheral 
nerve stimulation, low intensity stimulation in general will produce selective 
simulation of the relatively bigger diameter sensory fibers. Therefore, this 
technique is just a special case of the method discussed above (stimulus type). 
It is widcly uscd because of the ease with which this parameter can be manipu­
latcd. Just as with stimulus frequency, thc technique can be used to identify 
particular peaks of an EP response. For cxamplc, at low stimulus intensities 
only peak V of the auditory EP persist [8]. Figure 2-16 shows how the diffe­
rent components of thc EP clicited by stimulation of the posterior tibial nerve 
have significantly different stimulus-intcnsity curves with the components 
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Figure 2-16. Stimulus-intensity curve for components N18, N20, N30, and P2 elicited by 
stimulation of the posteriotibial nerve. Amplitudes of these componcnts obtained at a stimula­
tion intcnsity equivalcnt to two times the sensory threshold was set to 100%. S = sensory threshold. 
M = motor threshold. Reprinted with permission from "Effect of stimuli intensity on subcortical 
and cortical SEPs by PTN stimulation," Tsuji, Lüders et al., Electroenceph Clin Neurophysiol, 
59:229-237, 1984. 

generated more proximally (particularly N30 and P2) reaching maximum 
amplitude at relatively lower stimulus intensities. From the information 
presented in figure 2-16, this implies that the more central components are 
most probably a reflection of activity in relatively larger peripheral nerve 
fibers. 

RECORDING PARAMETERS 

There are also a number of recording parameters that can be manipulated to 
elucidate generator sources. The power of the techniques is similar to the altera­
tion of stimulus parameters, providing usually only confirmatory evidence. 

The band pass of the amplifiers has been the recording technique most 
frequently modified when attempting identification of EP generators. Basic 
experimental neurophysiological studies have isolated two main types of 
potentials in electrically excitable tissue. These are the propagated action 
potentials and the stationary postsynaptic potentials. An essential distinction 
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Figure 2-17. EP recorded in neck-noncephalic recordings (SC6-Sh2 and SC7-Sh2) after 
stimulation of the left median nerve. The recordings on the left were obtained with a filter window 
of 150-1500 Hz and the recordings on the right were obtained with a filter window of 30-1500 
Hz. SC6 = surface e1ectrode over the spinous process of the 6th cervical vertebrae. SC7 = surface 
e1ectrode placed over the spinous process of the 7th cervical vertebra. Sh2 = right shoulder. Re­
printed with permission from "Somatosensory Evoked Potentials," Lüders et al., Arch Neurol, 
40, 1983. 

between these potentials is their duration, with the action potential seldomly 
exceeding 2 msec and the postsynaptic potentials consistently lasting more 
than 20 msec for central synapsis. When recording peripheral EPs the trac­
ing usually contains only the action potentials. Central EPs, however, are 
almost invariably a mixture of postsynaptic and action potentials. Under these 
circumstances, with the use of totally open filter setting, rclatively high ampli­
tude, long duration postsynaptic potentials tend to obscure the shorter dura­
tion, lower amplitude action potentials. The use of different band passes can 
then effectively differentiate between these two types of potentials. An ex­
ample is given by the recordings of EPs at the entry point into the spinal cord. 
Filtering out of the low frequencies permits isolation of action potential in 
the dorsal roots and dorsal columns, and filtering out of the high frequencies 
permits isolation of the postsynaptic potentials in the dorsal horn [22]. This is 
shown in figure 2-17 where opening of the filters selectivcly enhances the long 
duration potential N12, which most probably is a reflection of postsynaptic 
potentials of the dorsal horn. NlO, which consists mainly of high frequency 
components, is most probably a reflection of the incoming afferent volley at 
the level it enters the spinal canal. When using these sclective filtering tech­
niques it is important to remember that analog filtering pro duces significant 
distortion oflatencics (figurc 2-18), and both, analog and also digital filtering, 
can result in the crcation of artificial peaks that have no physiological meaning 
but are only a filtering artifact [23] (Figure 2-19). 

Appropriatc sclection of recording montages mayaiso assist considerably in 
the proper idcntification of EP components . So, for example, the combined 
use of frontopolar and linked-ear references when recording somatosensory 
EP to posterior tibial nerve stimulation can be extremcly hclpful for the dif­
ferentiation between cortical and subcortical components (figure 2-20). Sub­
cortical components will appear only in the linked-ear reference montage 
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Figure 2-18. Epidural recordings obtained during scoliosis surgery using filter settings of 
ISO-ISO() Hz and of 1-15()O Hz. The active electrode (Iabclcd J I) was locatcd in the cpidural space 
between the spinal proccss ofthe 12th thoracic vertebrae (TI2) and the first lumbar vertebra (LI). 
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Figure 2-19. A quasi half-sinusoid with a slightly pronounced terminal des cent was analog and 
digitally filtered. Analog filter recordings reveal amplitude redllction and phase lead such that the 
components of greatest amplitude appear to be of opposite polarity. Note that as high pass analog 
filtering becomes more extreme (300 csec LFF) general wave morphology of this asymmetrical 
half-sine visllally approximates the 2nd time derivative. Digitally filtered recordings reveal relative 
preservation of the main lIpgoing deflection althollgh it is blllnted and redllced in amplitude. 
Latency shift is not discernible. Transition points between baselinc and ascending and descending 
portions of the half-sine wave are markedly accentuated. Reprinted with permission from "Short 
latency somatosensory and spinal evoked potentials: power spectra and comparison between high 
pass analog and digital filter," Maccabee et al., Electroenceph Clin Neurophysiol, 65:177-187, 
1986. 
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Figure 2-20. EP obtained from scalp recordings secondary to stimulation of the lcft posterior 
tibial nerve. Ez = clectrode plaec bctween 10-20 International Systcm cleetrodc Cz and Pz. AIA2 
= linked ears. Fz = 10-20 International System midfrontal electrode. Reprinted with permission 
from, "Subcortical and cortical somatosensory potentials evoked by posterior tibial nerve stimula­
tion : normative values," Electroeneeph and Clin Neurophysiol. 1984, 59:214-228. Elsevier 
Seientifie Publishers, Ine. 

(PI-NI) whereas the cortical components are almost identical in both mont­
ages (P2-N2). Use of the linked-ear reference montage in isolation makes it 
sometimes very difficult to determine which is the first cortical component 
particularly because not infrequently no subcortical components may be evi­
dent in the linked-ear reference montage. This occurs particularly frequently 
under pathological circumstances or in clderly patients. 

PHYSIOLOGICAL PARAMETERS 

There are a number of physiological variables that can be modified to affect the 
EP peaks. This information can then be used to define the origin of the peaks. 

Age 

The effect of age on the waveform of the EPs has been studied in detail for all 
major types of EPs [6, 11, 16, 19, 30]. Usually the effects have been most 
marked for the first few months in life when the devclopment of new struc­
tures and myelinization is proceeding at its fastest pace. Corrclation of the an­
atomical changes and EPs changes has enhanced somewhat our understanding 
of the generation of the EP peaks most affected by maturation or aging. 

Anoxia 

Peripheral nerve fibers of large diameter are signifieantly more sensitive to 
anoxia than smaller diameter fibers. The differential effeet of tourniquet in­
duced ischemia has beeil exploited to sclectivcly study EP generated by smaller 
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Figure 2-21. Monitoring of auditory evoked potentials during surgery of posterior fossa vascular 
malformation. Montage: left ear-vertex. Reprinted with permission from "Brainstem AEPs in 
posterior circulation surgery," Litde et al., Neurosurgery, 12:496-502, 1983. 

diameter fibers [34]. The results were then used to define the origin of early 
and late cortical EPs. Figure 2-21 illustrates the results of intrasurgical moni­
toring in a case which suffered a progressive anoxia of the brainstem due to 
uncontrollable bleeding from a posterior fossa arteriovenous malformation. 
The EP studies reveal first a progressive lengthening of interpeak latencies 
of all brainstem components followed by disappearance of all components, 
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Figure 2-22. Rccording ofipsilateral evoked potentials directly from the primary somatosensory 
hand area of the cortex (subdural e1ectrodes). A2 = subdural e1ectrode placcd over the primary 
somatosensory hand area. A64 = subdural e1ectrode placcd at a distancc from the somatosensory 
area. 

except wave I wh ich is unaffected. Eventually even wave I is affected with a 
reversal of polarity. This selective sensitivity to anoxia of the different EP 
components can be explained in light oftheir most probably generator sources. 
Wave I, which is most probably genera ted distally to the internal auditory 
meatus, is only affected at a late stage when progressively increasing intra­
cranial pressure produces obliteration of the internal auditory artery which 
supplies the cochlear nerve in its most distal segments . 

Drugs 

Drugs tend to have very little or no effect on subcortical, oligosynaptic path­
ways, but greatly alter or even abolish peaks genera ted by polysynaptic central 
pathways. This can be used then to differentiate EP peaks generated by oligo­
synaptic and polysynaptic pathways. 

Sieep 

Slcep also tends to luve selective effects on different EP components and can 
be used effectively for their identification . A particularly striking effect of slcep 
has been described for the ipsilatcral somatosensory evoked potentials that 
tend to disappear (figure 2-22). 

PATHOLOGY 

The study of the alteration of EP peaks produced by pathology of the nervous 
system has been one of the most powcrflll and most poplllar techniqlles to 
dcfine the origin of EP peaks . Together with anatomy, latency and distribll-
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Figure 2-23. Somatosensory cvokcd potentials to bilateral posterior tibial nerve stimulation in a 
patient with an astrocytoma at the lower thoraeie spinal cord. ST12 = surface clcctrode placed 
over the spinal process of the 12 thoracic vertebrae. SL5 = surface clectrodc placed over the 
spinous process of the fifth lumhar vertebrae. SCS = surface elcctrode placed over the spinous 
process ofthe fifth cervical vcrtehrae. Fz = 10-20 international system mid-frontal clectrode. Ez 
= elcctrode placcd bctween 10-20 International System Cz and pz clcctrodc. 

tion, pathology has us.ually provided the most reliablc information for defini­
tion of generator sources . The essential strategy is simply to assume that 
abnormal or absent peaks are genera ted proximal with respect to the patho­
logy. This is illustrated in figure 2-23 which shows the EP to posterior tibial 
nerve stimulation in a patient with a tumor in the lower thoracic spinal cord. It 
shows that all the EP with latencies Ion ger than N20 are missing and, there­
fore, presumably genera ted proximal to the level of the lesion. 

This methodology, however, has major imprecisions and occasionally may 
provide mislcading information. The location of the pathology is usually 
defined by the clinical his tory , neurological examination and neuroimaging 
techniques. Occasionally this is supplemented by a surgical biopsy and/or 
autopsy. The precision with which these techniques define the lesion will 
certainly depend on how many of them are used and how sophisticated as 
clinicians the investigators are. In the majority of the cases, the point of maxi­
mum insult to the nervous system will be determined more or less precisely . 
To define, however, the anatomical extent of the lesion is significantly more 
difficult . The lesions of the primary cortical sensory area is a good example in 
which poor definition of the extent of the pathology possibly could have led 
to erroneous conclusions regarding the origin of the initial scalp negativity 
(N18) . Investigators observed that N18 as also all following components were 
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Figure 2-24. CAT scan and nucleomagnctic resonance of patient with left frontal encephalo­
malacia and complex partial seizures. 

absent in patients with cortical Iesions limited to the primary sensory area [3, 
12, 24, 26, 33]. From their observations, these investigators concluded that 
N18 was of cortical origin. Chiappa et al. (1980), however, pointed out that 
patients with lesions of the primary cortical sensory area suffer a compIete 
retrograde degeneration of the primary thalamic nuclei 6-12 wecks after the 
cortical insult [28, 31]. In other words, the actual extent of the lesion was much 
larger than assumed in the original investigation and, therefore, a possible 
subcortical origin of N18 could not be excluded from these studies. We also 
know, from analysis ofEEGs in patients with brain tumors, that the functional 
alterations do not remain confined to the area involved by neoplastic tissue 
but almost invariably extend to involve also tissue that pathologically looks 
normal. A good example of a dissociation between the area of maximum gross 
pathological damage and the area of maximum functional alteration is given in 
figure 2-24. This is a patient with a posttraumatic epiIepsy with an extensive 
area of encephalomalacia in the left frontal region (CAT scan and NMR). 
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No lesion of the temporal region could be detected in spite of detailed NMR 
studies. The patient was investigated with sub dural electrodes and, as shown 
in figure 2-24, the epileptogenic focus was strictly localized to the basal tem­
porallobe. The patient has been seizure free for over one year since resection of 
the temporal focus. It is also possible that some of the EP alterations could be 
the result oflesions located at a distance from the major pathological insult. In 
other words, we would need to define with precision the extent of the area of 
functional alterations to interpret EP abnormalities with precision. There is no 
known methodology which would provide us this information. 

These observations lead us to the condusion that information obtained from 
dinico-electrical correlation studies, like all other techniques, have major 
limitations. Congruent observations obtained by using some of the other 
techniques is essential to validate the condusions reached by dinico-electrical 
correlation studies. 

INTRASURGICAL RECORDINGS 

This is another powerful technique to define the generator sources of EP 
peaks. Recording electrodes are placed immediately next to the afferent path­
ways to obtain optimal recording of near field potentials (far field potentials 
are negligible under these conditions). The active electrode is usually so dose 
to the generator source as compared to the reference that contamination of the 
potentials by an active reference becomes also extremely unlikely. In other 
words, this technique permits precise definition of the time the afferent im­
pulse reaches the pathways explored by the active recording electrode. This 
can then be correlated with the latency of occurrence of EP peaks simultane­
ously recorded from the surface (non-invasive), and it is gene rally assumed 
that peaks of equallatency are generated in the pathway from which the ex­
ploring technique recorded near-field potentials. 

Intrasurgical recordings provide us with extremely important information 
but, as all the other techniques, has also major limitations. It will only define 
the generator source precisely when we are dealing with: 1) a well-synchronized 
afferent volley, 2) with no multiple parallel afferent impulses, and 3) no relay 
stations at which electrical activity may continue to be generated even when 
the afferent impulse has already moved to more proximal sites. In other 
words, this is the ideal technique as long as we are dealing with a single 
generator. This is usually the ca se when recording from the peripheral nervous 
system and determines the extreme precision of peripheral neurophysiology. 
In the central nervous system usually none of these conditions are met. As 
soon as the afferent impulses enter the spinal cord there is divergence into 
multiple ascending (and partially also descending) pathways of different con­
duction velocities, and there usually are extensive synaptic connections which 
will produce prolonged local electrical activity even when the afferent impulse 
reaches more proximal levels. Multiple generators will be active at the same 
time and, therefore, it is not possible anymore to define with precision which 
one is actually responsiblc for any given scalp EP peak. This was best dem on-



55 

lEFT MEDIAN NERVE RIGHT MEDIAN NERVE 

= 
A2 

A4 -==>~ 

A5 =--~ 

A6 =====~~~=== 

o msee 60 o msec 60 

Figure 2-25. EP obtained to stimulation of the Ieft (Ieft side of thc figure) and right (right sidc of 
the figurc) median ncrve. Recordings wcrc obtained from subdural e1ectrodcs locatcd ovcr the 
primary somatosensory area and labelIed A l-A6. Reprinted with permission from "Evoked po­
tentials in corticallocalization," Lüders et al., J. Clin Neurophysiol, 3:75-84, 1986. 

strated by the studies of auditory EPs from depth electrodes in the brain stern 
of cats by Achor and Starr [1, 2] . 

It is reasonable to question at this point if intrasurgical recordings provide 
any useful information when we consider that central EP peaks will correlate 
always with multiple generators. Similar to all the other techniques, intra­
surgical recordings do not provide the complete ans wer. It gives us, however, 
the only objective proof of which structures in the central nervous system 
exhibit electrical activity simultaneously with the surface recordings whose 
generations we are trying to establish. All these structures are candidates to 
represent the generator source of the peak we are interested in. It allows us also 
to exclude certain possible generator sources (suggested by so me of the pre­
vious methods) if direct intrasurgical recordings demonstrate that they are 
inactive at the time of occurrence of the surface peak. So, for example, stimu­
lation of the median nerves produces usually no recordable ipsilateral cortical 
responses. Only very exceptionally low amplitude, extremely localized ipsi­
lateral responses (as shown in figure 2-25) can be seen. This indicates that the 
relatively prominent peaks recorded from ipsilateral scalp actually must be a 
volume conductor effect of a generator located either subcortically or on the 
contralateral hemisphere. No other method had demonstrated this fact so 
clearly. In other words, positive as also negative results provide valuable 
information. 

This significance of the da ta obtained from intrasurgical recordings can be 
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Figure 2-26. Closcd (a) and open (b) e1ectrical field generated by small stcllate ccll and by a large 
pyramidal cell, rcspectively. 

expanded by a better theoretical knowledge of the distribution of potentials 
from different generator sources. Lorente de No (1947) did the pioneer work 
in this area. From his studies we know that generator sources can be divided 
into closed field and open field (figure 2-26) . Closed fields are produced by 
nuclei in which the di fferen t neurons are oriented randomly. Simultaneous 
activation of the neurons will create multiple dipoles which, because of the 
random orientation of the dipoles, will canccl each other. Exploring electrodes 
placed at the nuclei itsclf will record potentials of high amplitude which, 
however, disappear almost completcly as soon as the clectrodes are displaced 
outside the nucleus . Open ficlds are produced by: 1) action potentials in which 
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Figure 2-27. Recordings obtained from needle e1ectrodes inscrted during surgery into the left and 
right atlanto-occipitalligamcnts. The recordings were obtained by stimulation of the !cft and right 
median nerve, respectively. Thc reference was a needle inserted in the skin at the level ofthe inion. 
A-O lig = atlanto-occipital ligament. 

dipoles are all moving in the same direction, and by 2) nuclei in which all 
neurons are oriented in approximately the same direction. In both instances 
the result is a summation of multiple dipoles which, when located within a 
volume conductor, will have a potential field reflected at a considerable dis­
tance from the generator source. Only this last type of generator source can be 
responsible for the occurrence of surface EP peaks. Therefore, anatomical and 
histological knowledge of the structure from which an intrasurgical potential 
was recorded can be very helpful to define the underlying type of generator 
field (open field versus closed field) . 

Intrasurgical EP studies can also be of great help when trying to define some 
specific questions regarding the origin of certain EP peaks. Figure 2-27 shows 
the recordings obtained from the left and right atlanto-occipitalligaments after 
stimulation of the left and right median nerve. Left median nerve stimulation 
evoked potentials ofhigher amplitude at the left atlanto-occipitalligament and 
vice versa after stimulation of the other median nerve. This ipsilateral distribu­
tion of the afferent volley at the level of the atlanto-occipitalligament strongly 
supports the hypothesis that the afferent volley responsible for the generation 
of EP peaks is media ted by the posterior columns or spino-cerebellar path­
ways, both of which are uncrossed pathways at that level. 

Another method to define better if an intracerebral generator participates in 
the generation of surface potentials is to study the distribution of its potential 
field between the intracerebral source and the surface potential. This technique 
was originally championed by Arezzo et al. (1979) . Unfortunately, this te ch-
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Single open field generator 

Figure 2-28A. Diagram showing the voltage distribution genera ted by a bipolar generator. A 
surface clectrode and a multistranded depth dectrode is also shown. The volta ge distribution is 
shown by isopotential lines with the lines dosest to the bipole rcprescnting a rdativcly highcr 
potential. 

nique can only be used to a limited degree in humans (usually not possible to 
place electrodes between the generator source and the surface recording site), 
and the extensive studies ofVaughn and collaborators in experimental animals 
still do not establish with certainty the intracerebral generator sources. The 
problem is again related to the existence of multiple generators. Recording of 
potentials which are larger at the surface than between the generator source 
and the surface indicate that this particular generator source is certainly not 
determining the surface potentials. The reverse, however, is not true. Potential 
ficlds may be of significantly higher amplitude at all points between a given 
generator source (A) and the surface recording site (B) without implying a 
causal rclationship between the two. This is because of the existence of a 
second generator source (C) which actually determines the surface potential. 
This is illustrated in figure 2-28. Figure 2-28A shows the ideal ca se of a single 
open generator in which the multiple contacts of the depth clectrode will 
record a progressivcly decreasing amplitude as we approach the surface, and 
the deepest contact actually records a near-ficld potential from the generator 
source itsclf. Figure 2-2813 shows one example in which this recording tech­
niquc may lead to thc wrong conclusion. In this case the c1ectrode tip is inside a 
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Open and closed fleld generator 

Figure 2-28B. Identical to fIgure 2HA but with an additional c1osc-fIcld generator which 
generates a rdativcly high potential at the tip of the l11ultistrandcd dcpth c1ectrodc. 

dose-field generator which does not reflect up to the surface. A progressively 
decreasing potential will be recorded, however, at electrodes doser to the 
surface becuase of the nearby open field generator. The potential at the surface 
electrode in this case is an expression of the open-field potential. This is just 
one example of how the existence of multiple generators may producc false 
condusions whcn this technique is used. This explains why thc experiments of 
Vaughn and collaborators providcd cxtremely useful information which has 
greatly complcmcnted our knowledgc in the field but did not givc us the final 
answer. 

ANIMAL EXPERIMENTS 

It secms that animal studics provide the ideal setting to ans wer most of thc 
questions we have regarding EP peak origins. Dctailed intracercbral record­
ings with exact distribution studies can be performed. Lesion experiements 
and extensive manipulation of physiological variables can be carried out to 
supplement the distribution studies. This certainly can lead to more or less 
precise identification of thc generators of surface peaks in the animal studies. 
Unfortunately, these results have advanced very little our knowledge of the 
generator sources of surface Ei> peaks in humans. This is because it is difficult if 
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Figure 2-29. Far-field somatoscnsory evokcd potentials recordcd in humans and rats. 

not impossible to establish, with precision, what surface EP peaks in different 
species are of the same origin. The difficulty to identify analogous EP peaks is 
shown in figure 2-29. This uncertainty makes conclusions drawn from animal 
experiments unreliablc for identification of generator sources of surface EP 
peaks in humans. It seems that the animal experiments' main value is in est­
ablishing so me general rules wh ich can then be applied to the results obtained 
in human recordings. 

RECORDING OF ANALOGOUS POTENTIALS 

Another method, which has been used only to a very limited extent, is to 
study the distribution of other potentials genera ted in the same structures 
implicated as EP generator sources. An example of this methodology was the 
study of the distribution field of hippocampal sharp waves, and comparing 
it with the distribution of P300, which some authors had concluded was 
generated in the hippocampus. These comparative studies provided evidence 



MEDIAN NERVE 
STIMULATION t 

6msec 

POSTERIOR 
TlBIAL NERVE 
STIMULATION t 

22msec 

61 

18msec 

Figure 2-30. Potentials recorded from neck-scalp derivation to median nerve (MN) and posterior 
tibial nerve (PTN) stimulation (SC5-Fpz for MN stimulation and SC5-Cz for PTN stimulation) . 
Analysis time was 18 msec in both ca ses, but time axis of response to PTN stimulation has been 
displaced 16 msec to left to align analogous components Filters: 150-1500 Hz (-3 dB). Reprinted 
with permission from "Somatosensory Evoked Potentials, " Lüders et al. , Arch. Neurol, 40, 1983. 

that was contradictory with the theory that P300 was of hippocampal origin. 
This method has been used only to a very limited degree. 

Another example in which analogy of potentials can be used effectively to 
definc the origin of EP peak generators is shown in figure 2-30. In this case the 
investigators took advantage of the fact that the pathways carrying the afferent 
volley to median nerve and posterior tibial nerve stimulation are essentially 
contiguous to each other at the level of the cervical spinal cord and brain stern. 
Therefore, it seems reasonable to expect that at that level analogous waves 
should be rccorded when stimulating the posterior tibial nerve and the median 
nerve. Figure 2-30 shows that this is actually the case. 

CONCLUSION 

This discussion analyzes critically the different techniques which have been 
used to defme the surface EP-peaks. It is interesting to notice how many tech­
niques can be used for the same objective, and that all of them provide useful 
information, but also, without exception, have major limitations. Reliable 
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identification of the generator sources of surface EP-peaks can only be ex­
pected when the information collected with the different methods is congruent 
and consistent. 
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3. CRITICAL ANALYSIS OF SOMATOSENSORY EVOKED 
POTENTIAL RECORDING TECHNIQUES 

JOHN E. DESMEDT 

Studies of cerebral evoked potentials are vigorously developing, and somato­
sensory evoked potentials (SEP) appear to attract a major share of interest. 
The remarkable length of the somatosensory pathway from peripheral skin 
to cerebral cortex makes it vulnerable at many different points to a variety 
of pathological conditions. Neural generators all along this pathway can be 
revealed through appropriate SEP recordings methodologies and a variety of 
electrode montages can be used to resolve diagnostic issues in neurological 
patients. 

Ir is now accepted that the SEP profile averaged results from the interaction 
of many component potentials of different latencies. Each component that has 
been adequately isolated and documented has been found to reflect one or 
more neural generators. This feature is interesting since it makes it possible 
to concurrently assess several distinct SEP generators in a single or at least 
a few appropriately recorded traces. Ir also represents achallenge of secur­
ing the adequate background data for the proper identification of the different 
components and their significance. Any notch on the SEP profile need not 
be a genuine component and overinterpretation of data represents adefinite 
pitfall. On the other hand, some SEP components are inconstant and may 
indeed be missing from a particular trace even through the recording technique 
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is adequate. Knowledge of the consistent features and their parametrie sets 
for the standard components appears to be aprerequisite for efficient SEP 
interpretations. 

This chapter considers several problems in conjunction with the recording 
and interpretation of early SEP components evoked by electrical stimulation of 
the median or posterior tibial nerve in man. Details of methods can be found 
elsewhere [9, 18]. The nomenclature of each SEP component uses P (positive) 
or N (negative) followed by its modal peak latency in normal adults of stand­
ard body size, even in the individual case where the component latency may 
be different for various reasons (e. g., different limb lengths or stimulation at 
different levels along the limb) [22]. For well documented SEP components, 
the label has indeed become a name (e. g., P9, PlI, P14, N18, N20, P22) rather 
than an indication of the particular peak latencies in a given study, and this 
facilitates discussions while it helps avoid misunderstandings. 

PRINCIPLES UNDERL YING THE RECORDING OF SEP 

All recordings are in fact bipolar and measure the potential difference between 
the active electrode connected to grid 1 and the reference electrode connected 
to grid 2 of the amplifier. Differential amplifiers are routinely used to reject in­
phase (common mode) interference that appear at both leads of each amplifier. 
The problem of optimizing recordings from the head is important and cannot 
avoid the issue of how to choose appropriate reference electrodes. 

VOLUME CONDUCTION OF BRAIN POTENTIALS 

Spinal and brain potentials recorded from the body surface are small (one 
microvolt or less) and present complex distributions. They must be inter­
preted in conjunction with the properties of potential fields in conductive 
media. 

Phasic changes of extracellular potential fields are produced by volume­
conduction either of a synchronized volley of action potentials in nerve trunk 
or corticipetal tract (Lorente de No, 1947), or postsynaptic potentials gene­
ra ted in the geometrically coherent dendrites of cortical neurons [231. Lorente 
de No (1947) distinguished several pertinent sets of geometrie parameters. A 
spike volley in a tract of parallel nerve fibers can be viewed as equivalent to a 
propagated dipole: it is a good example of an open-field system that generates 
in the volume conductor a coherent extracellular field at a distance. When an 
active recording electrode is dose to the axon (near-field recording), it picks up 
an extracellular positivity produced by the outward current flow associated 
with the local circuits produced by the membrane depolarization of the action 
potential propagating from a distant part of the axon (figure 3-1A). 

This approach positivity is followed by a larger negative potential reflecting 
the inward (sodium) current flow through the membrane underneath the re­
cording electrode when it is illvolved by the action potential (figure 3-113). 
Then, as the action potential passes further along the axon :lI1d gets beyond the 
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Figure 3-1A, Figure 3-1B. Cartoon contrasting near-field rccordings over a bundle ofaxons 
(such as the dorsal column) with finite dimensions are far-field recordings beyond the termination 
of the bundle. The region of the axons bundle generating action potentials is pictured by heavy 
dots. Negativity of the recording electrode registers upwards. The vertical dotted lines help 
identify time relationships. A: the spike volley is initiated at the bottom end of the bundle. The 
adjacent near-field e1ectrode records a negative-going deflexion while e1ectrodes further up record 
an approach positively. B: slightly after, the spike volley produces a negativity at the upper near­
field electrode. The far-field electrode only records a monophasic positive wave [18J. 

level of the recording site, the membrane repolarizes (outward currcnt flow), 
which can produce a small extracellular positivity. This sequence of events 
seen by the electrode in the volume conductor results in the classical triphasic 
waveform of the extracellular potential. 

Another pertinent situation is when the active recording electrode is located 
in the volume conductor beyond the termination of the axon (or tract), as this 
corresponds to the far-field recording conditions for EPs. Then the electrode 
picks up a positive extracellular potential representing the local circuits 
spreading ahead of the membrane depolarization, but no subsequent negativity 
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since the action potentials never get up to the recording site (figure 3-1). Thus, 
beyond the termination of a tract, volume-conduction of the dipole is recorded 
as a positive-going approach wave without subsequent negativity (this condi­
tion is similar to dassical killed-end recording [11, 18, 26]. 

The above applies not only for single axons, but also for nerves or central 
tracts. The coherent geometrical orientation of the individual axons in the tract 
ensures cooperative summation of the individual extracellular fields. Another 
factor for sizeable volume-conduction at a distance is that the individual action 
potentials propagate roughly synchronously and this is true for at least a group 
of the largest axons in the tract. 

Noncoherent geometry, however, prevails in many central nudei and it 
corresponds to the dosed-field system ofLorente de No (1947). For example, 
depolarization of neurons in a nudear structure with dendrites radiating diffe­
rent directions from the center will produce inward flows of current toward 
the center of the nudeus, but virtually no recordable potential difference 
outside its anatomical boundaries [28]. 

Early discussions of brain waves in elcctroencephalography (EEG) con­
sidered summation of action potentials as their generators. Eccles [23] made an 
essential contribution when he proposed that cortical EEG potentials rather 
related to postsynaptic potentials in geometrically coherent apical dendrites of 
cortical pyramidal neurons. These form an open-field system (Lorente de No, 
1947) and can indeed generate volume-conducted potentials at a distance [7, 
25, 28, 33]. 

Near-field and far-field recordings 

111 near-field recording, the active electrode is placed relatively dose to the 
neural generator (say, a nerve). Distance from the generator is critical in near­
field recording and a sharp attenuation of the recorded potential occurs when 
the electrode is moved away by even small distances. In the case of cortical 
generators, any scalp electrode is located at a di~tance of 12 to 30 mm from the 
generators: the cortical potentials are attenuated by a factor of about 10 to 30 at 
scalp electrodes as compared with clectrodes placed on the cortex itsclf[5, 21]. 
Also, the potential gradients over the scalp are smoothed out because of the 
distance from elcctrode to neural generators, but this does not prevent distinct 
cortical generators to be mapped out over the scalp [13]. 

In far-ficld recording [26] of subcortical generators with scalp clectrodes, the 
recorded potential are of course much attenuated by the larger distance from 
the actual generator. Another feature is that it changes much lcss with record­
ing position on the scalp than is thc case for near-ficld rccordings of cortical 
potentials. In spite of their vcry small voltage, the volume-conducted farficlds 
can be easily detected through clcctronic avcraging which considerably in­
creases the signal-to-noisc ratio [11]. Familiar examplcs are the brainstem 
auditory rcsponses which are about 1 mV in focal brainstcl1l recordings in cats, 
but attcnuatc to about 1 u V whcn avcragcd from the scalp 126]. 
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Our use of the terms near field and far field does not imply any strict dicho­
tomy between two distinct sets. They relate in fact to the two sides of a con­
tinuum of recording conditions picking up potentials from different levels of 
the volume-conductor of the head. 

Thus, the scalp-recorded brain potentials relate to a variety of open-field 
generators that are either cortical (relatively near-field) or subcortical and even 
in the peripheral nerve (far-field). The extent to which any of the SEP neural 
generators will be represented in the averaged response depends on several 
factors: geometry of the simultaneously active neural units [28], temporal 
synchronization, duration and spatial distribution of the transmembrane 
currents in population of similar neural units (say, in a fiber bundle or in a set 
of neurons) which affect the size of the equivalent dipole [25]; and amount of 
summation or cancellation of the various field potentials that are volume­
conducted from different sources that can be overlapping in time to different 
extents [11]. 

DA TA ACQUISITION AND ANALYSIS 

Stimulation 

SEPs are genera ted by the brain or spinal cord in response to transient 
stimulation of sensory axons, wh<freby synchronized volleys of sensory im­
pulses are elicited at known instants that serve as a reference point in time for 
averaging. In most cases brief (0.1 or 0.2 msec) square electric pulses are 
delivered to sensory or mixed nerves. Provided the electrodes establish stable 
contact, a consistent set of sensory axons is thus stimulated. So-called constant 
current stimulators should not be used as they involve a direct connexion of 
the subject to the output circuit ofthe stimulator. The electrodes should rather 
be connected to the stimulator via an output transformer, whereby a potential 
electric hazard to the subject is avoided and electric interference is minimized. 
It is recommended to monitor actual current flow through the stimulating 
electrodes (numerical display to tenths of mA) to be able to rapidly identify 
any change in stimulating conditions. 

The electric stimuli can be delivered to digital nerves through ring electrodes 
around fingers or toes, or to any chosen restricted area of skin through fine 
needle electrodes (dermatom al or focal stimulation). This is useful in patients 
with restricted sensory symptoms and allows comparison of SEPs to either 
hypoesthetic or normal skin in the same subject. Intensities are then adjusted 
in relation to the subjective sensory threshold which can be estimated by the 
method of limits. Usually an intensity (in mA) at 150 or 300% of subjective 
threshold is found to elicit convenient responses. 

Electric stimuli can also be delivered to mixed nerves such as the median or 
ulnar at the wrist, or the posterior tibial at the ankle. In this case one can 
choose the stimulus intensity in relation to the threshold twitch elicited by 
concomitantly activating the motor axons in the nerve. Such stimuli to mixed 
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nerve also involve the muscle group lafferents which may have aseparate 
contribution to the recorded SEP response [4, 6]. Natural stimulation by 
mechanical taps on the skin surface or tendons, as weH as by dis placement of 
joints, have been recently shown to elicit measurable SEP responses. However 
these procedures are less easily standardized under clinical conditions and have 
not yet been shown to provide uniquely useful data as compared with more 
convenient electric stimulations. 

The selective stimulation of sensory axons of smaH diameter, such as those 
related to pain, can be achieved by C02 laser radiant heat pulses, and ultralate 
SEP (about one second latency) elicited by such pain stimuli can be detected 
after pressure block of the larger-diameter alpha axons [3]. 

Electronic averaging 

SEP components genera ted by subcortical or cortical neurons systems have 
a rather smaH voltage, about 0.02 to 5 microvolts, so that they cannot be 
identified in direct recording. Under special conditions, single trials can be 
used, as when the SEP response is considerably enhanced in patients with 
myoclonic epilepsy. Therefore, SEPs recorded from the scalp or neck skin are 
displayed after electronic averaging which involves the analog-to-digital con­
version and algebraic summation ofmany (say, 1,024) sampies ofresponses to 
the transient sensory stimulus, which is thus repeated as many times at appro­
priate intervals. The averaging method has proved efficient and no concurrent 
method has gained widespread uses. During averaging, the random noise, 
without consistent temporal rclationship with the sensory stimulus, tends to 
canccl out, while the brain responses time-Iocked to the sensory stimulus add 
up coherendy. 

The high sensitivity of this method makes it vulnerable to any large inter­
fering potentials that cannot be averaged out because they are infrequent or not 
truly random [9]. Recognition of such limitations of averaging leads to appro­
priate precautions for reducing intermittent electric interferences by extra­
neous electrical equipment (shiclding from radiological equipment, elevators, 
fluorescent lights, radio TV, etc.) or by large extraneous potentials in the 
subject (EMG of cephalic muscle, eye movements, eyeblinks or EKG). This 
cannot be achieved through mere filtering or smoothing of the signals which 
would introduce severe distortions while not actually eliminating the un­
wanted junk. 

The recommended procedure is to maintain the subject in a relaxed state 
with litde or no eye movements, and with cephalic muscles fully relaxed. If 
necessary, a transquilizer drug can be used, namely in the case of uncoopera­
tive patients or children. Monitoring single trials is useful to identify eyeblinks 
or EMG bursts of swallowing, teeth clenching, frowning or neck tensing: 
reinforcing instructions to the subject can then be given. Also the averaging 
computer program can include a checking procedure of all recorded channels 
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with provision for rejection from the current average when any potential level 
exceeds set limits. 

The EKG interference is best dealt with by triggering the sensory stimuli 
at appropriate times outside the major EKG peaks (between T and P waves) 
through an electronic delay circuit [18]. When used with proper care, the 
method proves invaluable for constantly upgrading the detailed objective 
evidence on specific brain functions, even under the somewhat adverse con­
ditions of intensive care units or operating theaters. 

DISPLAY OF SEP RESPONSE 

The usual procedure is to average and display SEPs recorded on several 
channels concomitantly. Taking as an example SE Ps to upper limb stimu­
lation, one compares traces of Erb's point (brachial plexus), Cv6 spine at 
posterior neck with noncephalic reference (spinal components), and contra­
lateral parietal and frontal scalp sites with earlobe reference. 

Spinal responses cannot be assessed with an earlobe or scalp reference which 
records concomitant activities genera ted above foramen magnum [14, 15, 181. 
Contralateral parietal responses should be differentiated from the concomitant 
frontal responses so that a frontal scalp reference must be excluded while an 
earlobe reference is acceptable [13]. The scalp SE Ps can also be recorded with a 
noncephalic reference when a full display of subcortical components is desir­
able (see below). 

A more comprehensive display of SEP response fields over the scalp or 
around the neck can be achieved by using more channels. However this 
rapidly raises problems of data management and analysis, unless a consistent 
computerized display ofthe spatiotemporal information therein embedded can 
be created as in the recent bit-mapped color imaging method. SEP imaging 
raises a special problem because of the fast rise times of several of the early 
components (band pass fidelity required) and of the extensive coverage re­
quired by the spatial differentiation of the different SEP potential fields [13, 
18]. We are currently using 28 electrodes positioned to survey comprehen­
sively the various brain regions. 

For map creation, an interpolation method was used to define potential 
levels at about 5,000 pixels and volta ge va lues were imaged by ascale of dis­
crete hues with blue for positive values and red for negative values. The bit­
mapped imaging has been recently discussed [19]. 

Color imaging of SEP fields reveals a wealth of unsuspected detail of re­
sponse features in health and dis ca se, and allows SEP components to be analy­
zed into underlying neural generators. This comprehensive database calls for 
reassessing conclusions that could be biased or distorted because they only 
involved a limited nu mb er of concomitant channels. Also the imaging da ta 
suggest updated and more meaningful placements of the recording electrodes 
in tests where fewer channels are more convenient for so me practical uses. 



72 Critical Analysis of Somatosensory Evoked Potential 

EVALUATION OF SEP RESPONSE 

Aglobai description of the averaged response in terms of amplitude is no 
longer acceptable. It is necessary to identify specific components and their 
possible deviations from normal controls matched for age. Identifying SEP 
components in turn requires the use of appropriate recording electrode mont­
ages. For any particular application one has to choose the more useful mont­
ages, taking into account its efficiency in terms of both anticipated level of 
interference and optimal acquisition of adequate information. 

Waveforms do vary from subject to subject, and particular SEP features 
need be documented as being consistent in any one subject. It is thus advisablc 
to obtain two separate averages under similar stimulation and recording con­
ditions in order to evaluate consistency of response features. This mayaiso 
check on the possible incidence of transient interference (as this is unlikely to 
affect either samples in the same manner). 

Latencies of SEP components can vary between subjects on account of a 
variety of factors which should be made explicit. The onset latencies of early 
spinal or cerebral responses largely reflect conduction times along afferent 
somatosensory pathways and they will be delayed: 1) in subjects with Ion ger 
limbs and larger body size; 2) if the tissue temperature of the stimulated limb is 
below 36°C as this slows down nerve conduction; 3) as a factor of the subject's 
age; 4) if the nerve stimulated has disordered conduction due to mechanical 
entrapments or neuropathy. 

SEPs actually have an important area of clinical uses for documenting 
sensory nerve conduction slowing in neuropathies [8, 10]. When this is not the 
issue considered, it is nevertheless recommended to document the peripheral 
nerve conduction time by noticing the latency ofthe Erb's point nerve response 
or of the P9 far-field that reflects activity in brachial plexus. 

Whcn estimating SEP components latencies, the time from stimulus to the 
peak of the component considered has frequently been estimated. However a 
more meaningful estimate is the component onset latency which reflects the 
time at which the neural generator(s) involved are activated. Improved tech­
nics and better understanding of components features make it possible to 
reliably identify components onsets in most cases. In this relation, it must be 
stressed that electrode montages do affect the actuallatency measures, namely 
when inappropriate montages involve algebraic addition of distinct com­
ponents with different features [13, 14]. 

Amplitudes of SEP components do vary between subjects and it may be a 
problem to decide about abnormal deviations in patients unless the dis order 
is focal, whereby the opposite side can be uscd for documcnting control res­
ponses. Early SEP componcnts have rathcr stable latencics in any givcn sub­
ject, while la te components can display so-called latency jitter, which in turn 
can blur thc component's profile in the avcraged trace. Special I1lcthods in­
volving single trials latcncy adjustmcnts can bc uscd in this case. 
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SELECTED SEP FEATURES 

Spinal entry time ofthe somatosensory volley 

A useful data for interpretating subcortical SEP far fields is actual time of 
arrival of the afferent volley at the spinal cord. This can be documented by 
direct recordings of sensory nerve action potentials along the limb. The 
conduction velocity (CV) of afferent axons in median nerve is 71.1 ± 4.0 (s.d.) 
msec (mean for 25 healthy adults of mean age 22 years). These axons travel in 
the Cv6 and Cv7 spinal roots which enter into the spinal cord at the junction of 
the fourth and fifth vertebrae [14]. Extrapolation ofthe afferent CV regression 
line to that level roughly estimate the spinal entry time of the afferent volley: 
this fits with the onset of either the Nll near field component recorded at low 
posterior neck or of the Pll scalp far field (figure 3-2). Both Nll and P11 are 
thought to reflect the action potentials volley which ascend the dorsal co lu mn 
[14, 15, 18]. 

For posterior tibial nerve, the mean afferent CV is 59.2 ± 3.3 msec (mean 
for 18 healthy young adults). The posterior tibial nerve depends mainly on 
spinal segments Sl-S2 and partlyon S3, which correspond to the level of the 
D12 spine at the skin. Extrapolation of the peripheral CV to the D12 spine 
gives a mean spinal entry time of 19.7 ± 1.4 msec which co in ci des with onset 
of the N21 near field thought to be the first spinal response in dorsal column 
after the P17 far field (figure 3-3) [17]. 

Peripheral nerve far field 

With noncephalic reference, the first SEP event over the spine or head is a 
widespread far-field positivity identified as P9 for median nerve or as P17 for 
posterior tibial nerve stimulation. P9 reflects a volume-conducted potential 
genera ted in the brachial plexus as the afferent volley reaches a site under the 
lateral part of the clavicle [20, 27]. P17 reflects the afferent volley in the lumbo­
sacral plexus as it reaches the upper third of the buttock [17, 34]. 

Dorsal column propagated volley 

In the median nerve SEP recorded from the neck with noncephalic reference, 
the Nll near field shows an increase of its onset latency from lower to upper 
neck that is thought to reflect the dorsal column volley propagated along a 
caudo-rostral axis [1, 14, 29]. The high neck electrode registers an approach 
positivity before the negative-going response. Scalp electrodes beyond path­
way termination only register a P11 far field (figures 3-1, 3-4) [18] The mean 
maximum CV of Nll along the cord was calculated as 58 msec [11]. 

The posterior tibial nerve SEP is larger at D12 spine than higher up over the 
dorsal region. Published data on CV from D12 to C7 tended to exceed peri­
pheral nerve CV even though it is highly unlikely that the CV would suddenly 
accelerate over the dorsal cord. This difficulty was partly resolved by showing 



74 Critical Analysis of Somatosensory Evoked Potential 

W risl 

1 
Forea r.m J 

40 

~C_l----_\_\~---EI-bO-W------------~~----
_D~~ ___________ \:~ I\V~:, ___________________ l~IO_~_V __ _ 

~ " Axilla J , 
60 

'. I 

7~IS~:"":' 
S ....... _____ - .... ' .... 

F : 
80 ;,.J. 

o 

Erb's point 

, 
5 

, 
10 

J 

} 
N20 

I , 
I 
I 
A • , 
I , . 

TRANSIT 10 CORTEX 
, I , 

15 20 ms 25 

Figure 3-2. Estimation o f spinal entry time of an afferent volley c1icited in median nerve by 
st imulation (3 times sensory threshold) ofleft fingers 1-11-111. Thumb stimulus delayed by O.S msec 
to achieve a synchronized sensory nerve volley . The volley is recorded by subcutaneous stecl 
needles (activc elose to the nerve; reference inserted 3 cm at right angle to the nerve course) at the 
wrist (A), mid-forea rm (13) , e1bow (C), axi lla (D) and Erb's point at mid-elaviele (E). T he vertica l 
separation of the (averaged) traces is proportional to distances between e1ectrode sites along the 
nerve. Calculated linear regression traced obliqucly through on sets of the first negative phase of 
sensory ncrve potentials. The neck SEI' is pick cd up over the spinous process of thc Cv7 vc rtcbra 
is rccorded with nonccphalic rcfcrcncc on thc dorsum of the right hand dorsum (F). Thc 
con tralateral parietal scalp SEI' is shown in G (non cephalic rderence). Vertical interrupted line 
with w hite triangks shows on set of P'i (ar ficld . Vertical interrupted line with black triangks 
shows spinal CIltry time extrapolated (rom peripheral cond ition : this coincides with thc onset o( 
the neck NIl and of the 1'11 scalp (ar ficld . The transit from spinal entry (on set of I' 11 ) to arrival at 
the cortex (on se t of N20) is indica ted . Negativity of the acti ve c1cctrode records upwards 1141. 
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Figure 3-3. SEPs to posterior tibial nerve stimulation in a normal adult. Recordings from 
peripheral nerve at mid-calf (A), popliteal fossa (B), lower buttock (C) and la teral sacrllm (D), 
with calclllated linear regression indicating a conduction velocity of 60 msec (dotted line through 
the negative-going onset ofnerve potentials). E, response at the DI2 spine w ith the PI7 far ficld, 
N21 and N24 components. Spinal entry corresponds to onset of N21. F-l, esophageal recordings 
at the level ofDIO, ])9, ])7 and ])6 respectively which show a P24 response after the PI7 far ficld. 
The esophageal P24 is a phase-revers al of the ]) 12 spine N24 and both reflect the dorsal horn 
generator 11 7]. 
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Figure 3-4. SEPs to stimulation of the left median nerve at the wrist. The two races superimposed 
represent a separate average of different runs to show consistency of waveform for the same 
rccording dectrode. Noncephalic referenee (NC) on the right hand dorsum . A: recording from 
posterior scalp above the inion (ftgurine). B: recording from upper posterior neck at the Cv2 
spine. C: recording from the lower posterior neck at the Cv6 spine. Negativity of the active 
dectrode registers upwards. Thc vertical wavy \ine identiftes onset of P9 far fteld. The vertical 
interrupted line identiftes onset ofneck NIl or scalp Pll. The verticallarge dotted line identiftes 
on set of spinal N 13. Notice that N 13 onset (B-C) occurs nearly one msec before 1'14 on set (A) and 
that PI3 has a longer duration than P14 118\. 

Figure 3-5. Bit-mapped color imaging of neck potential flelds. Stimulation of the left median 
nerve Jt the wrist. Noncephalic referenee on thc dorsum ofthe right hand. Volta ge increments are 
reprcsented by different hues in blue-purple for positive or red for negative. A: spatiotemporal 
imaging of the changes in SEP ftelds along time. The map is based on 8 dectrodes in a horizontal 
plane at mid-neck (ordinate). Thc time along the abscissa is from 5 to 20 msec after the left median 
nerve stimulus. After thc deep blue vaJley of positivity at 9 msec (P9 far fteld), a negativity deve­
lops at the back ofthe neck while a concomitant positivity devclops at the anterior part. B: spatio­
temporal imaging of the changes in evoked potentials ftclds along the mid\ine. 

The map is based on 12 skin dectrodes placed from upper back up to the tip ofthe nose (figllTinc). 
The 3 blue sources ofpositivity ofthe P9, PlI and PI4 far ftelds have a vertical axis that indicates 
stationary latency throllghout the head and neck. Whilc 1'9 extends down to lower neck , 1'11 only 
cncroachcs down to the upper neck (sec figure 3-4A) and 1'14 only extends to the inion. From 
10 Insec after the stimulus the on set of the neck negative ftdd (red) is seen to extend progrcssivcly 
from lower to lIpper neck (propagation of NIl). After 15 msec, the wholc scalp goes negative 
(widespread NI8 brainstcln response) 18\. 
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that surface measures along the back convexity overestimated the actual con­
duction distance because the cord tends to take a more or less straight course in 
the rather wide dorsal canal. When applying a correction factor of 13% for 
conduction length, the mean CV from 012 to C7 spines is found as 57 msec 
[17]. 

Dorsal horn segmental generator 

In the neck SEP to median nerve (noncephalic reference) the NIl near field is 
superimposed by a second negativity N13 which phase-reverses into a positive 
P13 at esophageal recording sites in front of the spinal cord. The actuallongi­
tudinal extent of the spinal P13 generator (charted by electrodes along the 
esophagus lumen) is from Cv7 to Cv4 spinal cord levels [11, 15]. 

Bit-mapped color imaging of SEP fields fields around the neck documented 
a genuine phase revers al between the posterior neck N13 and anterior neck 
P13, both sharing identical onset, peak and offset times (figure 3-5A) [18]. N13 
reflects postsynaptic potentials at interneurons in layers IV -V of dorsal horn 
[111- Because the N13 near field recorded at posterior neck and the P13 near 
field recorded at anterior neck reflect two opposite sides of the same dorsal 
horn generator, we introduced a new electrode montage referring a Cv6 neck 
electrode to an electrode at the center of the bit-mapped P13 field (above the 
hyoid bone and 3 cm contra lateral to the anterior neck midline) so as to selec­
tively enhance recording of this generator (figurc 3-6) [18]. In neuro-monitor­
ing this new montage will no doubt prove important for titrating spinal cord 
interneurons, [12]. 

The N24 nearfield to posterior tibial stimulation recorded at 012 is always 
larger than higher up along the spine and this is related to the existence of dual 
generators whereby the N21 dorsal column potential summates with a N24 
dorsal horn potential. Recording from an esophageal probe inserted to the 
level of the 010 vertebra discloses a typical phase reversal of the dorsal N24 
SEP response into a P24 potential prevertebrally (figure 3-3E-I) [17]. The P24-
N24 is thought to reflect postsynaptic excitatory potentials in dorsal horn 
interneurons of the sacral spinal cord and is homologous to the N13-P13 of the 
median nerve neck SEP. 

Lemniscal generator and scalp farfields 

The median SEP recorded from the scalp discloses a P14 far field that is 
recorded as far back as the inion, but not at posterior neck [14, 15]. P14 persists 
in patients with thalamic lesions. It is lost in patients with high spinal lesion 
[31]. It is thought to reflect the ascending volley in the mediallemniscus. The 
question whether subcomponents with distinct generators in brainstem can be 
identified in P14 is still pending. The homologous far field for posterior tibial 
SEP is P30 [17, 30]. This is usually preceded by a P26 far field that is con­
comitant with an upper dorsal N26 response. 
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-V 
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Figure 3-6. SEPs to stimulation of thc Ieft mcdian nervc. A-B, rccordings with nonccphalic 
referencc on right hand dorsum from the Cv7 spine (A) or from the skin at the level of the hyoid 
bone, 4 cm to the right of midline (B). C, montage referring thc Cv7 spine to thc antcrior neck. 
V crtical intcrrllpted Iinc, N I3-P 13 onset. Thc - P9 in C rcslllts from sllbtraction of thc largcr 
antcrior 1>9 from the smaller posterior P9 [18J. 

Brainstern and cortical cornponents 

When recording with noncephalic reference, two distinct negatlvltICs can 
be distinguished in the early scalp-recorded SEP response to median nerve 
stimulation, namcly a widespread and prolonged N 18 reflecting brainstem 
generator, and a focal N20 reflecting the early response of the contralateral 
parietal receiving cortex [16] . N18 appears virtually in isolation at the parietal 
scalp ipsilateral to the upper limb stimulated (figure 3-7 A). At the contralateral 
parietal scalp, the N20 and P27 focal responses are seen to diverge from this 
N18 bascline (figure 3-713). 

At the contralateral frontal scalp, the P22 and N30 responses similarly 
diverge on the N 18 baseline (figure 3-7C). N18 is reduced or absent when 
recording with an earlobe reference because the latter picks up much of the 
N 18 activity itsclf [16J . The actual on set latency of the focal parietal N20 is an 
important SEP measure that is now taken as the point in timc whcn the con-
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Figure 3-7. Scalp-recorded SEP responses. Stimulation of the left median nerve at the wrist. 
Noncephalic reference on the dorsum ofthe right hand. Negativity ofthe active e1ectrode registers 
upwards. A: at the left (ipsilateral) parietal scalp, the P9, PlI and P14 far fields are followed by the 
prolonged negativity of the N18 brainstem response (hatched). This trace is superimposed (fine 
trace) on the contralateral responses recorded at the parietal (B) or frontal (C) scalp. There is a c1ear 
distinction between the prerolandic P22-N30 and the postrolandic N20-P27 SEP components 
which are seen to diverge from the N18 baseline at these sites [12]. 

tralateral parietal trace diverges in the negative direction from the ipsilateral 
parietal trace (figure 3-7B). This corresponds to the time when contralateral 
parietal cortical generators start adding negativity upon the N18 baseline. 
Detailed issues about the N20 and P22 respective generators and whether they 
are genuinely distinct are discussed elsewhere [13, 19]. 

N18 must clearly be set apart from the positive far fields P9, PlI and P14 
which have brief durations and reflect synchronized volleys of action poten-
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tials conducted in bundles of nerve fibers. Bit-mapped imaging over the head 
discloses the blue sources of positivity of P9-P11-P14 with distinct and char­
acteristic boundaries between inion and low neck, while N18 appears as a wide 
red sea of negativity all over the head (figure 3-SB). That N18 is actually gene­
rated subcortically is evidenced by patients with a unilateral thalamic lesion in 
whom stimulation on the affected side elicits bilateral N18 (mean total duration 
19 msec), while all subsequent SEP components are lost [32]. Depth record­
ings also suggest that N18 is genera ted in brainstem nuclei [24]. 

Considering the profile and long duration of N18, we think that it reflects 
postsynaptic potentials in brainstem nuclei with open-field geometry that 
receive branches of the somatosensory lemniscal axons. Thus N18 emerges as 
a major SEP response that can be used for brainstem titration in diagnosis and 
neuromonitoring [12]. 

Central somatosensory conduction 

On the basis of the foregoing data, appropriate electrode montages can be 
sclected for monitoring central somatosensory conduction [12]. Two measures 
are required for this to be done. The first is spinal entry time of thc afferent 
volley which can be estimated from the onset of either the low-neck Nll near 
ficld response or the scalp Pll farficld (figure 3-8A-C). One difficulty with the 
latter measure is that, for unknown reasons, Pll fails to be clearly recorded 
in certain subjects. The Nll profile at low neck is faithfully recorded with a 
noncephalic reference (figure 3-8C) but it is distorted with a front scalp 
reference, namely by the addition of P14 far field and later brain components 
(figure 3-8E). It is true though that, with the latter montage, the P11 far field 
(recorded by the front reference) can be algebraically added to the Nll re­
corded by the neck elcctrode whereby the onset latency of the rising phase of 
N1l may be hetter defined. Thus, estimating the onset of the Nll rising limb 
in neck-to-front montages is considered a valid measure of spinal entry time 
[18]. 

The second measure required is time of arrival at cortex, best estimated at 

Figure 3-8. Mcthods of cstimation of the central conduction time. SEPs to stimulation of the lcft 
median nerve at the wrist. Two traces obtained in separate runs are superimposed to show con­
sistency of responses. Negativity of the active electrode registers upwards. A-C: noncephalic 
reference recording from the contralateral parietal (A) or frontal (B) scalp. or from the lower 
posterior neck (C). 

In A. the ipsilatcral parietal response is superimposed (fine traces) to show the NIH baseline. The 
N20 onset (vertical dotted line) is taken as the point of divergence of the upgoing negativity at 
contralateral parietal scalp from the NI H seen at the ipsilateral parietal scalp. The spinal entry time 
is taken from the onset of the Pli scalp far field or the spinal Nil neck near field. D-E: same data 
presented with the front electrode (thus trace B) used as reference. This canceIs most far field 
responses as weH as the NI H whilc it distorts the waveforms by algebraic addition of the COI11-

ponents recorded by the front reference. The eentral conduction time estimated from on set 
Iatencies is not distorted. However the transit between the peaks is more ambiguous and may be 
mislcading 1121. 
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the upward divergence of the parietal N20 from N18 baseline in a montage of 
the contralateral parietal scalp electrode and noncephalic reference (figures 3-7B 
3-8A). Ir can also be estimated with a montage with the contralateral parietal 
electrode referred to the front (figure 3-8D), in which case the N18 is cancelled 
while the frontal P22 is subtracted from the parietal N20. While this definitely 
distorts the N20 profile, it should not alter its onset latency which gives a 
measure of the time of arrival at cortex. 

These recommended measures [12] differ from what has been used in many 
estimates of central conduction, namely the time difference between the peak 
latcncies of neck-to-front and parietal-to-front responses (figure 3-8D-E). The 
peak of the neck-to-front response does not relate to any spinal component, 
but to the peak of the P14 far field (recorded by the front reference) that is seen 
as a N14 after algebraic addition. This spurious N14 peak bears no relations hip 
to the actual spinal entry time as it reflects activities in the medial lemniscus 
[14, 15]. 

On the other hand, the peak of the parietal-to-front response occurs later 
than the time of arrival of the afferent volley at the cortex and it misleadingly 
compounds interactions between the distinct N20 and P22 responses. One 
indeed has to call for a reassessment of what has in fact been measured with the 
difference in peak times of SEP profiles recorded with front reference because 
the latter is anything but neutral (figures 3-7C, 3-8B). The measured peak 
difference must reflect afferent conduction time between so me level in upper 
medial lemniscus and so me stage of intracortical activation in pericentral 
cortex [13]. Ir can be noticed that the values for central conduction time are 
shorter for the peak difference measure than for the onset difference measure 
(figure 3-8). 
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4. CRITICAL ANALYSIS OF PATTERN EVOKED 
POTENTIAL RECORDING TECHNIQUES 

IV AN BODIS-WOLLNER 

In the last decade, it has become increasingly apparent that demyelination is 
not the only cause of an abnormal Visual Evoked Potential (VEP), but that 
among other things, pathology of the intraretinal optic nerve as in glaucoma 
(1), axonal neuropathy (2) and synaptic neurotransmitter deficiency (3) may 
cause delayed VEPs. Maculopathy also in duces VEP delays, [4, 5, 6]. Several 
of these studies have shown that stimulus "details" such as element size, 
orientation and luminance, influence VEP diagnosis. From these and other 
unquoted studies, it is becoming evident that making that simple distinction 
betrween flash vs. pattern stimulation is not sufficient: one has to differentiate 
between one pattern and another. Selecting stimuli and appropriate analytical 
methods has become more important in dinical EP practice. In this chapter 
no attempt will be made to review all of the different EP techniques currently 
in use, but, rather advanced aspects of the foveal VEP will be discussed. The 
relevant physiology will be summarized. For addressing the foveal pathways, 
the pattern element size needs to be matched to the physiological constraints of 
foveal vision in humans. Several properties ofhuman foveal vision are known 
from spatial contrast sensitivity (c. S.) measurements which will be described. 
Clinical studies which demonstrate the importance of selecting physiologically 
meaningful patterns for dinical VEP diagnosis will be summarized. 
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BASIC CONSIDERATIONS OF THE FUNCTIONAL 
ORGANIZATION OF THE VISUAL PATHWAY 

Receptive field of retinal ganglion cells: "center-surround" interaction 

Signals of a large number of photoreceptors are collected by bipolar neurons, 
which synapse on retinal ganglion cells. The ganglion cell axons, known as the 
optic nerve, synapse in the lateral geniculate nucleus and then reach the cortex 
via the optic tract. Horizontal ceIls, preceding the bipolar cell organization, 
collect or pool signals of more receptors than do bipolars. Several laterally 
connected horizontal cells may create even larger pools: their interconnections 
are under the modulating effect of neurotransmitters. Some neurotransmitters 
decrease the size of the pool, with the result that retinal neurons become more 
selective for pattern element size. Detailed neurophysiological functions have 
been shown in the turtle and carp for the neurotransmitters GABA and Dop­
amine [7, 8, 9]. Dopaminergic interplexiform cells [10] have been found in the 
human retina [11]. (These physiological data are relevant to VEP studies in 
Parkinson's Disease [12]). Beyond the receptors, with each subsequent synap­
tic organization, progressive response compression occurs and the response is 
not just a simple increase as a function of stimulus area or luminance [13]. 

The concept of the receptive field of individual neurons [14] is crucial for 
appreciating why spatial contrast (i.e., pattern) is so important for VEP studies. 
Signals from photoreceptors of a portion of the illuminated retina converge 
into two separate pools of a single neuron. Because of the geometry of the 
receptive field, these pools are called the "center" and the "surround" [15, 16, 
17]. The ganglion cell response, recorded from the appropriate single fiber of 
the optic nerve or tract, is adeparture (a decrease or increase) from the mean 
firing rate (i.e., the neuronal response is a modulation around some steady 
level of number of spikes per unit time). When both center and surround are 
illuminated, the modulated response decreases compared to the illumination of 
the center alone. As a consequence of the antagonistic organization, the size of 
center relative to the surround establishes the spatial selectivity of individual 
neurons. For instance, if a neuron is stimulated with a small spot of light, the 
response of the neuron will first grow as the size of the spot is enlarged, and it 
will fall as soon as the spot becomes larger than the diameter of the receptive 
field center. This is due to surround antagonism. Due to the antagonistic 
organization of separate pools for center and surround portions of the recep­
tive field of bipolar neurons and ganglion cells, the retinal output does not 
simply represent the total illumination of a retinal patch. Instead, the response 
of bipolar and ganglion cells is determined by spatial contrast, (i. e., a differ­
ence of illumination between neighboring retinal areas rather than by the sum 
of their separate illumination). The distinction betwecn center and surround, 
and hence their interaction, is most evident in foveal ganglion cells. The more 
sharply defined is each mechanism, the more selective is each neuron for 
stimulus size. For instancc, bipolar cells of the retina are less selective for 
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stimulus size than are ganglion cells, which in turn, are less selective than 
cortical neurons. Retinal and lateral geniculate neurons are radially symmetri­
cal (i.e., show litde or no oricntation selectivity). A vertical or horizontal slit­
like stimulus or grating pattern will be equally effective in the retina and LGN, 
unlike in the cortex [18]. 

Parallel pathways from retina to cortex 

Retinal ganglion cells mediating foveal vision may be broadly classified into 
two groups: a) so-called X; and b) so-called Y ganglion cells. The organiza­
tion described above is stricdy tme for X ganglion cells. In Y ganglion cells, 
opposing forces of center and surround are never completely in balance. 
Nevertheless, center size of Y cells in respect to distance from the fovea 
follows the same mies as of X cells: it increases with distance. In Y ganglion 
cells, there is a particular subunit organization which contributes signals 
which cannot be cancelled; that is, it is not possible to bring center and sur­
round responses into perfect functional opposition [19]. Y ganglion cells are 
sensitive to short lasting, small changes in illumination and to any spatial 
variation occurring in their receptive field. Any X and Y ganglion cell may 
overlap in the area of the retina sampled [17], but respond to different aspects 
of a complex stimulus. Studies by Shapley and his colleagues [19, 20] have 
established that an important quantitative difference between X and Y 
ganglion cells becomes evident when one considers the temporal relations hip 
between the stimulus and the neuronal response. For instance, a spot which 
is modulated sinusoidally with some temporal frequency around some level 
of luminance in the center of the receptive field will induce a response which 
follows the frequency of the input signal. In Y cells, however, a distortion of 
tht' output will be noticeable. The simple distortion which characterizes Y 
ganglion cells in the frequency domain is frequency doubling (i.e., 4 Hz input 
yields both 4 and 8 Hz output). This is a nonlinear distortion, and it is char­
acteristic of Y cells. Furthermore, Y cells (mosdy large neurons) in the lateral 
geniculate nucleus are more sensitive to low contrast stimuli than are small 
cells [21]. In the LGN, as in the retina, individual ganglion cells differ in the 
size oftheir receptive fields (i.e., their spatial selectivity). In general, the closer 
a neuron is to the anatomical fovea, the smaller its receptive field. However, 
each region of the retina is subserved by a range of ganglion cells with different 
receptive field sizes. The population of parafoveally located ganglion cells has 
larger receptive field centers than the foveal population. From spatial contrast 
sensitivity studies in man and monkey and single cell studies in the monkey 
[22], it is estimated that the center size of human foveal ganglion cells is con­
siderably sm aller than 14'. Based on an understanding of these physiological 
principles we can appreciate the importance of pattern element size of the VEP 
stimulus. By selecting the appropriate pattern element size, one can stimulate 
the fovea or predominandy peripheral retinal neurons. 
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ANATOMIST CLiNICIAN 

Area Cenl ra lis 6 .0 mm (AC) Poslerior Pole 

Fovea 1. 5mm (F) Macula 

Faveola .35 mrn (FV) Fovea 

AC 

F 
FV 

C) 
'.' 

0 
0 

Figure 4-1. A schematic diagram of the human retina) surface. Superimposed is acheckerboard 
pattern with 50 ft . checks. drawn to scale. to illustrate its relationship to the fovea. 

The subdivision between foveal and extrafoveal processing 

Receptor density and the number of neurons per unit area of the visual field 
is largest in the foveal region. Roughly speaking, a circular central 1 degree 
of the visual field can be considered as the foveal window. This is used by 
most mammalians for foveating (i.e., looking at targets to be scrutinized). 
Foveal magnification factor refers to the ratio offoveal versus eccentric receptor 
and neuronal density per unit area. Because of the anatomy and physiology of 
foveal cortical representations, much of the pattern VEP amplitude derives 
from stimulating the central 8 degrees [23]. The larger the pattern element size 
(in respect to foveal processing) the less reliable the VEP latency, given a 
foveal 2 degrees stimulus field. This odd result occurs because a 2 degree field, 
with large checks, is a very odd stimulus. With a customary 50' checksize 
stimulus, recommended for routine use by some authors, the fovea does not 
receive areal spatial contrast stimulus but predominantly a flickering 50' 
rectangle (figure 4-1). In addition, if the number of checks is odd, which is the 
case with 50' checks in a 2 degree foveal field (i. e., 2.4 checks per field), there is 
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overall luminance flicker. With an odd nu mb er of checks, there is abasie 
asymmetry between the two pattern-shift positions. In one position, there are 
more bright, and in the other, there are more dark elements. These are import­
ant considerations. It is best to avoid the unknown, but most likely complex, 
effects of combined pattern and luminance stimulation of both the fovea and 
parafovea on the VEP. 

Lateral electrodes reftect on foveal and parafoveal processing 

Blumhardt and his colleagues [24], and several other studies [25, 26, 27], 
suggest that laterally (more laterally than 0 1 and O 2 ) placed occipital elect­
rodes are useful for diagnosing visual field defects. It was shown that an 
ipsilateral, paradoxical response to a large field stimulus in patients with 
hemianopie defects is consistent with the effects of half field stimulation in 
normals. Our studies [26], in hemianopie patients and patients with chiasmal 
syndromes showed a diagnostic yield similar to those reported by others. 
The surprising fact is that our stimulus is only 9 degrees in diameter (i.e., 
4.5 degrees for each half field). Apparently, VEP dia gnosis of visual field 
defects using 2.3 cycles per degree (cpd) gratings reflects the organization of 
the central 9 degree visual field. Recently, we studied the response to in­
creasing spatial frequencies (finer and finer patterns) over midline and lateral 
occipital electrodes. Our data (figure 4-2) confirm areport by Skrandies [28] 
that the response to increasing spatial frequency does not fall off any more 
rapidly at the lateral electrodes than at the central electrode. Since the higher 
(6.0 cpd) spatial frequencies stimulate much less of the parafoveal than foveal 
organization, these data show that laterally placed electrodes record significant 
foveal responses. In view of this finding, it is unlikely that placement of the 
active electrode alone provides sufficient separation to study foveal and para­
foveal cortical topography. Rather, precise stimulus size control as we des­
cribed earlier and multiple referential or bipolar montages may need further 
attention. 

Spatial tuning in the human fovea 

The stimuli used in clinical contrast sensitivity [29, 30] and in our VEP studies 
consist ofsinusoidal grating patterns [31, 32] (figure 4-3). Pattern element size 
in a grating pattern is specified by the variable, spatial frequency (f), which is 
the nu mb er ofbars subtended in an angle of one degree at the eye. The width 
(W) of a bar, or rather band of a grating, can be calculated (in minutes of are) 
by the formula w = 60/2f, where w is in minutes of are and fis spatial frequency 
in cycles per degree (cpd). Conversely, the fundamental spatial frequency of a 
check pattern can be expressed as f = 60/1. 4w, where fis measured in cpd and 
w is the width of the check in minutes of are. A more accurate description of 
the relationship of sinusoidal gratings to checkerboard patterns will be detailed 
later. Contrast (C) is the luminance difference of adjacent dark and bright 
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Figure 4-2. This figure iIIustrates that lateral oeeipital e1eetrodes record signifieant foveal re­
sponses. The loeation ofthe e1eetrodes is displayed in the upper part ofthe figure: they were plaeed 
at lateralleft (Lo), eentral (ZS) and lateral right (Ro) oeeipital areas. They all were referred to 263 
(63%) of in ion to nasion distanee. For eaeh c1eetrode loeation, the averaged (based on 4 
observations) VEP traees to transient modulation of a 6 epd sinusoidal grating are shown. In the 
lower part, the graph represents, in a logarithmie seale, the amplitude ratios of the VEP to 1 epd 
and to 6 epd. Solid squares represent the amplitude ratios ofNlPl (measured as first negative to 
first positive wave) for Lo, ZS and Ro. NIPl amplitude is dearly larger using a 6 epd than 1 epd 
stimulus; for PIN2, the ratios are dose to 1. The noteworthy feature ofthis figure is that nearly the 
same ratio is seen for all the three recording sites. Compare in figure 4-4 contrast sensitivity to 
1 epd and 6 epd for foveal and parafoveal vision: higher scleetivity to 6 epd oecurs only at the 
fovea, while for the parafovea the corresponding sensitivities are nearly equal. These data suggest 
that laterally placed e1eetrodes record foveal responses as weil as do eentral c1eetrodes. 

bands given a eonstant level of luminanee where C = Lmax - Lmin/Lmax + 
Lmin. The me an luminanee of the pattern should be the average uniform 
luminanee of the patterned sereen. Routincly, in our laboratory we use 170 
ed/m2 as a mean luminanee. Spatial eontrast sensitivity is defined as the inverse 
of the minimum eontrast whieh is needed for an observer to deteet a given 
spatial frequeney. The general shape of anormal contrast sensitivity eurve 
varies as a funetion of mean luminance [33]. Several aspects of the eontrast 
sensitivity funetion such as the cut-off frequeney (which is another way to 
measure a visual aeuity aeorc), the spatial frequeney at whieh peak sensitivity 
oeeurs, and the peak eontrast sensitivity value depend on the average lumin-
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Figure 4-3. A: The luminance profile of sinusoidal grating pattern is a one dimensional sinusoid. 
Complcx pattern such as checks can be synthesized from aseries of sinusoidal gratings of different 
spatial freqllency , contrast and orientation (see later figures). B: A square wave grating pattern. It 
contains the sinusoidal pattern, shown on the lcft (A) and higher spatial freqllcncics. 

ance. However, in a wide photopic range between 6 cd/m2 and 600 cd/m2, 
there is little change in contrast sensitivity. In this range normal human vision 
is most sensitive to pattern element sizes near 10'. Highest contrast sensitivity 
occurs at the fovea . The curve representing foveal vision has a broad peak 
(maximum sensitivity) around 5 cpd (figure 4-4). This corresponds to acheck 
size having a diagonal of 12 minutes of are. Figure 4-5 demonstrates the mis­
match which occurs when olle tries to stimulate the fovea with 50 ft. checks, 
(i.e., 0.83 cpd). Properly conducted VEP studies show that VEP amplitude in 
adults is largest to pattern elements sizes somewhere between 10' and 15' of arc 
[34] and to a spatial frequency near 5 cpd [28, 35, 36, 37]. 

Checkerboard patterns versus sinusoidal gratings 

In terms of Fourier analysis, a pattern with a one-dimensional sinusoidal 
luminance profile is the simplcst visual pattern. By this analysis, any two­
dimensional visual pattern can be decomposed into aseries of si ne waves. 
Acheckerboard could be synthesized from sinusoidal gratings by properly 
arranging a range of sinusoidal gratings of specific spatial frequencies and 
orientations whose contrasts (amplitudes) show a regular, fixed sequence. 
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Figure 4-4. Thc contrast scnsitivity (CS) curvcs are shown: one for foveal (triangles), and one for 
thc parafovcal region at I () deg eccentricity (circles) . Note that the parafoveal CS curve is shifted 
down and to thc left cOl11pared to the foveal curve. The maximum sensitivity for thc fovea is 
around 5 cpd, and for the parafovea is around 2 cpd. Thcrcfore, the best stimulus for thc fovea and 
parafovea are element sizes of 8 and 21 min of arc (corresponding to 5 and 2 cpd). The checker­
board symbol reprcsents the coml11only llscd clinical check board stimulus with a pattern element 
of 50 ft. checks corrcsponding to the fundamental spatial frequcncy of .85 cpd. Sec text for 
col11paring check and grating spatial frcquencies. 

Their ratios are constant and their absolute magnitudes depend on the magni­
tude of the fundamental component. Figure 4-6A illustrates a vertical sine 
wave grating on the left; to the right, its amplitude spectrum. Notice that 
all the amplitude is in one spatial frequency and one orientation. This is the 
simplest spectrum possible for a two-dimensional pattern. The diagram 
below, in figure 4-61:3, represents the amplitude spectrum of acheckerboard 
pattern with its edges aligned normally (horizontal and vertical). The funda­
mental spatial frequency of this checker board pattern is represented by the 
largest dot on the amplitude spectrum and it is located at the 45 degree dia­
gonal. Smaller and smaller dots represent the decreasing contribution ofhigher 
spatial frequencies to the checkerboard pattern. From the spectrum illustrated 
in figure 4-6, it is evident that the major power of acheckerboard pattern is 
concentrated at 45 degrees and at 135 degrees, with power dropping to zero 
as one moves toward 0 degrees or 90 degrees. Acheckerboard with its edges 
aligned along the major axes has neither vertical nor horizontal components 
[38]. Consideration of the power spectrum analysis of checkerboard patterns 
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Figure 4-5. The relationship of a 50 min of are stimulus to foveal and parafoveal eontrast sen­
sitivities. The foveal and the parafoveal contrast sensitivity (eS) eurves are displayed in the lower 
part of the illustration (see figure 4-4) The signifieant spatial frequeney eomponents of a 50 min of 
are checkerboard are presented in seale to the foveal (solid triangles) and parafoveal (solid eircles) 
es eurves. 50 min of are corresponds to a fundamental spatial frequeney of .85 epd. The other 
components ofthis pattern are odd harmonies, i.e. third (2.5 epd), fifth (4.2 epd), seventh (5.9) 
harmonies, whieh have respeetively 1/3, 1/5 and 1/7 ofthe energy ofthe fundamental eomponent. 
In the upper part, the loss of eontrast (in dB), for eomponents of a 50 min of are stimulus, is shown 
relative to foveal (open triangles) and for parafoveal (open eircles) es. The loss for the peak ofthe 
foveal and parafoveal eurves is evident. Thus, this stimulus size is not optimal for the fovea or 10 
degree parafoveally, but as ean be seen is better suited for parafoveal sensitivity than for foveal 
vision. This graph presents all components of a check pattern without regard to their relative 
orientation. 

reveals two simple but dinically relevant facts. One is that when the edges 
of acheckerboard are aligned vertically and horizontally, all the power is 
concentrated in oblique orientations. The other is that in order to equate the 
fundamental spatial frequency of the check pattern with that of a grating, the 
appropriate measure to use is the grating cyde length, which equals the check 
diagonal. 
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Figure 4-6_ A: A sinusoidal grating pattern. B: acheckerboard pattern, with the Fourier spectrum 
of each. The numbers indicate spatial frequency and the radial dimensions, the orientation of the 
spatial frequency componcnts of each pattern. Note that the sinusoidal grating contains energy 
only at the fundamental frequency (3 cydes per degree), whilc the checkerboard contains energy at 
a number of frequencies. The relative contribution of each harmonie to the total amplitude of the 
pattern is indicated by the size of the dot at each spatial frequency. The orientation of the sinusoidal 
components of the check pattern is all oblique, with no cnergy at either the vertical or the 
horizontal meridian. 

MANIPULATION OF STIMULUS PARAMETERS IN CLINICAL PRACTICE 

Spatial frequency and check size 

Gambi et al. [39] recorded VEPs of multiples clerosis patients to checkerboard 
patterns of different check sizes. Abnormalities of the VEP occurred most 
often with acheck size of 40 minutes (whieh eorresponds to 1.06 epd). These 
authors were able to inerease their diagnostie yield in all eategories of MS by 
exploring more than one spatial frequeney. Neima and Regan [40] also 
rcported that so me MS patients may showanormal response to one whilc an 
abnormal response to another size of the pattern. Henneriei et al. [41], 
originally reported that a small foveal reetangular stimulus provides the best 
diagnostie yield in MS. The stimulus is, howcver, not a true spatial eontrast 
pattern for the fovea. Neverthcless, at this point, these and other data suggest 
that one eannot prediet whieh stimulus is optimal for deteeting VEP abnorma­
lities in MS. On the other hand, in Parkinson's disease, it is erueial to scleet a 
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medium spatial frequency for demonstrating VEP abnormalities; an abnor­
mality becomes evident only to patterns above 2 cpd [42, 43, 44]. 

Abnormal VEP latency to smaller than 28 ft. checks is not diagnostic, but it 
is consistent with early macular pathology [45]. In maculopathy, even when 
visual acuity is relatively intact (20/30), a VEP loss may become evident with a 
stimulus of 14 ft. or smaller (i.e., nearer to the spatial frequency peak), and a 
VEP abnormality may not be apparent to 50 ft. checks. 

Stimulus orientation 

Camisa, Mylin and Bodis-Wollner [3] reported that while the specific orienta­
tion of a grating stimulus did not appreciably influence VEP latency of control 
observers, over half of MS patients exhibited orientation-qependent delays of 
the VEP. Thus, the diagnostic yield is higher if one employs more than one 
stimulus orientation. An orientation dependent VEP change suggests cortical 
rather than retinal pathology. In patients with maculopathy, an abnormal VEP 
does not depend on pattern orientation [4]. Orientation-specific effects in MS 
have been originally demonstrated with psychophysical determination of 
contrast sensitivity as a function of grating orientation. Orientation-specific 
los ses were commonly observed at medium spatial frequencies [46]. Kuper­
smith and his colleagues [47] estimated contrast sensitivity functions based on 
VEP amplitude for 15 MS patients. Four different orientations (0, 45, 90 and 
135 degrees) and three spatial frequencies (low, medium and high) were ex­
plored. On the whole, more orientation-specific rather than spatial frequency­
specific VEP abnormalities exist in MS; moreover, orientation and spatial 
frequency abnormalities do not covary (i.e., they can be independently ab­
normal in different MS patients). It is a weIl established fact that orientation 
selectivity occurs for only cortical neurons and not for or LGN cells in primate 
[18]. The explanation as to why orientation selective processes are affected by 
the demyelinating process, is possibly related to intracortical organization of 
myelinated axonal branches between orientation columns [48]. In patients 
with maculopathy an abnormal VEP does not depend on pattern orientation 
[4, 68]. 

Contrast 

TypicaIly, VEP testing is performed at high levels of contrast. In some MS 
patients, whose visual acuity is within the normal range, psychophysical tech­
niques reveal an elevated contrast threshold even when the VEP is classified as 
normal [49]. Several studies [50, 51] suggest that low contrast VEPs are 
diagnostically useful in MS, presumably by revealing early foveal defects. Low 
versus high contrast VEPs probably represent the response of different groups 
of neurons [52]. Single cell data suggest that low contrast stimuli trigger 
responses from the population of those neurons that provide the input to the 
magnocellular layer of the LGN (21). 
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Transient Versus Steady-State Stimulation 

VEP lateney is measured on traces whieh represent signals arising from stimu­
lation rates below 3.5 Hz (so-called transient VEPs). Amplitude and phase 
measurements are performed using Fourier analysis on VEPs arising from 
sinusoidal temporal modulation rates above 3.5 Hz (so called steady-state 
VEPs). With rates above 4 Hz the response is quasi-sinusoidal. There are two 
common errors in measuring steady-state signals. Because the response is only 
quasi-sinusoidal (i. e., it contains several harmonically related frequencies), 
it can be misleading to measure peak-to-through amplitudes. Secondly, the 
timing of the response should not be measured on raw traces from trigger 
to peak as time. Properly, the phase of each frequency response needs to 
be established, and delay measured from the slope of the phase plot [53]. 
Amplitude and phase measurements are objeetive when Fourier analysis [54] 
or a tuned lock-in amplifier [53] is used. The average VEP can be subjeeted to 
Fourier analysis with appropriate eare (sufficient number of cycles) to avoid 
aliasing. Also, with sufficient computer memory, the EEG can be subjected to 
Fourier analysis. Transient and steady-state VEPs do not always provide the 
same information. One unestablished but likely reason may be that transient 
VEPs induce strong neuronal non-linearities, due to the sudden stimulus 
change. 

Glaucoma: A c1inical example of the importance of 
steady-state analysis and spatial contrast 

Glaucoma, a pathology of retinal ganglion ceIls, may subject certain sizes of 
ganglion cells to damage at its earliest stages, while other sizes are left intaet. 
Early glaucoma and ocular hypertension predominantly affects central vision 
in a manner consistent with the notion that large ganglion eells may be vulner­
able. In general, it is assumed that Y ganglion eeIls, which have larger eell 
bodies, also have larger reeeptive fields than X ganglion ceIls, Synaptie 
transmission, eonduction veloeity and axoplasmic flow are, on the average, 
different for X and Y ceIls; Y cells are slightly faster than X cells. In glaucoma 
and oeular hypertension, degraded vision is charaeterized by a spatial contrast 
sensitivity loss whieh is most evident to low spatial frequencies (including 
homogenous field targets) flickering at fast rates [55, 56]. Some findings are 
eonsistent with our proposition that glaucoma (at least in its initial stages) 
may predominantly affect large ganglion cells of the retina. For diagnostic 
applieations of the VEP in glaucoma, steady-state stimulation is most useful. 
VEP and PERG studies [57, 58, 59, 60] agree that low (1-2 epd) targets modu­
lated above 5 Hz are the most useful for glaueoma diagnosis. This stimulus 
dependence is understandable in view of re cent anatomical data. Quiglcy and 
Hendrickson [61] studied retinal and LGN properties following laser induced 
glaucoma in the monkey. They demostrated morphological evidcnee of a 
selcctive magnocellular 1055 in this glaucoma model. In the primate, so me 
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large X cells, in addition to Y cells, synapse in the magnocellular layer. Thus, 
one might conclude that in glaucoma, while there must be both X and Y cell 
loss, the damage is to large cells. Pattern evoked retinal responses (pERGs) are 
obtained with direct ocular recordings in the glaucomatous monkey eye [1]. 
These studies demonstrate retinal defects to low spatial frequencies, providing 
functional evidence for the selectivity of the glaucomatous process. It was 
suggested by several pathophysiological studies, starting with the seminal 
work of Maffei and his collegues [62], that PERG is dominated by the retinal 
ganglion cell response (i. e., the intraretinal activity which gene rates optic 
nerve impulses) [63, 64]. A study by Bobak et al. [58] suggests that in some 
eyes with glaucoma the VEP has the higher signal to noise ratio and higher 
diagnostic yield than the PERG-even though they were simultaneously 
obtained. This result argues for a possible qualitative difference between 
PERG and VEP, and may imply a filtering function interposed between retina 
and cortex. The neuronal organization which may underlie this function is 
unknown. Although there is increasing popularity of pattern ERG recordings 
(pERG) , the clinical value of simultaneous PERG and VEP has yet to be 
established. 

A major difference between the magno and parvocellular populations is 
their different contrast sensitivity. Contrast segregation may be reflected in 
the normal VEP: thc amplitude functions of the steady-state plateaus around 
10-14% contrast, then grows again [52]. However, at present, there are no 
published studies in glaucoma addressing, either linear versus non-linear 
retinal ERG response properties, nor contrast dependent abnormalities of the 
VEP. 

METHODOLOGICAL CONSIDERA TIONS OF OBTAINING THE FOVEAL VEP 

The stimulus 

To obtain a foveal VEP, the stimulus field does not need to be restricted: how­
ever, as has been mentioned earlier, pattern element size is crucial since pattern 
elements co ars er than 14' are more efficient to stimulate parafoveal rather 
than foveal neurons. Figures 4-4 and 4-5 provide useful information to select 
pattern element size for a particular diagnostic problem. Our method of foveal 
stimulation differs from other proposed techniques, such as stimulating with a 
small foveal rectangle [41] or providing a small central stimulus area [65]. We 
recommend using a large screen cathode ray tube (CRT) display which sub­
tends 9 degrees of visual angle from a 1.44 meter viewing distance. This Ion ger 
distance is needed to minimize accommodation errors by the patient. An 
appropriate CRT provides high luminance, high pattern contrast and superior 
resolution so that medium (2-10 cpd) spatial frequencies can be genera ted 
without loss of contrast. The frame rate of the CRT is either 100 or 200 per 
second. This ensures 10 or 5 msec (200 ps frame rate) revers al time across the 
screen. The orientation of the pattern can be continuously varied with a CRT, 
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as opposed to TV or projection screen. CRT picture presentation is based on 
X/Y rasters. One other problem with the slow interlaced TV raster presenta­
tion of patterns [66] is flicker. Therefore, if a large CRT is not available, 
oscillating mirror projection is still preferable to most TV screens. One pro­
blem with any screen is that luminance asymmetry at the edges of the display 
(so-called edge flicker) becomes very noticeable once the pattern element size 
becomes large, thus flicker contaminates the pattern VEP. Flicker is a problem 
in reference to clinical diagnosis. For instance, we, as well as others, have 
shown that flicker responses may be normal while pattern responses are ab­
normal. A continuously illuminated surround is needed to minimize edge 
flicker. 

Calibrations: Flicker and contrast 

As mentioned in various places earlier on, flicker is an unwanted concomitant 
when pattern VEP diagnosis is pursued. One of the simplest ways to check for 
flicker is to put a diffusing screen in front of the modulated pattern display and 
watch. If nothing else is available, even a few pages of a newspaper will do as a 
diffusing screen. The eye is a very good judge for flicker. 

A more precise calibration is needed for luminance gradients across the 
screen. A photocell, with an aperture small enough, should be positioned in 
front of a pattern element, and then the pattern shifted or modulated. The 
maximum and minimum photocell output can be measured in any arbitrary 
unit and contrast calculated according to the formula C = Lmax - Lmin/Lmax 
+ Lmin. (In this case, L can stand for any unit of measure). 

Accommodation, acuity and adaptation 

Visual acuity should be checked prior to EP testing. Appropriate refraction 
is mandatory. If the patient did not bring glasses, one should provide a trial 
frame with appropriate corrective lenses. Very precise correction is hardly 
needed: A range of + I - diopter best correction will be sufficient. It is also easy 
to test for astigmatism, and thc patient should be both questioned and tcsted 
for its presence in particular if orientation dependent VEPs are desired for 
differential diagnosis of maculopathy and neuropathy. 

Pupil size should be estimated. If the results indicate, the monocular test 
should bc repcated with an artificial pupil. This is particularly important for 
foveal VEPs. 

Covering the non tested eye with a patch which blurs spatial detail but keeps 
the nontested eye in a light adapted condition is preferable. The room should 
be moderately lighted to avoid luminance transients when the patient looks 
around the room. 

FUTURE DIRECTIONS 

From this short review chapter, it should be apparent that there is more to 
the VEP than the latency of the major positive wave. In the past, it has been 



101 

assumed that the N70 is unreliable (i.e., has large inter-observer variability). 
This may be a somewhat premature conclusion; probably true when the 
pattern element size is coarse. Pattern ERG is not yet perfected to be a routine 
clinical tool. Steady-state analysis has not yet developed into a diagnostic tool 
of clinical VEP practice. However, so me novel methods, tapping non-linear 
components of the steady-state VEP, have been used with pro mise in eva­
luating the site of VEP abnormality as in Parkinson's disease [67]. 

SUMMARY 

The purpose of this chapter has been to distinguish stimulus parameters related 
to the physiological properties of the visual system, and which are important 
in differential diagnostic applications ofVEPs. There are many ways to mani­
pulate stimuli. Haphazardly varying parameters will only lead to greater 
complexity of interpretation without pathophysiological insights. The clinical 
evidence suggests that foveal VEPs provide a more specific tool in clinical 
electrophysiology than large field coarse patterns. The importance of pattern 
orientation in distinguishing retinal from demyelinating retrobulbar pathology 
is considered. Furthermore, it is discussed that spatial frequency needs to be 
low and temporal frequency high in the diagnosis of glaucomatous optic 
nerve. A more widespread awareness and consequent use of stimulus control 
in clinical VEP studies is recommended. 
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5. CRITICAL ANALYSIS OF SHORT-LATENCY AUDITORY 
EVOKED POTENTIALS RECORDING TECHNIQUES 

ISAO HASHIMOTO 

The short-Iatency auditory evoked potentials (SAEPs) are the sum of responses 
time-Iocked to high intensity dick stimulations occurring within 10 msec. The 
remarkablc stability of the SAEP waveforms and latencies across repeated 
recording sessions and varying arousallevels suggests that they originate in an 
extremely secure and highly synchronized generator system. It is hypothesized 
that synchronized neuronal discharges may summate to produce specific com­
ponents of the SAEPs. Recording of such discharges in the auditory system 
from the surface of the scalp would require (1) that a sufficient number of 
neurons and fibers fire in synchrony, (2) that the neurons and fibers are re­
latively large and, therefore, the impulse is conducted fast, producing large 
extracellular potential ficlds and (3) that individual neurons and fibers have 
an orderly and parallel arrangement so that individual extracellular ficlds 
summate. 

It has long been argued that extracellular field potentials generated by 
summed neural activity are due to current flows produced by postsynaptic 
potentials (PSPs) rather than action potentials (APs). In the context of 
generator of the SAEPs, it is extremely difficult to record selectively PS Ps of 
the cell bodies and dendrites or APs of the nerve fibers since the brainstem 
auditory pathways are densely packed within a small area. Hence, the relative 
contribution of the two components to the SAEPs is not yet weIl understood. 
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BASIC CONSIDERATIONS ON ANATOMY AND 
PHYSIOLOGY OF TUE AUDITORY SYSTEM 

The purpose of this section is to briefly review the fundamental anatomical and 
physiological background of the SAEPs. The auditory system consists of the 
peripheral and the central ascending auditory system. 

Peripheral auditory system 

The peripheral auditory system includes the outer ear, middle ear, and inner 
ear, and the first-order afferents of the auditory nervous system. 

Duter ear aud middle ear 

The tympanie membrane which separates the middle ear from the outer ear is 
extremely flexible and its acoustic impedance almost matches that of the med­
ium of air. The sound waves, when transmitted from the tympanie membrane 
to the inner ear, are amplified by about 30 dB by a lever action of the middle 
ear ossicles. The significant attenuation of sound energy when transferred 
from the air to the inner ear fluid (about 30 dB) is thus offset by the natural 
amplification system. In other words, the sound energy which arrives at the 
tympanie membrane is conveyed to the cochlea almost without loss of energy. 

There are two middle ear muscles; the tensor tympani and the stapedius. 
The tensor tympani is innervated by the trigeminal nerve and its action is 
to tense the tympanie membrane so as to dampen sound vibrations. The 
stapedius, which is innervated by the facial nerve, pulls the stapes away from 
the oval window and also dampens the input to the inner ear when it con­
tracts. 

Thus, to high intensity acoustic stimuli, both middle ear muscles are acti­
va ted and protect the inner ear from an exceedingly high intensity input by 
increasing the acoustic impedance of the middle ear. The dampening effect, 
however, is of no more than 5-10 dB. 

[fluer ear 

Within the inner ear cavity, there are the cochlear and the vestibular organs 
subserving, respectivcly, audition and equilibrium. The oval and round 
windows separate the inner ear from the middle ear cavity. The cochlea is 
essentially a fluid-filled coiled structure containing the basilar membrane (or 
cochlear partition to be more exact) in the center of the fluid cavity. The most 
significant feature contributing to frequency analysis of sounds is the fact that 
the membrane is narrower at the basal turn of the cochlea and wider toward 
the apical turn. Higher frequency sounds have a point of maximum displace­
ment of the membrane near the base of the cochlea, and lower frequency 
sounds produce maximal dis placement towards the apex. 

The hair cells on the basilar membrane are responsible for the transduction 
of the mechanical information into clectrical signals. There are two types of 
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hair cells: the inner hair cells, which are arranged medially in a single row; and 
the outer hair cells, which are arranged laterally in three rows. When sounds 
are applied, the vibration of the basilar membrane causes hairs of the hair cells 
to bend against the tectorial membrane, which in turn distorts the membrane 
of the cells altering its ionic permeability. This leads to the generation of 
receptor potentials, i.e., the cochlear microphonic potentials (CM) and sum­
mating potentials (SP). CM are the oscillating analog potentials to sounds and 
SP, a sustained DC potential, the duration of which coincides with that of the 
acoustic stimuli. These receptor potentials of the hair cells are capablc of 
exciting or inhibiting the auditory neurons which innervatc them. The total 
number of inner and outer hair cclls is 3,500 and 12,000 rcspcctively. 

The peripheral fibers from the ganglion cclls lose the myelin sheath after 
passing through thc habcnula pcrforata and synapse on thc hair cclls as un­
myelinated terminal fibers. In man, the majority of these fibers have been 
found to be 2 to 7 ~m in diameter [39, 83, 108]. Therc are two types of spiral 
ganglion cells which send fibers to the hair cells: type I cells, which comprise 
approximately 95 percent of the total spiral ganglion cells, inncrvate thc inner 
hair cells; and type II cells, which project to the outer hair cells. Thus, a 
number oftype I fibers converge on a single inner hair cell (a ratio of20 to 1), 
while type II fibers send off many branches that synapse on many outer hair 
cells (a ratio of 1 to 10) [126]. 

Cochlear nerve 

The cochlear nerve consists of both afferent fibers from the spiral ganglion 
cells and efferent fibers from the superior olivary complex (the olivocochlear 
bundle). There are about 31,000 afferent fibers in the cochlear nerve, corre­
sponding to the total nu mb er of spiral ganglion cells [108]. The afferent fibers 
have a spiral arrangement within the cochlear nerve corresponding to the 
systematic arrangement of the hair cells on the basilar membrane. Thus, the 
fibers from the basal turn of the cochlea run in the periphery of the cochlear 
nerve, and those from the apical turn run in the central portion of the nerve 
[118]. A single afferent nerve fiber is limited in response to acoustic stimuli 
in terms of frequency and sound pressure. In other words, each fiber has its 
specific frequency threshold curve (tuning curve) defined as a plot of the 
stimulus level for eliciting threshold response as a function of stimulus fre­
quency (figure 5-1). The characteristic frequency (CF) is the frequency of the 
turning curve to which a unit res ponds with the lowest threshold. In agree­
ment with the anatomical arrangement described above, single-unit studies of 
the cochlear nerve fibers demonstrated that high CF units are located relatively 
more externally in the nerve trunk as compared to low CF units. 

The bandwidth of a turning curve is narrow (tip) when the stimulus inten­
sity is low, and becomes wider with greater spread toward low-frequencies 
(tail) when the stimulus intensity is increased. Therefore, increasing the sti­
mulus intensity of a pure tone results in the activation of units with CF above 
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Figure 5-1. Frequency-threshold (tuning) curves of the acoustic nerve units. The stimulus level 
required to elicit a discharge above the spontaneous rate is plotted as a function of stimulus tone 
frequcncy. The shapes ofhigh charactcristic frequcncy (CF) units havc a sharply tuncd tip segmcnt 
and a more broadly tuned low frcquency tail region. Low CF units, on the other hand, cxhibit tails 
on both low and high sides ofthe tip, Dotted lines indicate tuning curves ofthe basilar membrane 
[41] . 

the frequency for that tone because the stimulus intensity exceeds the threshold 
of their low frequency tail segment. This has significant implications when 
trying to obtain frequency-specific responses to high intensity stimuli using 
SAEPs (see section "Basic considerations on frequency specificity in the 
recording, SAEPs") . 

The displacement of the basilar membrane toward the scala vestibuli de­
polarizes the receptor cells. As a consequence, cochlear nerve fibers are acti­
va ted at a particular phase of acoustic input (phase-locking) . The rarefaction 
dick by producing the stapes displacement out of the oval window, and dis­
placement of the basilar membrane toward the scala vestibuli, evokes spike 
discharges at a shorter latency than the condensation dick by a factor of (2F)-1 
second (F: center frequency of the dick). 

The dick-evoked discharg<;s of cochlcar nerve units show a systematic in­
crease in latency with decreasing CF reflecting the traveling time along the 
basilar membrane from its base to the apex. Howcvcr, at high dick intensitics, 
units with the CF abovc 2-4 KHz respond in relative synchrony with a similar 
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Figure 5-2. Principal ascending connections of the auditory system with respect to the acoustic 
nerve (AN) on the right side. Axons projecting to the inferior colliculus (1C) numbercd 1 and 2 
arise from nerve cells in the medial superior olivary nucleus (MSO) and lateral superior olivary 
nudeus (LSO) wherc a high degree of bilateral innervation has already occurred. 

DCN = the dorsal cochlear nucleus; VCN = the ventral cochlear nudeus; MTB = the medial 
nuclcus ofthc trapezoid body; LL = the laterallemniscus; MGB = the medial geniculate body; and 
P = the principal auditory cortex [58a]. 

latency to wave I in SAEPs [6]. Based on the above unit studies, as well as 
correlative studies between surface SAEPs, depth macro-electrode recordings 
[1, 68, 74, 85], and lesion experiments [9, 15], there is general agreement that 
the initial component ofthe SAEPs (wave I) is generated by the peripheral por­
tion of the cochlear nerve. Wave lappears as a small positivity over the vertex 
which inverts to a larger negativity around the ear, ipsilateral to stimuli [64, 
101,119, 134]. Polarity inversion ofwave I around the ear is consistent with an 
acoustic nerve dipole as its generator model. 

The efferent fibers of the cochlear nerve are considerably smaller in number 
(1,700-1,800) than the afferent fibers [147] and have an inhibitory inftuence on 
the hair cells innervated by efferent fiber of a specific CF. 

Central auditory system 

The central auditory system consists of various nuclei and tracts extending 
from the cochlear nucleus in the brainstem to the auditory cortex (figure 5-2). 
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Cochlear nucleus 

When the cochlear nerve enters the cochlear nucleus in the ponto-medullary 
junction, it forms ascending and descending branches. The cochlear nucleus 
(CN) is divided into dorsal and ventral nuclei; and the latter further subdivided 
into anteroventral (A V) and posteroventral (PV) nuclei. The ascending branches 
synapse in the A V, and the descending branches in the PV and dorsal nuclei. 
Moreover, the types and configurations of their synaptic connections differ in 
that the ascending branches terminate on the cell bodies as large end-bulbs, and 
the descending branches end as pericellular nests of terminal boutons [11]. The 
cochlear nerve fibers that innervate the apical turn of the cochlea project to the 
periphery of the CN, while fibers that innervate the basal turn project to the 
central portion of the nuclei. This orderly spatial representation in the CN of 
the peripheral receptors is called tonotopic organization. 

The axons of the CN form three ascending tracts; the trapezoid body (TB) 
from the ventral nucleus, the intermediate acoustic stria from the PV, and the 
dorsal acoustic stria from the dorsal nucleus. The dorsal and inter mediate 
acoustic striae are vestigial in man. Although the majority of the secondary 
auditory neurons cross in the TB and project to the contralateral superior 
olivary complex, one-third of them project to the ipsilateral superior olivary 
complex. The CN units are activated by acoustic input only from the ipsi­
lateral ear. On the basis of post-stimulus onset (PST) histograms of discharges 
to short tone-bursts, the CN units have been classified into 3 types with specific 
response characteristics: 1) primary-like type, which resembles cochlear nerve 
units with little adaptation, 2) chopper type, and 3) on type, characterized by a 
brief dis charge sharply time-locked to stimulus onset. 

The primary-like units are found most frequently in the A V where neurons 
(bushy cells) are enveloped by large end-bulbs ofthe ascending branches ofthe 
cochlear nerve fibers. The primary-like units are often preceded by a small 
positive presynaptic potentials believed to be genera ted by the large end-bulbs. 
On-units, on the other hand, tend to be located in the central area of the PV 
(octopus cell area) where fibers from the basal turn of the cochlea terminate. 

Correspondence between anatomical and physiological ceH types in the 
ventral nucleus can be summarized as follows: 1) bushy ceHs exhibit primary­
like pattern, 2) octopus ceHs produce an onset pattern, and 3) stellate cells, 
chopper pattern [110]. The on-units exhibit short and uniform latency to high 
intensity click stimuli [72]. Thus it is likely that both the primary-like units of 
the A V and the on-units of the PV are capable of producing summed responses 
synchronized to dick stimuli. 

When SAEPs are recorded from the vertex with noncephalic reference, 
wave 11 consists of two distinct peaks separated by 0.5 msec (Ha and IIb). This 
has been described in animals [1, 122] and in man [103]. It has been suggested 
that the presynaptic potentials in the central terminals of the cochlear nerve 
genera te wave Ha [1]. Wave Hb, on the other hand, has a latency similar to the 
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PSPs of the seeond-order neurons in the CN and the AP volta ge fields in the 
TB [1, 17]. 

In eorrelative reeordings between surfaee SAEPs and single units in the CN, 
the mean lateney of the highly synehronized onset units (2.6 ± 0.4 msee) 
eorresponds closely with the surfaee wave 11 (2.3 ± 0.4 msee) [72]. Lesion 
studies indieate also that wave 11 is generated in the vieinity of the CN [2, 15, 
51, 145]. However, the available data from different experiments have failed to 
pinpoint wh ether the primary anatomie and physiologie substrate of wave 11 is 
presynaptie or postsynaptic potentials of the CN neurons or APs of the TB 
fibers. 

Superior olivary complex 

The superior olivary complex (SOC) which oceupies the ventral region of the 
pons is a conglomerate of various nuclei, including the superior olivery nuclei, 
the nuclei of the TB and periolivary nuclei. In man, the medial superior olivary 
nucleus (MSO) is the largest nucleus in the SOC [135]. Eaeh nucleus is tono­
topieally organized. The SOC is the initial relay nuclei where the inputs from 
both sides of the auditory system eonverge and is involved in the processing 
of the binaural inputs. The MSO has a unique anatomie al arrangement of its 
neurons with their bipolar dendrites extending medially and lateraIly. The 
MSO reeeives projeetions from the ventral CN of both sides: fibers from the 
ipsilateral CN synapse on the lateral dendrites and fibers from the contralateral 
CN end on the medial dendrites of the same neurons [59, 133]. 

In agreement with the anatomieal studies, the units loeated medial to the 
MSO are aetivated by the contralateral input, and units located lateral to the 
MSO are exeited by the ipsilateral input [23, 49, 56, 57, 141, 143]. Within 
the MSO, there are many primary-like and chopper units, as in the CN, but 
there are fewer on-units [142]. The MSO units are capable of produeing dis­
eharges synchronized with low CF tones and are also eapable of responding to 
variations in interaural time differenees. Most of the high CF units, when 
binaurally stimulated, produee higher output than when monaurally stimu­
lated, and are thus sensitive to interaural intensity differenees [16, 54, 124]. 
From these observations it has been eoncluded that MSO neurons are most 
probably integrating binaural inputs for loealization of sounds in spaee. 

A group of neurons in the SOC is aetivated by cliek stimuli with short 
uniform latencies (3.2 ± 0.8 msee) that correspond approximately to those of 
wave III at the sealp (3.1 ± 0.3 msec) [72]. Correlative studies of the surfaee 
SAEPs and depth field potentials have shown that a field potential of maxi­
mum amplitude in the contralateral as weIl as ipsilateral SOC has a lateney 
similar to that ofthe surfaee wave III [1,74,85, 144]. Other intraeranial map­
ping studies, however, also reeorded from TB a field potential of similar 
lateney to surfaee wave III [1, 17]. Lesion studies provide additional support 
to the hypo thesis that SOC and TB are the main generators of surface wave 
III [2, 15, 51, 144-146]. 
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Some MSO neurons receive descending inputs and send axons to the con­
tralateral cochlea with synapses on the hair cells or on the fibers innervating 
hair cells (crossed-olivocochlear tract), and so me neurons in the vicinity of 
the lateral superior olivary nucleus (LSO) send axons to the ipsilateral cochlea 
(uncrossed-olivocochlear tract). Thus the olivocochlear tracts function as the 
final common pathway in the descending auditory system that provide a feed­
back system to modulate the amplitude of its inputs. 

Nuclei ofthe laterallemniscus 

The nuclei of the lateral lemniscus are located within the fibers of the lateral 
lemniscus (LL). The nuclei are divided into ventral and dorsal nuclei. The 
ventral nucleus receives primarily contralateral input and the dorsal nucleus 
receives bilateral input [3]. Although the nuclei of the LL provide a major 
input to the inferior colliculus, little is known about its anatomy and physio­
logy. In a correlative single-unit study, a subpopulation of early onset units in 
the LL showed a latency (4.5 ± 0.9 msec) corresponding approximatdy to that 
of wave IV of SAEPs [72]. 

Similarly, depth mapping study revealed that field potentials with the 
latency of wave IV were found within the contralateral LL and also within the 
SOC bilaterally [1]. Caird et al. [17] suggested bilateral MSO fibers ascending 
in the LL as the main source for wave IV. Lesion experiments have yielded 
rather confticting results that are difficult to reconcile. For example, unilateral 
lesion of the LL including the nucleus of the LL abolished the uncrossed com­
ponent of wave IV which remained after TB transeetion [15], while bilateral 
complete transection of the LL had no effect on wave IV in other experiment 
[146]. 

Inferior colliculus 

The inferior colliculus (IC) is a prominent auditory rday nucleus in the mid­
brain. The central nucleus is the core of the IC and is surrounded by pericentral 
and external nucleus. 

On the basis of cell size and innervation, the central nucleus has been divided 
into the ventrolateral division (VL) and the dorsomedial division (DM). The 
laminated arrangement of the fibers and cells within the VL is tonotopically 
organized in which the posterodorsal layer represents the apical turn and the 
anteroventral layer represents the basal turn of the cochlea [115]. The VL 
receives ascending projections only from the LL and sends axons to medial 
geniculate body via brachium of the IC [114]. The DM receives fibers not only 
from the LL but also from primary auditory cortex and the contralateral Ie. 
The pericentral nucleus receives input from the auditory cortex, and the ex­
ternal nucleus receives projection from the central nucleus as well as from the 
ascending somatosensory system. 

The majority of units in the central nucleus are excited by input from the 
contralateral ear, and a few units are ex ci ted by the stimulation of the ipsilateral 
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ear. Many binaural units are suppressed by the ipsilateral stimulation and a 
few binaural units are suppressed by the contralateral stimulation [143]. The 
response characteristics of the IC units differ from those of the CN units, i.e., 
sustained dis charge patterns are infrequently found, and onset and pause type 
discharge patterns are more common in the Ie. A subpopulation of the central 
nudeus units res ponds to monaural dicks with short latencics (4-5 msec) [7]. 
This latency range may correspond dosely with that of wave V. Correlative 
studics of single units and surfacc SAEPs indicate a similarity of latency 
between unit activity in the ventral part of thc IC and thc surface Wave V[78, 
100]. 

Howevcr, thc majority of thc central nudeus units are less synchronizcd and 
res pond with Ion ger latencics [72, 78, 1001. These slower onset units are 
assumed to correspond to a slow negative wavc (SNlO) following wave V 
[60-63]. Depth ficld potential studies provided additional support for the 
importance of the IC contributions (primarily contralateral and sccondarily 
ipsilateral) to surfacc wave V [46, 71, 74, 85]. 

Extensive bilateral IC lesions, induding the ventrolatcral extcnt of thc 
nudci, rcsultcd in marked rcduction or loss of wave V (figure 5-3) [15, 46, 71]. 
Similarly, lesions which interrupted lemniscal input to thc IC eliminatcd wavc 
V [46, 71, 85]. The preceding correlative and lesion studies dearly demonstrate 
that the deep ventrolatcral portion of the IC is particularly important in the 
generation of wave V. However, thc resolution of these methods has bcen 
insufficient to define if wave V is generated by PSPs of the cell bodies and 
dendrites within the VL or by APs of the input fibers from the LL. 

Medial geniculate body 

The medial geniculate body (MGB) of the thalamus is the final rclay nudcus 
in the ascending auditory system. The MGB indudes the ventral, dorsal and 
medial divisions. The ventral division contains fibers and multipolar cells that 
are densely and regularly arranged. The laterallaycr is related to lower auditory 
frequencies and the mediallayer to higher frequencies. Thc ventral division is 
the major thalamic receiving area from the central nudeus of the IC and sends 
projections to the primary auditory cortex via auditory radiation. The dorsal 
and medial divisions receive auditory as weIl as somatosensory, and visual 
inputs. The discharge pattern of the MGB units is extremely complex and 
variable [34, 47]. Some of the units respond to dicks within 10 msec with 
a uniform latency [4]. These short-latency units follow dick rates above 
20 sec- 1. 

Correlative extracranial and intracranial field potential studies indicatc that 
surfacc wave VI occurs with a similar latency (6-8 msec) as the activity of the 
MGB and that it follows repetition rates up to 20 sec- 1 with only minor dccre­
ments in amplitude [14]. Following complete transection of thc brainstem 
rostral to the IC wave VI disappeared [15]. These data suggest that wave VI 
largely reftects neural activity of the MGB. 
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Figure 5-3. Short-latcncy allditory cvokcd potentials after variolls Icsions of the ventrolateral part 
of the inferior colliclllllS. Waves 5 and 6 disappear (b and c) in all cases after Iesions of the inferior 
colliclllllS as illllstrated in a [46]. 

Auditory cortex 

The cortical areas responsive to auditory stimuli are the primary auditory 
cortex located in the dorsal surface of the superior temporal gyrus . The audi­
tory cortex receives and integrates acoustic information already processed in 
the ventral division of the MGB. The majority of the primary auditory cortex 
units are binaurally excited; the response to contralateral stimulation is greater 
than that to ipsilateral stimulation. Some units produce a short latency onset 
response (9-11 msec) to bin aura I dicks, although they represcnt a sm all pro­
portion of acoustically driven units [111] . Correlative surface SAEPs and depth 
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recordings in cats have shown that a potential field of maximum amplitude in 
the primary auditory cortex has a latency (10-12 msec) which may coincide 
with that ofwave VII [14]. These surface and depth potentials show the same 
parametric changes to stimulus rates. Aspiration of the primary auditory 
cortex has been shown to selectively abolish wave VII [14]. These results 
suggest that wave VII reflects direct activation of the primary auditory cortex. 

BASIC CONSIDERA TIONS ON GENERATORS OF SAEP WAVES IN MAN 

In the last few years, SAEPs have become an integral part of the neurological 
diagnostic tools. It is weIl documented that SAEPs can identify a variety of 
focal brainstem lesions [13,66, 127, 129, 131]. However, the power ofSAEPs 
as a localizing techniques is greatly dependent on the accuracy of our knowl­
edge regarding the origin of each SAEP component. The present section sur­
veys so me basic data about the neural generators of SAEP components in 
man derived from intrasurgical recordings [60, 61, 65, 67, 68, 90-92, 125]. 
Relevant pathophysiological data will also be presented to assess the validity 
of the conclusions drawn from intrasurgical recordings of SAEPs. 

The slow negative wave (SNI0), an carly middle latency component of the 
auditory evoked potentials, will also be included in the present analysis since 
from direct recordings this componcnt appears to originate from the midbrain 
auditory structure, namcly the inferior colliculus [61, 62]. 

Action potentials of the cochlear nerve fihers (Wave I) 

Compound action potentials recorded dircctly from the cochlear nerve both 
distally, within the porus acousticus, and proximally, within the cerebello­
pontine angle region, have a triphasic shape similar to sensory nerve action 
potentials (APs) recorded along peripheral nerves (figure 5-4) [68, 92, 125]. 
The onset of the negative phase (NI) of the triphasic action potentials reflects 
the arrival of the earliest nerve volley under the recording electrode. The fast 
conducting fibers subserving this early phase of the APs are likely to make a 
major contribution to the generation of SAEPs, and the slower conducting 
fibers represented by the late phase ofNl are virtually non-contributory to the 
SAEP generation. The recordings from the proximal part of the cochlear nerve 
show a similar triphasic waveform with smaller amplitudes and Ion ger peak 
latencies. 

Clinically, only wave I is preserved and other waves are lost or of prolonged 
latency in cerebellopontine angle tumors [20, 35]. This is most probably due to 
conduction block of the cochlear nerve with sparing of the more distal portion 
of the cochlear nerve in the cochlea. This evidence clearly indicates that wave I 
originates from the most peripheral portion of the cochlear nerve. However, 
whether wave I reflects generator potentials in the unmyelinated dendritic 
terminals in the cochlea, or APs in the myelinated terminal portion of the 
cochlear nerve, is not yet settled [13]. 
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Figure 5-4. Action potentials of the cochlear nerve fibers (A) and far-field SAEPs (B). Fast 
conducting nerve volley represented by the onset (peak ofPI) ofthe negative phase (NI) ofthe 
triphasic action potentials makes a major contribution to the generation ofSAEPs. The onset and 
peak of the PI component recorded distally from the intrameatal portion of the cochlear nerve are 
synchronous with those of wave I at the scalp, while the following large NI componcnt occurs 
later than the peak of wave I [60). 

Brainstem entry time of the acoustic nerve volley 

Critical da ta for interpretation of the subsequent waves involve the accurate 
time of arrival of the earliest afferent volley at the brainstem. Cochlcar nerve 
fibers in man have a length of 20 to 25 mm [81, 125] and a diameter of 2 to 
7 I-tm [39, 83, 108] . From these data, as weil as from the actual measurements 
ofthe conduction velocity along the cochlear nerve (10 to 24 ms - J), the con­
duction time between the cochlea and the cochlear nucleus can be reasonably 
estimated to be about 1 msec [68, 125]. 
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Figure 5-5. Recordings from the dorsal surface of the pons in the vicinity of the auditory nuclei 
(AN) of the lower brainstem (the cochlear nucleus and superior olivary complex). The potentials 
recorded over the ipsilateral auditory nuclei have a prominent positive peak (P2) wh ich shows 
almost a perfect match with the scalp recorded wave 11. A negative wave (N3) following the P2 
starts and ends in time with wave 111. However the recording from the contralateral nuclei shows 
this component as a positive wave (P3) indicating a horizontal dipole field in the lower pontine 
region. L = left, R = right, Stirn = stimulation, S = scalp [62a]. 

Early brainstem component (Wave 11) 

Since the auditory nuclei of the lower brainstem, i. e. , the cochlear nucleus 
(CN) and superior olivary complex (SOC), are not directly accessible in man, 
recordings are made from the surface of the dorsal pons in the vicinity of these 
nuclei (figure 5-5). The potentials recorded over the ipsilateral cochlear nuclei 
have a prominent initial positive peak (P2) which shows alm ost a perfect 
match with the scalp recorded wave 11. M011er and Jannetta [90] also recorded 
evoked potentials from the identical locus in the brainstem that are similar in 
morphology to the recordings presented in figure 5-5. Surface potential field 
distribution studies have shown that wave 11 is negative at the earlobe and 
positive at the vertex and this earlobe negativity (N2) occurs slightly earlier 
than the vertex positivity [63, 101]. Therefore, wave 11 recorded from the 
vertex to the ipsilateral earlobe may consist oftwo temporally overlapping but 
separate components; the cochlear nerve APs and the ipsilateral CN activities. 
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Horizontal dipole field in the pontine region (Wave 111) 

In recordings from the dorsal pons in the vicinity of the cochlear nuclei a 
negative wave (N3) following the positive wave (P2) is seen in responses to 
ipsilateral auditory stimulation. This wave N3 starts and ends in time with 
surface wave III (figure 5-5). However, recording from the contralateral 
nuclei shows that this component is phase reversed, appearing as a positive 
wave (P3). This is in agreement with surface potential distribution studies that 
show that surface wave III is positive in contralateral scalp recordings and 
negative or only slightly positive in ipsilateral ear recordings. [64, 101, 128, 
130, 134, 139]. The medial superior olivary nucleus (MSO) is generally 
accepted as the largest nucleus in the superior olivary complex (SOC) in man 
[73, 93, 135]. The MSO receives direct projections from the CN ofboth sides, 
with fibers from the ipsilateral CN projecting to the lateral dendrites and those 
from the contralateral CN ending on the medial dendrites ofthe same cells [59, 
133]. It can therefore be speculated that with contralateral stimulation, EPSPs 
on the medial dendrites produce a negative field at the medial edge of the MSO 
and that the potential is inverted to a positivity at the lateral edge of the nucleus 
[8,17,23,49,143]. Conversely with ipsilateral stimulation, depolarization on 
the lateral dendrites produces a negative field at the lateral border and a 
positive field at the medial border of the MSO. These field potential data in 
animal experiments resemble closely the mirror-image dipole field in the 
recordings from the human brainstem. The potentials recorded from the 
midline of the dorsal surface of the pons in the vicinity of the trapezoid body 
(TB) have 3 positive components-P2, P3 and P4-separated by 2 negative 
deflections. The P3 component which tempo rally coincides with surface wave 
III shows a rapid change both in polarity and amplitude when the recording 
electrode within the brainstem is displaced slightly [68]. From these observa­
tions no brainstem auditory nucleus or tract can be specified with certainty as 
the generator for wave III in man, although the findings in these intrasurgical 
recordings do indicate that the MSO can be a good candida te for the neural 
generator of wave III. The P4 component from the midpons corresponds to 
wave IV and is maximal at this level with rapid attenuation by rostral elect­
rode dis placement, suggesting a pontine auditory structure as the generator 
source for this component [68]. 

Vertical dipole field in the midbrain (Wave V) 

In recordings from the midbrain, a slow positive wave-PS-was the most 
predominant potential, whereas the earlier wavelets were poorly defined. The 
P5 component from the midbrain has a closetime relations hip with the scalp 
wave V, although a small but consistent peak latency difference between the 
two is present [68]. The P5 from the midbrain is the virtual mirror-image of 
the slow negative component (N5) in the recordings from the pons where the 
P5 from the midbrain is much larger than the N5 from the pons. In contrast to 



119 

s \l~ A ~ I 02S~V 
r~lI~ 

A 

B ! IPV 

10 

A 

B 

15 3<) 

Figure 5-6. Potentials evoked from both ipsilateral and contra lateral inferior colliculi (JC). With 
stimulation of the left ear, a large potential (*) corresponding to wave V is recorded from the con­
tralateral Je (A) but only a small potential from the ipsilateral Je (B). Similarly a large potential 
(**), the depth correlate of SNlO is recorded from the contralateral Je (A). The physiological 
predominance of PS and SNlO components in the contralateral Je is in conformity with the 
human and animal anatomical studies that the major part of the brainstem auditory pathway 
ascends contralaterally [62aJ. 

the P3 (the depth correlate of wave III) with the horizontal dipole field in the 
pontine region, the PS has a vertically-oriented dipole field within the mid­
brain with a rostral-positive and caudal-negative potential field configuration. 

These distinct dipole fields in the brainstem indeed suggest that the potential 
sources for these far-field components are dose to the respective recording 
electrodes. 

Predominance of PS component in the contralateral inferior colliculus 

Evoked potentials from the contralateral and ipsilateral inferior colliculi (Je) to 
monaural stimulation are presented in figure 5-6. The contralateral response 
corresponding to wave V is considerably larger than the ipsilateral response. 
The result is in conformity with the human and animal anatomical studies that 
the major part of the brainstem auditory pathway asccnds contralaterally. 

A restricted upper pontine-midbrain lesion lateralized to one side pro duces 
mounted electrodes have been helpful in defining better the relationships be-
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selective abnormality in wave V with stimulation contralateral to the lesion 
(figure 5-7). On stimulation of the ipsilateral ear, SAEPs are completely 
normal. The absence of wave V in eontralateral responses ean be interpreted 
as conduction block of the presynaptic fibers of the contralateral Ie with 
preservation of the generator substrate for wave IV in the pontine region. 
Whether or not this wave V refleets a postsynaptic or presynaptic neural 
activity in the Ie is still an open question [60, 61, 65, 68, 89, 91]. 

Widespread slow negative wave (SNI0) from the midbrain 

When a non-cephalic reference electrode is used, a slow negative wave is seen 
to follow the brief positive SAEP wavelets. This slow negative peak has a 
latency of ab out 10 msec and h~s been labeled SN10 [28]. This component is 
widely distributed over the sealp and, therefore, it is reasonable to ass urne that 
it arises from deep auditory struetures [65]. Evoked potentials from ipsilateral 
and contralateral Ie to monaural stimulations in man show brief positive peaks 
followed by a slow negative wave SNlO with the contralateral response being 
significantly larger than the ipsilateral response (figure 5-6). This slow 
negative potential from the Ie eorresponds temporally to the sealp SNlO [60, 
61]. SNlO from the eontralateral Ie shows a steady increase in latency and 
decrease in amplitude as stimulus intensity is progressively deereased. How­
ever, SNlO is relatively unchanged by varying the stimulus repetition rate of 
stimuli from 1 s-l to 45 s-l [65]. The above mentioned parametrie manipu­
lations affect similarly the sealp SNlO [28]. This contrasts sharply with the 
following positive cortical component (Pa) whieh decreases in amplitude quite 
rapidly with an increasing stimulus rate [18, 84]. The duration of the SNlO 
component is about 10 msec and definitely longer than the duration of the 
earlier SAEP wavelets (ab out 1 msec). We are, therefore, tempted to speculate 
that this slow wave is the far-field reflection of the postsynaptic potentials 
(PSPs) of the Ie, whereas short duration SAEP wavelets may reflect the 
synchronized activity (APs) of the fiber traets in the brainstem auditory 
pathways. 

The conclusion that may be drawn from the preceding intraeranial record­
ings, as weil as from the topographie and parametrie studies, is that the SNlO 
refleets primarily the dendritic potentials of the eontralateral Ie. 

Volume conduction of the intracranial potentials to the scalp surface 

Thus far we h:lVe diseussed the intracranial sourees of surfaee-reeorded poten­
tials taking in aceount of synehronously oeeurring high amplitude potentials 
seen in intrasurgical recordings. However, intraeranial and sealp potentials are 
not always strietly eoneurrent in peak lateneies, and often minor shifts are 
present between them, questioning the correspondenee of a given intraeranial 
aetivity with asealp potential [60, 61, 68]. Reeording of potentials all the way 
from its intraeranial maximum to the sealp using intraventricular catheter­
mounted electrodes have been helpful in defining better the relationships be-
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Figure 5-7. Pathophysiological corrclation of SAEP wave V. 

A. A small right upper pontine hemorrhage on CT scan. 
B. SAEPs to stimulation of the ear ipsilateral to the lesion is normal (VB-A). 

On stilllulation of thc contralateral ear, there is a sclective loss of wave V (*). A repeat SAEPs 
testing after 3 months reveals that wave V has a slightly delayed latency and still clearly diminished 
amplitude (B-B). 
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tween depth and surface potentials [60,61,65,68]. Sequential recordings from 
the electrodes in the fourth ventricle, aqueduct of Sylvius, third ventricle and 
lateral ventricle, clearly show amplitude reductions as weH as minor but sys­
tematic latency shifts of the fast and slow SAEP components as a function of 
distance from their sources (figure 5-8). A similar recording technique has 
also been used to r-ecord short-Iatency brainstem somatosensory evoked 
potentials (SSEPs) [62]. The traveling fast positive components (P13 and P14) 
and slow negative component (N16) from the brainstem are considered to 
reftect respectively the APs in the mediallemniscus (ML) and the PSPs in the 
various brainstem nuclei receiving coHateral projections from the ML [58]. 

The attenuation of the slow component both in SAEPs (SNlO) and SSEPs 
(N16) at the scalp is greater than that of the fast components in SAEPs (waves 
I-V) and SSEPs (P13 and P14). This differential attenuation ratio in the two 
distinct intracranial components may imply that: 1) the slow and fast co m­
ponents have different source locations (nuclei versus fiber tracts) and dipole 
orientations (horizontal versus vertical), 2) semiclosed PSP fields for the slow 
components versus open AP fields for the fast components, and/or 3) the brain 
as a volume conductor has a higher resistivity to a lower frequency spectrum 
of biological signals. 

The consistent and uniform latency shifts of the near-field SAEP and SSEP 
peaks points to interactions of potential fields genera ted by multiple sources, 
or the brain itself, working as a low-cut filter introducing a phase lead in the 
signal. 

BASIC CONSIDERA TIONS ON INCREASING SIGNAL-TO-NOISE 
RATIO IN THE RECORDING OF SAEPS 

Increasing the signal-to-noise ratio, i. e., 1) decreasing the amplitude of noise 
upon which the signal is superimposed, and 2) increasing the amplitude of the 
signal of interest, is the basic consideration upon which recording of evoked 
potential is based. SAEPs are extremely low amplitude «1 micro-volt), far­
field potentials from auditory peripheral and brain stern afferent pathways that 
are buried in background noise. A veraging enhances the stimulus-time-Iocked 
potentials relative to the random background noise and, thereby, permits 
detection of the SAEPs. Reduction in the amplitude of the noise is propor­
tiona! to the square root of the number of individual responses in the average. 
Assuming that the SAEPs have a 1 :50 signal to noise ratio in an unaveraged 
epoch, 502 = 2,500 signals must be averaged to improve the signal to noise 
ratio up to a 1:1. In addition to averaging, there are several other methods 
which can be applied to eliminate or reduce noise from various sources. In­
creasing the amplitude of the signal is another important aspect of enhancing 
the signal-to-noise ral:io. This can be accomplished by manipulating the stimu­
lus and recording parameters as discussed in detail in the section "Basic con­
siderations on isolation and identification of different components in SAEPs". 

The recording of SAEPs can be divided in 3 Stages: 1) generation of the 
acoustic stimuli, 2) amplification of the signal, and 3) processing of the signal 
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Figure 5-8. Volume conduetion of the fast and slow SAEP components to the sealp surfaee, 

A) Multiple reeording cleetrodes 10CJted along the intraventricular eatheter at equal intervals of 1 
em within the fourth vcntriclc, aqueduct ofSylvius, third and lateral ventriclcs. The deetrodes 1, 2 
and 3 are located in the fourth ventricle (vicinity of the pons); 4 and 5 in the aqueduct of Sylvius 
(vicinity ofthe midbrain); 6,7 and 8 in the third ventricle (vicinity ofthe thalamus) ; and 9 and 10 in 
the lateral vcntricle, 
B) Fast SA EP waves to left monaural stimulation reeorded at the various loeations indicated in A. 
The P2, P3 and P4 components are maximal at the pontine level while PS is largest at the midbrain 
level. These pontine and mibrain potentials are propagated to the scalp surface with amplitude 
reductions as a function of distanee from the brainstcm and with minor but systematic latency 
shifts. S = scalp recording, Intracracranial and scalp recording are referenced to the left earlobe 
(Al). 
e) Slow SAEP component (SN 1 0) to left monaural stimulation rccorded at the multiple locations 
indicated in A, The potmtials recorded in the vicinity ofthe pons consist ofbriefsinusoidal com­
ponents with about 1 msee dura ti on, while the potentials from the midbrain are dominated by a 
large slow negative wave after the PS eomponent. 

Note differmt voltage calibrations: 0,5 !lV for the upper three (1,2,3) and lower four (7, 8, 9, 
10) traces, 2 !lV for the middle three (4, 5, 6) traces and 0.25 !lV for the sealp (S) rceordings. Thc 
eommon referenee for the intraeranial and scalp recordings is the earlobe ipsilateral to stimulus. 
The !arge negative wave from the midbrain indicated by * corresponds to SNI0 at the scalp. This 
negative potential initially shows rapid deerement in size with distanee from the midbrain (in the 
near-fjeld) but the amplitude gradient becomes shallow with incrcasing distancc from the 
midbrain (in the far-fjeld), 
D) Recordings from the same subject as in B. 

Note a rapid fall off of the negative potential (*) cauda! to the midbrain. Voltage ca libration is the 
same for the two recordings r 60, 61 J, 
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obtain SAEPs. Noise is generated at each of these stages. It is therefore, 
convenient to organize the discussion on noise reduction following this 
sequence. 

Stimulus artifact 

A dick is a transient acoustic stimulus preferably used for eliciting SAEPs. The 
stimulus is genera ted by driving an acoustical transducer with the output of a 
waveform generator. Since the acoustic transducer is usually placed dose to 
the recording sites, electromagnetic fields genera ted by the transducer are 
readily coupled to the recording electrodes. A large stimulus artifact can drive 
an amplifier beyond its linear range or block it and lead to distortion of the 
early components of the SAEPs. The stimulus artifact can be reduced by the 
following methods: 1) separating the acoustic transducer from the subject (and 
thercfore from the recording electrodes) either by connecting the transducer to 
the subject by a flexible tube or by stimulation in free field, 2) shielding the 
transducer, 3) reversing dick polarity, and 4) use of piezoelectric transducer. 

With free field stimulation, a sound-isolating room is required and this is 
not practical in the dinical setting. When using a connecting tube between the 
transducer and the ear, the artifact is reduced: 1) by keeping the transducer 
away from the electrodes and 2) by introducing a fixed delay between the 
stimulus delivery and responses. Shielding the transducer usually with mu­
metal is an effective way of reducing the stimulus artifact. Adding responses 
to reversing-polarity dicks selectively eliminates the stimulus artifact while 
preserving the neural responses. However, this method predudes recording of 
the cochlear microphonics (CM) and the frequency-following response (FFR) 
from the auditory system and may distort neural response waveforms 
theoretically by a factor of (2F) -1 second (F: the center frequency of the dicks). 
This effect of opposite-polarity dicks should be taken into account particularly 
when stimulating with low frequency dicks [25] or when recording from the 
subject with a high-frequency hearing loss [20, 24]. (Refer also to the seetion 
"Basic considerations on isolation and identification of different components 
in SAEPs" for further details.) Finally, the piezoelectric-transducer generates a 
much smaller magnetic field than the above mentioned electromagnetic trans­
ducer, and the electromagnetic stimulus artifact is essentially eliminated by its 
use [75]. The elimination of the stimulus artifact has revealed an early neural 
component prior to wave I. 

Noise in amplification of the signal 

Differential amplifiers amplify only volta ge differences between input leads, 
and voltages that are the same at the two inputs are cancelled, thus attenuating 
selectively electrical noise mainly from power lines. Amplifiers with high­
input impedance reduce distortion and noise particularly when high imped­
ance recording electrodes such as those for recording electrocochleogram 
(ECochG) are used. Thus, where the amplifier has an input impedance of 
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10 MQ and a recording electrode impedance of 50 KQ, for instance, an input 
signal is only attenuated by about 0.5 percent. 

Internal noise, however, tends to be higher in high-input impedance ampli­
fiers. This type of noise is reduced by averaging and by restricting the fre­
quencies to those necessary for faithful reproduction of the wanted response. 

Trade offs between noise reduction and signal distortion by the use offilters 

Since SAEPs are buried in much larger electrical noise, the quality of the 
record will be considerably improved when the frequency response of the 
filters is set to maximally reject the interferring noise. However, the frequency 
response of an analogue filter must not be so restrictive that the evoked poten­
tials are distorted both in terms of amplitude attenuation and phase-shift. In 
general, the low-cut filters introduce phase lead, and the high-cut filters phase 
lag into the signal to be analyzed. 

Thus, lowering the high-cut filter frequency produces an increase in latency, 
and increasing the low-cut frequency produces a decrease in absolute latency of 
all components [130] and also ofI-V interpeak latency [37]. Absolute ampli­
tudes of all components are reduced by increasing the low-cut filter frequency, 
this effect being most prominent for wave V [37, 97, 112, 130]. In addition to 
filter frequency, filter slope also leads to waveform distortion. 

Increasing the low-cut filter slope produces similar effects on the waveform 
as increases of the low-cut filter frequency [33, 37, 97, 112]. Digital filtering 
with zero-phase shift does not produce such distortions [10]. 

The frequency distribution ofSAEPs shows three peaks: low frequency (50-
150 Hz), middle frequency (500-600 Hz), and high frequency (1,000-1,100 
Hz) peaks [76, 138]. The main noise interferring with the SAEPs corresponds 
to the background EEG which has a frequency range ofO.5-30 Hz and can be 
considerably reduced with a low-cut filter. Other two important sources of 
noise contamination are muscle potentials with a 20 Hz-l KHz frequency 
range and acoustic stimulus artifact with a 10 Hz-20 KHz range, both of which 
cannot be eliminated by filtering because their frequencies overlap those of the 
SAEPs. In restless, tense patients, for example, raising tbe low-cut filter from 
30 to 100-300 Hz can attenuate significantly the EMG and movement artifact 
(0.05-50 Hz frequency range) but the waveform of the SAEPs will be dis­
torted and identification of wave V becomes difficult due to the loss of the 
slow component on which wave V is normally superimposed [137]. A more 
desirable alternative to ensure muscle relaxation is sedation. Involuntary 
muscle activity in response to (and hence time-locked to) acoustic stimuli is 
not easily distinguishable from the neural response and difficult to eliminate 
[101]. The post-auricular muscle response (PAR) overlapping the SNlO is not 
abolished by voluntary relaxation or light sleep. Monitoring not only the 
ongoing background EEG but also the ong·oing averaged waveform is worth­
while because it permits identification of this muscle response; the muscle 
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response usually grows much faster than the neural response. Serial intra­
operative recordings of the SAEPs show that PAR grows rapidly prior to 
recovery from the general anesthesia and often provides the earliest sign of 
arousal from anesthesia (Hashimoto, unpublished observation). 

Distortion of signal in the averaging process 

In specifying averaging system requirements for recording the SAEPs\ one 
must consider the huge background noise with the amplitude 50-100 times 
that of the SAEPs. Hence only 1-2 percent of A-D amplitude resolution is 
available to resolve the digitized SAEP waveforms. Increasing A - D amplitude 
resolution widens the voltage range through which data can be accepted, and 
thus reduces the incidence ofblocked epoch. Including such blocked epochs in 
an averaged waveform diminishes its amplitudes and smears the sharpness of 
its peaks. An averager with automatic artifact rejection circuitry rejects epochs 
that contain any sample exceeding the A-D converter's amplitude limit or a 
certain pre-specified level. The time resolution of the A - D converter must be 
sufficient enough to allow a good reconstruction of the waveform; 20 samples 
or more per msec allows reasonable resolution of the SAEP waveforms. 

BASIC CONSIDERA TIONS ON ISOLATION AND IDENTIFICA TION 
OF DIFFERENT COMPONENTS IN SAEPS 

Isolation and identification of different components in the SAEPs involves the 
basic understanding of: 1) the anatomy and physiology underlying each com­
ponent (see section on the anatomy and physiology of the auditory system), 
2) general waveform, 3) parametric changes, and 4) potential field distribution 
of each component. In this section, abrief description of the general waveform 
of the SAEP components is followed by a discussion on the stimulus and 
recording parameters that can be manipulated to facilitate the identification of 
SAEP waves. 

General waveform 

Sinusoidal fast waves 1-VII are superimposed on a slow positive wave peaking 
at approximately the same latency as wave V (figure 5-9). Therefore, in nor­
mals, wave V is usually the most prominent peak around 5.5-5.8 msec after 
the stimulus. Filtering-out the low frequency (50-150 Hz) slow wave com­
ponent reduces the amplitude of wave V making its identification more diffi­
cult. With progressive decrease of stimulus intensity, wave V is the last wave 
to disappear. Recordings from the vertex referenced to the contralateral ear 
provide additional information that can be helpful to identify wave V because 
in this montage waves IV and V tend to be clearly separated [130]. 

Wave I is the initial neural response which appears at about 1.6-1.7 msec 
after the stimulus. In contrast to the cochlcar microphonics (CM), it does not 
reverse polarity with reversal of the dick polarity. 
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Figure 5-9. Short-Iatency audito ry evokcd potentials from anormal subjcct. The recording 
montage is the vertex to left earlobe (upper traces) and the vertex to right earlobe (Iower traees). 
Stimuli consist of alternating polarity dieks dclivered monaurally to the left (left stirn.) and right 
ear (right stim.) at 75 dl3HL with masking ofthe contralatcral car by white noisc at 40 dl3less than 
that of the dick stimulus. Vertex-positivity down . 

Wave I is absent or of very low amplitude in a vertex to contralateral ear 
derivation so that comparison with the vertex to ipsilateral ear derivation may 
hclp in the identification of this wave. In the vertex to ipsilateral external ear 
canal derivation wave I is ofhigher amplitude than in the conventional vertex 
to ipsilateral earlobe derivation. Wave III appears approximatcly midway 
between waves land V. Recordings from the vertex to contralateral ear have 
been suggested as an aid to the identification of wave III bccausc it tends to be 
attcnuated in that derivation [130] . Wave 11 stands equidistantly between 
waves land IIL Wave IV appears between wavcs III and V and tends to occur 
somcwhat c10ser to wave V. Occasionally, wave IV may be complctely fused 
with wave V. Waves VI and VII are superimposed on the upswing from the 
slow positive wave pcaking approximately simultaneously with wave V. Waves 
11, IV, VI, and VII are usually not used in c1inical interpretations of SAEPs. 
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Stimulus parameters 

Stimulus illtellsity 

As the intensity of the dick stimulus increases, the frequency of neural firing 
and thc numbcr of active neurons and fibers increase progressively up to a 
maximum. These relationships are represented in the SAEP components as 
input-output amplitude functions with different intensity levels. The most 
abrupt changes in amplitudcs are seen between 60 and 70 dBHL and then these 
input-output functions reach an asymptote at about 75 dBHL. Therefore a 
single dick intensity of 75 dBHL or more is adequate for neurological appli­
cations of SAEPs where recordings of input-output function are of limited 
value. The latencies of the SAEP waves are increased with decreasing dick 
intcnsity. Bccause the intcnsity-dcpendcnt latency-shifts of all the waves are 
roughly parallel, there is very little change in interpeak latencies [20, 107]. 

The relative constancy of the interpeak latency measurements irrespective 
of changes in physical or effective stimulus intensity provides the basis for 
neurologic applications of thc SAEPs. Thus, in general, any dis'order of the 
peripheral hearing itself (conductive or cochlear) will not prolong the inter­
peak latencies [35, 117]. Coats and Martin [24] even reported a slight shorten­
ing ofthe 1-V interpeak latency in cochlear hearing loss. In conductive hearing 
loss, thc input-output latency function is parallel to but displaced from that of 
a subject with normal hearing. In cochlear hearing loss, on the other hand, the 
slope of the input-output latency function is steeper than that of the normals. 
This phenomenon is considered to be the electrophysiological cquivalent of 
loudncss recruitment [48]. 

Stimulus repetitioll rate 

Increasing the rate of stimulation decreases the amplitude of the SAEP waves 
[103]. This effect is most pronounced for repetition rates grcater than 10 sec-I 
[21 ]. 

The amplitude of the action potentials (APs) recorded directly from the 
human cochlear nerve is extrcmely large and can be distinguished even in 
single sweeps [68]. The initial negative component (N1) maintains its maxi­
mum amplitude at stimulus repetition rate of up to 20 sec-I. However, the 
amplitude falls to 70 and 50 percent when the repetition rate is increased to 
50 sec- 1 and 100 sec-1 respectively. At 200 sec- 1 the APs tend to disappear. 
This results are comparableto the recordings ofN1 at the round window [34] 
and that of wave lover the scalp [21] in response to progressively increasing 
dick repetition rate. These observations suggest that the decrease in amplitude 
of wave I or N1 with increasing repetition rate is due to an adaptation phen­
omenon which most probably occurs at the synapses between the hair cells and 
the first/order neurons. The amplitude of all the SEAPs decrease by a similar 
magnitude with increasing dick rates. The exception is wave V that decreases 
significantly less than waves I to IV [21, 44, 53, 75, 95, 103, 107, 121, 140]. 
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This selective sparing of wave V to increasing stimulus rate can be explained 
by its dual structure, i.e., fast and slow components. The fast component of 
wave V decreases in amplitude by roughly the same amount as the preceding 
fast waves I-IV. On the other hand, the slow component underlying wave 
V shows little or no decrement in amplitude with increasing rate of up to 
90 sec- 1 [137]. 

All SAEP waves show progressive increases in peak latencies with in­
creasing stimulus repetition rate. The latency increase is greater with each 
successive wave. These non-parallel latency changes result in significant in­
creases in interpeak latencies at higher stimulus rates [21, 103, 132, 148]. These 
rate-dependent latency increases that are greater for each successive wave 
suggest that an adaptation similar to the peripheral auditory system also 
occurs at the central auditory system. Another important aspect in respect to 
stimulus rate is the effect of developmental processes as myclination and 
synaptogenesis [138] or of pathological processes such as demyelination [112], 
acoustic tumors [120] and other miscellaneous disease states [70] upon the 
ability of the auditory system to process high repetition rate stimuli. In these 
developmental and pathological states, rate effects could be enhanced by 
stressing the auditory system with high stimulus rates. However, Chiappa 
et al. [19] reported that patients with multiple sderosis did not show any 
pathological rate effect. 

Stimulus polarity 

Rarefaction dicks generally produce a larger wave I with a relatively shorter 
latency than condensation dicks [38, 138]. This effect is consistent with single 
fiber studies which show that the initial firing of the cochlcar nerve coincides 
with movement of the basilar membrane toward the scala vestibuli at the time 
of the rarefaction phase of the stimulus [77]. The interpolarity latency 
difference for wave I has a mean value of ab out 0.1 msec (shorter latency for 
rarefaction) that is dose to the predicted latcncy difference of one-half the cyde 
of the dick stimulus [38]. The polarity-dependent latency shifts of the sub­
sequcnt waves lI-IV are ofroughly the same amount [96,130]. However, the 
latency of wave V does not vary with stimulus polarity [38, 130]. In subjects 
with normal hearing there are minor but significant polarity-dependent latency 
differences (as discussed above) which are, however, negligible for neurologi­
cal interpretation of the SAEPs. However in patients with high frequency 
hearing loss, a change in dick polarity can result in significant latency shifts of 
all components up to the point where equivalent waves may reverse polarity 
[20, 24]. 

Therefore, the use of alternating polarity dicks may eliminate so me waves 
by out-of-phase cancellation (figure 5-10). In addition, Emerson et al., [38] 
found a polarity specific loss of wave V in 20 out of 600 patients consecutively 
studied. It is not known whether this unusual disappearance of wave V repre­
sents an abnormality or a rare normal variant. 
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Figure 5-10. Effect of chan ging dick polarity in peripheral high-tone hearing loss. A remarkablc 
change in Iatencies and morphology occurred when switching the dick phase from (R) rare faction 
to (C) condensation. Due to out-of-phase caneellation effect, earlier waves I-IV are difficult 
to identify with alternating rarefaction and condensation dicks (A). The bottom traces are the 
algebraic summation of responses to rare faction and eondensation dieks (R + Cl. 

MOllauralllersus bi/laural stimulatioll 

The response to binaural dieks is larger than that to monaural stimulation and 
its amplitude is about the same as the sum of the responses to mon aura I dieks. 
Henee for enhaneing deteetability of the SAEP waves, binaural stimulation has 
been used in reeordings from patients with suspeeted brainstem Icsions such as 
demyelinating diseases [112]. The use of only binaural stimulation, however , 
will result in signifieant loss of sensitivity sinee a normal response from one ear 
ean mask an abnormal one from the other ear [19, 104] . In non-eephalie refer­
enee reeordings, there is a minor but eonsistent differenee between the two 
modes of stimulation (monaural versus binaural) ealled the binaural interaction 
eomponent (BIC) . The BIC is visualized by subtraeting the sum of the mon­
aural responses from that obtained by binaural stimulation [30, 86, 1131. The 
main peak ofthe BIC oeeurs at a eonstant lateney about 0.5 msee later than the 
peak ofwave V for different stimulation intensity levels [31]. That this effeet is 
not an artifaet is supported by Levine [86] and Dobie and Wilson [31] who 
have exduded eontributions either from middle ear reflex or aeoustie cross­
talk to the BIC, and by animal experiments in whieh the B1C is abolished 
when crossing fibers in the trapezoid body (TB) are transected [45] or is 
attenuated Iinearly as a funetion of thc extent of the TB section [145]. It was 
suggestcd reecntly that the BIC might be produecd by binaural mcehanisms 
in thc medial supcrior olivary nuclcus (MSO) [16, 17, 1241. This BIC may 
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become a useful dinical tool if its generator in the central auditory pathways 
can be defined better. 

COlltralateral maskillg 

High intensity monaural dicks will stimulate both ears and, therefore, in these 
cases the monaural SAEPs are really the algebraic sum of the SAEPs from the 
ipsilateral and contralateral ears. 

Interaural attenuation of dicks may vary due to differences in characteristics 
of the trans du cers but has mean values ranging from 50 dB to 70 dB [31, 86, 
109]. Thus, in unilaterally deaf subjects, the SAEPs can be recorded because of 
the acoustic crossover. The contralateral ear is therefore masked with white 
noise at an intensity weIl below crossover levels that is 40 to 50 dB less than 
that of the dick stimulus. Excessive white noise masking on the othcr hand 
pro duces a central masking effect and the latency of wave V increases in the 
absence of a latency shift ofwave 1[113, 116]. Contralateral masking is usually 
not necessary unless gross asymmetry of hearing function is present. 

Potential field distribution 

Selection of the optimal recording montages requires good understanding of 
the potential distribution of the different SAEP wave. Amplitude distributions 
to binaural stimulation are not always strictly symmetrical. One possible 
explanation is the usual asymmetry of the brain, skuIl, musde and scalp as a 
volume conductor. Technical factors such as impedance variations between 
different recording electrodes mayaIso affect the potential field distributions. 
With monaural stimulation, the potential distributions of the SAEP waves 
differ in their loci of maximum amplitudes. 

Wave I has a wide distribution of the positivity over the scalp with a nega­
tivity localized to the ipsilateral ear [64, 66, 101, 128, 130]. The out-of-phase 
addition of positivity at the vertex and negativity at the ear enhances detection 
of wave I in the vertex to ipsilateral ear derivation. Electrode placements 
doser to the cochlea, such as in the external ear canal, increase the size of the 
negativity of wave I. Therefore, this technique is useful when wave I cannot 
be registercd with the conventional surface montages. Wave 11 is positive and 
distributed widely over the scalp with maximum at the vertex and minimum 
at the contralateral ear [128]. Wave 11 is negative at the ipsilateral ear and this 
wave probably corresponds to the N2 component seen in electrocochleo­
graphy (EcochG). The negative wave 11 at the ipsilateral ear occurs earlier than 
the vertex positivity [63, 101]. Therefore the recording from the vertex refer­
enced to the ipsilateral ear is not necessarily additive because these positive 
and negative waves are not completely 180 degrees out-of-phase. Wave III is 
positive at all scalp locations with a maximum amplitude at the vertex. This 
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positivity tends to be lateralized to the contralateral scalp [64, 101, 128]. At the 
ipsilateral ear it is reflected either as a weak positivity or even a negativity [134, 
139]. Therefore, the vertex to ipsilateral ear derivation produces a relatively 
higher amplitude wave III. 

Wave IV is positive at a11 scalp sites and tends to be symmetrica11y distri­
buted [128]. In so me cases it is of slightly higher amplitude contralatera11y [64]. 
Wave V is positive at the scalp with the maximum at the contralateral frontal 
area whereas the ipsilateral parietoccipital area is minimum. Thus recording 
from the vertex to ipsilateral ear produces lower amplitude for wave V duc to 
cance11ation of in-phase activity. Wave V recorded with a noncephalic refer­
ence shows a sma11 but progressive shift in peak latency in the coronal plane 
with the shortest peak latency (less than 0.2 msec) at the contralateral temporal 
region. No shift is seen in the sagittal plane [64, 128]. The reason for this site­
dependent peak latency shift is unknown. 

There are only very limited attempts to use the potential field distribution in 
the clinical interpretation of SAEPs. However, Hashimoto et a1. [64] have 
indicated that alterations in the field distributions and polarity inversions 
of selective waves occur in patients with mass lesions affecting brainstem 
structures. These changes may reflect the displacement of the generator loci 
by expanding lesions with a possible deviation of dipole axes and a resultant 
change in potential fields. 

The information obtained from the potential field distribution can be used 
for the estimation of loci and vectors of the equivalent dipoles within the 
brainstem [52, 55, 119]. This approach has serious limitations because: 1) the 
biological noise seriously restricts the accuracy when trying to locate the 
dipole sources, 2) only a sma11 variation in electrode placement produces con­
siderable errors in the dipole estimation, 3) a unique solution is impossible if 
there are two or more concurrent dipoles, 4) brain is neither isotropic nor 
homogeneous as a volume conductor, and 5) the assumed spherical model is 
wrong since there are marked deviations of the human head from sphericity. 
However, this approach may provide a method of linking the local potential 
fields to the far-field potentials over the scalp. 

BASIC CONSIDERA TIONS ON FREQUENCY 
SPECIFICITY IN THE RECORDING OF SAEPS 

A principle of topographic organization, i.e., an orderly spatial representation 
in the central nervous system of peripheral receptors is preserved at a11levcls of 
the sensory system. In the auditory system, this topographic organization is 
equivalent to the tonotopic organization. In other words, the auditory system 
has a frequency map of the cochlea at alllevcls of the ascending auditory path­
ways. Therefore, it is possible theoretically that with the use of frequency 
specific stimuli, the frequency speciflc and thus place-specific responses from 
periphery to each nucleus or tract of the ascending central auditory system can 
be obtained. In fact, there has been a great deal of interest in using the SAEPs 
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to approximate the behavioral audiogram and provide threshold information 
about specific frequencies [27, 80, 88, 136, 149]. 

Basically two different techniques are employed: 1) by using frequency­
specific stimuli that are abrupt enough to synchronize the neuronal activity yet 
long enough to maintain frequency specificity (tone bursts, tone pips and 
filtered dicks), and 2) by combining a wide-band stimulus such as a dick with 
various types of masking so as to derive narrow-band responses. 

Frequency specific stimuli 

The basic problem with frequency-specific stimuli is the requirement that a 
stimulus should be abrupt enough to synchronize auditory neurons and yet 
long enough to maintain frequency specificity. 

It is impossible to have an abrupt stimulus and at the same time have preci­
sion in frequency since the abrupt onset causes spectral broadening of the 
stimulus. Converscly, when the stimulus has an envelope with a much slower 
rise-decay time that is suitable for maintaining frequency specificity of the 
stimulus, response identification becomes more difficult due to loss of suffi­
cient synchronicity. One solution to these problems, or rather a compromise, 
is the use of the tone pip or short tone burst with a 3-5 msec duration. The 
waveform of filtercd dick obtained by passing a dick stimulus through a 
narrow band-pass filter resembles that of a brief tone burst due to the ringing 
of thc filter. There is a fairly broad range of frequencies in those frequency 
specific stimuli which will result in activation of cochlear regions beyond those 
specific to the nominal frequency of the stimulus [12]. Thc frequency spread is 
further exaggerated by increasing the intensity levels much above normal 
hearing threshold since fibers innervating more basal parts of the cochlea are 
recruited [43]. Audiogram estimations with the SAEPs elicited by tone pips at 
0.5, 1,2, and 4 KHz have been found to be comparable to thc subjective audio­
grams with mean threshold differences of 10-20 dB [79, 80] in which thres­
hold difference for low frequency (0.5 KHz) is largest [69]. 

The frequency-following response (FFR) that can be recorded with sur­
face electrodes has the same frequency and waveform as the acoustic stimulus 
[40, 87, 94]. This response has a latency of 6 msec and is recordable to lower 
frequency tones up to 2 KHz. Comparative surface FFR and depth recording 
in the cat inferior colliculus (IC) showed parallel changes with cooling and 
warming of the IC [123]. However, other lesion and parametrie studies re­
vealed contributions from other multiple brainstem structures, i.e., primarily 
from the cochlear nu deus (CN) and secondarily from the superior olivary 
complex (SOC) and the nudeus oflaterallemniscus (LL) [42, 51]. 

Since the traveling wave generated by a 500 Hz tone takes about 4 msec to 
traverse to the corrcsponding cochlcar partition, there may be only 2 msec left 
for activation of the brainstem auditory structures to occur. Thus the question 
has been raised as to the earlier condusion implicating brainstem structure as 
sources of the FFR [40]. Because thresholds for FFR generation in man are 
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commonly in the range of 40-50 dBSL and considerably high er than those for 
SAEPs by 20-30 dB, the recording ofFFR may be less hclpful for audiogram 
estimation. 

Combination of a wide band dick with various types of masking 

At low intensities near threshold, a short tone burst elicits neural activity from 
a limited part of cochlear partition and can therefore be said to a truly fre­
quency-specific stimulus. However, with increment of the short tone burst 
intensity, increasing number of fibers from the basal portion of the cochlea are 
recruited and the short tone burst no Ion ger maintains frequency-specificity. 

In this situation, the amplitude and latency of the SAEP components are pre­
dominantly determined by fibers innervating the basal portion ofthe cochlea. In 
order to restriet the spread of the neural activity toward basal portions of the 
cochlea, a high-pass filtered noise is presented with a dick stimulus. The sub­
traction of the waveforms recorded in the presence of the noise filtered at two 
different frequencies pro duces the derived responses from the frequency band 
formed by the two filter frequencies (figure 5-11). [26, 32, 99]. Instead of 
using a high-pass filtered noise, a pure tone is presented with a dick. Sub­
tracting the SAEP waveforms obtained with a pure tone noise from those 
without noise, yiclds responses from the cochlear partition corresponding to 
the frequency of the pure tone [98]. Measurement of dick thresholds in each 
of the narrow bands results in accurate estimates of audiograms, comparable 
to the results with the short tone bursts. This technique of derived response 
pro vi des much more accurate information on the activity of a given restricted 
portion of the cochlear partition than the unmasked or compound responses. 
However, the technique is not practically applicable to dinical uses at present 
due mainly to complicated manipulations of the noise parameters that involve 
a considerably long test session. Presenting a notched-filtered masking noise 
or band climinate noise with a dick or tone pip, yiclds responses from the un­
masked portion of the cochlcar partition [82, 102, 106]. This technique is 
simpler and easier than that of the derived responses, and the response can be 
obtained online and thercfore is more applicable to routine audiological and 
otological evaluation. 

FUTURE DEVELOPMENTS OF SAEPS 

Anatomie and neurophysiologie studies indicate that there are l1Umerous cell 
groups and fiber tracts in the central auditory system that may contribute to 
the generation of SAEPs. The complexity of the problem of specifying the 
generators of the different components of the SAEPs is obvious since all of 
the auditory structures are packed into a small area in the brainstem. Basically 
two conflicting general hypotheses on SAEP generator substrates have been 
explicitly proposed in recent publications: 1) all SAEP waves represent the 
graded PSP current ficlds genera ted at the cell soma and dendrites within thc 



ICI 

150rNL 111 
v 

111 v 

111 

135 

b 

c 

d 

e 

9 

Figure 5-11. Responses obtained by high-pass noise masking. Responses are derived from the 
frequeney band of H-lO KHz (a), 4-8 KHz (b), 2-4 KHz (e), 1-2 KHz (d), 0.5-1 KHz (e), and 
0.2-0.5 KHz (f). Summation of the above derived responses (g) gives a pattern similar to thc 
unmasked response (h). Note monotonie latcney dcereases as a funetion of stimulated frcqucney 
band [26J. 

nuclei [13], and 2) all SAEP waves reflect the all-or-none APs traveling along 
the fiber tracts [17]. More systematic correlative single-unit studies of the 
various cell groups or fiber tracts and the surface SAEP waves couplcd with 
microlcsion studies could be helpful to solve this discussion. 

Kainic acid is a potent neurotoxic agent causing the destruction of neuronal 
cdl bodies and dendrites while preserving axons of passage and nerve ter-
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minals. This agent, when appropriately injected into the brainstem, may yield 
valuable information about the generator substrates for the SAEP waves and 
resolve the relative contributions that complex nuclei and fiber tracts make to 
all the waves comprising the SAEPs [50]. There have been detailed studies in 
animals related to SAEP generators. A controversy still exists on the cor­
respondence ofSAEP waves between humans and animals [45a, 84a, 84b, 88a]. 

Thus, the problem of generators in man has to be tackled separately but 
not exclusively as discussed in the section 11 on generators in man. Feasible 
approaches include: 1) correlative intrasurgical recording from the human 
brainstem and" the surface SAEPs [60, 65, 67, 68, 89, 91, 92, 125] and 2) 
estimation ofthe dipole sources and their orientations of different SAEP waves 
from the surface potential field distributions [52, 55, 119]. Attempts should 
also be made to relate the SAEPs to other methods correlating brainstem struc­
ture and function such as the detailed anatomie studies in humans [92a] and 
nuclear magnetic resonance imaging. 

Rigorous control of the stimulus and recording variables, and a knowledge 
of the variability of normal SAEPs, as a function of these factors are prerequi­
sites for accurate interpretation of SAEPs. Standardization of stimuli and re­
cording montages for measurement of the SAEPs in clinical tests has been 
developed and is now wide1y adopted. Specific applications, however, may 
require other methodologies. In the design of these special methods, a good 
understanding of the basic concepts set forth in the previous sections is essential. 

Topographic or dermatomal stimulation have become increasingly impor­
tant for recording place-specific responses in the somatosensory system [62b, 
62c]. In the same sense, there has been a great deal of interest in using tono­
topic or frequency-specific stimulations for recording frequency-specific 
responses in the auditory system. It is likely that with future technical refine­
ments, finely shaped frequency-specific stimuli will become more widely used 
for clinical interpretation of SAEPs. 
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CLINICAL USE OF EVOKED POTENTIALS: A REVIEW 

The use of evoked potentials has become widespread in the past ten years. 
Evoked potentials have probably been obtained in patients with virtually all 
neurologie diseases. Much has been learned about proper techniques, and the 
neuropathways involved. Recendy, several articles have discussed the use and 
abuse of evoked potentials in clinical practice [1,2,3,4]. 

In this chapter I will review the use of evoked potentials in the clinical 
practice of neurology. For the most part, I will not discuss either the tech­
niques required or the degree of training of the interpreter or technologist. 
The reader is referred to standard sources for information on these important 
and basic materials [5, 6]. 

Patients present to neurologists with multiple symptoms and signs; rather 
than discussing individual evoked potential tests, this chapter will approach 
the problem through the clinician's view point. 

A not uncommon problem for the neurologist is the symptom of visual 
disturbance. In this setting, a pattern evoked potential (PEP) can be of signifi­
cant help if the eye examination is normal or equivocal; however, if an unequi­
vocal afferent pupillary defect is present or definite optic atrophy found, a PEP 
adds litde to the clinical information. 

A PEP abnormality is not specific for optic neuritis, or any other specific 
disease, and may be seen in a wide variety of neurologie problems, including 
glaucoma, amblyopia exanopsia, ischemic optic neuritis, compression of the 
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optie nerves at the ehiasm, and spinocerebellar degenerations, espeeially Fried­
reieh's ataxia, and Leber's optic atrophy [5]. Marked (greater than 30 msee) 
prolongation of the PEP is eharaeteristie of a demyclinating proeess, however. 

PEPs are of greatest elinieal usefulness in the evaluation of diseases affeeting 
the optie nerves and/or ehiasm. 

Case 1: A 15-year-old male was seen by a neuro-ophthalmologist beeause oJ poor visioll, OS 
worse thall OD, oJ olle year duratioll. Examillatiofl revealed OD 20/20, OS 20/80 but with 
eorrectiofl OS 20/20. There was questioflable optie atrophy and a tilted dise OD with a 
questionable superior temporal quadralltatzopsia OD. 
Discussioll: A PEP (fixure 6-1) was abllormal showillg decreased amplitllde alld illereased P2 
latelley with OS stimulatioll strollgly suggestillg optir nerve patholoxy ill additioll to the aniso­
metropia . A CT dem0/1strated afl illtrasellar tumor, whieh proved to be a prolaetilloma. This ease 
illustrates the usefullless oJ the PEP as a sereflliflX test Jor optie Ilerve patholoxy, but also empha­
sizes the 1I0llSpecijicity oJ the test. 

Whilc PEP abnormalities eertainly oceur with tumors, isehemia, and other 
proeesses affeeting the optie tracts or occipital lobes, these are best evaluated 
with hemificld stimuli [5). The methodology required is cansiderably more 
demanding for hcmifield studies and usually adds little to the information 
obtained by formal visual fields and modern neuro-imaging teehniques. 

In Chiappa's [5] literature review, PEPs were abnormal in approximately 
90% of patients with optie neuritis, while only about 5% of patients had 
reversion ofthe PEP to normal, even with camplete c1inieal recovery. Abnor­
malities of PEPs were more sensitive than any aspect of a carcful neuro-ophth­
almologie evaluation. This fact makes the PEP helpful in either eonfirming the 
presenee of optic neuritis or validating a previous occurrence. 

Case 2: 39-year-old U' OI/WII was r~(crr('d hecause o( dizzilless al/d seizlires. History sll.~!Z('sted all 
episode (?( optic lIellritis OD six llZOlltilS prcviollsly. Exal/lilwtioll revealed lIormal visllal awity , 
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no Marcus Gunn pupil, and questionable otpic atrophy OD. Speech was scanning and the gait 
slightly ataxie and stiff. Sensory examination and muscle stretch rtj/exes were normal. 
Discussion: The patient came with anormal CT scan with special views of the posterior fossa; a 
pattem evoked potelltial was abnormal (figure 6-2) and confirmed the history of optic neuritis; all 
AEP was not done, because at most it only would have identified an abtlormality in the posterior 
fossa wh ich was definitely known from the clinical examination. Spinal fluid examination 
revealed increased IgG synthesis . Diagnosis: multiple sclerosis. 

However, in a very selective group of patients with unilateral (clinical and 
physiologically) ischemic optic neuropathy or optic neuritis, the PEP was less 
sensitive than the clinically determined afferent pupillary defect when 
evaluated six months to 11 years after the original episode. An abnormality of 
PEP latency was found in 64% of patients with optic neuritis and in only 21 % 
of patients with ischemic optic neuropathy [7]. 

Following isolated optic neuritis, approximately 20-50% of patients will 
eventually develop multiple sclerosis (MS) [8]. Short latency somatosensory 
evoked potentials (SEPs) and brainstem auditory evoked potentials (AEPs) can 
be used to screen this group of patients for abnormalities in other areas of the 
nervous system. Tackmann et al. [9] performed SEP's, AEP's and the blink 
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reflex in 32 patients with isolated optic neuritis. Approximatcly onc-third of 
these patients had evidence of abnormalities in other pathways. Whether 
detecting these abnormalities is worthwhilc from a clinical or a therapeutic 
standpoint at this time is another question. 

Case 3: A 48-year-oldJemale was seell beeause oJ numbness in her legs oJ three months duratioll. 
Historieally she experieneed optie neuritis OS three years biforeha/ld with Juli recovery. Her 
examillatioll was normal except Jor subjective decrease in vibratory sensation ill both legs. In­
vestigations illicuded anormal MRI and auditory evoked potential. A SEP oJ the posterior tibial 
nerves revealed slowillg oJ eentral eOllductioll (figure 6-3). The N20 (23 msee) P2 (53.1 msec) 
illterpeak latelley oJ 30.1 msee (normal mean + 3SD ~ 21 msee) was clearly prolMlxed. Spinal 
fluid showed increased IXC sYllthcsis with oligoclonal ballds. 
Discussion: The SEP abnormality served to confirm the sensory complaints alld indicated they 
were oJ eentral orixin. With the history oJ optic neuritis oJ CSF findings a diagnosis oJ multiple 
sclerosis was made. 

The patient who complains of blindness but has a normal fundus exam and 
normal pupillary reflexes poses a difftcult problem. Either cortical blindness or 
functional disease could be present. The cortical generators for P2 are not 
precisely known, but undoubtedly arise in the primary visual and/or visual 
association cortex [5]. A lcsion in the occipital cortex may be located in such a 
manner so as to effectively blind the patient, yet enough cortex remains to 
genera te anormal P2 [lOJ. Most patients with cortical blindness have ab­
normal PEPs, particularly when small check sizes are utilized. However, 
13odis-Wollner et al. [11] reportcd the case of a 6-year-old cortically blind 
child who had preserved flash evoked potentials (FEP) and PEPs; CT scans 
demonstrated destruction of visual association areas with prescrvation of 
primary visual cortex (area 17). Cclesia et al. [10] also reported a case of 
cortical blindness with preserved PEPs and FEPs. Preservation of FEPs in 
cortical blindness is not uncommon, so this procedure is of limited clinical 
value in this circul11stance \12,13,14,151. The absence oE FEPs would strongly 
support an organic illlless howevcr. 
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Functional blindness cannot be excluded by the absence of PEPs either. 
Baumgartner and Epstein [16] reported that control subjects. not infrequently, 
could voluntarily abolish or delay the latency of the PEP by meditation, day­
dreaming, or convergence. Morgan et al. [17] found 11 of 42 normal subjects 
were able to voluntarily either extinguish or make uninterpretable a pattern 
PEP; these subjects were unable to alter a FEP. 

Monitoring of visual function over aperiod of time with serial PEPs in MS 
is not clinicaHy helpful. Improvement and worsening of vision do not pre­
cisely correlate with PEP changes [18, 19, 20, 21]. The value of monitoring 
PEP's in experimental treatment protocols ofMS is unknown at this time. The 
test does provide quantifiable reproducible results, however, and therefore 
would be expected to be of some utility in this circumstance. 

On the other hand, monitoring visual function with PEPs during treatment 
with ethambutol has resulted in detecting subclinical deterioration of the PEP, 
which improved upon stopping treatment [22]. Monitoring PEP during treat­
ment may prove beneficial for other drugs with known toxic effects on the 
optic nerve but this use has not been fuHy explored. 

Another large group of patients present with complaints of vertigo, tinnitus, 
decreased hearing, or ataxia. Obviously the clinician is dealing with pathology 
in the cochlea, 8th cranial nerve, or posterior fossa. 

The short latency brain stern auditory evokcd potential can be of help in 
so me of these situations. As with the PEP, the AEP does not produce disease 
specific abnormalities but it does have good (but not exact) localizing value. 
For example, in the patient with vertigo and nystagmus, if the AEP demon­
strates abnormalities of waves III or V, the pathology is either primarily or 
secondarily affecting the pons and/or the midbrain. Peripheral auditory dis­
orders producing vertigo and nystagmus basically do not produce changes in 
the AEP interpeak latencies. 

If the clinical problem is to exclude an acoustic neuroma, the AEP is the 
most sensitive nonradiographic test [23, 24, 25], with an overall abnormality 
rate of 96% in Hart's review. 

Case 4: A 19-year-old male eomplaitled of deereased hearing and tinnitus in the right ear. His 
examination was normal and there was tlO family history of neurofibromatosis. An audiogram 
was IlOrmal but auditory evoked potentials showed a clear inerease in the 1- V i/lterpeak lateney 
with right ear stimulation (figure 6-4). Magnetie resonanee imaginillg (MRI) revealed a 1.5 em 
aeoustie Ileuroma Oll the right. Pathologie diag/losis was sehwannoma. 
Diseussion: The auditory evoked potential is clearly abnormal demonstratillg the sellsitivity of 
the proeedure itl deteetillg acoustie Ileuromas. Fourth gelleration CT sealls also are very sensitive 
in deteetillg these lesions and one would expect the MRI to be even better. The MRI provides 
allatomie detail alld provides more speeijie itiformatioll thall does the ABP. 

Chiappa and Parker [25] found 100% of 41 patients with acoustic neuromas 
had abnormal AEPs while several of these patients had normal CT scans. 
Fourth generation CT scanners have improved the diagnostic yield to over 
90% [24] and also provide a considerable degree of additional information 
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about the posterior fossa and cerebellar pontine angle. To obtain the high yield 
reported by Chiappa and Parker, it is necessary to accurately identify wave I, 
in order to measure the interpeak latencies. They have used needle electrodes 
in the external auditory canal for this purpose [25]. 

In patients with long tract signs and cranial nerve abnormalities suggesting 
posterior fossa disease, the AEP can be used as a screening test. For example, a 
normal AEP essentially excludes a dia gnosis of brainstem glioma [23] . 

Case 5: A 7-year-old was seell with a two year history of right facial weaklless and occasiollal 
vomiting. His examination revealed decreased sensation Oll the right side of his face, a decreased 
gag reflex on the right, alld left hyperreflexia. Net/roimaging revealed a /Jraillsfem lesion. AEP 
(figure 6-5) showed absence of waves 1I- V with right ear stimulatioll. Biopsy of the lesio/l yielded 
a diagllosis of a low grade astrocytoma. 
Discussioll: This AEP was interestillg hut basically collfributed very liule to the patiwt's 
diagllosis or mallagement. While the AEP is invariably abnormal in patiellts with hrainstem 
gliomas (see text) it c1early is /lot as he/pful as fhe MRI in this situatiotl. 

On the other hand, since the AEP is nonspecific, it adds little to the clinical 
evaluation with the patient with a known brainstem pathology (for examplc, 
in a patient with definite internuclear ophthalmoplegia). In the author's 
opinion, an MRI would provide more useful diagnostic information in this 
clinical circumstancc. If the patient with thc brainstem abnormalities is 
suspected of having multiple sclerosis, more useful information would be 
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gained from a PEP and/or a SEP; since an abnormality in these studies would 
demonstrate a second lesion. 

Case 6: 37-year-old female with a 3 year history of "tic-like" facial pa in and paresthesias. 
There was also a previous history of an episode of blurred vision six morlths previously. Her 
examination was normal except for questiollable optic atrophy OS. A pattern evoked potential 
was markedly abnormal with a delayed P2 bilaterally (figure 6-6) and CSF examination 
revealed increased IgG synthesis and oligoclonal ballds. 
Discussion: All AEP in this instanee would have supported the clinical history suggestillg a 
posterior fossa abnormality but a PEP was of more clinical usifulness as it documented the history 
of optic neuritis. 

In patients with brainstem infarcts, central pontine myelinolysis and other 
disease affecting the pons and/or the midbrain the AEP or SEP frequcntly is 
abnormal; this information, howcver; since it is nondiagnostic, is of limited 
clinical use. 

Conversely in the patient with suspected multiple sclerosis who has no 
clinical evidence of brainstem abnormality an AEP may be useful bl\t will 
show abnormalities in only 20% of patients with probable or possible multiple 
sclerosis [23]. 

Strange sensory symptoms are common complaints heard by neurologists. 
Usually the clinician can decidc by history and examination if the complaints 
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reflect pathology in the peripheral nervous system, the central nervous system, 
or are functional. SEPs are of value when the presence or site of pathology are 
unknown. 

As with other evoked potentials, changes in SE Ps are not disease specific. 
They are of value in localizing pathology. Diseases affecting myelin tend 
to produce greater abnormalities in latency and axonal pathology usually is 
reflected in amplitude changes. As currently practiced clinically, SEPs are 
obtained by electrical stimulation of peripheral nerves, most commonly the 
median and posterior tibial. Investigations into more specific sensory stimuli, 
such as tendon taps, touch, etc., is being done and may prove to be of clinical 
benefit in the future [26]. 

The N20 (posterior tibial nerve) and NI2 (median nerve) waves are the 
dorsal cord negative potentials in the appropriate cord segments. P27 (posterior 
tibial nerve) and P13 (posterior median nerve) are the standing waves originat­
ing from the cervical medullary junction. NI and P2 are the potentials gene­
rated by arrival of the signal at the primary sensory cortex. Knowing the inter­
peak latency differences may allow localization to peripheral nervous system, 
spinal cord, brain stern, and cortex. The primary pathway for conduction of 
somatosensory potentials in the spinal cord is the dorsal column. 

A paticnt's sensory complaints are not necessarily invalidated by anormal 
SEP since the pathway is via large myclinated peripheral axones and the dorsal 
columns. On the other hand, an abnormal study does, without question, add 
validity and localization to the symptoms. 

Case 7: lO-year-old male had progressively severe ataxia alld scoliosis oJ.five years d,lratioll. 
Nellro logie exalllillatioll revealed seoliosis, ar~f/exia, decreased vilJYatory sellsat ion , ataxia, alld 
pes (aVlls . Nerve eOlldllctioll lIleaSllrelllellts were lIormal except Jor deereased sellsory, actioll 
potelltial amplitllde. A SEP (figllre 6-7) revealcd a lIormal N20 (21.9 1I1Sec, dorsal cord potell­
tial) alld P27 (29. 1 IIISec, arri Fa l of impliise atforalllell lIlaglllllll ) alld dclayed cortical potelltials. 
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(P2 48 . . 0; N2 55.2 msec). This study cOllfirmed an abllormality in Ihe celltral somatosensory 
pathways alld supported a diagnosis of spillocerebellar degeneratioll. 

While SEPs may be of occasional benefit in the evaluation of diseases of the 
peripheral ncrvous system, for the most part, the information gained has been 
disappointing. Theoretically, SEPs should provide information on proximal 
conduction vclocity in thc Guillian-Barre Syndrome. In actuality, however, 
the dcgrec of information over and above that from conventional clectromyo­
graphy is small. In a similar vein, thc routine use of SEPs for radiculopathies 
and thoracic outlet syndrome is also of limited value [27]. 

In patients with neuropathies, sensory conduction velocity can be estimated 
evcn when no sensory action potential can be seen with standard nerve con­
duction measurements. To measure this, the differences in latency of the 
central waves (P2, N2) are measured following stimulation at proximal and 
distal locations in the extremity being tested. The distance between the two 
stimulation sites is divided by the latency difference to obtain conduction velo­
city. This technique is made possible without being able to record peripheral 
sensory action potentials because of central amplification of the signal. 

Case 8: A 52-year-old male had sensory complaints oJ two years duration. Examillation demon­
strated distal sC/lsory loss. Motor Ilerve collductiolls were normal; sellsory showed either all abseIlt 
or reduced amplitude sellsory actio/! potential. Median Ilerve SEPs (fi~ure 6-8) obtained by 
stimulating the medial1 nerve at the wrist alld elbow allowed the collductioll veloäty to be 
calculated alld was 20 msec. No potelltials were recorded with stimulating the median Ilerve at the 
fillger. 

Clinically, in the patient with a known myelopathy, SEP, abnormalities are 
probably oflimited practical value, and more uscful information obtained with 
a PEP or AEP if one is trying to exclude MS. Obviously a MRI scan of the 
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brain and spinal cord would provide considerably more information if a struc­
tural abnormality was in question. 

Case 9: 72-year-old Jemale experienced a progressive gait disturbance oJ two years duration. Her 
examination revealed impaired vibratory sense, brisk knee jerks , absent ankle jerks, and bilateral 
Babinski reflexes. CBC, B12, Jolie acid levels and myelogram were Ilormal. PEP (figure 6-9) 
showed P2 to be sigllificalltly delayed bilaterally. CSF examinatioll showed increased IgG 
synthesis. 
Discussioll: All SEP would have only confirmed the c/inical filldillgs. The abllormal PEP 
provided the clirlician with a second lesioll and supported a diagllosis oJ multiple sc/erosis. 

SE Ps certainly demonstrate abnormalities in patients with tumors, infarcts, 
and other structural abnormalities of the brain stern or cerebral hemisphere. 
For thc most part however, thcy only support the information available from 
othcr clinical and ncuroimaging tcchniqucs. 

Case 10: 29-year-old male with von Hippel-Lilldau syndrome complailled oJ left arm alld leg 
lIumblless oJ one year duratioll. Six years previously a cerebellar hema/l.!?ioblastoma was re­
moved. Examillation revealed decreased sellsatioll oJ the left arm and leg alld mild left dysmctria. 
MRI identified a cystic cavity at C6; angiography showed multiple hemangio blastomas oJ 
both cerebellar hemispheres alld the cervical spinal cord. Median Ilerve SEP (figure 6-10) re­
vealed marked decrease ill amplitllde oJ PI3 alld the cortical cOlllponents witl! left median lIerve 
stimulatioll. 
Discussioll : The SEP did IIOt add localizillg iliformatioll to the IImroilllagill,l? stIldies hut ,l?ave 
a baseline record Jor SEP mOllitorill,l? durillg removal (if the cervical cord lesiolls. No advcrse 
chall,l?cs ill the SEP ocwrred while //Iollitorillg alld the patiellt 's IlcllYologieal status was 
IIllchangcd after the operatioll. 
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One exception, however, might be the differential diagnosis of primary lateral 
sclerosis (SEPs usually normal) and the patient with progressive myelopathy 
due to MS when the symptoms and signs are purely motor (SEPs frequently 
abnormal). SEPs may be abnormal in pernicious anemia and would not help to 
clinically distinguish that process from MS (neither would PEPs!). 

Monitoring sensory function with serial PEPs over time in patients with 
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known MS is of limited clinieal value beeause the clinieal eourse of patients 
does not closely eorrelate with ehanges in SEPs [18, 21, 28]. As previously 
mentioned, serial SE Ps may provide useful data in experimental treatment 
protoeols of multiple sclerosis. They are almost the only method of quantify­
ing sensory abnormalities. 

The deteetion of asymptomatie lesions in patients suspeeted of having MS 
has been an important indieation for evoked potential studies. Reeent studies 
have been published [29, 30] eomparing MRI, CSF examination, and evoked 
potential data, in patients with definite, probable, and possible multiple 
sclerosis. In both studies, a total of 65 patients, the single most sensitive test 
in deteeting an abnormality was the MRI whieh showed lesions in 94% of 
these patients. Unfortunately, MRI findings in multiple sclerosis are also 
nonspeeific. Whieh and how many diagnostie tests are appropriate to obtain 
in the evaluation of a patient suspeeted of having multiple sclerosis is not 
answerable at this time. 

The ability to monitor neurologie funetion in anesthetized patients would be 
of definite clinieal usefulness. Ideally, the data eould be easily obtained, be free 
of eleetrical and other operating room artifact; be quickly collectible, and give 
the surgeon advanced warning of potential neurologie complications in time 
for the procedure to be altered and the complication avoided. Unfortunately 
these goals have not becn achieved with current evoked potential teehnology 
and procedures. 

Monitoring visual function during neurosurgical procedures near the optie 
nerves and/or ehiasm utilizing FEPs has been studied, but marked instability, 
false positive and false negative results make the value of this technique suspect 
at this time [31]. 

Raudzens [31] monitored brainstem and auditory function with AEPs in 66 
patients undergoing posterior fossa surgery for a variety of lesions. In no ease 
were significant hearing problems present postoperatively when there had 
been no significant AEP change. Conversely, all patients with signifieant AEP 
change during the proeedure had definite hearing impairment postoperatively. 

Our experience has been similar, a signifieant intraoperative change in the 
AEP (e. g., loss of all waves) accuratcly prediets loss of neurologie function 
(e.g., deafness). Only rarcly does the monitoring give immediate information 
to the surgeon allowing alteration of the procedure in time to prevent hearing 
loss. 

Case 11: A 36-year-0IdImtale p reSCll ted with Illllllimess of the Icfi side o{ herIace. Examillatioll 
revealed ollly deucased sellsation over thc lefi trigemiltaillfrve distrihutioll. C1' seall rel'ealed a 
le{t telltorial tlllllor. Illtmopemti lJe IIlollitorill<~ o{the AE? (!1gl/re 6-11) [FaS dOlle durin,!; mnoFal 
o{ the tlllllor (a lIlellin<~ioma). Durillg the procedIIre, the AE? silddelll)' l'allished (2: 12PA1) alld 
did IlOt retl/rI!. ?ostopemti"el)' the patiellt had leli sided dcafilcss. 
DisCllssioll: As iSfi"CqIlClltl)' the case, the A~P lUcH casi/)' rccordcd dllrillg the SII~l!ical procedllre 
and did illdicate a/l advcrse change alld colTcetl)' prcdietcd CI postoperatiFe hcm'ill<~ loss. 
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Commotlly, however, this change occurs suddetlly and irreversibly a/ld therifore is oJ limited 
immediate be/lejit to the surgeon. 

Monitoring spinal cord funetion ean be done with SEPs. Again, the theory 
is that if signifieant ehanges oeeur, the surgeon ean alter the operation (e.g., 
release distraetion in seoliosis surgery) and prevent neurologie eomplieations. 
The problem is that ehanges in anesthesia and other parameters also affeet 
SEPs in terms of both lateney and amplitude produeing false positives. In our 
retrospeetive study [32] of 121 patients undergoing surgery for seoliosis, two 
patients had signifieant alteration of SEPs; in one patient, no change in the 
operation was made by the surgeon and the patient was without neurologie 
defieit afterwards; the other patient beeame paraplegie postoperatively despite 
immediate release of distraetion by the surgeon. 

Case 12: 15-year-old male experienced progressive scoliosis a/ld dystollia. Neurologie exami/la­
ti on was normal except Jor the dystollia alld scoliosis. SEP with posterior tibiaillerve stimulation 
mOllitorillg (figure 6-12) was dOlle duri/lg surgical scoliosis correctiotl. At time oJ distractiotl there 
was a suddetl loss oJ spillai eord potelltials (11:16AM) at T1/T2 (needle electrodes itlserted 
illtraoperatively) and cortical potentials at EZ; the spinal potential belou' the distraetion at 
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S1IS2 (intraoperative needle electrode) could still be recorded. The potmtials did not return 
despite release of the distraction and the patient was paraplegic postoperatively. 
Discussiou: The adverse evoked potetltial change occurred suddeuly atld was uot reversible. Eveu 
though the surgeotl immediately released the distractiotl, the damage had beeil doue aud occurred 
without appareut warniug. This sequmce of evetlts illustrates oue of the problems with surgical 
monitoring of SEPs as it is currmtly practifed. 

Raudzens [31] no ted considerable technical difficulty in monitoring SE Ps 
during surgical procedures. One of the 31 cases possibly had a neurological 
complication prevented by monitoring during cervical cord decompression. 
Overall, the yield from SEP monitoring is low and the degree of benefit 
unproven. 

These criticisms of evoked potential monitoring do not mean the technique 
is of no value. No other technique has the capability of monitoring neural 
structures in the anesthestized patient. Prevention of a devestating deficit such 
as paraplegia in even a few cases is worthwhile. The shortcomings indicate the 
need for improving and extending monitoring procedures so that: 1) informa­
tion can be more quickly gathered (i.e., fewer stimuli) thereby allowing adverse 
change to be detected almost immediately, and 2) by monitoring additional 
pathways (e.g., motor pathways in the spinal cord). 

Evaluation of the comatose patient with evoked potentials can, in certain 
instances, provide clinically useful information. AEPs are resistant to altera­
tion with anesthestics and metabolie disturbanees; this fact makes the test 
valuable in selected patients with coma when the differential diagnosis IS 

between a metabolicltoxic etiology or a structural brainstem lesion [33]. 

Case 13: 13-year-oldfemale admittedfor status epilepticus. Thiopelltothal coma was required to 
stop the seizures. Durillg the coma, the EEG revealed low amplitude burst suppressioll. All 
AEP (jigure 6-13) revealed presellce of waves I alld V bilaterally. 
Discussio/l: This AEP was dOlle for illterest ollly alld denlOlIstrates the persistallce of the AEP ill 
the face of deep metabolic COI/W. 

In brain death wavc I of the AEP is abscnt in approximatcly 77% of the 
paticnts [34]. In this situation, no conclusions about brainstcm intcgrity can 
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be made because one cannot determine whether or not the auditory signal 
actually reached the brainstem. 

As with AEPs, SEPs are markedly resistant to toxic and metabolie disturb­
ances severe enough to produce deep coma. Because ofthis fact, they mayaiso 
be used to evaluate the somatosensory pathways in comatose individuals as 
weIl as give prognostic information. In brain death, SEPs are absent above the 
medulla in all cases, but the Pt3 is present in 69% of brain dead individuals 
[34]. These findings indicate the stimulus reached the cervicomedullary region 
before transmission ceased. In Goldie's study, all patients with Nt and P2 
absent bilaterally either died or entered into a chronic vegetative state. All 8 
patients died in Hume's and Cant's study [35] with bilaterally absent Nt, P2 
after median nerve stimulation. Similar results were found in the Frank et al. 
[36] study of 5 anoxie children. All children who had absent Nt , P2 waves 
with median nerve stimulation and preserved AEPs entered into a chronic 
vegetative state. 

Severely abnormal or absent FE Ps are also good predictions of poor out­
come from severe closed head injury and correlated weIl with known clinical 
parameters of poor outcome [37]. Under circumstances such as barbituate 
coma or neuromuscular blockade, this information may prove to be of value. 

There are certain general principles which address the clinical utility of 
evoked potentials: The first concept is to think of the evoked potential as an 
extension of the neurological examination. If adefinite abnormality is found 
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on examination, an evoked potential ean only confirm its presenee and thereby 
adds litde information. The exeeption to this statement is the somatosensory 
pathway in whieh the SEP may be able to help loealize the lesion responsible 
for the signs or symptoms. 

The seeond guideline is applieablc to those eireumstanees in whieh an an­
atomieallesion (e.g., tumor) should be excluded. In this situation radiographie 
studies sueh as MRI and CT give more information ab out loeation, site, and 
the nature of the lesion, and should be done before evoked potentials are 
obtained. 

Thirdly, the faet that an evoked potential study is likcly to be abnormal in a 
clinieal eireumstanee (e.g., AEP in brainstem glioma or PEP in optie atrophy) 
does not imply that the study should be done. 

Lasdy, it should be realized that when obtaining tests with normality based 
on statistieal parameters, the more tests ordered, the more likely one is to 
obtain an abnormal result-even in a normal population. 

In closing, evoked potentials ean provide reprodueiblc measurements of 
neurophysiologie funetion. When obtained appropriatcly, they give informa­
tion not eurrently available by other teehniques. However, the praetiee of 
obtaining a routine evoked potential battery in the evaluation of patients with 
neurologie disease must be eondemned. 
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7. EVOKED POTENTIALS IN MULTIPLE 
SCLEROSIS AND OPTIC NEURITIS 

KEITH H. CHIAPPA 

Multiple Sclerosis (MS) is a demyelinating disease ofthe CNS eharaeterized by 
foei of myelin destruetion with relative preservation ofaxons and nerve eell 
bodies. Central myelin is formed by extensions of the eytoplasmie membrane 
of oligodendroeytes whieh wrap around the axon, resulting in eoneentrie 
layers of lipid and protein. The acute MS plaque shows myelin breakdown 
and inflammation with perivenous infiltrates of mononuclear eells and lym­
phoeytes; older lesions eontain mieroglial phagoeytes and reaetive astroeytes. 
Inaetive lesions (sclerotie plaques) eontain relatively aeellular fibroglial tissue 
(gliosis) and show loss ofaxis eylinders [53]. The pathogenesis of MS is 
unknown although this is a very aetive researeh area [62]. 

The bioehemistry and eleetrophysiology of nerve eonduetion with normal 
and abnormal myelination have been well-studied. Waxman [107], Waxman 
and Ritehie [108], Rasminsky [83], Sears and Bostoek [92], and Sedgwiek [93] 
provide exeellent reviews of pertinent topies. Although these prineiples pro­
vide a starting point for understanding EP abnormalities seen in patients with 
demyclinating diseases the generation of evoked potentials (EPs) often in­
volves eomplex physiologie meehanisms whose response to partial anatomie 
and physiologie lesions is diffieult, if not impossible, to prediet or understand. 
These eonsiderations will be diseussed as they pertain to eaeh EP modality. 

The clinieal utility of EPs in MS is based on their ability: 1) to demonstrate 
abnormal sensory system funetion when the his tory and/or neurologieal 
examination are equivoeal, 2) to reveal the presenee of clinieally-unsuspeeted 
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malfunction in a sensory system when demyelinating disease is suspected 
because of symptoms and/or signs in another area of the central nervous 
system (CNS), 3) to help define the anatomie distribution of a disease process, 
and 4) to monitor objective changes in a paticnt's status. Although some of 
the information they provide is similar to that elicitable at the bedside by an 
experienced clinician, these tests are very helpful in the evaluation of patients 
with suspected demyclinating disease because: 1) they provide data unobtain­
able without the use of amplifiers and oscilloscopes, 2) they quantify and 
objectify data which the clinician may only sense, and 3) they can localize 
lesions within a pathway whercas clinicians often cannot. 

Pattern-shift visual (PSVEP), brainstem auditory (BAEP) and short-latency 
somatosensory evoked potentials (SEPs) are the EP tests most commonly 
studied in patients suspected of having demyelinating disease. Latencies and 
amplitudes ofthe various waves provide numerical data; sometimes thc absence 
of a wave or an abnormal configuration of its potential ficld also provides 
useful information. 

PATTERN-SHIFT VISUAL EVOKED POTENTIALS (PSVEPS) 

The PSVEP is obtained with a reversing checkerboard pattern and recorded 
from the scalp overlying visual cortex where a prominent positive peak, 
appearing at about 100 msec in normal subjects (P100) , is used for clinical 
interpretation. The major change associated with optic nerve demyclination is 
prolongation of P100 latency. The me an latency in MS patients in a repre­
sentative study exceeded the normal mean by about 10 msec (possiblc MS) 
to 30 msec (definite MS) [9], whilc dclays exceeding 100 msec have also been 
reported [94]. 

Interocular latency difference is probably the most sensitive indicator of 
optic nerve dysfunction in the PSVEP and has been used to provide evidence 
of optic nerve pathology [37, 94]. Failure to utilize this parameter in a com­
parative study of flight of colors (FOC) testing versus PSVEPs [101] resulted 
in erroneously low sensitivity of the PSVEP. Rolak [89] used the interocular 
latency difference parameter and found that although FOC testing compared 
favourably with PSVEPs, it was lcss sensitive. Shahrohki et al. [94] found that 
8 of 100 ON and MS patients had abnormal PSVEPs based on this parameter 
alone. 

Amplitude of PI00 has not proven to be a rcliablc measure, presumably 
because of the rclativcly large normal variability of amplitude. Matthews et al. 
[57] reported that 3 of 110 definite MS patients had abnormal PSVEPs on the 
basis of amplitudes lcss than 4 mv. Shahrohki et al. [94] found only 1 % of 149 
patients who were abnormal in this measure. Halliday et al. [32] and Halliday 
and McDonald [33] no ted that amplitude was corrclated with visual acuity 
whereas latency was not. 

The duration and shape of P100 has also been investigated [15, 37, 94]. 
Isolated abnormalities in these parameters are rclativcly unCOl1lmon, and when 
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present are usually associated with P100 latency abnormalities. An explanation 
for these findings has been provided by Riemslag et al. [85] who stimulatd 
different segments of the visual field with varying time separations between 
stimuli. When the stimulus onset asynchrony was 40 msec or less, no contri­
bution from the second stimulus could be identified in the recorded response. 
This suggests that the relative preservation of PlOO shape and duration in 
partial optic nerve demyelination is due to inhibition of the la te arriving im­
pulses which had traversed the abnormally conducting segments. In the 
experimental situation, even when the initial stimulus comprised only 25% of 
the visual field and the later stimulus comprised 75%, the first suppressed the 
second. Thus, in the partially demyelinated optic nerve, the healthiest fibers 
determine the latency and shape of the response and, if the response is delayed, 
a majority of the fibers must be involved. 

PSVEPs provide a sensitive extension of the clinical examination and 
commonly used clinical tests (visual acuity, clinical and formal visual fields, 
pupillary responses, fundoscopic examination, and red color desaturation). To 
demonstrate the relative sensitivity of the PSVEP, 198 patients with multiple 
sclerosis who had had PSVEP testing were studied retrospectively by extr­
acting pertinent aspects of the neuroophthalmologic examination from their 
medical records [6]. Whcn the PSVEP was normal, there was never an abnor­
mality found on the clinical examination. Even when the PSVEP was ab­
normal, various clinical examinations werc often normal. For example, in 
those patients with abnormal PSVEPs, the visual fields by usual clinical 
examination (confrontation) were normal in 96%, formal fields were normal 
in 55%, pupillary responses were normal in 74%, fundus appearance was 
normal in 39% and there was no red color desaturation in 27% (only 22 
patients had this test reported). These figures convey the degree of sensitivity 
that the test can add to the routine clinical ophthalmological examination. 
However, if the formal visual·field examination is done carefully, a greater 
incidence of clinical abnormalities can be found even in asymptomatic patients 
[48, 66, 70, 78, 105] although it never matches that of the PSVEP. 

Despite the sensitivity of the PSVEP, the abnormalities produced by the 
demyelinating plaques of optic neuritis and MS are indistinguishable from 
abnormalities produced by many other retinal, compressive and degenerative 
diseases. Thus, abnormal findings demonstrated by the PSVEP must be 
carefully integrated into the clinical situation by a physician fa miliar with the 
clinical use of this test. He or she must decide if othcr procedures (e.g., 
electroretinography, formal visual fields, radiologic studies, subspecialty 
consultation) are indicated to differentiate the possible causes of the conduction 
delay. Blumhardt [3] has evaluated the role of PSVEPs in the early diagnosis 
of MS and has reiterated the point that the test provides a sensitive, objec­
tive extension of the clinical neurological examination but is etiologically 
nonspecific. 

A large number of clinical studies attest to the sensitivity of the PSVEP in 
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revealing demyelinating lesions in the optic nerve, and, in our experience, 
more than 95% of patients who have a clear history of optic neuritis have 
abnormal PSVEPs. Of the more than 400 patients with optic neuritis presented 
in the literature, 89% had PSVEP abnormalities; in some studies, the per­
centage is closer to 100%. When there was no clinical evidence for optic nerve 
involvement, the in eiden ce ofPSVEP abnormalities was 51 % (of715 patients) 
[13]. 

When the diagnosis of MS is suspected because of typical symptoms and/or 
signs referrable to other central nervous system locations, then the demonstra­
tion by an abnormal PSVEP of a clinically-silent conduction defect in the optic 
nerve can further delineate the anatomie distribution of the disease process and 
thus narrow the range of diagnostic possibilities. Optic nerve demyelination 
is a common finding in autopsy material of MS patients [54, 64], and this is 
paralleled by the incidence ofPSVEP abnormalities, which ranges from a high 
of96% [32] to a low of 47% [37]. In a large number of clinical studies encom­
passing almost 2000 patients with all MS classifications, the average abnor­
mality rate found was 63% [13]. Of 464, 322 and 799 patients classified as 
possible, probable and definite MS, the average abnormality rates were 37%, 
58% and 85%, respectively. These figures reflect the greater likelihood of 
optic nerve lesions with more definite clinical diagnosis. Of 744 patients 
reported as having no his tory or clinical findings of optic neuritis, 51 % had 
PSVEP abnormalities (ranging from a high of93% in Halliday et al. [32], to a 
low of 34% in Purves et al. [82]. The differences between studies are best 
explained by the different definitions of MS used, so me studies being co m­
posed of a preponderance of one class of patients. Note also that screen and 
check sizes differed greatly between the studies mentioned above. Contrasts, 
when reported, were all above 74%. Luminance levels varied so much that the 
reliability of the measurements has to be doubted. Nuwer et al. [74] studied 
first-degree relatives of MS patients and found interocular latcncy difference 
abnormalities in 6 of 110, although absolute P100 latencies were normal. 
Shibasaki et al. [95] have found thatJapanese paticnts with MS have a higher 
in eiden ce of absent PSVEP responses than was seen in series reported from 
Western countries. Noseworthy et al. [73] found a greater number of PSVEP 
abnormalities in patients older than 50 years as compared with younger pati­
ents. For a more comprehensive index to the literature on ON and MS, sec 
Halliday [34] and Chiappa [13]. 

P100 latency abnormalities are usually present whatever the time interval 
since the clinical episode of optic neuritis. Shahrohki et al. [94] reported 
PSVEP abnormalities five years after the clinical episode, and Halliday et al. 
[32] reported patients who had abnormal PSVEPs 15 years later. Only about 
5% of patients with abnormal PSVEPs luve the P100 latency return to normal 
even whcn followed for 10 or 15 years after visual acuity has returned to 
normal following an episode of optic neuritis. However, Matthews et al. [59J 
found a patient whose PSVEP, although still abnormal three years after an 
attack of optic neuritis, had returned to normal after another three and a half 
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years. They suggested that in some patients a very slow healing process might 
be at work. When the latency difference between the two eyes can be used for 
interpretation (sometimes patients will have binocular PSVEP abnormalities 
when first studied), then the percentage of patients in whom the PSVEP re­
turns to normal drops further. Thus, if optic neuritis is suspected and the 
patient complains of moderate to severe visual difficulty but the PSVEP is 
normal, that diagnosis is highly unlikely, especially in the aeute situation. 

Serial PSVEPs have been recorded in MS patients relative to both disease 
progression and therapeutic trials. These studies must be interpreted in light of 
the normal variability seen over time; Oken et al. [76] found absolute P100 
latency shifts up to 11 msec and interocular latency difference changes up to 
9 msec in 20 normal subjects tested 2-13 months apart. Halliday et al. [33] have 
followed patients with serial recordings over several years, noting step-like 
increases in latency associated with relapses characterized by visual impair­
ment; if there was no visual system involvement, PSVEPs tended to remain 
unchanged. Matthews and Small [58] reported that 61 % of 39 eyes exhibited 
parallellatency and acuity improvements over an 18 month period; but they 
also found that of nine eyes which had latency increases into an abnormal 
range, six had concurrent improvements in acuity. Aminoff et al. [1] found 
no relationship between changes in nonvisual dinical status and PSVEPs. 
Smith et al. [97] found no PSVEPs changes in eight patients treated with three 
days ofhigh dose methylprednisolone infusions (1 gram daily). Gilmore et al. 
[29] saw transient PSVEP improvement in some patients given infusions of the 
calcium antagonist verapamil. 

There have been various attempts to increase the sensitivity of the test in this 
dinical area. Phillips et al. [80] found that hyperthermia increased the incidence 
of PSVEP abnormalities. Oishi et al. [75] tested three different check sizes and 
found abnormalities more common with smaJler checks (25 minutes), occa­
sionally only with larger checks (100 minutes) and less often with 50 minute 
checks. Spatial vision in MS has been further investigated in MS by Regan et 
al. [84], Neima and Regan [69], Coup land and Kirkham [16], Plant [81] and 
Kupersmith et al. [48] using sinusoidal gratings and psychophysical techniques. 
Cant et al. [9] and Camisa et al. [8] found that lower luminance levels revealed 
more abnormalities and suggested routine use of more than one intensity level. 
However, this effect was not observed by others [23, 36] except for restricted 
foveal stimulation [36]. Mitchell et al. [68] studied the recovery cyde of 
PSVEPs in MS patients and found that there was no good correlation between 
conditioning (first) responses with abnormallatencies and abnormally delayed 
test (second) responses. They interpreted this as indicating that the conduction 
defects are in different locations. Kaufman et al. [41] used combined pattern 
electroretinograms and PSVEPs to localize the conduction defect in aeute optic 
neuritis and patients with MS, usually finding normal P-ERGs and delayed 
PSVEPs. Long-standing disease with optic atrophy, presumably with axonal 
involvement and retrograde degeneration of retinal ganglion cells, often had 
absent P-ERGs. 
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Patients with acute trans verSe myelitis show PSVEP abnormalities in only 
a small proportion of cases [90,110]. Blumhardt et al. [4] studied 31 patients 
in whom the spinal cord symptoms developed over hours to days (9 of these 
were dassified as trans verse myelitis) and found PSVEP abnormalities in 10%. 
Ropper et al. [90] found no PSVEP or BAEP abnormalities in 12 patients with 
acute trans verse myelitis. The chronic, progressive myelopathies have a 
greater incidence of abnormal PSVEPs. The abnormality rates ranged from 
76% in the series of Bynke et al. [7] to 35% in the 100 patients with disease of 
more than six months duration studied by Blumhardt et al. [4]. 

It has been suggested that PSVEP data can be used dinically in the setting of 
undiagnosed spinal cord disease to help decide whether or not myelography is 
necessary [56]. Bynke et al. [7] suggested that if the dinical neuroophthalmo­
logical examination and the PSVEP are abnormal, and the CSF shows oligo­
donal IgG banding, then radiological investigations can be limited or avoided. 
However, the possibility of concurrent diseases dictates very careful assess­
ment of the dinical situation before an abnormal PSVEP (with or without 
other tests) should be used as presumptive evidence of MS to delay myelo­
graphy. In fact, Blumhardt et al. [4] found five patients with abnormal 
PSVEPs and abnormal myelograms. Three had only borderline narrowing of 
the cervical canals and spondylotic changes (two of these have subsequendy 
developed further signs ofMS), but two had cord compression caused by pro­
lapsed intervertebral dises. After laminectomy, one of these patients had litde 
dinical change, but the other had a marked improvement. Conduction defects 
in the optic nerve secondary to demyelinating disease most commonly 
produce latency delays without much change in waveform configuration. 

With respect to considerations of the pathophysiology involved in PSVEP 
abnormalities, the effects of segmental demyelination have not been weH 
studied in small myelinated axons such as those in the optic nerves. McDonald 
[65] measured the length of 20 optic nerve plaques in 14 patients who died 
from multiple sderosis; the length of the individual plaques varied from 3 to 
30 mm, with a mean of 10.5 mm. Extrapolating from animal studies, he 
estimated that a demyelinated plaque of 10 mm in man would correspond 
to 50 internodes. Using the conduction velocity of the fastest fibers in the 
monkey optic nerve (10 meters per sec) and factoring in a 25-fold slowing 
of conduction ovcr the demyelinated segment, he arrived at an estimate of 
25 msec for an average delay to be expected in MS patients. This is similar to 
the delays actuaHy seen in thc PSVEPs of these paticnts. McDonald was care­
ful to point out the possiblc errors in this formulation, but it is an interesting 
series of speculation. Noel and Desmedt [71] have suggested that langer delays 
in the somatosensory system could be attributed to: 1) more than one plaque, 
2) larger plagues, and 3) the necessity for the low amplitude and desynchronized 
afferent volley to rely on temporal summation of synaptic potentials for elicit­
ing the response from the next element in the pathway. 

Also, the PSVEP P100 waveform is not the primary cortical response, 
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and delays in conduction through the optic nerve could have more complex 
effects on the sequence of signal processing along the visual pathways, i. e., 
geniculate bodies, cortex and thalamus. In this regard, Jacobson et al. [40] 
studied diphtheria toxin optic nerve lesions in cats using square wave grating 
discrimination to follow the time course of recovery of spatial frequency per­
ception. They found a hierarchical progression with medium spatial frequen­
eies returning first (1-4 days), then low (1-2 months) and finally high (5-8 
months). These findings suggest that small checks might produce abnormal 
PSVEPs for a longer time than larger checks. They also found that the re­
covery time of pupillary reactivity to bright light and the length of recovery to 
spatial vision testing were both directly related to the magnitude of fiber loss. 
Furthermore, the anatomical findings suggested that the cat can have a 77% 
loss of optic nerve fibers and still recover visual acuity and contrast sensitivity. 

BRAINSTEM AUDITORY EVOKED POTENTIALS 

The brainstem auditory evoked potential (13AEP) is recorded in response to 
a 10 sec dick stimulus, most often using a vertex to earlobe derivation, and 
shows five peaks in the first 10 msec after the stimulus, arising in brainstem 
auditory structures from VIIIth nerve to inferior colliculus. Its dinical utility 
sterns from the dose rclationship between the EP waveforms and specific 
anatomie structures. This specificity allows localization of conduction defects 
in the brainstem to within a centimeter or so. In addition, 13AEPs (and SEPs) 
are very resistant to alteration by anything other than structural pathology in 
the brainstem auditory tracts. For examplc, barbiturate doses sufficient to 
render the EEG Bat (isoclectric) and general anesthesia do not significantly 
affect 13AEPs or SEPs. These factors of anatomie specificity, and physiologie 
and metabolie immutability are the basis of the dinical utility of both 13AEPs 
and SEPs. 

13rainstem auditory evoked potentials offer a look at physiologie anatomy. 
They provide a sensitive tool for assessment of brainstem auditory tracts and 
nearby structures. As with PSVEPs and SEPs, abnormalities demonstrated by 
13AEPs are etiologically non-specific and must be carefully integrated into the 
dinical situation by a physician familiar with the dinical use of this test. He or 
she must decide if other procedures (e. g., conventional audiometric studies, 
clectrocochlcography, clectronystagmography, radiologie studies, subspe­
cialty consultation) are indicated to differentiate the possible causes of the 
conduction dclay. 

There has been a large number of studies of 13AEPs in patients with MS (see 
Chiappa [13] for a review and references). Of 1,000 paticnts in the literature 
with varying dassifications of MS, 46% had abnormal 13AEPs. For patients 
dassified as definite, probable and possiblc MS, the average abnormality rates 
wcre 67%, 41 % and 30%, respectively. Of patients reported as having no 
his tory or brainstem findings, 38% had BAEP abnormalities; abnormality 
rates va ried from 21 % to 55%. Thus, in one-fifth to one-half of MS patients 
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without brainstem symptoms or signs, BAEP testing will reveal evidence of 
clinically unsuspected lesions. Differences in definitions ofMS, patient popula­
tions and techniques account for the variations between studies. For example, 
Noseworthy et al. [73] have found a higher incidence of BAEP abnormalities 
in MS patients over 50 years of age as compared with younger patients. 

In a large group of MS patients, the reliability of BAEP techniques was 
demonstrated by the fact that all parameters in the MS patients with BAEPs 
interpreted as normal (the BAEP-normal MS group) showed no group statis­
tical differences from the normal values [11]. Those MS patients who had 
BAEPs with abnormal interwave separations had latency values which were a 
mean of 4.9 SDs above the normal mean, and those MS patients who were 
determined to have abnormal BAEPs on the basis of an abnormal I1V ampli­
tude ratio (17% of the BAEP-abnormal MS group) had ratios which were a 
mean of5.5 SDs above the normal mean. These facts, and the higher incidence 
of abnormalities in the definite MS group, suggest that the BAEP is a reliable 
test for clinical usage. 

Although the normal mean plus 3 SDs was used in the above study [11] as 
the upper limit of normal, the BAEP-normal MS patients (including those in 
the definite MS group) had values for both interwave latency and amplitude 
parameters which were essentially identical to the normal values. The fact that 
the values for the MS patients had abimodal distribution (also noted for ab­
solute wave V latency by Robinson and Rudge [87], being either completely 
normal or markedly abnormal, suggests that the smallest MS plaques in this 
part of the auditory system are sufficient to produce a marked conduction 
abnormality. 

A majority of the BAEP abnormalities in MS patients are wave V amplitude 
abnormalities (absence or abnormally low amplitude of wave V was seen in 
87% of the BAEP-abnormal MS patients [11]. The next most frequent abnor­
mality, increased III-V IPL, was seen in 28% of the BAEP-abnormal MS 
patients. The presumed generators of waves III and V are the superior olivary 
complex and inferior colliculus, respectively, and thus the majority of the 
conduction abnormalities were found to occur between them, as would be 
expected since this is the longest segment of white matter in the tracts being 
tested. However, in those patients who had recognizable waves V, there was 
no significant correlation between the III-V separation and the wave I!V 
amplitude ratio, contrary to our expectations. In fact, in 17% of the BAEP­
abnormal MS patients, the III-V separation was normal and the I!V amplitude 
ratio was abnormal. In addition, 3 patients had the unusual combination of no 
wave III, a recognizable wave V of normal amplitude, and an abnormal I-V 
separation. The disparity between these different kinds of abnormalities is not 
easily resolved merely by consideration of the known conduction deficits in 
demyelinated axons, such as slow conduction across the demyelinated seg­
ment and increased refractory period. Multiplicity of lesions, possible contri­
butions to the BAEP waveforms from conduction in separate but parallel 
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tracts, and possible synchronous activation of different auditory tract struc­
tures need to be considered. 

The importance of monaural stimulation is evident since 45% of the BAEP 
abnormalities were seen with stimulation of one ear only [11]. The prevalence 
of monaural abnormalities suggests that, with respect to the BAEP waveform 
generators, there is relatively little bilateral conduction, although known 
anatomie features had suggestcd otherwise. 

Faster rates of stimulation alter all BAEP parameters, in du ding interwave 
separations. It has been noted previously [88, 100] that increased dick repeti­
tion rate revealed a higher incidence of abnormalities in the BAEPs of MS 
patients. However, in our group of MS patients, more BAEP abnormalities 
were not seen with 70 dicks per second, although abnormalities seen at 10 sec 
were sometimes worse at 70 sec [11]. Elidan et al. [25] have reported similar 
findings. The relative difficulty of waveform recognition at 70 sec, with 
increased waveform duration and indistinct peaks, restricted the dinical utility 
of that stimulus rate. In a few patients with diseases other than MS we have 
noted the reverse situation, i.e., that I-V separation was abnormal at 10 sec 
and normal at 70 sec. This normalization may be due to complete failure of 
conduction in the abnormal fibers at the faster rate, possibly due to an in­
creased refractory period. With their abnormal contribution removed from 
the resultant waveforms the activity manifest is only that from the normally 
conducting fibers, hence the normal appearance. Although this effect was 
sought in the MS patients, it was not found. Phillips et al. [80] used hyper­
thermia but increased the yield of BAEP abnormalities by only one patient. 

Emerson et al. [26] and Maurer [63] have no ted that some patients with MS 
show BAEP abnormalities with only one dick polarity, usually rarefaction 
dicks. The abnormality usually consists of a complete absence of wave V with 
one dick polarity, and anormal wave V with the other. Decreasing dick 
intensity results in a reappearance of wave V, and this might suggest a peri­
pheral origin of the phenomenon. However, some of these patients have 
completely normal hearing on conventional audiometric tests, and this effect 
is not seen in normal subjects or patients with peripheral hearing disorders, so 
that it is presumably due to central conduction abnormalities, although firm 
human dinico-pathologic evidence for this is lacking. 

In spite of obvious abnormalities in the BAEP, none of the MS patients 
studied here had dinical complaints of hearing difficulties, and dick thres­
holds were essentially normal (formal audiograms were rarely obtained, but 
thosc which were obtained were normal). This is consistent with the findings 
of routine audiological testing in MS patients [51], but detailed auditory 
and vestibular testing [72], and interaural time discrimination and auditory 
localization testing [35], may reveal functional abnormalities in MS patients. 
In the latter study almost all MS patients with abnormal BAEPs also had 
abnormal interaural time discrimination. Occasionally MS patients do have 
symptomatic hearing difficulties and abnormal BAEPs apparently related to 
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the disease [20, 38, 39, 50] but none was seen in our group. Presumably there 
are plaques of demyelination in the eighth nerve (its proximal portion contains 
central myelin) or close to the cochlear nuclei in the lower pons. The occur­
rence of grossly abnormal BAEPs in conjuction with subjectively normal 
hearing may reflect the production of BAEP abnormalities by temporal dis­
persion of the click-induced volley as it ascends the affected tracts. It may be 
that, although these asynchronous potentials do not sum to genera te a discrete 
peak of activity discernable at the scalp, the integrity of conduction, albeit 
deranged, is sufficient to sustain functionally normal hearing. However, this 
does not explain those cases where the amplitude and waveform shape are 
essentially normal and there is an abnormally large interwave separation. 
Perhaps in these cases the demyelination involves a majority of the fibers 
equally. Also, of course, BAEP waveform generation might have little to do 
with functional hearing. 

The consistency of the BAEP, when followed over time in normals, 
suggests that it could be used to follow the activity of lesions affecting these 
tracts and might possibly provide assistance in evaluating the effectiveness of 
therapeutic measures. One study has suggested that the main value of BAEPs 
in patients with MS was to indicate clinically silent lesions, and that its value 
in monitoring the clinical condition of the individual patient was less [46]. 
Matthews et al. [61] followed for 38 months, after BAEP testing, 84 patients in 
whom the diagnosis of MS was under consideration. In nine of these patients 
an abnormal BAEP, at initial presentation, subsequently proved to be of diag­
nostic value revealing aseparate, clinically-silent lesion, indicating a multifocal 
disease (and the patient on follow-up proved to havc MS). Aminoff et al. [1] 
no ted a significant increase in variability in thc BAEP between tests in paticnts 
with clinical exacerbations of brainstcm or ccrebellar disease, but they also 
occasionally found a marked discrepancy between clinical and BAEP changes. 
Smith et al. [97] found no BAEP changes in MS patients following high-dose 
methylprednisolone thcrapy, whereas Gilmore et al. [29] noted some short­
ening of interpeak latencies following infusion of the calcium antagonist 
verapamil. 

It should be reiterated here that a large part of the clinical utility of the BAEP 
lies in its ability to not only reveal unsuspected, and thereby multiple, lesions, 
but also documcnt clinically equivocal findings. For example, some of our 
patients with MS initially presented symptoms and/or signs which could have 
been produced by disease in the labyrinths. Other than absence of wave I in 
three of the patients with Meniere's Discase, no abnormalities of interwave 
separations or amplitude ratios in the BAEP were seen in those 21 patients 
with labyrinthine diseases [111. 37% of the MS patients who presented with 
nystagmus at the time of testing had BAEP abnormalities. Similarly, van 
Buggenhout et al. [1051 found BAEP abnormalities in half of their patients 
who had vestibular lcsions. Thus thc BAEP can be helpful in this setting: if 
abnormal, thcn thc lcsion is clearly ccntrally rather than peripherally located. 
Conversely, 56% of thc paticnts with an intcrnuclcar ophthalmoplcgia (INO) 
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at the time of testing had abnormal BAEPs [11] so that the BAEP does not 
help to distinguish MS from the other eauses of an INO (infaretion and tumor 
[14)], whieh might also affeet both medial longitudinal faseieulus and auditory 
traets. 

The BAEP is abnormal in some patients with system dis orders affeeting 
eerebellar funetion, particularly those who have spastieity, and thus is not 
hclpful in differentiating possible MS in that setting. 

Amyotrophie Lateral Sclerosis (ALS) sometimes presents initially with 
symptoms and/or signs whieh might be suggestive of MS; in our 26 patients 
with ALS there were none with abnormal BAEPs [11, Caseino et al. (Neurol­
ogy, in press)]. Optie Neeuritis (ON) and eervieal trans verse myelitis may 
have etiologies closely related or identieal to that of MS; all of the patients in 
those groups had normal BAEPs, and the ON patients tested also had normal 
SE Ps (the eervieal trans verse myelitis patients all had abnormal SEPs). Also, in 
a different study, 12 eonseeutive patients with inftammatory acute transverse 
myelitis (virtually or eompletely trans verse lesions) had normal BAEPs [90]. 
Trigemina1 neuralgia has also been assoeiated with MS; in our 15 patients with 
trigeminal neuralgia there was none with abnormal BAEPs. Thus, as is also 
the ease clinieally, at the time of onset of ON, eervieal trans verse myelitis and 
trigeminal neuralgia there may be no EP evidenee of lesions elsewhere in the 
CNS. 

SHORT -LA TENCY SOMATOSENSORY EVOKED POTENTIALS 

Short-lateney somatosensory EPs (SEPs) are usually evoked with a 2 sec to 5 
sec brief cleetrieal pulse delivered transeutaneously to median, tibial or other 
nerves, and reeorded at several points along the sensory pathway (e.g., for 
upper limb testing, over the brachial plexus, dorsal eolumn traets and nuclei, 
and somatosensory cortex). The peak labeled EP is generated in the brachial 
plexus, P /N13 in the upper eervieal cord and lower medulla, and N19-P22 in 
the thalamus-cortex. The clinieal utility of SEPs is rclated to the same faetors 
of anatomie speeifieity and physiologie and metabolie immutability as were 
diseussed above for BAEPs. SEPs offer a look at physiologie anatomy, and 
thus provide a sensitive tool for assessment of spinal cord and brainstem 
posterior eolumns, and medial lemniseal traets and nearby struetures. Again, 
abnormalities demonstrated by SEPs are etiologieally nonspeeifie and must be 
earefully integrated into the clinieal situation by a physieian fa miliar with the 
clinieal use ofthis test, who ean deeide whether or not other proeedures (e.g., 
eleetromyography, radiologie studies, subspeeialty eonsultation) are indieated 
to differentiate the possible eauses of the conduetion delay. 

There has been a large number of studies of SEPs in patients with MS [131. 
Of 1,000 patients with varying classifieations of MS reported in the literature, 
58% had abnormal median/digital SEPs and 76% had abnormal peronealltibial 
SEPs. In patients classified as definite, probable or possible MS, the average 
abnormality rates were 77%, 67% and 49%, respeetivcly. 
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Although the effect of stimulus rate has been studied in normals, there has 
been no study of rate effects in patients with MS. Smith et al. [97] saw no 
change in median and tibial SEPs with infusion of high-dose methylpredni­
solone. Nuwer et al. [74] studied first-degree relatives of MS patients and 
found some abnormal interarm Erb's Point to N18 latency differences, al­
though all other SEP parameters were normal. In published studies on the 
relationship between clinical sensory findings and SEPs in patients with MS, 
42% (249/598) of patients reported to have no symptoms or signs referrable to 
the sensory system had abnormal SEPs, whereas 75% (250/335) of patients 
with sensory system symptoms and/or signs had abnormal SEPs (both upper 
and lower limbs included). Note that there is about a 10% higher incidence 
of clinically-silent SEP abnormalities found on testing the lower limbs (as 
compared with the upper limbs). 

Data from a group of 114 MS patients seen in our laboratory exemplify 
the findings that can be expected when using SE Ps to test patients with (or 
suspected of having) MS. 29% of the patients had completely normal tests 
(both upper and lower limb). Upper limb SEPs were abnormal in 54% of 
patients, lower limb SEPs in 64%. In 18% of the patients, upper limb SEPs 
were normal when lower limb SE Ps were abnormal, whereas the converse 
was true in 7%. Only 2% of patients had bilaterally abnormal upper limb and 
bilaterally normallower limb SEPs, but the reverse was found in 11 % of the 
patients. 37% of normal upper li mb SEPs were associated with abnormal 
lower limb SE Ps on the same side, whereas only 12% of normallower limb 
SEPs were associated with abnormal upper limb SEPs ipsilaterally. Some of 
the conclusions that may be drawn from these results are: 1) when lower limb 
testing is normal, upper limb testing will reveal abnormalities in an additional, 
although small, group of patients, 2) SEP abnormalities in one limb (upper or 
lower) are not necessarily associated with SEP abnormalities in the other limb 
on the same side, although lower limb abnormalities will be more commonly 
associated with upper limb abnormalities than vice versa. Others have had 
similar results, the yield of abnormalities being greater with lower limb sti­
mulation [24, 44, 95, 104]. 

Patients with suspected MS have been tested and the finding of all EPs 
normal except for SEPs pointing to an upper cervical cord conduction defect 
has prompted a myclogram that revealed significant cervical cord compression 
from spondylotic bars; some of these patients have improved with surgical 
decompression. Conversely, of course, multiple EP abnormalities do not 
necessarily indicate MS (see figure 7-20 in Chiappa [13] for a patient who had 
multiple EP abnormalities caused by multiple meningiomas). 

Although every conceivable abnormality is seen in the SEPs of the MS 
patients, the most interesting is the absence of P/N13 (lower medullary 
component) with preservation of N19-P23 (thalamus-cortex) and anormal 
brachial plexus to N19 separation. The pathophysiology of such a finding and 
how it rdates to the generation of the SEP waveforms are matters of pure 



173 

speculation. In our group of patients, 30% of the abnormalities were unilateral 
and 70% were bilateral, an incidence quite similar to the average in the 
literature. Of the bilateral abnormalities, 79% were identical and 21 % were 
different on the 2 sides [13]. Roberts et al. [86] have used the dispersion of the 
thalamocortical waveforms, as determined by Fourier analysis, as an addi­
tional analysis parameter. Rossini et al. [91] registered SEP short-Iatency 
wavelets using restricted band-pass digital filtering and thereby increased the 
yield of abnormalities. Yamada et al. [111] studied long-Iatency in addition to 
short-Iatency SEP components and found additional abnormalities; they also 
fclt that the long-Iatency components heIped to resolve interpretative difficul­
ties encountered with short-Iatency testing, especially when bilateral stimula­
tion was used. Delwaide et al. [22] studied lumbosacral spinal SEPs in MS 
patients, and noted a correIation between intensity of spasticity and some 
elements of the EP waveform. 

Matthews et ai. [61] followed for 38 months after SEP testing 84 patients in 
whom the diagnosis of MS was under consideration. In only three of these 
patients, an abnormal SEP at initial presentation subsequently proved to be of 
diagnostic value in that it revealed aseparate, clinically-silent lesion, indicating 
multifocal disease (and the patient on follow-up proved to have MS). Davis 
et al. [21] found that clinical motor and sensory findings in MS patients in the 
corresponding limb frequently correIated with abnormalities of the median 
nerveSEP cervical response. When new clinical features appeared, the SEP 
deteriorated in some patients but improved in others, and overall disability 
sometimes increased despite improved SEPs. Most SEP changes were not 
accompanied by clinical changes. 

Ropper et al. [90] studied EP abnormalities in 12 consecutive patients with 
inflammatory acute trans verse myeIopathy (A TM) as their first neurological 
illness. All nine patients tested with median SE Ps had normal findings, the 
lesions being beIow cervicalleveIs mediating that response. Five of six patients 
tested with peroneal SEPs had abnormal findings (the sixth was tested eight 
months after onset when there was no residual neurological deficit). All of 
these patients had normal PSVEPs and BAEPs, and none deveIoped new 
neurological signs during 18 months mean follow-up. The authors feIt that 
the lack of other lesions by EP testing, and the failure to deveIop new clinical 
lesions, indicates that A TM, when defined as a virtually or totally complete 
trans verse inflammatory lesion of the cord, is a different process from MS. 

Attempts have been made to use SEPs-and other EPs-to guage the effec­
tiveness of plasmapheresis therapy in MS, but only a few patients have been 
studied so far and it is not yet possible to draw conclusions [19, 109]. 

Effects on SE Ps of raising body temperature in patients with MS have been 
studied by Matthews et al. [58] and Kazis et al. [43]. The latter authors used 
intercurrent extra-CNS infection (viral or bacterial) as the hyperthermie 
agents, and the effect of toxins cannot be discounted as the cause of the 
observed SEP changes. Matthews et al. [58] used external heat to raise the 



174 Evoked Potentials in Multiple Selerosis and Optic Neuritis 

body temperature of their subjeets and found that P/N13 amplitude was 
markedly diminished by the temperature inerease. Phillips et al. [80] found 
that hyperthermia inereased the yield of peroneal SEP abnormalities in MS 
patients. 

COMBINED EVOKED POTENTIAL STUDIES 

The eomparative utility of PSVEPs, BAEPs and SEPs have been studied in 
several groups ofpatients [11, 31, 44, 47,56,61,80,82, 102, 104]. As might be 
postulated on the basis of length of white matter traets involved, the order of 
relative utility of the tests in revealing evidenee of dinieally unsuspeeted 
lesions was SEP, PSVEP and BAEP. These data suggest that there is not a 
speeifie differential suseeptibility to demyelination in the systems involved 
in the tests. Rather, it is the length and amount of white matter traets being 
tested whieh determine the likelihood of deteetion of alesion in a given sys­
tem. Phillips et al. [80] found inereased abnormality rates in all EPs during 
hyperthermia. 

Botteher et al. [5] followed patients for two to four years after PSVEP, 
SEP and CSF immunoglobulin G testing and found that 81 % of those in 
whom both the EPs and the IgG index were abnormal initially had entered 
a higher MS diagnostie dass at the later evaluation. Those patients in whom 
either the EPs or IgG index were normal initially remained in the same diag­
nostie dass. Walsh et al. [106] followed 56 patients for two and a halfyears and 
found an increased number of abnormalities in multimodality EPs, whieh was 
paralleled by an increase in overall dinical disability. However, Aminoff et al. 
[1] have noted that the correlation between ehanges in speeific dinieial features 
and EPs may be poor. 

Noseworthy et al. [73] have studied PSVEP, BAEP and blink reflexes in 
patients presenting after age 50 with suspected MS. They found both in EPs 
and CSF eleetrophoresis to have high diagnostic yield in this difficult diag­
nostie group. 

MOTOR EVOKED POTENTIALS 

Transcranial stimulation (electrical and magnetic) of the motor cortex is a 
subjeet of much current interest (see Young et al. [112] for arecent review and 
discussion of safety issues). Mills et al. [67] stimulated electrically over the arm 
area of the motor cortex, over the C7 vertebral level, and in the axilla, and 
recorded the evoked musde actiol1 potentials of forearm flexor musdes in 
healthy controls and patients with MS. In the patients the eord-to-axilla COI1-

duction times werc normal, whilc ccntral conduction times (cortex to cord) 
were either markedly prolonged or absent. Snooks and Swash [98] used a 
similar stimulation techniquc to study spinal cord conduction velocities and 
found slowcd motor conduction velocitics between C6 and L1 in four of five 
paticnts with MS, all of whom had corticospinal signs in thc legs. Cauda 
cquina conduction was normal. These motor cvoked potentials may providc a 
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tool for studying motor system abnormalities in MS (and many other diseases) 
and may afford closer c1inieal-eleetrophysiologie eorrelations. 

MAGNETIC RESONANCE IMAGING AND EVOKED POTENTIALS 

Magnetie resonanee imaging (MRI) is proving to be an invaluable tool in 
the investigation of patients with suspeeted demyclinating disease, espeeially 
the T2-weighted images. Immediate post-mortem studies have shown that 
demyelinated lesions 3 mm in diameter are seen, and that the apparent lesion 
size on MRI is aeeurate [99]. Where signal intensity varied, so did the degree of 
inflammation, demyelination and gliosis, and it was thought that MRI eould 
distinguish gliotie and nongliotie demyelinated lesions. Serial MRI seans show 
the appearanee and evolution of asymptomatie lesions [79] and enhaneement 
may afford a measure of aetivity [30]. MRI has been shown to be better than 
EPs and CT in revealing multiple lesions in the CNS [17, 27, 45, 77], includ­
ing the spinal eord [55], but, of course, MRI is no more speeifie than EPs with 
respeet to etiology. However, in the brainstem, EPs reveal a signifieant num­
ber of eonduetion defeets not seen by MRI [2, 17, 28, 45]. Similarly, it ean be 
expeeted that optie nerve lesions will be deteeted more rcliably by EPs than 
MRI. Thus, although as a general statement it ean be said that the overall 
neurologie workup of the patient suspcetcd ofhaving demyclinating disease is 
better servcd by MRI (and most patients with MS will eventually have an MRI 
sean), in seleeted eascs speeifie questions are better answered by EPs, and some 
anatomie areas are better tested by EPs. 

Portions of the text used with permission from Chiappa, 1983. 
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8. EVOKED POTENTIALS IN NONDEMYELINATING DISEASES 

FRAN<;:OIS MAUGUIERE 

INTRODUCTION 

Diagnostic utility of evoked potentials in nondemyelinating diseases 

Evoked potentials (EPs) represent the only noninvasive method availablc to 
assess in "real time" the processing of sensory information in the human 
central nervous system. Most of the successes of this low cost investigation 
in clinical practice is due to its ability to disclose silent lesions causing delayed 
response in demyelinating diseases. In nondemyelinating processes the clinical 
applications ofEPs have not yet been clearly defined; however in such diseases, 
EPs may be helpful: 1) to test sensory functions when clinical examination is 
not reliable (young children, comatose patients, suspected conversion dis­
order); 2) to decide whether more sophisticated or more invasive morpho­
logical investigations should be entertained in patients with purely subjective 
symptoms; 3) to assess the causative mechanisms of the neurological deficit or 
of the functional recovery. There are two questions that should be discussed 
before looking at the diagnostic yield of EPs in nondemyelinating processes: 
what is the specificity and localizing value of abnormal EP patterns? Is it 
possible to give unequivocal pathophysiological interpretation of abnormal 
waveforms? 

Specificity oflatency and amplitude EP abnormalities 

It is generally accepted that demyelination causes conduction slowing and 
EP latency delays, whereas traumatic, vascular or tumorallesions are more 
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like1y to result in amplitude abnormalities. This assumption is valid as a guide­
line but does not take into account the possible overlap between the respec­
tive effects of impaired axonal conduction, abnormal synaptic transmission, 
and cell loss which represent the three basic phenomena responsible for EP 
abnormalities. 

For instance, in acute demye1ination some EP components may be abolished 
or severe1y reduced because of conduction block [81]. Moreover, we have 
observed that in the early stages of MS temporal dispersion of afferent volleys 
may decrease the amplitude of some centrally generated axonal components, 
such as the scalp P14 far-fie1d SEP to median nerve stimulation, without 
significant latency shift. Conversely, in the absence of any primary demyeli­
nating process, compression of fiber tracts can slow down conduction ve1o­
city. De1ayed EPs were shown to occur in compressive lesions of the optic 
nerve [29], acoustic nerve [10] and cervical spinal cord [51] (figure 8-1). It 
is commonly assumed that the latency shift due to fiber tract compression 
is smaller than in primary demyelinating disease [9, 29]. However, when the 
clinical context is equivocal, this observation is of little help in the interpreta­
tion of an individual EP study. 

Abnormal synaptic transmission is another mechanism that could produce 
EP de1ays. It has been speculated that synaptic dysfunction at the retina for 
example, could produce delayed VEPs in Parkinson's disease [5]. This expla­
nation is valid in particular for synaptic networks where one cell population 
modulates the efficiency of synaptic contacts between other cells. This seems 
to be the case for amacrine cells that serve as a trigger for the ganglion cells of 
the retina and that are dopamine-deficient in Parkinson's disease. 

When the underlying pathology is an axonal degeneration or a neuronal 
loss, the amplitude ofEPs should be reduced with no or negligible latency shift, 
except ifaxonal loss affects selective1y the larger fibers. For instance, it was 
shown [6] that the visual responses to pattern shift stimulation were, as a 
group, significantly reduced in amplitude in patients with Friedreich's ataxia 
(now accepted to be a primary axonopathy). However, in spite of a highly 
significant inverse correlation between the amplitude and the latency of the 
P100 component, the amplitude of the response could not be defined as below 
the normal range in most individuals with Friedreich's disease owing to the 
large variability of response size in the healthy population. On the other hand 
P100 latency was delayed more than 2.5 standard deviations above the mean 
normal value in 55% of cases. Plotting of VEP latencies and amplitudes in 
normals, patients with Friedreich's ataxis, and patients with a history of optic 
neuritis clearly demonstrated an overlap of the Friedreich's ataxia population 
with the two others (figure 8-2). 

Thus in a non-negligiblc percentage of patients with nondemyelinating 
diseases, amplitude decrement and latency shift of EP may co-exist, and the 
latter abnormality cannot be considered per sc as indicating a primary demye­
linating process. Amplitude abnormalities are often considered unreliablc, and 
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Figure 8-1. Post-operative evolution of SEPs-Neuroma of the 3rd cervical root 
SEPs recorded at Erb's point are represented in A, those obtained at Cv6 spinal process are shown 
in B, ipsilatcral and contralateral parietal responses are displayed respectivcly in C and D. Erb's 
point responses were obtaincd with a frontal Fz reference; all others with a noncephalic shoulder 
reference. Stimulation of the right median nerve at thc wrist. Calibration 10 !! V in A and 5 !! V in 
B, C and D. 

This 33-year-old female patient presented on admission a Brown-Sequard's syndrome under the 
3rd cervical dermatoma with right side hemiparesis right tactile and joint position hypaesthesia 
and astereognosis of the right hand. Pain and temperature senses were impaired on thc left sidc. 
No asy mmetry of vibratory sense was noted. For each derivation the numbers indicate the order 
of successive post-operative records: 1: 9 days after surgery; 2: 2 months; 3: 6 months; 4: 1 year. In 
the four recording sessions normal responses were obtained at Erb's point (N9) and at the nucha 
(N13). On thc scalp thc far-field P9 and the P40 contralateral parietal components were constantly 
recordcd. Immediatcly after surgery (traces lC and ID) the far-field P14, the diffuse N18 and the 
contralateral parietal P27 potentials were absent and the contra lateral N20, if present, was con­
siderably abnormal in amplitude and latency. The contralateral parietal P14, N20 and P27 com­
ponents reappcared progressivcly with reduced amplitudes and delayed latencies (traces 2D, 3D 
and 4D). 

This example of cervico-medullary SEP pattern illustratcs 2 points: 1) Abnormal latencies can 
be observed in primary nondemyelinating discases; 2) Late cortical components (in this ca se the 
P40 potential) may persist whereas earlier subcortical or cortical responses are absent or c1early 
abnormal [51J. 

so far attempts to develop EP amplitude indexes that permit identification of 
individuals with abnormally reduced EP components have been relatively 
unsuccessful. Side to side amplitude differences can be used in case of strictly 
unilateral hemispheric damage. They are particularly helpful for the interpreta­
tion of cortical auditory evoked potentials (AEPs) since monaural stimulation 
elicits evoked responses in both hemispheres through ascending and callosal 
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Figure 8-2. Latency and amplitude of the PI ()() VEP component in healthy controls, patients with 
Friedreich's ataxia and patients with a history of optic neuritis 
VEPs obtained for each eye of 31 healthy controls, 21 patients with optic ataxia and from the 
affected eyc of 24 patients who had recovered from a single typical episode of either monocular 
(22) or binocular (2) optic neuritis. In contrast to the patients with Friedreich's ataxia the cases of 
optic neuritis show a c1ear dissociation between the PIOO latency increase and the amplitude 
changes. Howcvcr there is a c1ear ovcrlap between the two abnormal population [6J. 

fibers [65], The amplitude ratio between a component known to be unaffected 
and a component Iikely to be abnormal in the suspected pathology can also be 
helpful. Figure 8-3 shows that the amplitude ratio between the far-field P9 
(brachial plexus) and P14 (brainstem) potentials evoked by median nerve 
stimulation in normals has a gaussian distribution. When the afferent impulses 
in cervical spinal cord and brainstem are dispersed, this ratio can be signifi­
cantly reduced while interpeak latencies remain normal. 

Limits and pitfalls ofthe spatio-temporal analysis ofEPs 

Spatial allalysis 

The potential fields rccorded on the surface of the scalp or at the neck may be 
genera ted either by deeply (far-field EPs) or superficially (near-field EPs) 
located sources. Recordings in normals support the view that a positive wide­
spread scalp far-field response correspond to the front of action potential 
volleys travcling in the ascending sensory pathways [19, 37]. The near-field 
potentials may have an axonal or a post-synaptic origin, but their generators 
are gene rally modeled as dipoles. If the dipole is tangentially orientated and 
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Figure 8-3. Latency and amplitude measurements of early P9, P14 and N20 SEPs 
Noncephalic reference recordings of the contralateral parietal response to stimulation of the 
median nerve at the wrist. The transit times are evaluated by the P9-P14 and P14-N20 interpeak 
Iatel1Cies (A) . The amplitude ratio between the peripheral P9 and the brainstem P14 is mcasurcd 
from the onset of P9 (B). The distribution of the P9/P14 amplitude ratio calculatcd in 35 normal 
subjects is givcn in C. These data were obtained with filter band pass of 1.6-3200 Hz. Normative 
values for absolute and interpeak latencics are given in table 8-1. 

dose to thc surface, both its positive and negative poles can be recordcd with 
an appropriatc clectrode array. Consequcntly, thc EP source would not be 
locatcd at one of thc maxima of the elcctric field, but bctwecn thc two (at a 
depth that can be cvaluatcd by recording of thc magnetic field) and at cqual 
distance from each maximum in the case of a theoretical tangent dipole (13, 81 J 
(figure 8-4). The "paradoxical" latcralization of thc PI00 visual potential to 
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Figure 8-4. Scquential spatial maps of potential ftclds after ftnger stimulation 
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These maps were obtained 21.76,23.04,24.64 and 26.40 msec after stimulation ofthe right thumb 
of anormal sllbject. The nupping system is described with details in Deiber et aL [14]. This ftgurc 
illllstratcs two different models of elcctric flelds generated rcspectively by tangential (posterior 
parietal N20- frontal 1>20) and radial (frontal 1>22) dipoles. This spatial distribution accollnts for 
so me divergent views concerning the origins of early SEI> components by showing that these 
potentials might be generated by the activities of two distinct generators that partially ovcrlap in a 
very short period of time. 

checkerboard half-field stimulation dearly illustrates this model [29]. If the 
dipole is radially orientated, the pole which is dose to the surface will produce 
a field of concentric iso potential lines on a restricted area of the scalp (figure 
8-4); then the EP source is assumed to be situated under the maximum of 
the clectrical activity at a depth that cannot be actually measured by magnetic 
ficld recording which is blind to radial electrical sourees. It is dear that all 
intermediates do exist between radially and tangentially orientated dipoles. 

Time analysis 

The averaging technique for EPs recording is based on the assumption that EP 
is a determinist signal reproducible on long sequences of iterative stimulations. 
It may be pos tu la ted that EP sources are sequentially activated during the 
processing of sensory informations. Thus, when all EPs components are 
missing after a givcn latency, the conduction is presumed to be interrupted 
beyond the level where the last present component is generated. This assump­
tion is valid in most cases as illustrated in figure 8-5 that shows the progressive 
disappearance of waves V to 1 of the brainstem auditory evoked responses 
(BAEPs) during the rostro-caudal deterioration of brainstem functions in a 
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Figure 8-5. Rostro-eaudal deterioration of BAEPs in brain death 
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The 54 BAEPs to HO dB HL alternated dieks displayed in this figure were obtained in a head­
injurcd comatose patient at a rate of one every 6 minutes between 23h. 07 and 4h. 31 with an 
analysis time of 12msec. The histograms displayed on the right side eorrespond to the spcetrum of 
the auto-adaptative Wiener digital ftlter used for the reeording. At 23h.07 waves I to V are dearly 
identified; at Oh.31 the wave V has almost disappearcd; from Ih.02 to 4h.05 only wave I persists. 
This evolution parallcled the rostro-eaudal deterioration of the brainstem funetions . 
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comatose patient. However, in some instances late events can persist ever 
though earlier responses have disappeared. This most probably because sen­
sory information is conveyed to the cortex by parallel pathways with indepen­
dent processing time, synaptic relays and cortical targets (figure 8-1). 

Thus, there are practicallimitations to the use of spatio-temporal analysis of 
EPs to localize focallesions in the central nervous system. The most important 
of these limitations is that both destruction and dis placement of generators can 
make recording of EP components difficult, particularly when only using a 
limited number of electrodes (figure 8-6). 

SOMATOSENSORY EVOKED POTENTIALS 

Normal components 

Upper limb stimulation 

It is generally recognized that all the cervical and scalp events evoked by 
electrical stimulation of the median nerve at the wrist, with the exception of 
the supraclavicular N9 component and of its P9 far-field scalp homologue, are 
related to the activity of the dorsal co lu mn (OC) system. This was first pointed 
out more than twenty years ago by Halliday and Wakefield [30] who reported 
normal SEPs in patients with a dissociated loss of pain and temperature senses 
due to lesions of the spino-thalamic tract. However, the view ofDC system 
spatially organized as to duplicate a single somatotopic map of the periphery, 
and made of neuronal channels with two synapses respectively in the OC and 
thalamic ventro-postero-lateral (VPL) nuclei, is an oversimplification that can 
lead to misinterpretation of SEP recordings. For instance there is anatomical 
evidence in cats that the cuneate nucleus has several brainstem targets apart 
from the the thalamic VPL [see ref 49 for details]. 

The centrally generated SEP components obtained with a noncephalic 
reference montage after stimulation of the median nerve at the wrist are the 
following (see figure 8-7 and chapter 3 for a more complete review of this 
topic): 

1. The nuchal Nll component is recorded all along the posterior aspect of 
the neck with an onset latency that was found to increase from CV6 to CV1 
spinal processes by 0.95 ± 0.15 and 0.89 ± 0.12 milliseconds respectively by 
Oesmedt and cheron [16] and Mauguiere [47]: This shift of Nll onset latency 
is consistent with the hypo thesis that it might be generated by the ascending 
volley of the action potentials in the dorsal columns of the cervical spinal cord 
(figure 8-8). As mentioned by Cracco [12] and illustrated in figure 8-8, it may 
be difficult in clinical practice to differentiate the NIl from the following N13 
component; therefore the recording of the NIl scalp far-field homologue PlI 
has a practical utility. 

2. The N13 component is obtained at the nucha with a maximum ampli­
tude at Cv5/Cv6 level and is recorded with a rever:;ed polarity with an oesoph-
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ageal or anterior cervical electrode [20] (figure 8-7). A fixed dipolar source in 
the dorsal horn perpendicular to the spinal cord axis could account for this 
spatial organization. 

3. The scalp widespread P14 component is a far-field potential ofbrainstem 
origin. P14 is picked up at the ear lobe, but with a smaller amplitude than on 
the scalp. In our controls it peaks nearly one msec later than the cervical N13 
[47]. 

4. The scalp N18 potential identified by Desmedt and Cheron [17] is a long­
lasting diffuse negative shift which immediately follows P14 (figure 8-7). In 
normals, N18 can be fairly individualized only in the parietal region ipsilateral 
to the stimulation where there is minimal or no interference with later cortical 
components. 

5. Two sets of cortical potentials, each made of two componcnts, are super-
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Figure 8-7. Normal SEPs to median nerve stimulation (noncephalic reference recordings, 
stimulation of the !cft median nerve at the wrist) 
This figure illustrates the early SEPs that can be recorded with a shoulder reference. Note that in 
the ipsilateral parietal region (I) there is a long lasting negative shift that immediately follows the 
far-field positivites and corresponds to the widespread N18 potential. With 1.6-3200 Hz filter 
band-pass N 18 is a long-lasting event. Filtering out oflow frequencies changes the shape of N 18 
that can then be confused with an "ipsilateral" N20. Superimposition of ipsilateral and contra­
lateral parietal responses is hclpful to differentiate NI8 from the contralateral parietal N20. 

The nuchal NI3 componcnt is rccorded as a positivity (1'13) by an anterior cervical c1ectrode. 
Contralateral parietal N20-P27 and frontal P22-N30 are consistently recorded in normal subjects. 
(see test for details). 
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imposed on the widespread N18 (figure 8-7). The first one is the N20-P27 
complex which is recorded in the parietal region contralateral to the stimu­
lation; the second is composed of the P22 and N30 potentials which are located 
in the contralateral prerolandic region but often spread to the ipsilateral frontal 
region. These components are also present after finger stimulation, and their 
spatial distribution on the scalp is not distorted by ear lobe reference record­
ings that partially cancels N18 [14, 21] (figure 8-4). 

All thc centrally generated SEP components are preceded by the far-ficld P9 
potential (homologuc of thc supraclavicular N9) which originatcs in brachial 
plexus roots and is present at the nucha and on thc scalp. 

In frontal (Fz) refcrcnce rccordings thc N18 and thc far-ficld positive scalp 
componcnts are cancelled and the ccrvical N9-N11-N13-N14 wave complcx 
combines evoked activitics picked up at thc nucha and on the scalp (figure 8-8). 

Conduction times in periphcral nerves, dorsal roots and central somatosen­
sory pathways can bc cstimated by the rccording of thc Erb's point N9, spinal 
N13, far-field P14 and parietal N20. The conduction timcs (CTs) mcasured 
by interpeak latcncies bctween Erb's point N9 (or far-ficld P9) and P14, and 
between P14 and N20 are of practical utility for studying discascs of central 
nervous system bccause they are fairly independent of arm-length. Ccntral 
CTs can bc cvaluated in nonccphalic or scalp rcfcrcnce montages [32]; in thc 
lattcr condition, particularly when the waveform is abnormal, the distinction 
betwecn the spinal N13 and thc brainstem P14 positivity picked up at references 
site and injectcd as a N14 ncgativity in the ccrvical response may rcprcscnt a 
real challenge. Control values obtained with both methods in our laboratory 
are givcn in table 8-1. 

Lower limb stimulatioll 

With a noncephalic refcrence electrode far-field POSltlVltles of spinal and 
brainstem origin are recordcd on thc scalp after stimulation of the tibial nerve 
[18, 41, 85]. In clinical routine, two early components are easy to obtain and 
used in most studies: 1) the lumbar negativity N21 (picked up at L1 spinal 

Table 8-1. Normative data for absolute and interpeak 
latencies of early SEPs (35 normal adult subjccts) 

Nonccphalic reference Frontal refercnce 
Mean SD Mean + 3SD Mean SD Mean + 3SD 

Absolute P9 10.34 0.89 13 N9 10.74 0.04 12.66 
latencies P14 14.91 0.88 17.57 "NI4" 14.33 0.83 16.82 
(ms) N20 19.81 1.17 23.31 N20 19.89 1.24 23.61 

Interpeak P9-P14 4.56 0.52 6.12 
latencies PI4-N20 4.87 0.58 6.61 "NI4"-N20 5.7 0.61 7.53 
(ms) P9-N70 9.42 0.61 11.25 N9-N20 9.26 0.69 1 \.33 
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process with a dorsal, shoulder or knee reference) presumably generated in the 
dorsal horn of the spinal cord; 2) the vertex positivity P39 (present with a 
frontal, ear lobe or noncephalic reference) which has a "paradoxical" lateraliza­
tion ipsilateral to the stimulation suggesting an origin in the interhemispheric 
aspect of the primary somatosensory cortex. 

Abnormal SEP Patterns 

Diseases oi periphera/Ilerves alld rools 

SEP MEASUREMENT OF CONDUCTION VELOCITIES IN PERIPHERAL NEUROPATHIES. 

The sensory conduction velocities in peripheral nerves (SCV) are usually 
measured by the recording of sensory nerve action potentials (SNAPs). In 
neuropathies when SNAPs are too small to be detected, the SCV can be 
indirectly estimated by the measurement of the onset latency of the con­
tralateral parietal "N20" after stimulation of a cutaneous or mixed nerve at 
different levels; for instance wrist, elbow and axilla for the upper limb [15]. It 
was generally assumed that the cerebral response to non-noxious clectrical 
stimulation of a mixed nerve was mainly due to myelinated cutaneous and 
joint afferents. However Gandevia et al. [25] demonstrated that stimulation 
of musde afferents also clicits a cortical response with a latency very dose to 
what is observed after stimulation of cutaneous afferents. Thus the SCVs in­
directly measured by the recording of cortical SEPs to stimulation of a mixed 
nerve have a different signification than those obtained by the direct recording 
of SNAPs after sclective stimulation of cutaneous afferents. 

COMBINED INVOLVEMENT OF PERIPHERAL NERVE AND SPINAL CORD IN HERE­

DITARY ATAXIAS. In Friedreich's ataxia it has been demonstrated that maxi­
mum SCV is only moderatcly decreased whereas the peak of the parietal N20 
to finger stimulation, whcn obtainable, is dclayed and desynchronized because 
of involvement of central somato-sensory pathways [60]. These abnormalities 
have been confirmed by others using mixed nerve stimulation [33, 35, 42, 61, 
63, 68, 77]. When present, the N9 clicited by stimulation of the median nerve 
has a nearly normal latency but a reduced amplitude, however it contains 
antidromically conducted motor action potentials and its peak latency cannot 
be used to evaluated sensory conduction vclocity. All studies agree that SEPs, 
in du ding N9 and P9, are almost constantly abnormal in Friedreich's ataxia. In 
a small proportion of cases, a desynchronized parietal N20 component per­
sists, whereas the Erb's point N9, cervical N13 and scalp P14 cannot be identi­
fied. Figure 8-9 illustrates a more exceptional SEP condition in Friedreich's 
ataxia with abnormal P14-N20 interpeak latcncy co-existing with reduced 
N9/P9 and nearly normal brainstem P14. This aspect suggests an abnormal 
central conduction in the thalamocortical radiations. 

In familial spastic paraplcgia and hereditary cerebellar ataxia, SEPs differ 
from those observed in Friedreich's disease in two main points: 1) the inci­
den ce of abnormal responses is smaller [63J; 2) peripheral N9/P9 components 
are normal in most cases [22, 63, 78]. 
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Figure 8-9, SEPs in Friedreich's ataxia (median nerve stimulation) 
The lowcr trace was obtaincd at Erb's point with a frontal rcfcrence (Fz) and shows a reduced N9 
potential followcd by a "NI4" which correponds to the brainstem P14 which is pickcd at the 
front . The llpper trace is a superimposition of the ipsilateral (thin trace) and contralateral (thick 
trace) parietal responses. It shows that, in spite of a vcry redllced periphcral N9IP9, brainstem 1'14 
and contralateral parietal N20, P27 and P40 are prescnt. In this ca se abnormal PI4-N20 delay 
sllggests ccntral condllction slowing in the thalamo-parietal radiations. 

A N9 component of normal latency with a dclayed and/or reduced N13 
would indicate conduction slowing in the dorsal root. Practically, such a 
pattern was observed only in a small percentage of patients with Guillain­
Barre syndrome. Recently Yu and Jones [88), confirming the results of earlier 
investigations [26), reported a low incidence of this abnormal SEP pattern in 
patients with compressive radiculopathy but without myclopathy. The use­
fulness ofSEPs to mixed nerve stimulation in addition to conventional EMG is 
not obvious in such patients. 

The situation is different when the conduction is definitcly interrupted by a 
traumatic rupture proximal to the dorsal ganglion; then, after stimulation of 
the median or ulnar nerves at the wrist, the Erb's point N9 and the far-ficld P9 
potential persist (figure 8-10) when alllater components are absent or reduced 
[34). Such a pattern is useful to estimate the degree of involvement distal and 
proximal to thc dorsal root ganglia in brachial plexus traction provided that 
thc following limitations are taken into account: 1) N9 may be absent or 
significantly reduced at Erb's point in ca se of distallesion associated to root 
avulsions or when the anatomical situation of brachial plexus roots in the 
supraclavicular fossa is modified because of the trauma (figure 8-10), 2) anti-
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Figure 8-10. SEPs to median nerve stimulation in brachial plexus avulsion (A: Icft affected side, 
13 : right normal sidc) 
In pro ximal avulsion ofthe left brachial plexus roots nuchal NI3 (Cv6) , brainstem PI4 and parietal 
N20 are absent o r very reduced in amplitude whilc peripheral responses are prescnt at c1bow and 
Erb 's point. In this case PI4 and N20 werc qucstionablc after stimulation of the affected side, 
although dcflilitcly reduced. Amplitude reduction of N9 on the affected sidc was duc, in this case, 
to dis placement of tom roots in the supraclavicular fossa . 
Calibration: 2.5 ftV for parietal and Cv6 leads; 5 ftV for c1bow and supraclavicular derivations. 

dromic volleys of action potentials in the motor axons participate in the 
genesis of N9 and attenuation of N9 may result from the anterograde degene­
ration of motor axons; 3) stimulation of median and ulnar nerves investigate 
mainly the C6-C7 and C8-Tl roots respectivcly, but not the CS root which is 
the most frequently injured in these paticnts; 4) multiple root avulsions are 
necessary to cause uncquivocal SEP abnormalities [76] . 

In practice SEP testing in paticnts with brachial plexus injury provides two 
informations: 1) when N9 is present and aBlater components absent multiple 
root avulsions are ascertaincd; 2) when N9 is present with reduced spinal and 
cortical components the lesion is proximal to the dorsal ganglion and either 
some of the tested roots are intactor aB of them are damaged incompletely. 

Spillai cord lesiolls 

There has been a number of studies using SEPs in spinal cord trauma [10]. In 
most cases of complete functional transection of the spinal cord cortical SE Ps 
to stimulation of nerves whosc roots enter the spinal cord below thc lesion are 
absent. However, in some ca ses recorded at the early stage the persistence 
of SEPs on thc scalp may suggest somc residual spinal cord function when 
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clinical examination would lead to more pessimistic conclusions and it is 
commonly assumed that normalization of SEPs may antedate clinical im­
provement. After a spinal injury, iterative SEPs can also detect clinically silent 
transient deterioration of conduction in the dorsal columns. This was found to 
occur between the third and sixth day after injury, and is presumably related 
to oedema of the spinal cord [66]. 

In aseries of 20 spinal cord tumors (mainly ependymomas) we found that 
SEPs could be normal in spite of impaired sensations when the dorsal columns 
are infiltrated by the tumoral process, whereas the reverse situation (i.e., ab­
sent or clearly abnormal SEPs with clinically normal sensations) may be en­
countered in extrinsic compression of the cord [52]. As a rule, SE Ps are very 
sensitive to spinal cord compression whatever the space-occupying lesion. A 
latency shift of SEPs can be observed in spinal cord compression or after 
surgical decompression in patients whose SE Ps were absent preoperatively 
[51] (figure 8-1). 

SEPs can be used to determine the upper level of dorsal column dysfunction 
in compressions or injuries of the spinal cord [36,40]. This, however, is a time 
consuming technique that does not add much complementary informations to 
the clinical examination. 

SEPs (particularly after stimulation of the lower limbs) can also help to 
assess the function of dorsal columns in various myelopathies with minimal 
or no clinical somatosensory signs, such as vitamin B12 deficiency [24], Strum­
pell's hereditary spastic paraplegia [22, 78] or amyotrophic lateral sclerosis [11]. 
As others [10] we have observed absent or reduced SE Ps in the former two 
conditions but not in the latter one. ClinicallY unaffected members of families 
with hereditary spastic paraplegia and abnormal SEPs may represent asymp­
tomatic heterozygotes. 

Lesiolls ofbraitlStem thalamus aud cortex 

Abnormal patterns of SEPs in these patients have been described in details 
elsewhere [53] and are illustrated in figures 8-11 to 8-15: 

THE "CERVICO-MEDULLARY" PATTERN (fIGURE 8-11). In this pattern the far­
field P9 and the spinal components N11 and N13 are present and normal when 
the far-field P14 and alliater components are absent or abnormal [48, 51]. This 
pattern means that the volley of impulses ascending in the cervical dorsal 
columns is blocked or dispersed at the cervico-medullary junction; it can also 
be observed in brain dead patients [2, 3]. A persisting P11 scalp far-field posi­
tivity can be confused with a brainstem P14, particularly when it is delayed 
because of dorsal column compression at the cervico-medullary junction 
(figure 8-11). The recording of the cervical N13 helps in making the distinc­
tion between P9 and P14 since P11 peaks earlier and P14later than N13. When 
not completely cancelled P14 is delayed and the P14 amplitude ratio is ab­
normally high in such patients (figure 8-1). 

THE "THALAMO-CORTICAL" PATTERN (fIGURE 8-12). In thalamic, thalamo-
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Figure 8-11. "Cervico-medullary" SEP pattern in a case of Arnold-Chiari malformation [511 
This fcmalc patient agcd 42 had had a completc astereognosis of the left hand for more than 20 
years whcn the SEP rccordings were carried out. 

A sagittal view ofthe cervico-meduallary junction with NMR showed herniation ofthe tonsils 
into the foramen magnum (arrow). Thc IVth ventricle was not enlarged and communicated with 
the sub-arachnotd span:. 

A) Stimulation of the left median nerve: "Cervico-mcdullary" pattern; the positivity that 
immediatcly follows P9 can be interprcted as a dclayed PlI and not as a reduced PI4 since it 
peaked with a shortcr latency than the normal P14 recordcd after stimulation of the non-affected 
side (see text for details) 
B) Stimulation of the right median nerve: Normal responses 
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capsular or large pre-rolandic and post-rolandic corticallcsions associated with 
contralateral loss of tactilc and joint position sensations, the cortical parietal 
and frontal components are absent on the damaged side with preserved scalp 
far-fIeld positivities, induding P14 [45, 49, 58, 75, 87]. The N18 diffuse 
negativity persists in this condition [49]. In 65 patients with recent thalamic or 
thalamo-cortical strokes and absent SEP cortical components we found that 
the P9/P14 amplitude ratio was within normal limits (mean value in normals 
+ 3 SD). 

In patients with purely thalamic non-hemorrhagic stroke a fairly good 
corrclation is found between SEP abnormalities, dinical status and CT scan 
data [27, 53]. In the postero-lateral infarctions ofthe geniculo-thalamic artery 
territory with absent SEPs, a loss of touch and position senses is constant, 
whereas early SEPs are normal in medial or antero-lateral infarctions that do 
not cause any somatosensory loss. 

In capsular infarcts in the territory of the anterior choroid artery or in 
thalamo-capsular hematomas we observed no dear corrclation between CT 
scan and SEP fIndings. In our series of 43 patients with this condition ]53], 13 
had normal SEPs and 22 had a thalamo-cortical SEP pattern with no cortical 
components and preserved N18; in the 8 remaining cases the cortical N20 and 
later componcnts were only reduced in amplitude and delayed (fIgure 8-13). In 
these cases the degree of hemispheric somatosensory deafferentation cannot 
be accuratcly predicted from CT scan images, and somatosensory deficits that 
are not dinically obvious can be disdosed by SEP recordings particularly in 
paticnts with ataxie hemiparesis or thalamic neglect syndromes. 

THE "CORTICAL DISSOCIATED" PATTERN. When the lesion is dose to the cor­
tex it may sclective damage selcctivcly pre-rolandic or post-rolandic cortex or 
thalamo-cortical fIbres in the corona radiata. Thus dissociated loss of pre­
rolandic or post-rolandic components (fIgure 8-14) is more likely to occur in 
this condition than in thalamo-capsular lcsions [48, 86]. Moreover, as illu­
strated in fIgure 8-15, after stimulation of the affected side cortical SE Ps may 
be absent for one limb and normal for the other whcn the lesion is limited to a 
part of the somatotopic representation of the contralateral side of the body. 

Our initial observation of persisting frontal P22 and N30 with absent parietal 
N20 and P27 in a large parietallesion (fIgure 8-14) was recently confIrmed by 
Slimp et al. [73] who reported a similar observation after excision of the SI area 
in man. Such a dissociated cortical SEP pattern suggests that frontal and parie­
tal potentials might be triggered via independent thalamo-cortical pathways. 
This aspect was unequivocal in only 13 of our 66 patients with alesion located 
in the cortex and in the subcortical white matter [53]. In the others, either the 
lcsion spared the parietal and the prerolandic cortices and the responses were 
normal with no somatosensory loss, or it caused hemiplcgia and hemianes­
thesia because of damage to the wholc rolando-parietal region and SEPs were 
of the thalamo-cortical type with normal N18 and no cortical components. 

ENHANCED SOMATOSENSORY RESPONSES. Since the earliest description by 
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Figure 8-13. SEPs in a Ieft posterior eapsular hematoma 
SEI> rccordings werc obtained one month after the vascular aceidcnt; the right extremities were 
slightly ataxie and parctie but there was no c1inical somatosensory defieit. Initially the patient had 
a complete astereognosis of the right hand with right joint and eutaneous hypesthesia and a 
" thalamo-cortieal" SEP pattern (see figure 8-12). 

One month after the vaseular aeeident, the parietal and frontal eortieal eomponents werc 
redueed and delayed after stimulation ofthe right affeeted side. (B) compared to those obtained on 
the normal side (A) in spite of normal sensations. 
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Figure 8-14. Dissociated loss of parietal cortical SEI' components in a parietal lesion 
Electrical stimulation of fingers 11 and III at intensitics three timcs threshold (8, C) or ncar 
thrcshold (E, F). In D and G the responses ofboth hcmisphercs are supcrimposed thc thicker trace 
corresponding to thc SEPs to stimulation of the affected side. 

This 53-year-old fcmale patient had prcscntcd for fivc years a complete right anesthesia duc to a 
left parictal infarct. After stimulation of the right fingers contralateral parietal responses were 
absent while prcrolandic 1'22 and N30 were cnhanccd and volume-conducted backwards to the 
parietal recording site (8). This backward extension did not occur after stimulation at threshold 
intcnsity (E). 1501 

Dawson in 1947 (13] the relation between myoclonus-related EEG spikes and 
giant SE Ps in patients with dyssynergia cerebellaris myoclonica, progressive 
myoclonic epilcpsy or focal reflex myoclonus has not been fuHy clucidated [62, 
71, 72]. It is interesting to notice, however, that in patients with myoclonus 
giant SE Ps can be recorded in the absence of myoclonus-related spikes and 
vice-versa; morcovcr both abnormalities may be absent. Thus patients who 
apparcntly have similar clinical symptoms can show different SEP abnormali­
ties. Shibasaki and Kuroiwa [70] employed the technique ofback averaging the 
EEG prior to the myoclonus Uerk-Iocked averaging) to establish that 
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Figure 8-15. Sclective loss of SEPs to lower limb stimulation duc to a small parasagittal 
astrocytoma 
This 42-year-old female patient presented somatosensory seizures that begun in the left foot with 
secondary extension to the whole left leg. On clinical examination there was only a hypesthesia for 
joint sensation in the left foot. 

After stimulation of the left tibial nerve (A) the lumbar N21 negativity was obtaincd but the 
cortical responses were absent . After stimulation of the left median nerve responses were normal 
(B). 
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spontaneous myoclonus might be rclated to an abnormal cortical discharge 
even though the surface EEG showed no abnormality. The giant SEP is made 
of a P25-N30 complex [70] (figure 8-16). The interval between the peak ofP25 
or the back-averaged cortical spike and the on set of the myoclonus in the arm 
is approximately 20 msec, consistent with rapid conduction in the direct 
corticospinal pathway [54]. This observation supports the view that in patients 
with giant SEPs and myoclonus-rclated spikes the underlying pathophysio­
logy is an abnormal cortical response to afferent impulses (pyramidal myo­
clonus) [28], whereas in patients with no giant SEPs or myoclonus related 
spikes the pathophysiology of myoclonic jerks is different. Thus the finding of 
giant SEPs is of diagnostic significance in the management of myoclonus 
paticnts. 

The parietal N20 potential, when it can be identified, has normallatency and 
amplitude in most patients with myoclonus [44,62,67,71]. Similarly the P14 
is normal but difficult to identify because ofits small size [44]. The normal size 
of the N20 component (figure 8-16) indicates that the sensory input into the 
cortex as weil as the primary cortical response itself is not grossly abnormal. 

4410 o 20 40 60 8Omoee 

Figure 8-16. Giant SEPs in progressive dyssynergia cerebellaris myoclonica (Median nerve 
stimulation) 
These potentials wcre recorded with an earlobe reference and show that preceeding the giant P25-
N25 paricto-frontal dipolar complex (see also figure 8-17), far-field PI4 (arrows) as weil as 
contralateral parietal N20 (bent arrows) are obtained with normal amplitudes and topographies. 
Notice the calibration. 
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Thc question whcther giant SEPs correspond to enlarged components ofthe 
normal response or to additional events not present in normal subjects has not 
been answered.Prcliminary data from sequential spatial mapping studies 
illustrated in figure 8-17 show some similarity between the topographies of 
frontal P22-N30 components and abnormal giant responses. 

Intravenously (IV) injected benzodiazepines rcducc spontaneous myoclonus 
and reflex muscle jerking, but thcir effect on SEPs is a matter of controversy. 
In a group of five patients we found a significant 30% amplitude reduction of 
the giant SEP component 5 and 10 minutes after clonazepam 1 mg IV [43](i) 
Shibasaki et al. [71] observed similar effects after IV diazepam in one patient, 
but Rothwell et al. [67] noted an enhanced response after clonazepam in two 
patients. 

Enhanced SEPs ca!"! also be observed on the damaged hemisphere in patients 
with supratentorial tumors, post-traumatic cortical atrophies, or long after 
an ischemic or hemorrhagic stroke. In these patients the enhancement of the 
response is moderate and myoclonus is exceptional. Loss of inhibitory control 
and post-lesional collateral sprouting of cortical afferents could be responsiblc 
for such SEP abnormalities. Frontal responses can be sclectivcly enhanced 'in 
cortical atrophies and tumors (figure 8-18) even when there is no myoclonus 
triggered by somatosensory stimuli. 
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Figure 8-17. Sequential spatial maps ofSEPs to right thumb and finger 11 stimulation in a case of 
progressive myoclonic cpilcpsy with distal action myoclonus 
Amplitude, spatial distribution and timing of the parieto-frontal N20-P20 tangential dipolar field 
are normal (see 8-4). Thc equivalent of the prerolandic P22 is coupled co an ipsilateral ncgativity 
which is not observed in normals. Afterwards the giant P25-N25 dipolar fieldsaturates the color 
scale. 
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Figure 8-18. Selective cnhanccmcnt ofthc prcrolandic 1'22 and N30 components in a patient with 
a right rolandic low-grade gliollla 
This figure shows that enhancclllcnt of SEI' frontal componcnts may be observed in other con­
ditions than action Illyoclonus. This 57-year-old female patient had a progressive left hemiparesis 
but no seizure or myoclonus and no sOlllatosensory 1055. 

After stimulation of thc affccted Ieft side (A) only the frontal components are enhanced 
colllparcd to those obtained on the normal side (B). With the parietal to frontal derivation (2-4 
and 1-3) it is not possiblc to know which of the prcrolandic or postrolandic components are 
cnhanced on the damaged side. 

VISUAL EVOKED POTENTIALS (PATTERN SHIFT STIMULATION) 

VEPs to pattern shift stimulation are certainly the most useful and most widely 
uscd elcctrophysiological method to detect silent lesions in multiple sclerosis. 
Mcthodology, da ta analysis, diagnostic yield of pattern shift VEPs in condi­
tions othcr than primary demyelinating diseases have been extensively rc­
viewed recently [29] and will be only briefly summed up in this chapter. 

Normal components 

Thc response to full-field stimulation obtained in the occipital region with a 
frontal Fz refcrencc is the sum ofa macular N75-Pl00-N145 complex and ofa 
paramacular P75-N105-P135 complex. After half-field stimulation the former 
is recorded ipsilatcrally to the stimulated half-field and the latter contralaterally. 
This clearly indicates that half-field stimulation and multichannel montages 
exploring both occipito-temporal rcgions are required for VEP invcstigations 
of visual field defects. Another consequence is that a persisting P135 para-
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macular complex can be confused with a delayed macular P100 in case of 
central vision defeet. 

There are considerablc variations am'ong authors in literature concerning 
size of the stimulated field, spatial frequency, brightness, and eontrast of the 
pattern, and methods to obtain pattern revers al (rotating mirror, TV screen, 
light emitting diodes, vertieal gratings with a sinusoidal luminance profile). 
Most of the VEP finding that have been ascertained in non-demyelinating 
diseases have been obtained in eonditions identieal or very similar to those 
used by the Queen Square group. The VEP is elicited by the revers al in 10 
msec of a eireular checkerboard using a rotating mirror; the checker board is 
projeeted on a translucent sereen whieh substends a 16 degree radius at the eye 
and eonsists of50' squares with brightness levels of227 ed/m2 and 8.2 ed/m2 

respectively for the white and black squares. These teehnical details are impor­
tant because the normative values and the diagnostic yields are a function the 
recording procedures. 

Abnormal VEP patterns 

Diseases of the eyes 

An ophthalmologie disease should be suspected when unilateral or bilateral 
absence (or reduction) of pattern VEPs is associated with visual loss. How­
ever, delayed VEPs due to refractive errors ean be misinterpreted and a careful 
ophthalmologie examination is an absolute prerequisite to VEP testing. Any 
refraetive error that eauses defocussing of the image should be correeted beforc 
testing. A shift of the P100 latency with amplitude reduction is more likely to 
occur with small stimulus field and small checks. Even with acheckerboard 
stimulus of low spatial frequeney a large refraetive error or opacities of the 
cornea, lens or vitreous ean eause disappearence of the maeular P100 potential 
and the persisting paramaeular P135 ean then be interpreted as a delayed 
response. The same limitation applies also to maeulopathies causing central 
seotomata. In these eonditions elcetroretinography may be a helpful eomple­
ment to VEPs. Amblyopia mayaiso be thc souree of a complicating problem 
in clinical EP testing when it manifests itself with a central scotomatous defect; 
however, in most cases tested with convcntional checkerboard, P100 is re­
dueed in amplitude without any signifieant shift of lateney. 

Glaucoma can be associated with delayed VEPs when thcre is a subjective 
visual impairment in the eentral six degrees of the visual field or when statie 
perimetry shows aglobai deerease of retinal sensitivity. In practice before VEP 
testing with pattern revers al the measuremcnt of retinal sensitivity in the cen­
tral visual field using a Friedmann's analyser is quicker and more useful than 
the eommonly used Goldmann's dynamie perimetry. 

Optice tlerve, heredodegetlerative atld system diseases 

The pattern shift VEPs were reportcd as abnormal in various eonditions such 
as toxie amblyopias duc to alcohol tobaeco abuse, vitamins B12 and E defici-
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ency, ischemic optic neuropathy, neurosyphilis, sarcoidosis, Leber's optic 
atrophy, dominant hereditary optic atrophy, adrenoleucodystrophy, Charcot­
Marie-Tooth disease, Friedreich's ataxia, hereditary spastic paraplegia, Hunt­
ington's chorea, pseudotumor cerebri, hypothyroidism, uremia and Parkin­
son's disease. In patients with Parkinson's disease there is no significant latency 
shift ofPlOO with a conventional TV checkerboard [23] whereas PlOO is delayed 
after stimulation by a vertical sine-wave grating [5]. Follow-up studies indi­
cated that VEP paralleled the clinical evolution in toxic and nutritional ambly­
opias, pseudotumor cerebri, and Parkinson's disease. 

Neither amplitude reduction nor delayed latency of PlOO can be viewed as 
specific of any of these aetiologies even though amplitude abnormalities are 
more likely to be caused by axon al damage and latency shifts by myelin loss; 
abnormal synaptic transmission could also account for delayed VEPs in Par­
kinson's disease. 

The question whether VEPs could be helpful to detect heterozygotes in 
families with autosomic recessive diseases and subjects at risk for Huntington's 
disease is a very debated issue. In arecent study of Huntington's· disease [31] a 
PlOO of reduced amplitude but normallatency was found in 39% of clinically 
affected and in 7% of the subjects at risk; absence of the normal paradoxical 
lateralization of PlOO after half-field stimulation was observed with a fre­
quency of 69% and 16% in the same two groups of patients. Taking into 
account the technical difficulties ofhalf-field stimulation and the nced for long­
term follow-up studies VEPs cannot be recommended at present time as a test 
for the detection of subjects at risk for Huntington's disease. 

VEPs proved to be particularly sensitive to thc effect of compression of the 
optic nerve. Amplitude reduction and, to a lcsser degree, latency shift ofPlOO 
can be recorded even when clinical signs are minimal in patients with extrinsic 
compression of the optic nerve. Dclayed VEPs in these patients can be mis­
interpretcd as a symptom of primary demyelination. 

Visual field defects due to chiasmal atld retrochiasmallesiorzs 

The scalp distribution of the VEPs to full-ficld stimulation in cases with 
bitemporal or lateral homonymous hemianopia can bc deduced from what 
is known of the scalp distribution of macular and paramacular complexes. 
Blumhardt et al. [4] estimated at 65% the detection rate ofVEP abnormalities 
to full-ficld stimulation in paticnts with homonymous visual field dcfects. This 
figure is low if one considers that the ficld dcfcct was obvious on conventional 
perimetry in all of these cases. Half-ficld stimulation incrcascd thc pcrccntage 
of abnormal VEPs to 84% in thc scrics of Blumhardt, [1, 39] but cannot bc 
carricd out in uncoopcrativc patients. Morcover thc sparing of thc macular 
ficld on thc blind sidc is onc of thc rcasons why V EPs may fail to dctcct hcmi­
anopia sincc both occipital lobcs arc activatcd by thc stimulation [8]. Lastly 
VEPs cannot distinguish bctween total and scotomatous homonymous visual 
dcfccts [1]. Thus prcscnt VEP tcchniqucs arc definitcly lcss sensitive than 
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campimetry as a means of detecting visual field defects or localizing the 
underlying lesion. 

A persisting PlOO can be observed in patients with cortical blindness due to 
bilateral occipital infarction provided that they are able to keep their cyes fixed 
in the direction of the stimulus [7] (figure 8-19). VEPs to flash stimulation 
were found to persist in a patient with cortical blindness in whom post­
mortem examination shoved infarctions in the white matter of both occipital 
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Figure 8-19. Spatial maps of VEPs to pattern shift stimulation in a case of cortical blindness 
(binocular stimulation) 
This patient, as the few others reported in the literature, was able to keeping an unsteady fixation 
towards the screen where the pattern was displaycd. He was otherwise bchaving as a blind man 
but denied his visual deficit. There was a PIOO slightly shifted to the left but with normallatency 
(see the text for a discussion) . 
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lobes [74]. It was hypothetized that this response was triggered by extra­
geniculo-calcarine connections between the optic nerve and the secondary 
occipital or temporal visual areas (retino-tecto-pulvinaro-cortical system). 
This hypo thesis does not explain thc persistcnce of P100 to checkerboard 
revers al since this component, at least for squares smaller than 1 degree, 
mainly reflects the activity of central retino-gcniculate fibres projecting to 
the primary visual areas. Positron Emission Tomography (PET) studies of 
regional cerebral blood flow and glucose metabolie rate in one of these patients 
[7] demonstrated that an island of occipital cortex was metabolically active. 
This indirect argument supports thc view that a surviving neuronal pool in 
area 17, disconnected from thc associative visual cortex, is sufficient to gcne­
rate a P100 potential but not for visual perception. 

AUDITORY EVOKED POTENTIALS 

Scalp recorded EPs to auditory stimulation (AEPs) are usually classified into 
early (0-8 msec), middlc (8-50 msec) and late (50-500 msec) responses. The 
early responses are known to originate in the eighth nerve and brainstem 
(BAEPs) while the origin of the middle latency components is still debated 
(acoustic radiations and/or primary auditory cortices). Late responses are of 
cortical origin and are modulated by attention, orientating reflex towards the 
stimulus, memory storage and decision making. The scope of neurological 
dis ca ses where AEPs have been studied extends from acoustic neuroma to 
Alzheimer dementia and cannot be entircly covered here. Normal aspects and 
clinical applications of BAEPs have been reviewed recently by Chiappa [10], 
middle latency components have not been used routincly, and the modifica­
tions of attention-rclated late components (P300) in dementia are more useful 
for follow-up studies than for diagnosis in individual cases. In this chapter only 
the clinical utility and reliability of late AEPs in hemispheric lcsions will be 
covered. 

Normallate AEP components 

Following monaural stimulation by a brief tone-burst in normals a large ver tex 
response made of a Nl (NI00) negativity and of a P2 (P200) positivity is con­
stantly recorded with maximal amplitude in the fronto-central region [79]. 
Overlapping in time with the vertex response a P100 potential is recorded at 
the mastoid processes and in lower temporal regions when the nose is used as 
reference site (figure 8-20). U nder these recording conditions part of the vertex 
Nl negativity is recorded at the nose reference site and, therefore, is injected 
in all leads as a positivity participating in the generation of the temporal P100 
component [38, 82]. The scalp distribution in a coronal montage of the late 
AEPs obtained 60-250 msec following the stimulus [64, 79, 80] fits fairly weil 
with a model assuming two sources situated in the temporal auditory cortex of 
each hemisphere [69]. 
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Figure 8-20_ Normal la te AEPs to right (A) and left ear stimulation 
These traces and spatio-temporal maps iIIustrate the situation of the Pl-Nl-P2 complex at the 
vertex; they also iIIustrate the temporal P100 positivities (arrows, see text for details). 

Late AEP components in hemipheric lesions 

Patients with unilateral damage to the auditory cortex are not deafbecause the 
normal hemisphere still receives information from both ears. However, they 
have difficulty to repeat words dclivered to the ear contralateral to the damaged 
hemisphere on dichotic listcning tcsting (contralateral ear extinction). In a 
scrics of 52 paticnts with hcmisphcric lesions rccorded with a nose rcference, 



T
ab

le
 8

-2
. 

L
at

e 
A

E
P

s:
 L

at
en

ci
es

 a
nd

 a
m

pl
it

ud
es

 o
ft

h
e 

te
m

po
ra

l 
PI

O
O

 i
n 

50
 p

at
ic

nt
s 

w
it

h 
he

m
is

ph
cr

ic
 le

si
on

s 

S
ti

m
ul

at
cd

 c
ar

 

H
em

is
ph

er
e 

L
ef

t 
he

m
is

ph
er

ic
 

pr
ed

om
in

an
ce

 
n 

=
 

11
 

N
o

 h
em

is
ph

er
ic

 
pr

ed
om

in
an

cc
 

n 
=

 
27

 
R

ig
ht

 h
em

is
ph

er
ic

 
pr

ed
om

in
an

ce
 

n 
=

 
12

 

L
cf

t 
10

8.
1 

(±
 1

5.
8)

 
n 

=
 

11
 

10
5.

8 
(±

 1
2.

0)
 

n 
=

 
26

 

91
.2

 
(±

 2
1.

1)
 

n 
=

 
11

 

M
ea

n 
P

l0
0

 l
at

cn
cy

 (
±

 S
D

) 
(m

se
c)

 

L
cf

t 
ea

r 

R
ig

ht
 

10
9.

3 
(±

 2
4)

 
n

=
9

 

98
.1

 
(±

 1
2.

4)
 

n 
=

 2
6 

92
.7

 
(±

 1
6.

2)
 

n 
=

 
12

 

R
ig

ht
 e

ar
 

L
ef

t 
R

ig
ht

 

98
.3

 
86

.9
 

(±
 1

7.
5)

 
(±

 3
2.

7)
 

n
=

1
1

 
n

=
1

O
 

10
1.

3 
98

.6
 

(±
 1

3.
4)

 
(±

 1
1.

7)
 

n
=

2
6

 
n

=
2

6
 

10
3.

0 
10

4.
0 

(±
 1

4.
0)

 
(±

 1
1.

4)
 

n 
=

 
11

 
n 

=
 

12
 

le
ft

 
1.

98
 

(±
 0

.6
0)

 
n 

=
 

11
 

2.
39

 
(±

 1
.5

6)
 

n 
=

 
26

 

0.
76

 
(±

 0
.5

1)
 

n 
=

 
11

 

M
ea

n 
PI

O
O

 a
m

pl
it

ud
e 

(±
 S

D
) 

(u
V

) 

L
cf

t 
ea

r 

R
ig

ht
 

0.
91

 
(±

 0
.3

6)
 

n
=

9
 

2.
66

 
(±

 1
.4

8)
 

n 
=

 
26

 

2.
55

 
(±

 1
.3

3)
 

n 
=

 
12

 

R
ig

ht
 e

ar
 

L
ef

t 
R

ig
h

t 

2.
34

 
0

.9
7

 
(±

 0
.4

2)
 

(±
 0

.3
8)

 
n 

=
 

11
 

n 
=

 
10

 

3.
00

 
2.

51
 

(±
 1

.6
2)

 
(±

 1
.3

0)
 

n
=

2
6

 
n

=
2

6
 

0.
86

 
2.

15
 

(±
 0

.6
0)

 
(±

 1
.1

7)
 

n 
=

 
11

 
n 

=
 

12
 

N
 .... N
 m
 

<: o ;>
;"

 
r;

 
0.

-
"C

j 
o " g ~ S

' 
Z

 
o ::>

 .!.
. 

v 3 '-<
 2.
­ S'
 

~
 

S
' 

(f
Q

 ~ (I
) e; ~
 



213 

too 
Riflht ,ti"..,. 

GSO 

-'.'00 -0.50 

-050 

-'.00 

Figure 8-21. Values of the asymmetry index (I) in 50 patients with hemispheric lesions (see text 
for details) 
Each case is numbered in a circle for right lesions, in a square for left lesions. In three patients the 
lesion was not strictiy lateralized although they they were clearly predominant on one side. 
Principal component analysis showed that the main variable responsible for interindividual 
variability in thc whole group was the amplitude ofthe temporal Pl00 potential. Thc three groups 
were individualized by using ascending hierarchie classification mcthod. 

Table 8-3. Rcsults of dichotic listening test and AEPs in unilateral hemisphcric lesions of 
the 50 patients tested (21 with left lesions, 29 with right lesions) only 38 were able to perform 
the test. Note that only one patient had no extinction in spite of abscnt AEPs. This case is. 
illustratcd in figure 8-6. The absence of the temporal component on the left side was probably 
due to a displacement and certainly not duc to a destruction of AEPs generators. 

Dichotic test (total Nb) 

Extinction of contralateral ear 

Normal performances 

Abnormal temporal AEPs 
on the damaged side 

Left-sided Right-sided 
lesions lesions 

9 

8 
8 
8 
o 

Normal temporal AEPs 
on the damaged side 

Left-sided Right-sided 
lesions lesions 

6 
4 

2 

15 
11 

4 
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Peronnet and Michel [65] observed an abnormal right to left interhemispheric 
amplitude difference of the temporal component in several cases. All of the 
patients with asymmetrical AEPs presented extinction of the contralateral ear 
on dichotic listening testing but some of the patients with extinction of the 
contralateral ear had normal AEPs. 

Extinction phenomenon can be encountered in split-brain patients and in 
patients with unilateral neglect and does not prove, per se, that the damaged 
hemisphere is deaf. The term hemianacousia was coined by Michel et al. [55] to 
individualize patients with abnormallate AEPs in the temporal region of the 
damaged hemisphere and contralateral ear extinction on dichotic listening test. 
These authors assumed that in such cases the recording oflate temporal AEPs 
represented the only means to study central processing of auditory informa­
tions in the damaged hemisphere. 

Using the same equipment and technique as Peronnet and Michel [65], i.e., 
randomly mixed monaural stimulations with 150 msec 1000 Hz tone bursts 
and coronal montage with a no se reference, we made similar observations 
in another series of 50 unpublished cases of hemispheric lesions (18 females, 
32 males; mean age 54 years [max: 78, min: 20 years]; 41 strokes, 6 space 
occupying lesions, 3 post traumatic cortical atrophies; 42 right-handed, 6 left­
handed and 2 ambidextrous). 

In these patients interhemispheric amplitude differences of the PlOO 
temporal AEPs were evaluated by calculating for each ear the following index: 
I = (Arh - A1h / Arh + A1h ) where Arh and A1h are the maximal amplitudes of 
the P100 recorded respectively at right and left temporal mastoids. When there 
is no right/left asymmetry ofPlOO the index 1 equals zero; it increases up to a 
maximal value of (+ 1) in case of reduced P100 in the left temporal region 
(right hemispheric predominance) and decreases down to a minimum of (-1) 
in the reverse situation (left hemispheric predominance). The 1 values calcu­
lated in our 50 patients are plotted in figure 8-21. The distribution of normal 
subjects using a similar two-dimensional representation is given in the paper 
by Peronnet and Michel [65]. Absolute latencies and amplitudes of the tem­
poral P100 are given in table 8-2 and a demonstrative case of right hemispheric 
predominance is illustrated in figure 8-22. 

Correlations between AEPs and dichotic listening are given in table 8-3. The 
main conclusion from this study was that 55% of our patients with extinction 
had normal AEPs, while all patients but one with asymmetrical AEPs had ex­
tinction. The I)nly patient with normal performances in dichotic listening and 
absent AEPs on the damaged side had a temporal cystic astrocytoma with con­
siderable mass effect; after surgery weIl defined temporal AEPs were present 
on both sides (figure 8-6). This observation illustrates our prcliminary remark 
that the absence of an EP component can be due to spatial displacement of its 
generator (see paragraph "Spatial analysis"). There was a good corrclation 
between abnormal temporal PlOO and damage to the temporal lobe and the 
planum temporale. However, except for large temporallesions, the degree of 
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Figure 8-22. Abscnt temporal 1'100 in the lcft temporal region in a patient with conduction 
aphasia 
In this 76-year-old right-handed fcmale patient AEPs wen: recorded one month after a vascular 
accident with transicnt right hcmiparesis. CT scan disclosed a small temporal hypodcnsity near to 
the lcft sylvian fissure. When the AEPs were rccorded the patient could understand fairly weil 
written and oral material but was unablc to repeat correctly words and sentences and to read aloud. 
Therc was a complctc extinction of the right ear on dichotic Iistening test . 

Thc temporal P100 response was absent in the left temporal region (leads 1 and 2) to Icft (A) and 
right (B) car stimulation. 

hemispheric auditory predominancc could not be easily predicted from CT 
scans (see figure 8-22) and information provided by AEPs and CT was 
complementary and not redundant. The patient whose CT scan and AEPs are 
shown in figure 8-22 also illustra[es the possibility of a hemianacousia without 
language deficit in right-handed patients with left hemispheric lesions [57]. In 
right-handed paticnts with left hemiplegia, transient verbal and behavioral 
anosognosia was found to be facilitated by the combined somatosensOl:y and 
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auditory deprivations of the minor hemisphere assessed respectively by absent 
cortical SEPs and AEPs [46]. 

Another important finding was that abnormal AEPs, when present, were 
always recorded in the temporal region of the damaged hemisphere. This is 
not a trivial finding since the Nt activity picked at the no se could be logically 
responsible for an artefactual positivity in the temporal region of the affected 
side. Late AEP records obtained in one of our patients (figure 8-23) with both 
nose and noncephalic references show that the absence or reduction of the 
temporal P100 observed on the damaged side with a nose reference might be 
due to a cancellation between the vertex Nt that has an abnormal extension 
into the temporal region and the Nt which is recorded at the nose. Indeed in 
the noncephalic reference recording there is no extension of the vertex Nt and 
almost no temporal response on the normal side, whereas the vertex Nt is 
picked up in the temporal region on the damaged side. A possible explanation 
is that, in a noncephalic reference montage, the vertex Nt is normally balanced 
by a temporal positivity which is absent or reduced when the auditory areas 
are damaged. 

Controversial data have been published in a few patients with clinical 
evidence of cortical deafness due to bilateral temporaliesions; AEPs were 
found to be absent by Michel and Peronnet [56] whereas they were present 
in one case recently reported by Woods et al. [84]. As for VEPs in cortical 
blindness, a dissociation between impaired auditory perception and persisting 

.~ ., 

., ., 

P IOO ~----;,~ .. --
Figure 8-23. Coronal distribution of cortical AEPs in a lcft hemiplegic right-handed patient with 
anosognosia and an infarction in the right middle cerebral artery territory (Thick traces: nose 
refcrence; thin traces noncephalic reference; see text for details) 
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AEPs is possible, and the eombination of AEP reeording and PET metabolie 
studies will be helpful to make a distinetion between eortieal deafness and 
auditory agnosia in patients with bilateral temporal lobe lesions. 

CONCLUSIONS 

In most patients with nondemyelinting diseases, EPs eannot eompete with 
morphologieal investigations to loeate the lesion site, even when sophistieated 
mapping teehniques are earried out. However EPs are the most simple eom­
plementary investigations to be performed when it is clinieally relevant, for 
diagnosis or prognosis, to assess sensory funetions or to determine where the 
transmission of sensory informations is interrupted or impaired. 

Out of the clinieal eontext almost none of the EP abnormalities has any 
speeifieity regarding the pathology of the lesion, but most of them can now be 
interpreted in pathophysiologie terms. Consequently EPs will probably be 
used in the near future in long-term follow-up studies of patients with stroke 
or degenerative diseases in order to better evaluate the natural history and to 
assess therapeutie trials. As a eomplement to anatomo-clinieal eorrelations, 
EPs provide speeifie "real-time" informations on brain funetion to whieh 
metabolie studies are blind. 
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9. SENSORY EVOKED POTENTIALS IN COMA AND BRAIN DEATH 

eARL ROSENBERG 

ARNOLD STARR 

Scnsory evoked potentials recorded from scalp electrodes represent electrical 
events generated along the sensory pathways. Thus, they provide data about 
the functions of specific areas of the nervous system in a noninvasive manner 
to determine the locus of alterations in sensory pathways. For example, 
changes in auditory brainstem response can localize abnormalities in neural 
functioning to several different areas of the brainstem. This paper describes the 
current experience using evoked potentials as objective measures of the level 
of neural function in comatose patients and their prognostic value in predict­
ing recovery. The common denominator of measurement of sensory evoked 
potentials is usually the latcncy and, in some instances, the amplitudes of the 
various subcomponents or waves comprising an evoked potential, and defin­
ing if these measures are within normal limits. 

There are three different types of evoked potential measures of auditory 
pathway activity: 1) the auditory brainstem response (ABR), 2) the middle­
latency auditory evoked potential (mAEP), and 3) the long-Iatency auditory 
evoked potentials (1AEP). The auditory brainstem response (figure 9-1) 
reflects activity arising in the auditory system from the cochlea through the 
brainstem. Seven waves can be identified in the initial 10 msec after dick stimu­
lation, though only waves I, 111, and V, which are seen in all normal subjects, 
are used in dinical practise. Wave V of the ABR is generated in the region of 
the rostral pons; wave 111 from the region of the lower brainstem (cochlear 
nudeus or superior olive), and wave I from the VIII nerve. The middle-Iatency 
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Figure 9-1. Anormal ABR evoked by 11 dieks per sccond at 75 dB. Waves I, 11 , 111, IV, Vand 
VII are labelcd. 

auditory evoked potentials (mAEP) (figure 9-2) consist of N20, P30, and N40 
waves reflecting activity in auditory structrues in the temporal lobe [16, 22]. 
The long-Iatency auditory evoked potentials (lAEP) (figure 9-3), consisting 
of waves N100 and P200, reflect activity in widespread auditory associative 
cortical areas [32]. 

The visual evoked potential (VEP) (figure 9-4) to acheckerboard stimulus 
consists of at least the N70 and P100 waves derived primarily from the occipi-
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Figure 9-2. Anormal IllAEP evoked by 11 tones per second at 75 dU. The cOlllponents N20, 
P30. and N40 are Iabekd. 
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Figure 9-3. Anormal 1 AEP evoked by 1 tone per second at 75 dE. The NI and P2 components 
are labelcd. 
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Figure 9-4. Anormal VEP evoked by a strong light flash . The Pl00 component is labeled. 

tal cortex and requires the integrity of function of the visual system from retina 
to occipital cortex. Any disturbance along this pathway will be reflected as an 
alteration of the VEP. In comatose patients, goggles or diffuse flash stimuli are 
used to test the visual system, and the resulting waveforms vary considerably 
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as a function of the luminance of the stimulus and individual variability. A 
P100 wave does dominate the potentials when low luminance levels are used. 

The somatosensory evoked potentials (SEP) (figures 9-5 and 9-6) can be 
derived from iocal generator sites along the different somatosensory pathways 
by judicious placement of recording electrodes over nerve, spinal cord, brain­
stern and cortex. For stimulation of the upper extremity, these components 
occur at approximately 10, 13, and 19 msec, but the latency will vary with 
limb length. 

In comatose patients, sensory evoked potentials should be able to provide 
information as to the level of the lesion of the nervous system which is deter­
mining the comatose condition, i.e., cortical, subcortical, or brainstem. Ab­
normalities of evoked potentials can be correlated with the patient's clinically 
determined level of neural dysfunction and the patient's subsequent clinical 
outcome. These studies raise two issues with the clinical da ta and one with the 
evoked potential data . 

The clinical issues are: 1) the standardization of the clinical definition of the 
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Figure 9-5 . A normal SEI' evoked by dectrical stimulation o f the median nccve Jt the w ri st. The 
labelcd responses are from the ax illa, N () from Erbs point , NIO, C crvica l ve rtebra VII . N15 , Jnd 
the contralatcral cortex, 1'23, N~5 and 1'35. 
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Figure 9-6. Anormal SEP evoked by stimulation of the posterior tibial nerve at the ankle. The 
labeled responses are from the lumbar spine measured at L1-LS, and from the contralateral cortex. 

level of coma, and 2) the standardization of the measurcments of degree of 
recovery. The most common solution used by many in this field has been the 
Glasgow Coma scale (GCS) [28] . The Glasgow Coma Scalc rates a patient's 
functioning in three different areas: 1) eye opening, 2) verbal response, and 3) 
motor response. The scoring is shown in table 9-1. 

The standardizing of outcome is addressed by the scale developcd by Jennett 
and Bond 1975 (Glasgow Outcome Scale, GOS), with five degrees of recovery: 
1) Good recovery (G): completc neurological recovery, or minor deficits that 
do not prevent the patients from rcturning to their former level of function, 2) 

Table 9-1. Glasgow Coma Scale Ratings 

Eye Opening Verbal Response Motor response 

Spontaneous 4 Oriented 5 Obeys 6 
To speech 3 Confused 4 Localizes 5 
To pain 2 lnappropriate 3 Withdraws 4 
None 1 lncomprehensible 2 Flexion 3 

None 1 Extension 2 
None 1 
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Moderate disability (MD): deficits present that prevent normal function, but 
allow self care, 3) Severe disability (SD): marked deficits present that prevent 
self-care, 4) Vegetative (V): no evidence ofhigher mental function, and 5) Dead 
(D). 

If sensory evoked potentials are to be evaluated in a consistent manner 
there is a need for consensus as to the manner of grading significant abnor­
malities. In our review of the literature it appears that each investigator utilizes 
his own system of grading for defining the degree of abnormality varying 
from the presence or absence of a potential to the degree of deviation from 
normal. 

We will review the various studies correlating sensory evoked potentials in 
coma. First the investigations using a single test will be reviewed. These will 
be divided by modality, into auditory, visual and somatosensory. Next, the 
results of combinations of testing in two modalities will be reviewed. Finally, 
the results from testing with sensory evoked potentials from all three modali­
ties will be considered. For each study, the clinical scales of coma and recovery, 
and the method of defining abnormalities on the sensory evoked potentials 
will be noted. 

AUDITORY EVOKED POTENTIALS 

ABRs and Head Trauma 

Seales et al. [24] performed ABRs in seventeen comatose patients who had 
suffered blunt head trauma. They studied patients both at the time of admis­
sion, and threc to six days latcr. Thc clinical criteria for localizing the level of 
neural dysfunction producing coma were defined as "specific signs ofbrainstem 
damage and/or generalized cephalic neurologie findings." Measures of out­
come consisted of" death" or "recovery". Recovery was defined as "continu­
ously appropriate cognitive behavior". The results of ABRs were dividcd into 
absent, abnormal (not normal for any reason), and normal. Three of their 
patients were clinically brain dead and without ABRs. Two had abnormal 
ABRs on initial and follow-up testing. Both these patients died. Three patients 
had abnormal ABRs initially but normal ABRs on follow-up testing. All three 
survived. Nine patients were normal on both initial and follow-up testing, and 
all survived. 

The study by Sealcs et al. [24] shows that ABRs are uscful in predicting the 
outcome from coma. Accuracy is improved with repeated testing. Unfor­
tunately in this study oversimplified criteria were used to quantify coma and 
outcome. One cannot determine how compromised the patients were, and the 
accuracy of thc ABRs in predicting outcome cannot be compared to other 
measures. The assessment of outcome is not specific. Outcomes from coma 
duc to head trauma are far more varied than "dead" or "cognitively intact." 
One of the main questions in prognosis is the degree of cognitive recovery. 

Tsubokawa et al. [30J reviewed the ABRs of64 paticnts, 22 children and 42 
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adults who were comatose secondary to head trauma. All patients had GCS 
scores less than seven. The patients' outcomes were defined by the Gas. They 
divided the results of the ABRs into three categories: normal, mildly abnor­
mal due to either an increase in the I-V interpeak latency or an absence ofwave 
V, and abnormal with loss of additional ABR components. 

Of the 18 adult patients with normal ABRs, 12 had good recoveries, five 
were moderately disabled, and one severely disabled. Of the six patients with 
only an increase of the I-V latency or a loss of wave V, four had a good re­
covery, one was in a vegetative state and one died. The 18 patients with further 
abnormalities of the ABRs had poor outcomes: with four remaining in a 
vegetative state and fourteen dying. Of the 10 children with normal ABRs, six 
had good recoveries, two moderate disabilities, and two severe disabilities. 
The six children with the milder type of abnormality, an increase of the I-V 
interval or loss of wave V, were evenly distributed between the first three 
categories of recovery. However, the five children with more severe abnor­
malities of the ABR had poor outcomes, with one in a vegetative state and 
four dying. These results suggest that a marked abnormality of the ABRs is a 
accurate predictor of a poor pro gnosis 18 of 18 in adults and 5 of 5 in children. 
However, the converse, that anormal or a mild abnormality of the ABR 
predicts a good pro gnosis is incorrect; only 16 of 24 adults and 8 of 16 children 
with normal ABRs recovered. The paper confirms the utility of ABR in coma 
and suggests that a division of abnormality based on a simple three-level 
system yields useful information. Further, the ABR's correlation with recovery 
in adults and children were quite similar. 

Hall et al. [9] found similar results in 25 patients in coma due to head 
trauma. Both the GCS and the GaS were used to measure the clinical depth of 
coma and the recovery from coma. They used a different scale of grading 
abnormal ABRs: normal, mildly abnormal with an increase of the I-V inter­
peak latency or an abnormality of the VII amplitude ratio, moderately abnor­
mal with an absence ofwave V, or markedly abnormal with loss ofwaves III 
and V. They found that patients with anormal or mildly abnormal ABRs had 
a good outcome while patients with a moderate or marked abnormality had 
poor outcomes. This study also shows that while some division of abnormal­
ity of ABRs may be useful, too fine a division may add litde. 

Uziel et al. [31] examined the ABRs of53 patients with acute onset of coma, 
of whom 30 suffered head trauma, and compared these results with those from 
23 patients in chronic coma. They divided the ABRs into two categories, 
normal and abnormal. Fourteen of 19 patients with acute coma due to head 
trauma and normal ABRs recovered, while 7 of 11 patients with abnormal 
ABRs died. However, in the 23 patients in chronic coma (persistent vegetative 
state), 12 had normal ABR's. 

Uziel's study once again confirms that ABRs can be useful in predicting the 
outcome from acute coma but are of no use in predicting outcome once the 
comatose state becomes prolonged. 
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The general conclusion we draw from these three studies is that with acute 
coma from head trauma, abnormalities of the ABRs, especially severe abnor­
malities involving the loss of wave V and/or other components of the ABR, 
portend a poor outcome. Normal or mildly abnormal ABRs, while a good 
prognostic sign for survival, do not predict the degree of functional recovery. 

ABRs and non-traumatic causes of coma 

Lumenta [17] reviewed 19 patients with spontaneous intracerebral hemor­
rhage, 17 ofwhom were comatose (GCS < 7). Recovery was defined by the 
Gas. ABR results were divided into normal, unilaterally abnormal and 
bilaterally abnormal. Two patients with normal ABRs from stimulating either 
ear had a good outcome. Of the six with unilateral abnormalities of the ABR, 
only two had a good outcome. All 11 patients with bilateral abnormalities of 
the ABRs had poor outcomes. In contrast, Jain and Maseshwari [11] studying 
the ABRs in patients in coma secondary to meningoencephalitis found that the 
ABRs had litde prognostic value. 

Thus, the ABRs are better at predicting a poor outcome than recovery, 
when the etiology of the coma is head trauma. The ABR is a reflection of the 
integrity of activity in brainstem portions of the auditory system. Injuries due 
to head trauma that are sufficient to cause severe brainstem dysfunction 
will be evidenced by a loss of ABR components. The ABR is an index of the 
severity of the damage and the greater the damage, the worse the prognosis. 
However, coma from diffuse cerebral dysfunction accompanying strokes, 
anoxia, or mild head trauma usually occurs without intrinsic brainstem dys­
function. Furthermore, the brainstem auditory pathway may have special 
functional characteristics that can be selectively spared as in toxic-metabolic 
causes of coma (i.e., barbiturates, uremia, etc.) In these conditions the ABR is 
normal even though there may be other signs of compromised brainstem func­
tion (i.e., respiration, occulomotor-vestibular reflexes). 

ABRs, middle and long-Iatency auditory evoked potentials 

Karnaze et al. [13] reviewed both the ABRs and lAEPs of patients who had 
sustained closed head trauma. The GCS was used to evaluate patients on pre­
sentation and the GaS was used to grade outcome. ABRs were defined as 
normal, mildly abnormal with an I-V interpeak latency of up to 0.4 msec 
above normal or a VII ratio <0.5, moderatcly abnormal with a larger I-V 
interpeak latency or a smaller VII amplitude ratio, and markedly abnormal 
with loss of wave V (or 11 and V). Their results with the ABRs confirmed the 
earlier experience, with a .normal or mildly abnormal ABR being a positive 
sign for survival and a moderate or markedly abnormal ABR being a poor 
prognostic sign for recovery. The AEP results were divided into present or 
absent with the identifiable responses further divided into normal, mildly 
abnormal, moderatcly abnormal, and markedly abnormal based on the Nt 
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latency. It was sufficient to divide the results of the 1AEP into present and 
absent to increase the accuracy of the ABR for predicting prognosis. The 
finding of a present 1AEP slightly increased prognostic accuracy when used in 
conjunction with the ABRs. The following combinations of results were 
no ted: 1) anormal ABR and present mAEP predicted a good functional sur­
vival, 2) a present 1 AEP and anormal ABR predicted survival, and 3) an 
absent 1AEP and abnormal ABR predicted a severe disability or death. 

Rosenberg et al. [23] reviewed the ABRs, mAEPs and the 1AEPs of 25 
patients in coma due to a variety of etiologies. Each patient had a GCS less 
than or equal to five. The evoked potential results were divided into three 
categories: normal, abnormal, and absent. Patient outcomes were divided into 
dead or survival. The ABRs alone were not a good predictor of patient sur­
viv al. There was no difference in survival between patients with present but 
abnormal responses and normal responses with both the ABR and mAEP. 
Patients with evoked potentials present to all three tests had a better outcome 
than those lacking middle or long-Iatency AEPs. This study differs from that 
of Karnaze et al. [13, 14] in that the combination of the ABR and the 1AEP 
definitely improved upon the prediction of the quality of survival, possibly 
because only a few of the patients in Rosenberg's study were in coma due to 
head trauma, while all of the patients in Karnaze's study had sustained head 
trauma. As noted above, the ABR is useful in predicting the outcome from a 
coma due to head trauma, but oflimited use if the etiology of coma is due to a 
diffuse metabolie process. Nevertheless, the accuracy of predicting recovery 
increases when tests of the cortical sensory pathways (1AEP) used. 

VISUAL EVOKED POTENTIALS 

VEPalone 

Arfel et al. [2] reviewed the VEPs of 19 patients in coma, 18 of whom 
eventually died. In these 18 patients the morphology of the VEP deteriorated 
as the patients' condition worsened, while the VEP improved in the one 
patient who survived. Zeneroli et al. [34] studied 45 patients with hepatic 
cirrhosis with VEPs. With the onset of coma there was a delay in the latency of 
the components followed by degredation of waveform morphology. They 
noted that even prior to the appearance of altered sensorium there were 
changes in the VEP. 

VEPandABR 

Strickbine-Von Reet et al. [27] combined studies of ABRs and VEPs in 
evaluating 17 children in coma due to a variety of etiologies: six with hypoxia, 
three with trauma, three with a toxic encephalopathy, fOUf with meningo­
encephalitis, and one with a subarachnoid hemorrhage. The evoked poten­
tials were ra ted as being present or absent. The VEPs in 10 patients were 
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absent. Five of these patients died and five were severely disabled. Of the 
remaining seven patients with preserved VEPs, six had good outcomes or 
were mildly disabled, and one was severely disabled. The six patients with the 
best outcome had both VEPs and ABRs present. This study exemplifies that 
combining evoked potential results from several modalities provides a more 
accurate prognostic statement about recovery from coma than can be made 
using any one test alone. 

SOMATOSENSORY EVOKED POTENTIALS 

SEPalone 

Hume and Cant [10] measured the central conduction time from the spinal 
cord to the cortex (N13-N20) from median nerve stimulation in 18 patients 
within ten days of the onset of coma. There was no classification of the clinical 
stages of coma provided. The etiologies were equally divided between head 
trauma and other causes. The measure of central conduction time was classi­
fied as normal or abnormal, i.e., prolonged central conduction time from 
stimulating either median nerve. The patients' outcomes were classified as 
"good", the Good of the GOS, or "not good", the remaining four categories 
of the GOS. Ten patients had normal central conduction times with eight 
having "good" recoveries. Eight patients showed abnormal central conduc­
tion times with six having "not good" recoveries. Additionally, they tested 
24 comatose patients within 35 days of the onset of coma (including the 18 
studied above). Of the 13 with normal conduction times, 11 had "good" 
recoveries. Of the 11 patients with abnormal central conduction times, all 
were in the "not good" recovery catagory. Hume and Cant [10] extended 
these studies by measuring both the central conduction time and the amplitude 
ratio, N14/(N20-P25), of 94 patients with coma secondary to head trauma. 
Nineteen patients were measured within six hours of the onset of coma, 22 
within 7 to 16 days of coma onset, and 53 between 1 and 73 days ofthe onset of 
coma. The patients with normal conduction times and amplitude ratios within 
three and a half days of the onset of coma all had good recoveries. A consistent 
unilateral amplitude abnormality or prolonged conduction time predicted a 
persistent hemiparesis or hemiplcgia. The more rapidly the patient's SEP mea­
sures improved, the better the degree of recovery. Bilaterally absent potentials 
were associated with the subsequent death ofthe patient. Hypothermia or high 
barbiturate levels could prolong the central conduction time and should be 
considered in evaluating the significance of the SEP results. 

These are excellent studies showing that the SEP can provide a reasonablc 
prediction of recovery from coma. The study reasserts the efficacy of follow­
up studies. It shows that the more rapidly the test returns to normal, the better 
the outcome. The SEP can yicld subtle information about the functional re­
covery, i.e., a persistent unilateral abnormality predicts a persistent hemi­
paresis. De la Torre et al. [31 reviewed the SEPs of 17 patients in Coma from 
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head trauma who were unresponsive to verbal stimuli. The presence or ab­
·sence oflater components of the SEP (N44, P6S, N82, Pll0, N130, and P1S0) 
were evaluated. A patient's prognosis worsened as the longer latency com­
ponents were lost. The poorest pro gnosis was seen in patients having only the 
first two components, Nll and P2l. 

A similar result was found by Wals er et al. [33] in reviewing the median 
nerve SE Ps of26 patients in coma due to anoxia. A good recovery was defined 
as being able to talk and follow verbal commands. They no ted that patients 
with normal amplitude ratios of P1S-N20/N20-P2S had a good prognosis. 

These studies further illustratc that the SEPs can yield important prognostic 
information and that it may be possible to dividc abnormal SEPs to provide 
additional prognostic information. The study by Walser et al. [33] demon­
strates that, in contrast to the ABRs, the SEPs can be a useful predictor of 
outcome in nontraumatic etiologies of coma. 

Somatosensory and visual evoked potentials 

In order to increase the sensitivity of the evoked potentials, the results from 
SE Ps were combined with the results from other evoked potential studies. 
Pfurtscheller et al. [21] studied the long latency components of the median 
nerve SEPs (using vibration as the stimulus) with the VEPs in 27 patients with 
hypoxia or encephalitis. All the patients had a GCS measure between three and 
seven. The GOS was used for measuring recovery. Similar to de la Torre et al 
[3] they found that the better the definition ofthe later components ofthe SEP 
the better the prognosis. The VEPs added little information to predicting 
prognosis, probably reßecting that both the VEPs and late components of the 
SEPs require intact cortical functions. The etiologies of coma in this study 
(hypoxia and encephalitis) cause a diffuse dysfunction of the cerebral cortex 
that would be equally reßected in both the SEPs and the VEPs. 

Somatosensory and auditory evoked potentials 

Lutschg et al. [18] reviewed the median nerve SEPs and ABRs from 43 children 
in coma, 26 from head trauma, and 17 from anoxia. All had a GCS less than 
sevcn. They divided the ABR results into normal, mildly abnormal with an 
increase of the I-V interpeak latency, and moderately abnormal showing a loss 
of components. They divided the SEP results into normal (central conduction 
times, N13-N20, defined by age dependent norms); mildly abnormal, show­
ing a prolonged central conduction (N14 to N20) of less than five msec; 
moderately abnormal, showing a prolonged central conduction time of greater 
than five msec; and markedly abnormal, showing a loss of components. 
They divided the patient outcomes into normal, with deficits, and dead. The 
patients with head trauma were analyzed separately from those with anoxia. 
Anormal ABR was a positive but not definite sign for recovery in patients in 
coma due to head trauma: six of nine patients with normal ABRs had normal 
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recoveries. A prolongation of the I-V interpeak interval (mild abnormality) 
provided no additional assistance for prognosis, 12 patients in this group were 
equally divided among the three outcomes. However, none of the five pati­
ents with absence of components of the ABR (moderate abnormality) had a 
good recovery. The prognostic accuracy of the ABRs in children in coma due 
to anoxia was similar to its accuracy with the children in coma due to head 
trauma, a result that differs from that previously reviewed in adults. There 
was little difference in the prognostic accuracy of the SEPs between the two 
patient populations. Of the 13 patients with normal SEPs, 11 had anormal 
outcome. None of the 19 patients with loss of components of the SEP had a 
good recovery. The measurement of central conduction time added little to the 
prognostic accuracy of the test. It is evident from this work that any loss of 
components from both the ABR (considering waves I, III, and V) and the SEP 
(in particular the N20 component) predicts a poor outcome. Anormal ABR 
and SEP predict a good outcome. 

There are situations when the results from the two evoked potential studies 
differ. Frank et al. [4] studied the ABRs and SEPs offive children in a chronic 
vegetative state secondary to anoxia. All had normal ABRs but abnormal SEPs 
with an absence ofN19 and sub se quent components ofthe SEP. Thus, in this 
circumstance the pro gnosis predicted by the two different sensory evoked 
potential tests differed. The ABR data suggested a good but incorrect 
outcome, while the SEP indicated a poor ;md correct outcome. Far from being 
a contradiction between the ABR and the SEP, these results show that the 
evoked potentials provide an accurate physiologie reflection of the patient's 
condition: a chronic vegetative state indicating preserved brainstem but alte red 
cerebral functions. The ABR is most useful as apredictor of recovery in the 
initial period of coma, being best with head trauma and a useful adjunct in 
other etiologies. The ABR is not useful when the patient has been in coma for 
a prolonged period. 

ALL SENSORY MODALITIES: SOMATOSENSORY, 
VISUAL AND AUDITORY EVOKED POTENTIALS 

Lindsay et al. [15] investigated the use of ABRs, 1AEPs, SE Ps (median nerve 
stimulation), and VEPs in 32 patients who had suffered acute head trauma. 
Coma was graded with the GCS and out co me with the GOS. The patients 
had GCS between three and fifteen. They classified the evoked potentials as 
present or absent, except in the case of the ABRs in which the number of 
components present was used. Each patient's evoked potential was rated by 
the poorer of the two potentials seen on testing either side. They found that 
abnormalities on the SEP were corrclated with abnormalities of the 1AEP and 
the VEP. The presence or absence of abnormalities of the ABRs was not cor­
rclated with abnonnalities of any of the other evoked potential studies. This 
study again illustrates that different evoked potentials test the integrity of 
different parts of the nervous system. The ABR is dependent on the integrity 
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ofthe brainstem, while the 1AEP, N20, and later components ofthe SEP and 
VEP are dependent on the integrity of cortical structures. The decision as to 
which evoked potential testing to perform is dependent on clinical factors; the 
duration of coma, the etiology of the coma, and the clinical question to be 
answered. 

Anderson et al. [1] reviewcd thc SEPs, VEPs and ABRs from 39 patients 
who had suffered closed head trauma. All the patients had a GeS <7 with 
outcomes graded with the GOS. They used a four point scalc of grading for 
each evoked potential, from one meaning normal to four meaning severcly 
abnormal. They found that all three evoked potential studies were equally 
rcliable at predicting a poor outcome, i.e., grades of three or four on any of the 
evoked potential studies predicted a poor outcome. However, only the SEP 
was useful in indicating a possibility of a good outcome, namcly when there 
was a grade one or two result on the SEP. Grade one or two on the ABR or the 
VEP yiclded little information about the quality of survival. These results 
confirm the trend noted above: The best prognostic information can be deve­
loped from evoked potential studies reflecting both brainstem and cortical 
function. 

Many of the questions addressed in the studies reviewed above were 
addressed by Greenberg and his colleagues in papers published from 1977 
to 1981. They evaluated the sensory evoked potentials of 51 comatose patients 
and devcloped a complex system of grading the resulting waveforms into four 
different injury patterns for each evoked potential test. The analysis period 
of the evoked potentials was longer than most investigators have employed, 
extending 200 msec for SEPs, 300 msec for VEPs, and 400 msec for AEPs, 
thereby encompassing many components not usually examined because of 
their variability of occurrence due to factors such as arousal, sleep stage, and 
attention. For instance, the SEP to median nerve stimulation was considered to 
;:onsist ofnine separate components in normal subjects: P1S, N20, P29, N3S, 
PSO, N78, P98, N138, and P188. A grade I abnormality was a loss of the latter 
two components, P188 and N138; a grade 11 abnormality consisted of the loss 
of components after P3S (i.e., P98, N78, and PSO); a grade III abnormality 
showed only components PIS and N20, whilc a grade IV abnormality con­
sisted of only the PIS component. A similar type of grading system was used 
for the visual and auditory modality evoked potentials. 

The outcome was correlated with the evoked potentials by using the most 
normal grade between the two sides. The presence of grade I or 11 evoked 
potentials, i. e., those having all but the longest latency components, predicted 
a good outcome or moderate dis ability with the SE Ps being the most accurate 
of the sensory evoked potentials. 

Greenberg and his associates [19] performed a retrospective study com­
paring the sensory evoked potentials, ABRs, lAEPs, VEPs and SEPs, with 
outcome in 133 patients suffering from head trauma. They graded the sensory 
evoked potentials as described above, and combined them into two groups: 
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normal, consisting of grades land 11; and abnormal, consisting of grades III 
and IV. They added a further category, focal, used to describe the sensory 
evoked potentials when the potentials were abnormal to only one of stimu­
lated sides. The clinical outcomes were placed into two categories: "good", 
meaning a good recovery or moderate disability; and "poor", meaning 
severely disabled, vegetative, or dead. They compared the prognostic accuracy 
of the evoked potentials, clinical features, including age, CT scan findings, 
intracranial pressure monitoring, GCS score, and pupillary responses. The 
results indicated that sensory evoked potentials were the best single indicator 
of prognosis. The best combination of indicators was the sensory evoked 
potentials and clinical features. Eighty percent of the patients with normal 
sensory evoked potentials had a "good" recovery, while 20 percent had 
"poor" recoveries (n = 82). There were similar results ifthe evoked potentials 
showed only a focal abnormality, 72 versus 28 percent (n = 18). When the 
evoked potential abnormality was confined to the long-Iatency components, 
thought to be genera ted in the cerebral cortex, only 10 percent had a "good" 
outcome, while 90 percent had a "poor" outcome (n = 10). When the abnor­
mality included the "brainstem", on the ABR or the early components of 
the SEP (before N20), all thc paticnts had a "poor" outcome (n = 9). Whcn ab­
normalities werc seen on both thc "hemisphcre" and "brainstem" evoked 
potentials, all the patients had a "poor" outcome (n = 14). 

Greenberg and his associates performed a prospective study of sensory 
evoked potentials in 100 patients in coma due to head trauma [7]. Sensory 
evoked potentials were performed within four days of injury. The outcomes 
were evaluated at one year after the injury. There were 31 patients in grade I: 
71 percent had a good recovery, 16 percent were moderately disabled three 
percent were severely disabled and 10 per cent died. There were 31 patients in 
grade 11: 61 percent had a good recovery, 13 percent were moderately disabled, 
three percent severely disabled and 23 percent died. Seventeen patients were in 
grade III: 35 percent had a good recovery, 18 percent were moderately dis­
abled, six percent were in a vegetative state and 41 percent died. All of the 21 
patients in grade IV had poor outcomes with 14 percent sevcrely disabled, 10 
percent vegetative, and 76 percent died. Although a grade ofI or 11 predicted a 
good recovery, this recovery could take up to six months to occur. In addi­
tion, the prognostic accüracy of the sensory evokcd potentials was alte red 
by the presence of subsequent secondary complications, either cerebral or 
systcmic. Not surprisingly, the worst complications were seen in the patients 
in grades III and IV. As the pro gnosis in a grade IV patient was so grim, the 
prcsence of complications did not alter the prognosis. 

The rcsults ofGrecnbcrg and his collcagucs' studies stress two thcmcs: first, 
scnsory cvokcd potential testing can aid in the prediction of thc outcomc from 
acutc coma, particularly whcn combincd with clinical signs. Sccond, a com­
bination of scvcral modalitics of cvokcd potentials in tcsting to dcfinc thc 
activity of both thc brainstcm and the hemisphcrcs was most hclpful. Scvcral 
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cautions must be exercised in accepting these conclusions. First and most 
obvious is that only patients with acute head trauma were tested. The articles 
previously revicwed indicate that the conclusions derived from patients in 
coma due to head trauma may not apply to patients with nontraumatic etio­
logies of coma. Second, the experience of other authors suggests that it may 
not be necessary to divide the results from each evoked potential test into so 
many subgroups. 

Secondary medical complications can influcnce the accuracy of sensory 
evoked potentials in the assessment of prognosis. Newlon et al. [20] examined 
recovery and complications in 139 comatose patients using the prognostic 
accuracy of the initial evoked potential test as guidelines. Virtually all the 
patients with grade I potentials did well. Eighty percent of the patients in grade 
11 had normalized their potentials to grade I within one year. Fifty percent of 
the patients in grade III improved to a grade 11, while the other 50 percent 
either stayed at grade III or worsened. They made the following conclusions: 
Patients who went from grade 11 to grade I usually had a good outcome, while 
only 50 percent of those who stayed in grade 11 improved clinically. Those 
patients in grade III improving to grade 11 showed some clinical improvement, 
but if the grade of the sensory evoked potentials did not change then the out­
come remained poor. All the patients who deteriorated froni grade III to IV 
had a poor outcome. The changes in evoked potential testing could preccdc 
other clinical signs especially when secondary complications ensued. 

Two important points are made by this study. First and para mount is that as 
a patient's condition changes, early prognoses become inaccurate. Therefore, 
repeat testing is advisable. Indeed, evoked potential testing can be the first 
indication of deterioration in so me cases. Second, repeat testing can improve 
the accuracy of prognosis as the change in sensory evoked potentials can yield 
information of value. 

BRAIN DEATH AND SENSORY EVOKED POTENTIALS 

Brain death is a special circumstance of coma. Evoked potentials can provide 
confirmatory evidence ofbrain death. Trojaborg andJorgensen [29] reviewed 
the results of the SEP and VEP in 50 patients with isoelectric electroencephalo­
grams and coma due to a variety of etiologies. Nineteen patients had evidence 
of preserved cranial nerve function. All showed wave forms to one of the two 
evoked potentials tests. Thirty-one patients had no evidence of cranial nerve 
function and only one showed a wave form to either somatosensory or visual 
stimulation. Starr [25] reviewed the ABRs of 27 patients meeting the clinical 
criteria ofbrain death. Sixteen patients showed no components, and in 11 only 
wave I was present. As Wave I is a reflection of VIII nerve function, the 
absence of all but wave I in the ABRs indicates complete disruption of the 
brainstem auditory pathways. Goldie et al. [8] reviewed ABRs and SEPs of35 
patients meeting the clinical criteria ofbrain death. They found that 21 patients 



238 Sensory Evoked Potentials in Coma and Brain Death 

had no ABRs and six showed only wave I. However, they also found two 
patients showing both waves 1 and 11. Twenty-nine of the brain dead patients 
were tested with SEPs to median nerve stimulation. All 29 had well defined 
peripheral nerve potentials measured over Erb's point. None ofthe 29 patients 
had any cortical responses. Steinhart and Weiss [26] studied the ABRs of ten 
children who met the criteria for brain death. All showed either wave 1 only or 
no components. Thus, sensory evoked potentials, especially those evaluating 
brainstem function (ABRs and SEPs), are useful adjuncts to determining the 
condition of brain death. Sensory evoked potential testing can only be used 
when: 1) the clinical picture supports a dia gnosis ofbrain death, and 2) there is 
no disruption of the pathway between the peripheral sensory organs and the 
brainstem structures subserving them. 

CONCLUSION 

We have reviewed the experience of using sensory evoked potentials in coma­
tose patients to predict outcome, and offer these conclusions: first, it would be 
best to use those evoked potential procedures that test the functions of both 
brainstem and cerebral cortex. Optimally, this would include a battery of all 
of the sensory evoked potentials discussed above: ABRs, lAEPs, VEPs, and 
SEPs. From a practical viewpoint the most useful tests are the ABR and the 
SEP; and of the two, the SEP should be performed if there is time for only one 
test. However, the utility of the evoked potential results in defining central 
nervous system functions will be curtailed if the peripheral receptors or 
peripheral nerves activated by the stimuli are damaged. For instance, auditory 
evoked potentials cannot be used in evaluating the brainstem and cortical 
auditory structures if the patient's cochlea or VIII nerve have been severely 
damaged. A lcsion of the peripheral nerve, plexus, roots or spinal cord sub­
serving the nerve can invalidate the SEP as regards central functions. A major 
limitation in evaluating the experience with sensory evoked potentials in coma 
is the lack of a consistent scale of defining the grade of abnormality. In con­
trast, the clinical scales of quantifying the level of coma and the degree of 
recovery from coma (Glascow Coma and Recovery Scale), while imperfect 
instruments, still provide a uniform manner of communication for assessment. 

Second, the etiology of the coma is an important variable in considering 
sensory evoked potentials results in the pro gnosis from coma. Abnormalities 
of sensory evoked potentials (particularly the ABRs) in a patient with head 
trauma have a different significance than the same set of abnormalities in a 
patient comatose due to anoxia. 

Third, evoked potential studies should be repeated to provide updating of 
neural functions. Whilc the initial test results can yield information of prog­
nostic value, secondary complications can markedly change the initial prog­
nosis. Sensory evoked potentials are sensitive to those secondary complications 
and provide a means for assessing their effects on the nervous system. 
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Finally, sensory evoked potentials are useful in determining central neural 
activity in patients suspected of brain death. The potentials dependent on 
brainstem function (ABRs, SEPs) are most relevant in this regard. However, 
these sensory evoked potentials can only be used when the peripheral nerve, 
spinal cord sensory pathways and the cochlea and its central connections are 
intact. 
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10. ELECTROPHYSIOLOGIC MONITORING 
OF NEURAL FUNCTION DURING SURGERY 

JASPER R. DAUBE 

Electrophysiologic monitoring has provided surgeons direct and immediate 
feedback about the function of neural structures that may be inadvertently 
damaged during surgery. The value of these techniques in many different 
types of surgery is just being realized, as the fuH range of electrophysiologic 
monitoring is applied. Many different electrical measures of neural function 
have been applied, and most have been found to be useful measures of neural 
function under anesthesia. 

Cortical function can be monitored with electroencephalography (EEG) and 
surface recorded somatosensory evoked potentials (SEP). Thalamic nuclei can 
be localized with direct recording during stereotactic surgery. Eighth nerve 
and brainstem function can be monitored with auditory evoked potentials 
(AEP). Peripheral and central sensory pathways are monitored with SEP. 
Peripheral motor nerve function can be monitored with electromyography 
(EMG) and compound muscle action potentials (CMAP). Nerve action poten­
tials (NAP) can be recorded directly from peripheral nerves and the eighth 
nerve. Visual evoked potentials have been limited by problems of adequate 
stimulus and appropriate applications. Motor evoked potentials have the cap­
ability for testing central motor pathways. Blink reflexes and F-waves become 
too variable under anesthesia to be used for monitoring. 

The selection of a method from this variety of monitoring techniques is best 
done on clinical grounds for each individual patient, based on the structures 
most at risk. Often some combination of methods is needed. Patients under­
going posterior fossa surgery may need EMG, CMAP, AEP and SEP moni-
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toring for large tumors, or only one or the other for smaller lesions. Patients 
undergoing peripheral nerve or plexus surgery may need SEP, NAP, or 
CMAP. SEP alone may provide adequate monitoring for stereotactic biopsy 
or depth surgery, for so me types of spine surgery, for spinal cord A VM 
embolization, and for cortical resection. Carotid endarterectomies are best 
monitored with EEG recordings. 

The selection of the monitoring method for an individual patient, and, in 
particular, the specific technical details, one must always keep in mind so me 
general principles of surgical monitoring: early identification of reversible 
damage, recognition of all changes, rapid feedback to the surgeon, reliability, 
and minimal interference with the surgical procedure. 

During the course of surgery, damage to neural structures may occur 
rapidly and irreversibly. Methods that can warn of the risk of such damage 
before it occurs are therefore desirable, even if they do not indicate the 
presence of damage that will produce clinical deficits. Such an approach carries 
with it the understanding that changes will be identified which are not serious 
in themselves. 

The rates of change in neural function will vary with the type and severity of 
damage. Some will occur abruptly while others may develop gradually over 
20-30 minutes. They can occur at a variety of times in relation to the surgical 
procedure. Some are seen immediatcly after an injury, others, particularly 
those with a mild compression, may be delayed for up to an hour. Surgical 
monitoring must therefore be carried on throughout the procedure, even after 
so-called critical periods in the surgery have been passed. 

The surgeon is always working under pressure to complete the surgery 
smoothly and quickly. He must be able to proceed efficiently with his work. 
Surgical delays while waiting for monitoring results should be avoided in 
sclecting methods. The surgcon must learn as quickly as possible after he has 
done something potentially damaging that damage has or has not occurred. 

Equally important to the other concerns is thc reliability of the changes in 
recording. This requires a well-defined set of baseline values during the initial 
low-risk portions of thc surgery. The variation duc to extraneous factors must 
be known so that the surgeon can be assured that if a change is reported to 
hirn, it is rclated to his surgical procedure and not to blood pressure, artifacts, 
tcchnical problems or othcr factors. 

Dcvclopment of monitoring mcthods should always keep in mind the nced 
to minimize interferencc with the surgical procedure. Monitoring techniqucs 
entirely outside thc surgical ficld are preferrcd if adequate. They can reduce 
noisc in the system from surgical manipulation as weil as simplifying the 
surgical procedure. 

The most commonly uscd applications are the monitoring of spinal cord 
intcgrity with SEP, and the monitoring of cranial nerve integrity with AEP, 
EMG and CMAP. Each of these will be described separatcly, followed by 
discussion of some of the less commonly used methods. 
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MONITORING OF POSTERIOR FOSSA SURGERY 

Many posterior fossa tumors are benign, with acoustic neurinomas most 
common among them [17, 19]. Their slow growth allows posterior fossa 
structures to accommodate to them as they grow to sizes of four centimeters or 
more. Their location and size make them difficult to operate on, but improved 
surgical techniques, especially microsurgery with an operating microscope, 
have markedly improved the outcome of this delicate surgery [16, 45]. 

Cranial nerve involvement is common with posterior fossa tumors, especi­
ally those over two centimeters in diameter. While acoustic nerve involvement 
with hearing loss is the most frequent, trigeminal involvement is also 
common, with facial sensory symptoms in 29% and sensory loss in 26% [17]. 
Facial weakness occurs in only 13% overall, but of patients with tumors over 
four cm, 56% have loss of facial sensation and 31 % have facial weakness [15]. 
Electrophysiologic signs of facial nerve damage are present in an even higher 
proportion of patients, often without clinical symptoms or signs [22, 23, 42, 
46]. In our experience, 6% of patients with acoustic neurinomas have ab­
normal facial nerve conduction studies, 44% have abnormal blink reflexes, and 
78% have abnormal needle electromyography [14]. The extent of abnormality 
is proportional to the size of the tumor, and is an excellent predictor of the 
extent of post-operative deficit. While largc tumors may impinge on the 
accessory and hypoglossal nerves, clinical symptoms or signs have not been 
reported. 

Central sensory pathways 

Posterior fossa tumors may impinge on the brainstem, but it is rare for a 
patient to develop central deficit after surgery. If this possibility is a significant 
risk, median and/or tibial SEP can be monitored during posterior fossa sur­
gery in addition to the other methods to be mentioned [41]. 

Acoustic nerve 

An increase in or complete loss of hearing is common after surgery for 
posterior fossa tumors, especially acoustic neurinomas [9]. It even occurs in up 
to 15% of patients undergoing microvascular decompression of cranial nerves 
V or VII [10]. Evoked potentials have been used to reduce the incidence of this 
complication. Standard surface recordings of AER are the easiest technically, 
requiring only the application of ear and vertex electrodes, and some type of 
small dick stimulator in the ear canal [11, 43]. AER can be used effectively to 
monitor, but suffers from: 1) low amplitude responses, which may not be 
reliably recorded, especially with some preoperative deficit, and 2) the need to 
average large numbers of responses and the associated delay in feedback to the 
surgeon. The latter can be reduced by use of a running average [4] or two­
dimensional digital filtering [47]. The loss or change in response that may be 
associated with only minimal change in hearing-a phenomenon incorrectly 
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called a false positive--has been seen as a drawback, but only reflects the 
sensitivity of the monitoring. Injury to the eighth nerve during surgery may 
reduce the wave V evoked response amplitude, change it's latency, or both, 
depending on the type of damage (figure 10-1). Amplitude reductions of more 
than 50% from baseline or latency increases of more than 0.5 msec are gener­
ally considered significant. 

Direct recording of nerve action potentials from the Vlllth nerve with small 
wick electrodes offers a more rapid and direct monitor of damage, since the 
potential can be recorded without averaging (figure 10-2) [36]. Direct record­
ings can be most reliably used in microvascular decompression, but usually is 
not possible with tumors, especially if they are over 1 cm in diameter. 

The third method of recording, with a needle electrode in the middle ear, 
monitors both the cochlear and Vlllth nerve response, and has improved the 
salvage rate of hearing [28, 40). Peripheral loss detected with this method is 
likely to be due to ischemia. More central damage may not be recognized. 

Facial nerve 

As the surgical techniques have improved there has been increasing emphasis 
on the preservation of facial nerve function after tumor removal. Thc outcomc 
dcpcnds mainly on tumor sizc and location, and to a lesscr cxtcnt on specific 
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Figure 10-1. Loss of scalp recordcd auditory cvoked potential (vcrtex-ear lobe) during Ieft 
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Figure 10-2. Dircct eighth nerve action potential recording with dick stimulation during vesti­
bular nerve seetion for vertigo. Sixteen responses avcraged. 

surgical techniques. In patients with large tumors (over 4 cm), dose to 100% 
have complete facial paralysis postoperatively, even though in 12% the nerve 
is intact after surgery. The nerve is intact after surgery in 85% of medium-sized 
tumors and in all small (less than 2 cm) tumors. Nonetheless, 95% of patients 
with medium-sized tumors have so me post-operative weakness, and 50% 
have complete paralysis. Of patients with small tumors, 21 % have complete 
paralysis and 68% have some weakness after surgery. Luckily, if the nerve is 
left anatomically intact, recovery of function occurs eventually in up to two­
thirds of patients [9, 15]. The trigeminal nerve suffers less damage at surgery 
with only a very small percentage of patients suffering increased deficit. Lower 
cranial nerve damage occurs even less frequently during surgery. Clearly there 
is room for further improvement in preservation of motor nerve function in 
these very difficult surgical procedures. 

In 1979, Sugita et al. [49] reported an enchancement of the preservation of 
facial nerve function with electrophysiologic monitoring during surgery for 
acoustic neurinoma. In their series of 22 cases, 20 were patients with tumors 
over 4 cm in diameter. Facial sensory loss was present preoperatively in 64%, 
and facial weakness in 55%. In addition to using the surgical microscope for 
identification and dissection of the nerves from the tumor, they applied direct 
electrical stimulation to the nerve using insulated bipolar coagulating forceps. 
Stimulation of 1-3 volts for 1 msec at rates of 2-4 Hz were applied by the 
surgeon while monitoring the movement of eyelid and lip musdes with a 
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mechanical monitor of movement. The response was amplified and listened 
to over a loudspeaker to give the surgeon immediate feedback when he was 
stimulating the nerve. With these techniques the authors preserved anatomical 
and physiologie function in 86% of their patients. Delgado has reported 
similar results [6]. 

Three methods can be used to complement each other in providing different 
types of information for monitoring the facial nerve. 1) Preoperative EMG, 
blink reflexes and facial conduction studies define the amount of preoperative 
nerve damage and identify any spontaneous discharges. These reliably predict 
the likclihood of further loss of function during surgery. 2) Inadvertent 
mechanical stimulation of the motor nerves during the surgical procedure is 
monitored by visual and auditory monitoring of EMG activity in cranial 
muscles. 3) The location and function of the nerve in the operating ficld is 
monitored by recording the CMAP over cranial muscles in response to direct 
electrical stimulation of the nerve by the surgeon [18, 37]. 

EMG monitoring 

Recording clectrodes are placed directly within cranial muscles of interest. For 
facial nerve monitoring this usually includes the orbicularis oculi and orbi­
cularis oris muscles, and occasionally other facial muscles such as the frontalis 
and mentalis. The trigeminal nerve is monitored with clectrodes in the masseter 
or the temporalis muscles. The spinal accessory and hypoglossal nerves are 
monitored with electrodes in the sternocleidomastoid or trapezius, and the 
genioglossus muscles respectively. To assure proper clectrode placement and 
satisfactory recordings, the insertion is best performed before the patient is 
anesthetized, using standard clectromyographic methods. Electrode location is 
confirmed by rccording voluntary EMG activity. 

A variety of EMG recording electrodes have been testcd. Surface and sub­
cutaneous clectrodes cannot rcliably record thc dis eh arges of a few motor 
units, and are noisier and less stable at the gains needed for the EMG record­
ing. Standard concentric and monopolar EMG needle electrodes provide 
excellent quality EMG signals, but are somewhat uncomfortable and bulky. 
They also may get in the way of the anesthetist. The most satisfactory elect­
rodes have proven to be fine wires with 2 mm bare tips inserted 5 mm apart 
through a 26 gauge needle, which is then removed. The wires are taped to the 
skin in loops and connected to the input of the prcamplifier through a small 
hooked clectronic probe (figure 10-3). The leads from the probes to the pre­
amplifier must be kept as short as possible to reduce interference from external 
sourees. 

EMG recordings are made with standard gain, sweep and filter settings 
(gain: 200 or 500 microvolts; low filter: 32 Hz; high filter: 16 KHz; oscilloscope 
sweep speed: 10 msec/cm). Multiple muscle EMG recordings are monitored 
simultaneously over a loudspeaker as weIl as on an oscilloscope. EMG activity 
of interest is photographed and tape recorded. 
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Figure 10-3. Schcmatic diagram of rccording dectrodcs uscd in monitoring postcrior fossa 
surgcry. Hooks rcprcscnt intramuscular EMG wirc c1cctrodcs. Vertex and car nccdlcs are uscd to 
rccord BAER. 

A number of different types of clectrical activity are recorded from the EMG 
clcctrodes during surgery and must be distinguished from each other (figure 
10-4). The discharges of interest, called neurotonic discharges, are those 
initiated by mechanical stimulation of the facial nerve. They must be dis­
tinguished from other activity arising in the musde, and from electrical inter­
ference. The most COinmon problem is that of irregular, triangular waves due 
to movement of the wires, which can be readily distinguished by their appear­
ance. Equipment and ftuorescent lights in the operating room also can con­
tribute clectrical artifact. Sixty cyde intcrference from gas humidifiers , lights 
and heating blankets can be eliminated by proper equipment isolation and 
grounding. The artifacts from nerve stimulators, Cavitron, and respirator 
can bc easily recognized. Intcrfcrence from cautery is best suppressed with a 
switch attached directly to the cautery control switch. EMG activity cannot be 
monitored du ring cautery. 

The use of neuromuscular blocking agents is ended or reduced before EMG 
monitoring begins. While this increases the possibility of unwanted movement 
during surgery, the latter can be prevented with adequate levels of inhalation 
anesthesia. Musde activity that must be distinguished from neuro tonic dis­
charges indudes motor unit potentials if the patient is not deeply anesthetized, 
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Figure 10-4. Artifacts recorded with EMG wirc clcctrodes during surgical monitoring. 

fibrillation potentials if the muscle has been partially denervated, myokymic 
discharges, end-plate noise and spikes, and complex repetitive discharges 
(figure 1O-5). Each of these has been seen in these patients, but can be readily 
distinguished from neurotonic discharges by their typical firing patterns and 
action potential characteristics. The neuro tonic discharges have a variety of 
forms but are all rapid bursts with an irregular recurrence (figures 10-6 and 
1O-7). They may last less than 100 msec or pers ist up to many seconds. The 
long bursts are more common after nerve stretching. Typically there are 
multiple neurotonic discharges occurring independently in each muscle. Often 
the different discharges occur at the same time in all the muscles innervated by 
one nerve, but not in muscles innervated by another nerve. Once fa miliar with 
them, the surgeon is able to readily recognize the sound of the neurotonic 
discharges as soon as he initiates them with surgical manipulation of the nerve. 
Seventh nerve section results in den se, long bursts of neuro tonic discharges. 
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Figure 10-5. Spontaneolls activity rccordcd frol1l facial 11I11sclc during surgcry for acollstic 
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Figure 10-7. Monitoring acoustic ncurinoma surgcry with EMG and CMAP. Densc neurotonic 
discharges occurrcd and thc CMAP was lost. No residual facial function was prcscnt after surgcry. 

Neurotonic discharges are very sensitive indicators of nerve irritation and 
occur in virtually all patients who have been monitored, The discharges warn 
the surgeon when he is near the nerve and may not realize it, or assure hirn that 
he is not when he is concerned that he may bc. The extent of postoperative loss 
of function is related to thc density and frequency of the neurotonic discharges 
during surgery, 

Nerve stimulation 

The other method used to monitor cranial nerve function is to record the 
compound muscle action potential cvoked by direct stimulation of the nerve 
by the surgeon (figure 10-8). A hand-held bipolar stimulator is applied directly 
to the nerve, or to an area where the surgeon is looking for the nerve. Stimula­
tion is applied at rates of 1-5 Hz with a stimulus duration of 0.05 msec and 
gradually increasing voltage. Full responses from thc nerve are obtained at 
voltages of less than 25 volts, If thcre is intervening tumor tissuc, fluid or a 
short betwecn the stimulating poles, voltages up to 75 volts may be necessary. 
Stimuli at these higher voltagcs may result in current spread to nearby nerves 
and are best avoided, The stimulation mayaiso be applied with a single prong, 
flush tip (cathode) stimulator with the anode placcd elsewhere on the head. 
This climinates the likelihood of local short circuit of the stimulating current, 
but increases the likclihood of current spread and the shock artifact, 
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Figure 10-8. Schcmatic diagram of dircct stimulation of cranial nerves during posterior fossa 
surgcry. Monopolar stimulation is showll. 

The response to the stimulus can be recorded from the wire elcctrodes used 
for EMG monitoring as complex, multis pike waves whose amplitude and area 
cannot be readily measured. They therefore cannot be used to make reliable, 
quanititative measures of the amount of intact nerve. The latter is better accom­
plished with surfacc clectrodes over the muscle of interest to record compound 
muscle action potentials. Surface clectrodes applied before anesthesia with 
collodion assure firm adherence throughout the surgery. A bascline response 
to stimulation of the facial nerve at the mastoid bone is recorded for com­
parison with responses during surgery. The mentalis muscle has been found to 
give the most rcliable, easily measurable responses in most patients, but the 
nasalis muscle is also occasionally used. Other facial muscles are less rcliable. 

If possiblc, the surgeon stimulates a distal segment of the nerve early in the 
procedure to determine the threshold for activation and volta ge needed for a 
supra maximal response, and to compare with the baseline. Stimulation is then 
applied at intervals as the surgeon requests either to localize the nerve, or to 
determine if it is still intact (figure 10-6 and 10-7). In !arge tumors involving 
multiple nerves, the individual nerves can be identified and distinguished by 
electrical stimulation. If the nerve has been ruptured during dissection, it can 
still be activated distally, but no reponsc is obtained from proximal portions 
(figure 10-9). There has been exccllent correlation of the prescrvation of an 
evoked response during surgery and the preservation of facial function post­
operativcly. None of the patients with some residual evoked response had total 
facial paresis, and all of those who lost the response had complete paralysis 
[14]. 
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Figure 10-9. Facial nerve stimulation at proximal and distal sites along the facial nerve after 
rcscctioll of an acoustic ncurinoma shows totalloss of function proximally. Therc was no residual 
facial nerve function postoperativcly. 

Applications 

Most of the monitoring has been for patients undergoing surgery for acoustic 
neurinoma. Some of the patients with large tumors have had preservation of 
function, a better outcome than without these procedures [14]. As weil as 
improving outcome for single patients, the methods have also improved 
surgical techniques more generally by showing the surgeon what damages 
nerves. Patients with other tumors, mainly meningiomas, had similar results. 
Other surgical procedures involving cranial nerves can also be monitored with 
these techniques. Patients undergoing seventh nerve mobilization for hemi­
facial spasm can be monitored for both their spontaneous discharge (which 
usually subside with anesthesia), and for irritation of the seventh nerve during 
surgery. The discharges of hemifacial spasm can be evoked during surgery 
with peripheral facial nerve stimulation to test for adequate decompression 
[38]. Patients undergoing section of the trigeminal nerve for severe cluster 
headache can be monitored to be certain that the motor branch of the fifth 
nerve is not sectioned as weil. Patients undergoing resection of chemodectoma 
can have monitoring of e1eventh and twelfth nerves. 

MONITORING OF SPINE SURGERY 

A small proportion, usually less than 0.5%, ofpatients undergoing corrective 
scoliosis surgery and other spine surgical procedures develop a persistent 
neurological deficit immediately postoperatively. Careful surgical techniques 
and stabiIization of the spine during surgery have helped to hold this compli­
cation to a small number. However, the procedure is nonethcless devastating 
for those individuals who awaken paraplegic after spine surgery. 

To further reduce this possibility, the wake up test was devised [13]. The 
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patient is awakened during the surgical procedure to assure continuity of spinal 
cord pathways after correction of a spinal deformity by having hirn voluntarily 
move his feet. While the wake up test provided help, it is difficult to perform 
and is associated with the problems of changing anesthetic levels. Also, it 
is not applicable to patients undergoing surgical procedures, such as spine 
tumors, in which there is no well-defined time of major hazard, and will not 
identify the slow or later development of spinal cord dysfunction that some­
times is seen. 

Somatosensory potentials have therefore been applied by a number of 
workers as an additional method to monitor spinal cord function during 
surgery [1,8, 12,31,39,44,53]. Animal studies have demonstrated the 10ss of 
somatosensory evoked potential with spinal cord damage. These studies have 
not all agreed on the relationship betwecn type of damage or the site of damage 
and the loss of the SEP; compression and ischemia have differing effects, and 
descending pathway damage sufficient to produce motor paralysis has not 
always altered the SEP. Nonetheless, as Bennett [2] and others [7] have 
shown, experimental compressive lcsions that compromise motor function 
do alter the SEP. 

With the support of such animal research, SEP and MEP monitoring of 
patients during spine surgery has becn developed by a number of workers 
using different methods. These can be divided into those in which SEP re­
cordings are made within the operative field, those recording SEP outside the 
operative field, and those recording MEP [14]. 

Technical factors 

A number of technical factors must be considered with spine monitoring 
recordings [26]. Most of these have been best defined by Lueders et al., with 
confirrnation by other groups. The rate of stimulation cannot be as fast as 
on an awake patient. Anesthetics make the sensory system more susceptible 
to fatigue. While SEPs can be recorded at 5 or even 10 Hertz in most awake 
patients, under anesthetic the scalp SEP will fatigue at rates over 3 Hz, and 
some patients will require stimulation as low as 0.5 or 1.0 Hz, especially at 
deeper levels of anesthesia. 

The number of stimuli averaged can vary with background noise level. 
Since most patients are paralyzed, muscle activity is minimal. When nothing 
else is going on, responses can be clearly obtained with only 64 or 128 stimuli. 
However, most surgical recording situations have other sources of artifact 
than muscle, so 500 or sometimes even 1,000 stimuli are needed for repro­
duciblc traces. 

Technical problems are common in the operating room. Sixty Hz artifact 
occurs with gas warmer/humidifiers, blood warmers, and some electric drills, 
which should be moved away or removed. Recording wire movement must 
be eliminated. Wires can be disconnected, cut, dislodged, or damaged during 
the torso. The wires must be very firmly and multiply affixed, and shiclded 
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wires are sometimes needed. Stimulating electrodes can also be displaced, 
requiring some type of peripheral monitor to assure their function. A constant 
current, isolated stimulator can prevent the risk ofburns from the stimulator. 
Both level of anesthesia and blood pressure will change the latency and ampli­
tude of responses (figure 10-10). Rare patients will show an enhancement of a 
scalp response after induction of anesthesia (figure 10-11), but most are re­
duced, with a small proportion lost at the scalp immediately after anesthesia 
induction. In a group of 140 patients undergoing thoracolumbar spine surgery 
at Mayo, there was a mean scalp amplitude reduction of 37% when anesthesia 
was inducted, with 5% of subjects entirely losing the response, even without 
underlying neurologie disease. Similarly there is a gradual reduction in ampli­
tude and increase in latency with continued anesthesia (mean of 17%, with an­
other 5% losing their responses). Latency was less variable, with only a 4-6% 
average increase during the course of anesthesia. Changes of the SEP at the 
neck with anesthesia are much less prominent. 

The response to different anesthetics is not consistent, but halothane most 
consistenly reduces or abolishes the scalp recorded SEP. For both enflurane 
and isoflurane slightly more than half the patients have a reduction in evoked 
SEP, and a small number have an enhanced response immediately after anes­
thesia induction. Alterations in blood pressure can also reduce the amplitude of 
the evoked response, especially with mean blood pressures under 70 mm Hg. 

Extra-operative recordings 

Recordings outside the operating ficld are by far the simplest to make, and can 
be performed without the direct assistance of the surgeon, leaving hirn free for 
the surgical procedure. Stimulation is applied to a peripheral nerve, usually 
either the peroneal or tibial in the leg, or the median or ulnar in the arm. 
Recordings am most commonly made from standard scalp derivations, usually 
CZ-FZ with leg stimulation, and C3' (C4')-FZ with arm stimulation. Other 
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Figure 10-10. SOI11Jtoscnsory cvokcd potcntials l11onitorcd dllring ccrvical fusion for rhcllnutoid 
arthritis wcrc rcduccd by ancsthcsiJ bcforc surgicJI manipulation, and rcturncd with rcduction 01' 
thc level of JncsthcsiJ. 
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Figure 10-11. Plot of thc amplitudes and latcncics of neck and scalp SEI' during thoracic spine 
surgcry for scoliosis. Thcrc is a gradual rcduction in scalp amplitudc and incrcasc in Iatcncy bcfore 
spinc distraction. Notc thc incrcasc in N20 amplitude immcdiatcly after induction of ancsthcsia. 

rcference electrodes, such as the ears, are also used. Recordings can also be 
made over the spine and over peripheral nerves. Most of the early studies of 
surgical monitoring used peripheral stimulation with scalp recording, which 
generally gives a well-defined although unstable response. They mayaiso be 
altered by blood pressure and anesthetic. Similar techniques can be used to 
monitor cord function during an embolectomy [3]. 

The following procedures have provcn successful on over 400 paticnts 
with a variety of surgical problems, by a number of different surgeons. These 
simplified, reliable methods can be performed by technicians for either upper 
or lower spine surgery. 

Thoracic or lumbar surgery 

Supramaximal surface stimulation is applied to each peroneal nerve at the knee 
and/or each tibial nerve at the ankle sequentially, continuously. Simultaneous 
bilateral stimulation of either peroneal or tibial nerves is applied if response 
to unilateral stimulation is too low to record reliably. Stimulation is begun at 
3 Hz and reduced if response amplitude can be enhanced at lower rates. 

Recordings are made at three levels (figure 10-12): 1) peripheral electrodes 
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Figure 10-12. Extraoperative rccording of ti bi al SEP for monitoring thoraco-Illmbar spine 
surgery. Simllltaneolls rccording dectrodes inclllde: 

A) Needlc near sciatic nerve at glllteal fold referenced to hip. 
B) Needlc at C7 spine referenccd to FZ or esophagcal e1ectrode at C3 refcrcnced to FZ. 
C) Scalp dises. CZ-FZ. 

record either over the cauda cquina, near the sciatic nerve, or from pcripheral 
muscles. These provide a peripheral monitor of the adequacy of stimulation. 
2) A necdle electrode in the ccrvical paraspinal muscles at C7 refercnced to the 
shoulder or FZ on the scalp, rccords the cervical spinal cord potential. Both the 
leg and ccrvical recording elcctrodes are taped firmly in place with multiple 
wire loops to prevent dislodging. An clcctrode in the esophagus rcfcrcnccd to 
FZ can somctimcs bc used if surgcry precludes a postcrior rccording. 3) A 
scalp recording from CZ to FZ utilizcs collodion applied, surfacc clcctrodcs 
that will remain firmly in place for many hours despite manipulation of the 
head and neck during anesthcsia. 
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Filter settings are selected to enchance evoked response while reducing 
artifact. Low frequency settings of 32 (or 100) Hz and high frequency settings 
of 1600 Hz generally result in the most consistent recordings. Recordings are 
made sequentially before and during surgery (figure 10-13). 

Cervical surgery 

Stimulation is applied to the ulnar nerves on each side recording from an 
esophageal electrode referred to Fz, and from C3' (or C4') to FZ locations on 
the scalp. Stimulation is also applied serially to the tibial nerves at the an kIes 
whilc recording from the esophageal and scalp elcctrodes (figure 10-14). Peri­
pheral monitors of foot muscles or sciatic nerve, and ulnar hand muscles or 
ulnar nerve, are also recorded. Stimulation and recording parameters are 
similar to those for lower spine surgery. 

Applicants 

Patients undergoing procedures are best selccted for monitoring by surgeons 
on the basis of risk of neural damage. The ages range from 2 to 83 years and 
include many patients under age 15. The largest group of patients are teenagers 
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Figure 10-13. Sequential tibial SEP recorded at the sciatic nerve, cervical spine and scalp during 
scoliosis surgery in a 16-year-old girl. No SEP or c1inical changes occurred after distraction. 



258 Electrophysiologic Monitoring of Neural Function during Surgery 

MII,,17 ,r -C .. vlcll 8poncl,IoIlI, Multiple RldlculoPllh, 

10:30 

Stimulate: ------..... /'-..... 
B. Tlbl,1 r A ~ 

R.Uln.r~ 
L.Ulnar~ 

1:30 

B.Tlblll~ 
R.Uln.r~ 
L.Uln.r~ 

11:15 12:00 12:45 

~~l~ 
~Cr~~ 

2:00 2:30 3:00 

........ 
10 ms 

Figure 10-14. SEP monitoring at neck (esophageal to FZ) and scalp elcctrodes (CZ-FZ and C4-
FZ) with tibial and ulnar stimulation during surgery for ccrvical spondylosis. 

undergoing corrective surgery for scoliosis. Another large group are elderly 
individuals undergoing surgery for cervical spondylosis. Patients with bony 
spine tumors, thoracic aneurysm surgery [25, 35], traumatic spine damage, 
and spondylitis can also be monitored. Two-thirds of the surgical procedures 
are at the thoracic level. 

A frequent problem during surgical monitoring is the variability of the 
evoked response from run to run because of artifact, blood pressure changes, 
anesthetic level, and other factors. Identification of a significant change in SEP 
therefore requires a consistent alteration in latency (2.0 msec more than 
baseline changes) and amplitude (50% less than baseline values) at both the 
neck and scalp sites with an intact peripheral response. This change must be 
shown not to be due to technical factors and greater than the baseline variation 
during thc initial periods of the surgery. In a few patients recordings are only 
obtainable at one of the two cephalad sites, usually the neck (figure 10-15). In 
those cases changes need to be seen with stimulation of more than one nerve to 
be considered significant. No absolute change in amplitude can be considered 
evidence of spinal cord damage since in some cases without damage a scalp 
response appears to be lost transiently while other responses are intact. In other 
cases where damage was occurring, smaller but consistent alteration at two 
sites of stimulation showed evidence of compression before the major changes 
occurred. 

SEP monitoring of spine surgery is sometimes frustratcd by the inability to 
record reliable potentials over the scalp in patients both with the without 
preoperative neurological deficit. Intraoperative monitoring was requested on 
379 patients undergoing spine surgery at Mayo over three years. Twenty-eight 
patients with neurological deficit could not be monitored because of inability 
to record responses over the spine or scalp. SEP monitoring was performed on 
351 patients undergoing spine surgery using multichanncl recording during 
individual stimulation of tibial and peroneal nerves. 
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In 24 patients with intact preanesthestic SEPs, the scalp potential either 
could not be recorded immediately after anesthesia, or was lost within an hour 
of anesthesia, while well-defined neck potentials could still be recorded. In 17 
patients neck potentials could not be recorded for technical reasons while scalp 
potentials were still obtained. In three patients scalp and neck potentials were 
lost in association with a loss of the sciatic potentials due to a peripheral stimu­
lation failure. The addition of a cervical spine and peripheral recording location 
to the usual scalp recording enabled reliable monitoring to be performcd on 
more patients. 

SEP monitoring during spine surgery has proven of value in warning sur­
geons of potential damage to the spinal cord. Since such damagc is an un­
common event, few patients are available to define the change in SEP with cord 
damagc. In the surgical monitoring of spinal cord scnsory pathways of thc 351 
patients undergoing spine surgery over threc years, six had significant changes 
in SEP identified during surgery. Three wcrc reversed surgically (removal 
of hematoma, removal of rods, and removal of spine wires) (figure 10-16 and 
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Figure 10-16. SEI' Illonito ring durin g thoraco-Itnllbar spine surgery fo r sevcre spondylitis 
showcd gradual 1055 o f SEI' , whieh returncd sho rtl y after Ialllinecto lll Y and rellloval o f an illtra­
spinal hemato llla . No pos to perati ve neurologie ddi cit. 
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10-17) with no subsequent clinical deficit. One patient developed permanent 
postoperative deficit despite removal of rods . A tibial SEP that decreased after 
cord biopsy and a peroneal SEP that fell without apparent cause both re­
covered within 15 minutes during surgery. The former left no deficit, the 
latter an L5 radiculopathy. Two other patients had postoperative deficits of 
anterior spinal artery syndrome not manifest on SEP. Eight patients had evi­
den ce of new lumbar radiculopathy after surgery, only one of whom had the 
SEP change noted above. SEP changes were similar in most patients. The 
amplitude reduction began 10-30 minutes after cord injury. Amplitude 
decreased gradually over 10-15 minutes at neck and scalp with an increase in 
latency of up to three msec. In each of the three cases where surgical action 
corrected the SEP loss, the SEP recovered to baseline value within 5-10 
minutes. Whilc over 1,000 patients would need to be tested to show a statisti­
cally significant change in frequency of complication, these three out of over 
300 cases illustrate the value and cost benefit . In one patient the SEP was lost 
abruptly with direct trauma to the cord and no recovery of function (figure 
10-18). A few patients show an improvement in SEP during surgcry (figure 
10-19). 

Intra-operative recordings 

A number of methods of recording in the operating field have been developed 
to allow rccording closer to the neural tissue. These methods include sub-
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gradual loss of SEP wh ich rapidly returned with removal of wires. There was no change in 
ancsthetie level during this period. No postoperative neurologie defieit. 
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Figure 10-20. SEP recorded directly from the cortex before and after resection of a frontal cortex 
foCll s for epilepsy. 

arachnoid, epidural, spinous process and intraspinous ligament recordings [7]. 
Lueders [30] used needle electrodes placed between the spinous processes just 
epidural to obtain much higher amplitude processes. Jones et al. [20, 21] have 
used epidural electrodes that are inserted between the spine and dural sac to 
give large, readily recorded potentials. Similar recordings have been made 
of descending activity with direct spinal cord stimulation and recording by 
Tamaka [51]. 

While recordings in the surgical field can give much larger responses, they 
are associated with the technical problems of the surgical procedure, adding to 
the surgical risk of infection, subjection to mechanical artifact, or by being 
limited to those surgical procedures in which the spine is opened to expose the 
dura. Such recordings also gene rally require much technical expertise for 
satisfactory recordings, and require that the surgeon be familiar and coopera­
tive with the procedure. Recordings in the surgical field are most useful for 
spinal cord surgery, such as tumors or arteriovenous malformation where the 
directly recorded potential can localize the area of damage, or record responses 
too small to record with other methods. Small cotton wiek electrodes work 
weil. 

SEP monitor only the sensory pathways, and have been applied with a 
variety of techniques. As such, patients can develop motor deficits without a 
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change in SEP [27]. These are most likcly due to ischemia of the anterior cord, 
and are often associated with lower motor neuron signs . In summary, spinal 
cord damage during surgery can result in either gradualloss ofSEP some time 
after the surgical manipulation, which can still be reversed without deficit, or 
an abrupt irreversible loss. 

Motor evoked potentials (MEP) 

Recent studies have employed monitoring of descending activity by stimula­
tion of the motor cortex through the skull whilc 1110nitoring spinal cord 
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Figure 10-22. A) Median SEP recorded in one 111m steps in the thalamus with a microelectrode 
prior to thalamotomy for Parkinson's disease. Note the phase reversal at + 1. B) Responses are 
spccific to stimulation of one nerve or digit within the thalamus (-2 mm), but can be recorded 
with stimulation of any nerve in the sensory pathway beneath the thalamus (+0.5 mm). 

or peripheral motor responses [29, 34]. The method is too new to be fully 
assessed. Peripheral recording cannot be used reliably in a patient who has 
been paralyzed with neuromuscular blocking agents, since the motor acti­
vity in peripheral nerve may be below the resolution of standard recording 
methods. One recent report of motor evoked potentials (MEP) in 11 patients 
undergoing spine surgery suggests that MEP may become of major value in 
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monitorlng motor pathways [5]. Responses could be recorded directly from 
the spinal cord with high voltage scalp stimulation throughout the procedures. 
Monitoring of either ascending or descending motor activity in the spinal cord 
results in relatively low amplitude evoked potentials that may be difficult to 
record, if the patient has pre-existent neurological damage. 

CEREBRAL FUNCTION MONITORING 

Somatosensory evoked potentials have also proven useful in monitoring a 
veriety of other cranial surgical procedures. Direct recording of SEP from the 
cortex prior to cortical resection for epilepsy can help the surgeon identify the 
sensory and motor strips with more certainty (figure 10-20). During deep, 
stereotatic surgery for tumors, or hippocampectomy for epilepsy, the scalp­
recorded SEP can help identify both damage to sensory pathways (figure 
10-21), and in a few cases, improvement in sensory pathway function (figure 
10-19). While so me reports have described value of SEP with carotid end­
artectomy and aneurysm surgery [33, 50, 52], simultaneous recordings of 
SEP and EEG on a group of patients at Mayo showed no advantage for SEP. 
Currently only EEG monitoring is used. The methods of recording SEP to 
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Figure 10-24. Monitoring ulnar nerve during decompression and transposi tion with e MAP (Ieft) 
and NAP (right) rccordin g. Latency dunges localized the abnormality at the medial epicondyle. 

monitor cerebral function and the associated technical problems are similar to 
those described for monitoring SEP for spine surgery. 

Direct recording of the SEP in deep structures has also proven of help in 
making deep, therapeutic lesions. LocaIization of the electrode for thala­
motomy for Parkinsonism and other movement disorders has been facilitated 
by direct recordings from the thalamus (figure 10-22) . Lesions in the dentate 
nucleus for spasticity havc been guided successfully by SEP recordings in the 
dcntate. 

PERIPHERAL MONITORING 

Electrical monitoring during surgery on both the plexus and peripheral nerve 
has proven ofhelp to surgeons [32]. When putting in grafts to permit regene­
ration of a severely damaged nerve, as in severe brachial plexopathy, SEP 
recorded at the neck and scalp can help to identify intact roots and trunks when 
all peripheral function has been lost [48]. 

When peripheral function is still intact, EMG and CMAP monitoring, as 
described for cranial nerve monitoring, can be used to identify the location of a 
nerve in a tumor (figure 10-23), to identify the site of alesion along the length 
of nerve, and of most direct, immediate interest to the surgeon, to identify the 
occurrence of nerve irritation or damage (EMG neuro tonic discharge) when 
attempting to remove local tumor. 

Peripheral nerve action potentials can also be monitored directly from the 
nerve with hook clectrodes along the length of the nerve, which can both 
stimulate and record to precisely locate an area of damage (figure 10-24) [24]. 

SUMMARY 

A multipIicity of electrophysiologic monitoring methods are available to assist 
the surgeon in operating on a patient in whom there is a risk of damage to 
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neural structures. The applications and problems of each method must be 
considered in selecting the monitoring technique for each individual patient. 
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Hereditary ataxias, 194-196, 208 
High-cut filters, in short-Iatency 

auditory evoked potentials 
(SAEPs), 125-126 

Hippocampal sharp waves, 60-61 
Horizontal cells, 88 
Huntington's chorea, 208 
Hypoglossal nerve, during surgical 

monitoring, 246 
Hypothyroidism, 208 

Inferior colliculus (IC) 
anatomy of, 112-113 
evoked potential (EP) recordings of, 

119-120,168 
frequency-following response (FFR) 

of,133 
Inner ear, 106-107 
Intensity of stimulus 

generator source and, 44-45 
short-Iatency auditory evoked 

potentials (SAEPs) and, 128 
Internuclear ophthalmoplegia (INO), 

with brainstem auditory evbked 
potentials (BAEPs), 171 

Kainie acid, with short-latency 
auditory evoked potentials 
(SAEPs),135-136 

Latency 
estimation of, 32-35 
far-field evoked potentials amplitude 

comparisons with, 17-21,23 
somatosensory evoked potentials 

(SEPs) evaluation and, 72 
visual evoked potentials (VEPs) and, 

98 
Laterallemniscus (LL) nuclei 

anatomy of, 112 
frequency-following response (FFR) 

of, 133 
Lateral superior olivary nucleus (LSO), 

112 

Leber's optic atrophy, 144,208 
Long-Iatency auditory evoked 

potentials (IAEPs), 223 
coma and, 230-231 
comparison of other evoked potential 

(EP) measures in, 234-237 
Low-cut filters, in short-Iatency 

auditory evoked potentials 
(SAEPs), 125-126 

Lumbar surgical monitoring, 255-257 

Maculopathies, with visual evoked 
potentials (VEPs), 87, 97, 207 

Magnetic resonance imaging (MRI), 
158 

multiple sclerosis (MS) with, 
151-152,154,175 

Mapping, with somatosensory evoked 
potentials (SEPs), 71, 205 

Medial geniculate body (MGB), 
anatomy of, 113 

Medial superior olivary nucleus (MSO) 
anatomy of, 111-112 
binaural interaction component 

(BIC) and, 130-131 
evoked potential (EP) recordings of, 

118 
Median nerve stimulation 

analogous potentials study with, 61 
intrasurgical recordings with, 57 

Median somatosensory evoked 
potentials (SEPs), 1-2 

animal studies of, 3-4 
antidromic study with, 10-12, 23 
orthodromic study with, 8-10, 23 
short latency peaks of, 5 

Methylprednisolone, with brainstem 
auditory evoked potentials 
(BAEPs), 170 

Midbrain, evoked potential (EP) 
recordings of, 120 

Midbrain lesion, evoked potential (EP) 
recordings in, 119-120 

Middle-Iatency auditory evoked 
potentials (mAEPs), 223-224, 
230-231 

,Middle ear, 106 
Motor evoked potentials (MEP) 

multiple sclerosis (MS) and, 175 
surgical monitoring with, 253, 

264-266 



Multiple sclerosis (MS), 161-175 
auditory evoked potentials (AEPs) 

in, 145, 147, 148, 149 
brainstem auditory evoked potentials 

(BAEPs) in, 167-171, 174 
combined evoked potential studies 

in, 174 
magnetic resonancc imaging (MRI) 

in, 151-152, 154, 175 
motor evoked potentials in, 175 
pathogenesis of, 161 
pattern-shift visual evoked potentials 

(PSVEPs) in, 162-167, 174 
short-Iatency somatosensory EPs 

(SEPs) in, 171-174 
somatosensory evoked potentials 

(SE Ps) of, 153-154 
utility of evoked potentials (EPs) in, 

161-162,182 
visual evoked potentials (VEPs) in, 

96-97 
Myelination, and evoked potentials 

(EPs), 161-162 
Myoclonic cpilepsy, somatosensory 

evoked potentials (SEPs) of, 70, 
202- 204, 205 

Near-field evoked potentials 
amplitude offar-field potentials 

compared with, 18-20 
basic concepts of, 37-41,68-69 
intrasurgical recordings with, 54-59 
latency of far-field potentials 

compared with, 17-18 
spatial analysis with, 184-186 

N erve action potentials (N AP), 241, 
242 

Neurosyphilis, 208 
Neurotransmitter, and visual 

pathways, 87, 88 
Nuclear magnetic resonancc (NMR), 

posttraumatic epilepsy on, 53-54 

Octopus cells, 110 
Optic nerve, 88 
Optic nerve disorders, 143-144, 208 
Opticneuritis, 143, 144-145, 149 

brainstem auditory evoked potentials 
(BAEPs) and, 171 

magnetic resonance imaging (MRI) 
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in, 175 
pattern-shift visual evoked potentials 

(PSVEPs) in, 163, 164-165 
short-Iatency somatosensory EPs 

(SEPs) in, 172-173 
Orthodromic study of median nerve, 

8-10, 23 
Outer ear, 106 

Parkinson's disease, 88, 182, 208, 267 
Pattern evoked potential recordings 

(PEPs; PERGs), 87-101, 206-210 
accommodation, acuity, and 

adaptation in, 100 
checkerboard patterns versus 

sinusoidal gratings in, 93-95 
clinical use of, 143-147, 153-154 
contrast in, 97, 100 
extrafoveal processing in, 90-91 
eye diseases with, 207 
foveal visual evoked potential (VEP) 

and, 99-100 
functional organization of visual 

pathway and, 88-95 
future directions in, 100-101 
glaucoma and, 98-99 
multiple sclerosis (MS) and, 

162-167, 174 
normal components of, 206-207 
optic nerve, heredodegenerative and 

system diseases on, 207-208 
spatial frequency and check size in, 

96-97 
stimulus orientation in, 97 
transient versus steady-state 

stimulation in, 98 
visual disturbances on, 143-147, 

208-210 
Pattern-shift visual evoked potentials 

(PSVEPs), and multiple sclerosis 
(MS), 162-167, 174 

Peripheral auditory system, anatomy 
of,106-109 

Peripheral nerve surgical monitoring, 
267 

Peripheral neuropathies, with 
somatosensory evoked potentials 
(SEPs), 194 

Planum temporale lesions, 212 
Positron emission tomography (PET), 

and cortical blindness, 210 
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Posterior fossa surgery monitoring, 
49-50,241-242,243-252 

Posteroventral (PV) nucleus, 110 
Postsynaptic potentials (PSPs) 

short-latency auditory evoked 
potentials (SAEPs) and, 105-106 

widespread slow negative wave from 
midbrain and, 120 

volume conduction and, 122 
Posttraumatic epilepsy, somatosensory 

evoked potentials (SEPs) of, 53-54 
Pseudotumor cerebri, 208 

Radial nerves 
antidromic potential of, 12-17 
comparison of amplitude of far-field 

and near-field potentials with, 
18-20 

evoked potentials and, 1-2 

SAEPs, see Short-latency auditory 
evoked potentials (SAEPs) 

Sarcoidosis, 208 
Scoliosis surgery monitoring, 30-32 
Sensory conduction velocities (SCV) in 

peripheral nerves, 194 
SEPs, see Somatosensory evoked 

potentials (SE Ps) 
Short-latency auditory evoked 

potentials (SAEPs) 
action potentials of cochlear nerve in, 

115 
averaging process in, 126 
brainstem entry time of acoustic 

nerve volley in, 116 
cent ra I auditory system anatomy 

and, 109-115 
contralateral and ipsilateral inferior 

colliculi (IC) stimulation in, 
119-120 

contralateral masking in, 131 
early brainstem component of, 117 
filters used with, 125-126 
frequency specificity in recording of, 

132-134 
future devclopments of, 134-136 
general waveform in, 126-127 
generator sources in, 115-122 
horizontal dipole field in pontine 

region in, 118 

isolation and identification of 
different components in, 126-132 

monaural versus binaural stimulation 
in, 130-131 

multiple sclerosis (MS) with, 
171-174 

noise in amplification of signal in, 
124-125 

peripheral auditory system anatomy 
and, 106-109 

potential field distribution in, 
131-132 

signal-to-noise ratio in recording of, 
122-126 

stages in recording of, 122-124 
stimulus artifact in, 124 
stimulus intensity in, 128 
stimulus polarity in, 129 
stimulus repetition rate in, 128-129 
vertical dipole field in midbrain in, 

118-119 
volume conduction in, 120-122 
widespread slow negative wave from 

midbrain in, 120 
Sleep, evoked potentials (EPs) effects 

of,50 
Somatosensory evoked potentials 

(SEPs), 1 
anatomy of system being stimuIated 

and,29-30 
auditory brainstem responses (ABRs) 

with,233-234 
benzodiazepines with, 205 
brain death and, 237 - 238 
brainstem and cortical components 

of, 80-82, 197-205 
central somatosensory conduction 

with,82-84 
cerebral function monitoring with, 

266-267 
"cervico-medullary pattern" with, 

197 
color imaging of, 71 
coma and, 157,226,232-234 
comparison of other cvoked potential 

(EP) mcasurcs in, 234-237 
"cortical dissociated" pattern with, 

200 
corticospinallesions with, 30-32 
critical analysis of recording 

techniques in, 65-84 
data acquisition and analysis in, 



69-71 
display of response in, 71 
dorsal column propagated volley 

with,72-79 
dorsal horn segmental generator 

with,79 
electronic averaging in, 70-71 
enhanced responses with, 200-205 
evaluation of response in, 72 
hereditary ataxias with, 194-196 
interaction of component potentials 

of different latencies in, 65-66 
lemniscal generator and scalp far 

fields with, 79 
lower limb stimulation and, 193-194 
map creation with, 71 
nomenclature used in, 66 
non-demyelinating diseases with, 

190-205 
peripheral nerve far field and, 73 
peripheral neuropathies with, 194 
principles underlying recording of, 

66 
sleep and, 50 
spinal cord lesions with, 29-30, 

196-197,253 
spinal entry time of, 73 
stimulation techniques in, 69-70 
surgical monitoring with, 241, 242, 

258-264 
"thalamo-cortical" pattern with, 

197-200 
upper limb stimulation and, 190-193 
volume conduction of, 66-69 

Spastic paraplegia, 194, 197, 208 
Spinal cord 

latency estimates and, 32-35 
somatosensory evoked potentials 

(SEPs) and, 71, 73 
Spinal cord lesions, somatosensory 

evoked potentials (SEPs) of, 
29-30,51,196-197 

Spinal surgery monitoring, 252-266 
extra-operative recordings in, 

254-255 
intra-operative recordings in, 

261-264 
motor-evoked potentials (MEP) in, 

253, 264-266 
patient selection in, 257-261 
technical factors in, 253-254 

Spino-cerebellar pathway lesion, 32 

277 

Spinothalamic lesions, somatosensory 
evoked potentials (SEPs) of, 29-30 

Spondylitis, 258 
Status epilepticus, 156 
Strumpell's hereditary spastic 

paraplegia, 197 
Summating potentials (SP), 107 
Superior olivary complex (SOC) 

anatomy of, 111-112 
evoked potential (EP) recordings of, 

117, 118, 168 
frequency-following response (FFR) 

of, 133 
Surgery monitoring, 241-268 

acoustic nerve and, 243-244 
applications of, 252 
auditory evoked potentials (AEPs) 

in, 154-156 
central sensory pathways and, 243 
cerebello-pontine angle (CP A) tumor 

with,32 
cerebral function in, 266-267 
cervical surgery in, 257 
electromyography (EMG) in, 

246-250 
extra-operative recordings in, 

254-255 
facial nerve and, 244-246 
intra-operative recordings in, 

261-264 . 
motor-evoked potentials (MEP) in, 

264-266 
near-field potentials in, 54-59 
nerve stimulation in, 250-251 
patient selection in, 257-261 
peripheral nerves in, 267 
posterior fossa surgery with, 

241-242,243-252 
scoliosis surgery with, 30-32 
selection of method for, 241-242 
spine surgery with, 252-266 
technical factors in, 253-254 
thoracic and lumb ar surgery in, 

255-257 
wake up test in, 252-253 

Temporal lobe lesions, 212 
Thalamic lesions, somatosensory 

evoked potentials (SEPs) in, 79, 
197-205,267 

Thoracic surgical monitoring, 255-257 
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. Tibial somatosensory evoked potentials 
(SEPs), 1,23 

conduction velocity (CV) of, 73 
dorsal column propagated volley 

with,72-79 
dorsal horn segmental generator 

with,79 
short latency peaks of, 5 

Toxic amblyopias, 207 
Transverse myelitis, 166, 173 
Trigeminal nerve, du ring surgical 

monitoring, 246 
Tympanie membrane, 106 

Ulnar nerve monitoring, 267 
Uremia, 208 

Ventrolateral (VL) nucleus, 113 
Verapamil, with brainstem auditory 

evoked potentials (BAEPs), 170 
Visual evoked potential (VEP), 

206-210 
accommodation, acuity, and 

adaptation in, 100 
auditory brainstem responses (ABRs) 

with,231-232 
causes of abnormalities of, 87 
clinical useof, 143-147 
coma and, 224- 226, 231-232, 233 
comparison of other evoked potential 

(EP) measures in, 234-237 
contrast in, 97, 100 

extrafoveal processing in, 90-91 
eye diseases with, 207 
foveal, 99-100 
functional organization of visual 

pathway and, 88-95 
future directions in, 100-101 
glaucoma and, 98-99 
normal components of, 206-207 
optic nerve, heredodegenerative and 

system diseases on, 207-208 
Parkinson's disease and, 182 
receptive field ofindividual neurons 

in, 89-90 
spatial frequency and check size in, 

96-97 
stimulus orientation in, 97 
transient versus steady-state 

stimulation in, 98 
visual field defects with, 208-210 

Visual pathway, functional 
organization of, 88-95 

Vitamin B12 deficiency, 197, 207 
Vitamin E deficiency, 207 
von Hippel-Lindau syndrome, 152 

Wake up test, and spinal surgical 
monitoring, 252-253 

X ganglion cells, 89, 98-99 

Y ganglion cells, 89, 98-99 
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