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Data Conventions and 
Terininology 

1 An important feature of the book is that aU data which are analysed 
in detail are attested in naturally occurring language use. Where neces­
sary, the status of examples is indicated as follows: 

[A] attested, actual, authentic data: data which ha e occurred naturall. m a 
real social context without the intervention of the anal) st; 

[ M] modified data: examples ' 'vhich are based on attested data but '' hich 
have been modified (e.g. abbre iated) to exclude feature '' hich are 
assumed to be irrelevant to the current anal) sis ; 

[I] intuitive, introspective, invented data: data invented purely to illustrate 
a point in a linguistic argument. 

Individual examples are not always marked in this way if their status is clear 
from the surrounding discussion. 

2 Other conventions are as follows: 
2.1 Single quotation marks (' ') for technical terms and for quotes from 

other authors. 
2.2 Double quotation marks (" ") for meanings of ljngujstic expressions. 
2. 3 Italics for short forms cited within the text, e.g. the German sentence 

Sie soli sehr klug sein means "She is said to be very clever". 
2.4 CAPITAL LETTERS for lemmas. Alternative terms for lemma include 

dictionary head-word and lexeme. A lemma is a set of morphological 
variants. Conventionally th.e base form of 'erbs and the singular of 
nouns are used to represent lemmas (see chapter 2). For example, do, 
does, doing, did and done are the forms of the lemma DO. 

2.5 Asterisk(*) for ill-formed sequences, such as ungrammatical or seman­
tically anomalous sentences, e.g. *She must can come; *He is a 
vegetarian and eats meat. 

2.6 A question mark (?) before a form denotes a string of doubtful or 
marginal acceptability, e.g. ?he mayn't come. 
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By definition, asterisked and questioned items cannot be attested, and 
intuitive judgements on ill-formedness should be treated with care. Corpus 
data sometimes re\ eal that forms which are thought not to occur, do occur 
and are used S) stematicaJl). 
2.7 Diamond brackets (< .. . >) enclose attested collocates of a node word. 

The position of the collocates relati\e to the node can aJso be given. See 
chapter 2. 

• node <N + l: . . . List of collocates> 
• CAUSE <N + l: problems, trouble, damage> 

That is, the lemma CAUSE is often immecliately followed, one word to the 
right, by the\\ ord-fom1s problems, trouble and damage. 



Notes on Corpus Data and 
Software 

The first widely used computer-readable corpora \\ere set up in the 1960s 
and 1970s. The Brown Corpus is so named because it was prepared at Bro\<\ n 
University in the USA by W. Nelson Francis. It consists of one million '" ords 
ofwritten American English, published in 1961, and sampled a text frag­
ments of 2,000 \vords each. Such corpora may nm" seem rather mall and 
dated, but they are carefully designed and can still pro\ ide useful samples of 
language in use. Many other corpora are now available. In preparing this 
book, I have used the following. 

LOB (Lancaster-Oslo-Bergen) Corpus 

The LOB corpus was designed as the British equivalent of the Brm' n corpus: 
one million words of written British English, also published in 1961 , and 
sampled as text fragments of 2,000 words each, from informative texts such 
as newspapers, learned and scientific writing, and imaginative fiction. For a 
list oftextua1 categories, see !CAME News, 5 , 1981, p. 4 (=International 
Computer Archive of Modern English, Bergen ), and Biber (1988: 66fT). 

FLOB and FROWN 

These are the Freiburg versions ofLOB and Brown, designed on the same lines 
as these earlier corpora, as samples ofBritish and American English from thirty 
years later: material published in 1991. I am grateful to Christian Mair, Uni­
versity ofFreiburg, for providing me with the sections of newspaper language. 

London-Lund Corpus 

This corpus was constructed at University College London and the University 
of Lund. The corpus is about 435,000 words of spoken British English and 
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contains 5,000-word samples of the usage of adult, educated, professional 
people, including face -to -face and telephone con ersations, lectures, discus­
sions and radio commentaries. For further details , see Svartvik and Quirk 
(1980), Svartvik et aL (1982 ) and Biber (1988 : 66ff ). 

Longman-Lancaster Corpus 

This corpus was constructed in collaboration between Longman Publishers 
and the Uni ersit) of Lancaster. It consists of about 30 million words of 
published English including fiction and non-fiction: samples fr01n well­
known literary works and also v. orks ra.ndoml) sampled from books in 
print; and non-fiction texts from the narural and social sciences, world affairs, 
commerce and tlnance the arts leisure, and so on. For some purposes in this 
book, I ha' e taken 2 000-\\ ord samples from 500 files, in order to construct 
a mixed sub-corpus of one million words . Otherwise I have taken examples 
from an 8-million-\ ord sample of British English. Summers (1 993 ) discusses 
the corpus design. 

The Bank of English 

Many indi idual examples in this book are dra"' n from the Bank of English 
corpus created by COBUILD at the Uni\ersity of Birmingham. COBUILD 
stands for Collins Birmingham Universit) International Language Database. 
This corpus has been used in the design of major dictionaries and grammars 
(including Cobuild 1987, 1990, 1995a; Francis et a.l . 1996, 1998). By the 
late 1990s, the corpus totalled some 330 million \vords, including fiction and 
non-fiction books, ne\vspapers , and samples of spoken English. The corpus is 
available in different torms: primari1) the Bank of English itself, and a 50-
million-word sub-corpus which is a.\ailable over the internet as CobuildDir­
ect. I ha.\e also used a data-base on CD-ROM (Cobuild 1995b), which was 
constructed from a 200-million-word sub-corpus. (This is described in detail 
in chapter 3. ) Renouf (1987) and Sinclair (1991: 13-26) describe the early 
corpus development, and Baker et al. ( 199 3) include several articles based on 
the corpus. 

The British National Corpus 

This is a 100-million-v.ord corpus of British English, 10 million words of 
spoken English, and 90 million words of written English. It has been used in 
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the design of major dictionaries: OALD ( 1995 ) and LDOCE ( 1995 ). For 
further details, see Aston and Burnard ( 1998 ). Simple searches can be done 
free over the internet. 

Newspapers on CD-ROM 

The CD-ROM versions of several newspapers can be a convenient source for 
some kinds of analysis . The text-types are ob..,iousl. restricted, but perhaps 
less so than might appear at first sight, given the range of articles \\ hich 
appear in different sections of a major ne'\'Spaper: not just news and political 
commentary, but also sports, and, especially in Sunday edi.tions, cultural 
topics. As a subsidiary source of a few short examples, I ha\ e used The 
Times and the Sunday Times for 199 5. 

Institut fiir Deutsche Sprache ( Mannheim Corpora) 

The Institute for German Language in Mannheim holds large German­
language corpora of literary and non-literary texts. I have used these for 
the small comparative study reported in chapter 8. 

There are many other corpora available and any attempt to give a compre­
hensive list would be quickly out of date. In any case, if one is attempting to 
make statements about general English, it is best to sample data from 
different, independent corpora, since all corpora have their biases. Given 
the data which it is convenient and more difficult to collect, corpora have 
often tended to over-represent mass media language, and to under-represent 
spoken language. Readers can consult corpus linguistics web-sites for infor­
mation on what is currently available. 

Similarly, there are now many concordance programs and related suites of 
text processing software available, and a list of these would also be quickly 
out of date. Such programs allow texts to be searched for words, phrases and 
patterns, which can be displayed, in a convenient form, in contexts of' arying 
size. In addition, they allow frequency lists of various kinds to be prepared, 
and they may allow texts or corpora to be compared with each oth.er in 
different ways. 

If the main need is for simple word-frequency statistics and a concordan.ce 
program, it often hardly matters which specific software is used. Some older 
software may be restricted in whether it recognizes non-English alphabets, or 
in the length of texts which can be analysed. As with computer software more 
generally, what is used is often a question of personal preference, availability 
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and convenience. The large publicly available corpora, such as the Bank of 
English and the British National corpus, have their own powerful access 
sofnvare. I have used these, as \\eLl as both commercially available software 
(Longman MiniConcordancer, MicroConcord and WordSmith Tools: see 
Scott 1997a) and other batch software, written by my students in Trier. 
Again, consulting corpus linguistics web-sites will provide information on 
what is currentlv a\ ailable. 

As starting points for information in the world-wide web on corpora and 
sofuvare, use a search engine to look for 'Corpus Linguistics', 'ICAME' 
( = International Computer Archive of Modern English), 'Oxford Text 
Archive', 'Cobuild', and 'British National Corpus'. Links will take you to 

other rele\ ant sites. 
Indeed, for some simple im estigation of phraseology, the world-wide web 

can itself be used as a' ast text collection. Some search engines can find exact 
phrases in texts on the "eb, return the frequency of these phrases, and aU ow 
you to study how the) are used in their original full contexts. Try, for 
exampl.e, searching for the phrases 1·ipe old age, good old age and grand old 
age, and check \vhich is the most frequent \ ariant. Or find out how fre­
quently these phrases occur in longer phrases such as LIVE to a ripe old age or 
REACH ag1'and old age. 





Part I 

Introduction 





l 

Words in Use: Introductory 
Exatnples 

The topic of this book is \vords and phrases: how they are used, what 
they mean, and what e\ idence and methods can be used to study their 
meanmgs. 

Here is an initial example of the kind of question the book deals with. The 
individual word round can mean "circular", and the individual word table 
can mean "a piece of furniture with a flat top, which people can sit at, so that 
they can eat, write, and so on". The phrase 1'ound table has one meaning 
which is simply due to the combination ofthese individual meanings: some­
thing which is both "round" and a "table". However, it is also used in 
longer phrases such as round table talks. This means that a group of people, 
with interests and expertise in some topic, are meeting as equals to discuss 
some problem. This meaning relies on additional cultural knowledge: we 
would not fully understand the phrase unless '' e also knew that it is often 
used of discussions between political groups who are trying to reach agree­
ment after some conflict. 

In other phrases, mund and table mean quite different things (a round 
number, a table wine, a timetable). Most everyday words have different uses 
and different meanings. Indeed, in isolation, some words seer~ to have so 
many potential meanings that it is difficult to see how we understand run­
ning text at all. However, words do not usually occur in isolation, but in 
longer phrases, and in the follm~ring examples it is quite clear which meaning 
of round is relevant: 

• they sat round the table; they ran round th.e table; they came round 
to my house; they came 1'ound to my way of thinking; a round dozen; a 
round of applause; a round of drinks; a round of golf; the doctor is on her 
round 

So, our .knowledge of a language is not only a knowledge of individual 
words, but of their predictable combinations, and of the cultural knowledge 
which these combinations often encapsulate: 
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• Knights of the Round Table; table manners; drink someone under the 
table; payments made under the table 

Major questions throughout the book will therefore be: What do words 
mean? In particular, what do they mean ''hen thq are used in short phrases 
and in longer connected text? HO\· do the meanings of wo rds depend on 
their different uses? 

Chapter l starts to provide ans,vers to these questio ns, and to show the 
close relations between how words are used and'' hat the) mean , and chapter 
2 discusses some concepts which are required for a systematic study of these 
relations. Many of these concepts (such as denotation and connotation, 
lexical field, and sense relations) are widely used within traditio nal semantics. 
Here I show how attested data colJected in large corpora can be used 
to illustrate and develop these concepts. The book will probabl) be of most 
interest to students who have already done at least an introductory course 
in linguistics, although all such concepts are explained with detailed 
examples. 

Chapters 3 to 8 then provide case studies of: ( l ) words in phrases: how 
words are used in predictable combinations, which often have characteristic 
evaluative meanings; (2 ) words in texts : how recurrent words and phrases 
contribute to the textual organization; and (3) words in culture: hm some 
words, especially in frequent phrases, acquire .layers of meaning, and become 
cultural 'keywords' . Chapters 9 and 10 discuss some implications for linguis­
tic theory. Much of the book consists of case studies, which are sometimes 
quite complex and take up whole chapters, but I also suggest smaller studies 
and projects which students can carry out. Corpus data are increasingly 
available, either for use on individual desk-top computers or over the inter­
net, and this means that students can carry out their own genuine descriptive 
studies. 

For hundreds of years, dictionaries ofEnglish have recorded an.d defined the 
meanings of words, though they often differ considerably in '' hich phrases 
they include. As evidence, dictionary makers have used both their own intu­
itions and also attested uses of words, often in the form of thousands of 
quotations from printed books. However, it is only since the mid -1980s that 
computer-assisted methods have been able to provide evidence about word 
meaning by searching across large text collections. So, I will also discuss 
questions of method and evidence: How do we know what words mean? 
What evidence do we have? Is this evidence observable and objective? Hmi\ 
can large text collections (corpora) be used to study what words mean~ A 
shorthand description of this approach is corpus semantics: usmg corpus 
evidence to.study meaning (Teubert l999a) . 
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1.1 Text and Discourse: Some Distinctions 

Corpus semantics studies how words are used in text and discourse and uses 
observations of use as evidence of meaning. 

The terms 'text' and 'discourse' are both used in different ways. I will use 
the terms to refer to naturall) occurring, connected, spoken or written 
language, which has occurred in some real context, independ~ntly of the 
linguist. Usually, the terms mean stretches of language in use, such as 
conversations, lectures and stories: that is, units of language which are larger 
than single sentences. And text analysis is often seen as the study of how 
language is organized above the sentence or above the clause. It studies units 
such as (spoken ) lectures or (written) short stories. For example, one could 
study the overall structure of a whole lecture, and note predictable differ­
ences in the language of different sections (introduction, main body of the 
argument, and conclusion ), and how the lecturer marks divisions between 
sections, by Sa) ing things such as 

• OK so let's look at the next main point now 

However, there is a distinction between whole texts and long texts. Some 
whole texts may be very short, as in public notices, such as: 

• Exit 
• Private 
• Wet paint 
• Closed for lunch 

It is therefore more accurate to say that text and discourse analysis study 
language in context: how words and phrases fit into both longer texts, and 
also social contexts of use (Widdowson 1995). This implies that language in 
use is an integral part of social action, and that we must study relations 
between language and culture. So, major themes in this book include: 
phrases and texts (the linguistic co-texts of language in use); socially recog­
nized text-types (such as an advertisement or a short story); the social and 
cultural meanings conveyed by language; and the range of different functions 
which language serves (such as informing and evaluating). 

These cultural meanings are constantly changing, and new text-types are 
constantly appearing. For example, one new type of public language is the 
written and spoken messages which it is impossible to escape in many towns. 
Written messages have long been common: everything from road signs, to 
messages on gravestones, and advertising, outside shops, on posters or neon 
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signs. Such language usually has no identifiable author, and is not addressed 
to anyone in particular. From time to time, old text-types appear in new 
places: for example, in the 1980s poems appeared in London underground 
trains, in the slots previously reserved for advertising. (This idea has now 
spread to buses in Stockholm. ) To some extent you can avoid reading such 
written messages, refuse to accept leaflets pushed into your hand as you walk 
through town, and· throw away the unsolicited mail that arri' es at your 
house, but it is more difficult to escape the wide range of spoken messages 
in public places. Their early ancestors were produced by the town crier, and 
announcements in railway stations and airports ha' e long been common, but 
many stores, as well as trains themsel es, nm\ have a constant stream of 
messages to staff, advertising jingles and music , which customers can escape 
by going to a different shop, but which the staff cannot escape at all ( Gliick 
and Sauer 1990: 131-2). 

1.2 Language, Action, Knowledge and Situation 

Substantial arguments have been put forward that language, social action 
and knowledge are inseparable (section 1.9 gives references ). The formula­
tion which has had most influence on linguistics was put forward by 
]. L. Austin. As he put it (Austin 1962), people do things with words. 
Some actions can be performed only verbally (for example, apologizing or 
complaining), whilst others can be performed either verbally or non-verbally 
(for example, threatening). Austin pointed out that social relations - for 
example, being appointed to a job or getting married - can be created by 
people saying the proper words in their proper place. In addition, studies of 
how language is used in natural social settings show that communication is 
impossible without shared knowledge and assumptions between speakers 
and hearers, and show that communicative competence and cultural compe­
tence are inseparable. So, a study of how words are used can reveal relations 
between language and culture: not only relations between language and the 
world, but also between language and speakers with their beliefs, expect­
ations and evaluations. A major finding of corpus semantics is that words 
and phrases convey evaluations more frequently than is recorded in many 
dictionaries. 

Austin's argument means also that language and situation are inseparable. 
In some games and rituals, the relation may be deterministic: actual words 
and phrases may be laid down as part of the proceedings (for example, in 
religious ceremonies). Most everyday uses oflanguage are much more flex­
ible, although we are rarely, if ever, entirely free in what it is appropriate to 
say. Words occur in expected sequences in phrases and texts. 
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1.3 Words and Expectations 

Occasionally, a single '' ord or phrase ma. ' be enough to identify the text­
type: if you hear the word furlong, you are probably listening to a horse­
racing commentar) , and if) ou hear the phrase wa1·m fro1'lt, it is probably a 
weather forecast. A.nv choice of words creates a mini-\.vorld or w1iverse of 
discourse, and makes it like!~ that other words ''ill be co-selected in the same 
context. So, much of this book concerns such expectations and the mechan­
isms of co-selection. 

Sometimes, indi' idual words can trigger assumptions and frames of refer­
ence, and words can acquire implications if the) are repeatedly co-selected 
with other words . For example, in a large collection of texts, I found that the 
word GOSSIP frequentl) occurred in phrases with very negative connota­
tions such as: 

• baseless gossip; gossip-mongering; idle gossip; juicy gossip; name-calling 
and malicious gossip; scandal and gossip; sleazy gossip; titillating gossip; 
her affairs became common gossip 

Even if everyone does it, and e en if it can have positive functions of 
maintaining group solidarit), it is evident trom such phrases that gossip is 
often talked of as an activity to be disapproved of. 

Does the word GOSSIP impl) to you a \voman speaker, or can men also 
gossip? To what extent do such words for speech acts carry (in this case 
sexist) implications about speakers? In the text collection, I found that the
word also occurred frequent!) in phrases such as 

• the mothers stood gossiping in the alleys 
• tl1e women gossiped and the men smoked 
• a gossiping old woman 

Men certainly also gossip (though they may call it something different, such as 
male bonding!), but if the "ord is habitually used in such phrases, then this is 
likely to contribute to a stereot)rpe that gossiping is something which mainly
women do. As Cameron (1997: 455) puts it: 'both sexes engage in gossip,
... but its cultural meaning ... is undeniably "feminine".' 

There are many terms in everyday English for different kinds of language
behaviour, and by studying how these terms are used, it is possible to study
the logical relations between them, and whether they have positive or nega­
tive connotations. TALK is a general word. CHAT is a sub-category of 
TALK: friendly talk. GOSSIP is a different sub-category: talk in which secrets 
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are revealed and/or details of other people 's Lives are di cus ed, with the 
implication that the topics are triviaL CHATTER is rapid talk. PRATTLE is 
foolish talk. BABBLE is incoherent talk. CHAT and GOSSIP need more 
than one person, but babies can BABBLE on their 0\\ n. GOSSIP, CHAT­
TER and PRATILE are disapproving terms. PRATTLE i definitel} insult­
ing. (See chapter 2.7.2 on superordinate terms and hypon. ms. ) 

Evidence of such meanings comes from the typical phra es in "hich the 
words occur. Attested phrases containing the words abm e include: 

• a friendly chat; they sat around chatting amiably; chat hm 
• chatterbox; chattering classes; scatter-brained chatter; he chattered ,,_,ith­

out stopping; chattering all day long; a constant tream of chatter; he 
chattered away about nothing; the chatter of voices; his teeth chattered; 
the chatter of monkeys; chattering wheels 

• he prattled away incessantly; she prattled on 
• voices babbled; babies babble; he babbled on; he babbled a'' ay; the 

babbling river; the stream babbling and gurgling 

1.4 Language, Logic and Truth 

The relations between language, action, knm ledge and situation imply that 
meaning is not restricted to matters of information and l.ogic. We are not 
dealing only with whed1er statements are true or false, and e\ eryday con­
versation often contains utterances which are logically tautological or contra­
dictory. For example, I was on my way with a colleagu.e to his place ofwork at 
a weekend, when he discovered that he had forgotten the key to an office he 
shared with others. He decided not to go all the way back home for the key., 
and remarked: 

• either it's open or it isn't [A] 

([A] =attested data: see Data Conventions and Terminology.) 
From a purely logical point of view, this utterance conveys no information 

whatsoever: an office must be either open or locked. But he ' as implying 
something like: "Well, it's not all that important; ifl can get in , then fine, but 
if not, it doesn't really matter; I'm not going all the way back home." In 
everyday uses oflanguage, there is more to meaning than logic, and what is ill­
formed from a logical point of view, may be quite normal in conversation. 
Different factors interact to determine the appropriateness of utterances: not 
only their logical structure and truth value, but also their rhetorical functions. 
We need to know what speech act is being performed in what speech e\ em. 
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Truth conditions involve more than a correspondence betvveen a sentence 
and the state of the world. In tact , sentences generally do not have a 
truth value at all. It makes no sense to ask v. hether the sentence She came 
yesterday is true or false. It depends v. ho she is, when yesterday was, and 
where she came to. Onl~ some sentences which express propositions about 
general states of affairs, such as Ice floats on JVate1', will be true on 
each occasion of use. So,' e ha e ro distinguish between sentences (linguistic 
forms) and utterances (the use of sentences on specific occasions), 
or between what are sometimes called eternal sentences and occasion 
sentences (Seuren 1998: 317). Using substantial corpus data, Channell 
( 1994: 115, 119 ) also sho"' s that many utterances contain vague language, 
such as 

• this impossible task ofhandling umpteen jobs with 'ery little in the way of 
training 

• there was no kind of social contact, there "as no coffee room or anything 

It is not possible to Sa) exactl) ho" man) the speaker meant by umpteen, or 
exactly what the speaker meant by no coffee 1'oom 01' anything, but hearers 
generally have no problem in suppl) ing a reasonable interpretation, such as 
"a place where staff could meet informally during work-breaks". Such 
utterances cannot be judged simply true or false, but show the kinds of 
inferences on which language in use often depends. 

Furthermore, the concept of truth is applicable only to a narrow range of 
sentence-types. Only statements can be true or false, but not questions, 
requests or orders, expletives, promises, counter-factuals, such as 

• If you weren't a policeman, I \:vouldn't have let you in [A] 

and other utterances "' hich express probabilities, beliefs or intentions. Truth 
and falsity are also problematic with respect to evaluative utterances. If 
someone says That1s super!, then this may tell us something about the 
speaker, but little about the "orld. 

1.5 Common-sense Knowledge 

One of the major problems in studying language in use is to disentangle 
linguistic knmvledge from background cultural assumptions. What is said can 
be a long \:o.ray from what is meant, and a very large amount oflanguage in use 
is indirect or vague in different ways. For example, I heard the following 
exchange between a husband and wife: 
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She: 
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When will dinner be read}? 
It's a very small chicken. 

The second utterance is not a direct ans\ er to the que tion. In order to see 
its relevance, He had to assume that She wa being cooperati\ e and make a 
series of inferences along the lines of: ' e' re ha,·ing chicken for dinner its a 
small chicken, I know how long chickens take to cook l kno" "hen the 
chicken went into the oven, you can't predict exactly ho'' long these things 
take, but dinner will be ready soon. An important distinction (\i\ iddowson 
1978) is between cohesion and coherence. There i a co he ive link ben\ een 
the two utterances, in so far as dinner and chicken are in tl1e same emantic 
field, but much still depends on inferring the point of the utterance from 
common-sense knowledge. 

Language in use sets up expectations, and \\ henever t\i o utterance occur 
in sequence, hearers will attempt to relate them: to use the fir t a a frame for 
the second. In a useful article on the inferences ' e perform on language, 
Brown (1994: 17) gives this example from local radio : 

• The Suffolk doctor whose wife has been reported missing rayed firmly in 
his house today. Police have been digging in the garden. [A] 

The relations between these two sentences seem ob\ ious and natural though 
they are not stated explicitly. Why is the doctor not named? Who reported his 
wife missing? What is the relation between his \\ ife going missing, his sta) ing 
indoors, and police digging in his garden? Why do we assume they "'ere 
digging in his garden?: that is, th.e garden around his hou e? These examples 
pose problems for semantics, and no general method has been found for 
automatically identifying the referent of definite noun phra es such as the 
garden. This frequently requires information' hich i not explicit in the co­
text, and in this case the information depends on inferences about suspicious. 
circumstances, crimes, and common police procedures. The example also 
illustrates a further key distinction between meaning and reference. We know 
what the phrase the garden means, but we do not necessariJ) know what an 
utterance of the phrase refers to. (See chapter 2.6 on denotation and refer­
ence.) 

Such examples depend on schematic knowledge: sets of taken-for-granted 
knowledge about how the world works. We all have such schematic kno\ -
ledge about schools, so that when a schools is mentioned in con er arion, we 
automatically assume it to be populated with teachers and pupils, without 
need for them to be explicitly mentioned. Suppose ] say: 

• I used to teach in a school. The pupils were horrible. [I] 
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I do not expect the definite noun phrase to be questioned with What 
pupils? 

People certainl) say unexpected things in jokes and ironic remarks, but this 
is itself an indication that there are expectations to be broken. We often 
recognize the existence of norms onl) when they are broken. Each utterance 
sets up a frame'' ith built-in default expectations; but these default values can 
be over-ridden. Hm\ever it might be that discourse has no clear-cut manda­
tory rules, bur rather depends on maxims of cooperativeness or guiding 
principles (Grice 1975 ). One reason wh) discourse structure is likely to be 
less deterministic than phonological or S) ntactic structure is that discourse is 
the joint construction of at least n;o, o speakers. It is difficult to see how A 
could place absolute constraints on what B says. 

It is plausible that languages are tightly patterned at the lower levels of 
phonology, morphology and s ntax, and that discourse is more loosely 
constructed. Ne' ertheless, menus, stories and telephone conversations have 
beginnings, middles and ends, and that is already a structural claim. J akobson 
(1971: 242-3 ) puts it like this: 

[I ]n the organization of tinguistic units there is an ascending scale of freedom. 
In the combination of ctistincti'e features into phonemes, the freedom of the 
individual is zero .... Freedom to combine phonemes into words is ... limited 
to the marginal situation of word coinage. In forming sentences \Vith words the 
speaker is less constrained. And finall}, in the combination of sentences into 
utterances, ... the freedom of any individual speaker to create novel contexts 
increases substantially, although .. . the numerous stereotyped utterances are 
not to be overlooked. 

Jakobson here mentions explicitly 'numerous stereotyped utterances', but 
perhaps did not appreciate their extent. In chapters 3 and 4, I will show that 
the freedom to combine words in text is much more restricted than often 
realized. I will also show that the lexical. organization of text is distinctly 
different from the Linguistic organization which has usually been described at 
lower levels. 

1.6 Linguistic Conventions 

We often rely on social knowledge in order to make inferences which are not 
expressed in the textual cohesion, and '"'e must distinguish what can be 
inferred from the language itself, and what must be inferred from real­
world knowledge. For example, a sentence such as My sister is sick has as 
one of its presuppositions "I have a sister" . As Horn (1996, citing earlier 
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work by Grice and others ) points out, if this presupposition is not part of 
hearers' real -world knowledge, the communicati n dot: not break down 
simply because a felicity condition for such a sentence has been broken. The 
hearer infers the presupposition , and is more likely to ay Oh dear! than Wh.at 
sister? The presupposition signals that the information i non-controversial 
rather than common knowledge. 

Even in the case of utterances which are' er) indirect indeed there may be 
a balance between inferences based on the particular situation of utterance 
and inferences based on predictable linguistic patterns. I heard the following 
utterance from a surgeon to a patient in a ho pita!: 

• Right! a little tiny hole and a fishing expedition, is that it? 

The intended meaning of this utterance would be completely irretrie able 
without knowledge of the specific situation of utterance. I assume that the 
surgeon intended to convey the information that "I am going to operate on 
you and remove your appendix", and, in addition, to con q reassurance b, 
implying "but don't worry, I do this kind of thing e\ eq da), it's routine, I 
know what I'm doing, and I can even joke about it" . How can I make such 
inferences? Parts of the original utterance can, as it were, be translated: a hole 
and a fishing expedition meant "a surgical incision and the remm al of the 
appendix". There is obviously some relation in meaning between a fishing 
expedition and a surgical operation, but we ' auld not expect this to be 
recorded in dictionaries. In individual utterances, it may be that idiosyncratic 
meanings will always depend partly on specific context-bound interpretations 
and will never be fully explicable. 

However, other parts of the surgeon's utterance have conventional. mean­
ings. The combination little tiny has connotations of the language used to 
children. Evidence for these connotations comes in turn from the frequent 
use of little in attested phrases such as 

• beautiful little, charming little, cute little, lovely little, nice little 

The connotations of little become even clearer if little is contrasted with 
small, which often occurs in rather formal phrases such as 

• comparatively small, exceedingly small, relatively smaU 

Typical phrases are pretty little girl, but comparatively small quantity (see 
chapter 7.6 ). 

So, the surgeon's utterance is multifunctional. As well as indirectly expres­
sing propositional meaning, he simultaneously expressed interpersonal 
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meaning: the social relations ben' een doctor and patient, and authority, 
reassurance, and joking. And although part of the meaning depends heavily 
on social context part is also con\ e" ed b~ Linguistic convention. How 
connotation can be identified more formall) is a major topic in chapters 7, 
8 and 9. 

l. 7 Possible and Actual 

A briefsummaq ofthe argument so far is the slogan 'meaning is use'. Words 
do not have fixed meanings'' hich are recorded , once and for all, in diction­
aries. They acquire or change, meaning according to the social and Linguistic 
contexts in which they are used. Understanding language in use depends on 
a balance benveen inference and comention. Here are more detailed ex­
amples which use textual data to shov,, that our communicative competence 
relies on knowledge of \vhat is expected or typical. 

1. 7. 1 Example 1: the ambiguity ofSURGERY 

In isolation, many individual ' ords are ambiguous or indeterminate in 
meaning, but this hard!) ever troubles us in practice, because the phrases in 
which they occur are not ambiguous. For example, surgery can mean 

l a medical procedure im olving cutting a patient's body open 
2 the branch of medicine concerned '' ith this procedure 
3 the room or house ' here a doctor "orks 
4 the time of day '''hen a doctor sees patients 

However, in different phrases, the ambiguity disappears . For example, senses 
( l ) to ( 4 ) are com eyed unambiguously by these attested examples, respec­
tively: 

[ l] plastic surgery; he had to undergo surgery; patients who need surgery 
[ 2] progress in surgery has made heart transplants possible 
[ 3] she had her surgery in Cemetery Road; he had to be rushed to the 

surgery 
[ 4] she was taking evening surgery; his surgery ends at eleven 

It is not difficult to find '' ords in the immediately surrounding text which 
discriminate between these different senses v. ith a high degree of probability. 
For example, sense ( l ) is signalled b) co-occurring verbs such as carry out, 
need, respond to or U1'1det;go, or adjectives such as cosmetic, extensive, major or 
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successful. (The phrase undergo sur;gery is anal) sed in chapter 4.4 .l. ) It is 
possible to invent examples \:vhere the "erb rettz.ove could occur in sense ( 3 ): 
1ve had to remove it through his surgery door [I ]. But the phrase su.rgery to 
remove signals sense ( 1 ): sur;gery to remove two TJJisdom teeth. 

In other words, cases of apparent multiple ambigui~ at word level 
are usually iUusory: they dissolve in context. Combinations of words in 
phrases are therefore a good candidate for the basic semantic unit of lan­
guage in use. Instead of regarding the meaning as being carried by the 
individual word, we could see things as follows . The word surgery conveys 
a rather general meaning: "something to do with medicine" . Ir is the phrase 
which conveys the precise meaning. The foUO\\ ing formulation .might be a 
slight exaggeration, but it makes a useful point: it is not the words \\ hich tell 
you the meaning of the phrase, but the phrase which tells ) ou the meaning of 
the individual words in it. I will return to this point later chapter 9 ), since it 
questions the principle of compositionality, that is , the assumption that the 
meaning oflarger units (such as phrases) is equal to the sum of the m.eanings 
of smaller units (such as words). 

Translators obviously have to take such cases into account. It does not 
make sense to ask for a translation of sur;gery into German. The word would 
have four different translations for the four senses I have identified: ( l) 
Operation or operatiPer Eingriff, ( 2) Chirur;gie, ( 3) Praxis or Sprechzimmer, 
and ( 4) Sprechstunde. ln turn, these individual German 'vords would have 
different translations into English, according to context: Praxis can mean 
"doctor's practice", but also "practice" in the sense of "practice versus 
theory". 

1.7.2 Example 2: the (non-)ambiguity ofBANK 

Here is a similar example of a semantic problem which is posed in many 
introductions to linguistics. In isolation, the word BANK is ambiguous, and 
dictionaries distinguish two main senses. Sense l is the "place where you 
keep money", either the institution thought of as the abstract organization, 
or as a particular building. Sense 2 is a little more difficult to define precisely, 
since there is a range of related meanings. It means an ''area of sloping, raised 
ground" (grassy bank), often the raised ground around a stretch of water 
(river bank) or under shallow water (sand bank), or something of the 
same general shape (bank of fog, bank of switches). Le.t us call these the 
"money,-BANK and the "ground"-BANK senses. It is certainly possible 
to invent sentences, and to imagine circumstances, where the word is still 
ambiguous: 

• the supermarket is opposite the bank [I] 
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However, even such sentences are most unlikely to be ambiguous, in prac­
tice, in a larger context. Depending on \:vhat has been said previously, this 
could mean "opposite a bank of daffodils". Hov. ever, a hearer is most likely 
to assume a parallel construction and to assume that the supermarket and the 
bank are both buildings. 

So, in isolation the '~ord is ambiguous, but this statement depends on a 
very artificial assumption, since the v. ord never occurs in isolation. It either 
occurs in a physical context, for example, on a sign above a building (and 
probably also in a phrase such as Bank of Scotland), or it occurs in co-text, 
with other \:vords around it. I studied aU occurrences of bank ( n = 82) and 
banks ( n = 28) in their linguistic contexts in a corpus of one million words of 
written English (LOB: see Notes on Corpus Data and Software)_ In the vast 
majority of cases, any potential ambiguity\\ as ruled out due to words within 
a short span to left or right. M3.11) occurrences were in fixed phrases which 
signalled unambiguous!) the "money" or "ground" sense: 

• bank account, bank balance, bank robbery, piggy bank 
• canal bank, river bank 
• the South Bank (= "an area along the Thames in London"), the Left 

Bank (in Paris), Dogger Bank, Rockall Bank, Icelandic Banks ( = "fishing 
areas in the Atlantic") 

In addition, the word usuall) co-occurred, within a few words to left or right, 
witl1 other words which clearly signalled one or other semantic field: 

• cashier, deposit, financial, money, overdraft, pay, steal 
• cave, cod, fish, float, headland, sailing, sea, water 

So, the tvvo senses occurred in complementary distribution, either in one 
lexical context or the other, not both. Even in short phrases, only very few 
cases remained ambiguous, such as 

• the Worthing bmk murder case 

(Worthing is a town in the south of England.) However, even here, everyday 
expectations probably tip the interpretation towards the sense which goes 
along with bank raid. Often, the sense was over-determined, and occurred 
both in a fixed phrase and alongside several disambiguating words in lexical 
strings such as 

• money-deposits-Bank of England-paid-instalment 
• shallows-sea-cod-Icelandic Banks-haddock 

-
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This simple case illustrates several principles \\ hich will be central to the 
whole book. ( l) It is impossible to observe the meaning of a '' ord: 
meaning is an invisible (arguably memal ) phenomenon. Hm, ever, it is 
quite possible to observe evidence from '' hich meaning can be reliably 
inferred. A major type of evidence of the meaning of a "ord is the other 
words round about it, especially repeated patterns of co-occurrence. (2) The 
meaning of a word is not independent of the emir nment, including the co­
text, in which it occurs. In fact, it is rather misleading to talk of a "ord 
occurring in an environment. A word predicts that other related '' ords 
will occur round about it, and the co-text predicts the word, or one very 
like it. (3) Invented and decontextualized example may exaggerate .difficul­
ties of interpretation. A theory of semantics should deal primarily 
with normal cases: what does typically occur, not what might occur under 
strange circumstances. ( 4) Findings such as those above from one small 
corpus, are predictions which can be checked on other corpora. Readers 
can check my findings about BANK on data from other corpora. 
(These principles were first discussed thorough!) with reference to corpus 
study in Sinclair (1987) and Sinclair 1991 ). See also chapter 6 on replic­
ability.) 

So, one of the main topics of this book is hm' large corpora can be 
searched for observable patterns whi.ch provide e\ idence of what words 
mean. 

1.7.3 Example 3: the days ofthe week 

The BANK example illustrates the difference berv. een ''hat speakers can say 
and what they usually do say, but we have to deal with both: it "' ould be 
misleading to base a description on!) on frequency of actual occurrence. 
Frequency becomes interesting when it can be interpreted as typicality, and 
speakers' communicative competence includes tacit knowledge of behav­
ioural norms. 

In corpora of 150 million words, I found that the \\ ords for different da) s 
of the week differed considerably in frequency. Rounded to the nearest 50, 
occurrences were: 

Sunday 
Saturday 
Friday 
Monday 
Wednesday 
Thursday 
Tuesday 

17,350 
14,600 
10,650 
9,500 
8,150 
6,900 
6,750 
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It \:vould be absurd to base a description of English merely on frequencies, 
and to argue that Sunda)' is over nvice as common as Tuesday, and should 
therefore be twice as prominent in our description. However, the category 
days-of-the-\\ eek is culturally structured, and there are cultural reasons why 
people talk most often about the vveekend, less often about the beginning 
and end of the working week, and less often again about the days in the 
middle of the week. 

The seven words also tend to occur in different phrases, such as 

• Friday night; Saturday night; Sunday afternoon; Monday morning; that 
Monday morning feeling; ~1onday morning blues 

Of course, it is formally possible (i.e. grammatical) to say Sunday night, but 
Saturday night is more frequent, and this is a fact with cultural significance. 
Words have a tendency to co-occur with certain other words, and culturally 
and communicati' ely competent nati' e speakers of English are a\;\/are of such 
probabilities and of the cultural frames which the) trigger. 

The words for the days of the \\ eek are not the names of things which exist 
independently in the external world. Suppose you are shipwrecked and 
washed ashore on a desert island, \\here ) ou lie in a coma for some time. 
You wake up , but do not knm\ how long you have been unconscious. There 
is no way to observe what day of the week it is, and no way to find out. The 
week is a cultural reality, ''hose conventions are maintained by talk (and 
other social activities). This does not mean that the. days of the week are not 
real : they are real, and they have a real effect on our behaviour. However it 
means that they are mental and social constructs \:vhich are maintained by 
language and its use. They do not refer directly to the external world, but 
only indirectly, 'ia cognitive representations, to a reality which they have 
helped to create . 

1. 7. 4 Example 4: lonely hearts ads 

The next example illustrates that many things are possible, but that 
what actually occurs is often very predictable. Lonely hearts ads are an 
example of a text-type \\ hich is highl) conventionalized and restricted 
in its forms and meanings . A page of ads can be read in any order, 
but readers can predict the semantic structure of any individual ad, the 
speech acts it expresses, and much of its vocabulary and grammar: each ad 
is a standard solution to a standard problem. Here are two attested examples: 

• MUCH -TRAVELLED engineer/manager/lecturer, now retired into 
writing and sociobiological research, seeks female friend/lover, similarly 
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fit and active, to share and exchange ide intcre t and ambitions. 
Box ... etc. 

• ATIRACTIVE PROFESSIO AL, degrc.:e educated '' o man, 43 divorced 
one child, Bristol area, \\ould like to meet imilar man 45- 55 for caring 
relationship. Box .. . etc. 

It would be possible to \Hite ads in different [1 rm but i.n practice their 
form is very restricted, due largd} to con traint on pace nd the amount of 
money one is willing to spend). Some of the main pattern are a f llm . 
The propositional content varies ver. little. There i an blig. t ry proposi­
tion: "X is looking for Y", '' ith a small amount f variati n then p sible: 
"with a view to friendship, marriage e:x et . " And there i a request: 
"please get in touch", traditiona.lly via a box number and more recend~ 
via recorded telephone messages. The most frequent 'ntactic tructure is 
also simpl.e: 

NPl seeks NP2 for X 

This corresponds to the content: "person l seeks per n 2 tor friend hip 
etc." The most frequent verbs are seeks and rvoutd like to meet metimes 
abbreviated to wltm). 

The NPs (noun phrases) ha\e a head noun denoting a per n which is 
always marked as male or female, though this rna require orne inferences. 
Optional, but frequent (especially for the sender ), is their profes ion. There 
is a description of the addressor, and a description of the hoped -for addressee 
(often in less detail: after all, the writer knows \\hat s/ he is like but being too 
specific about the addressee might cut out too many potential re ponses . 
The NPs are often long and complex mainly due to the ccurren e of 
relative clauses, and (very frequently) string of adjectives which usuall~ 

denote personality and appearance. Other frequent l.inguistic features 
include: elliptical sentence structure, and lexical abbreviation "hich may 
not always be interpretable to readers unfamiliar with the genre e.g. gso/1 = 
good sense of humour; ns = non-smoker: tlc = tender lm ing care . The~e 
statements certainly do not account for all examples which occur but for the 
most frequent patterns. Deviations from the basic schema (such as using 
humour or self-deprecation) can be interpreted only '' ith reference to the 
prototype. 

By looking at large corpora, it is also possible to tate the most frequent 
vocabulary which occurs. In a corpus of200 miUion words build l995b 
the word seeks occurred 7,847 times. It doe not occur only in lonel) hearts 
ads, but it often does, as can be seen from the ten "ord \\ hich m st 
frequently co-occur with it (within four words to left and right : 
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• female 1,1 13, black 972, male 785, attracti\e 619 , similar 568, guy 499, 
lady 493 man 425 caring 401, professional 389 

In turn, the word ca1ing occurred 4 814 times. Its ten most frequently co­
occurring v,rords (\\ ithin four words to left and right ) ''ere 

• seeks 401 , loving 353, honest 336, sincere 194, make 159, very 155, 
more 149 people 149 children 128, kind 128 

This starts to sho'' the typical phrasings used in such texts. For example, the 
foJlm, ing phrases all include both seeks and ca.ring: 

• seeks a sincere, ca1·i1'18 single lad) 
• caring, Christian- minded romantic, seeks attractive, reliable female 
• Black male, 31 , seeks ccwing lad) 
• various interests, 0\\ n flat and car, seeks cari·ng, ambitious lady 
• kind, honest, reliable boyish, 35, seeks ca1'ing, genuine female, for lasting 

relationship 
• male, 35, quiet, honest, caring seeks down-to-earth female , 25- 34, for 

lasting friendship 

In this example I have deliberatel) taken a text-type which is much 
more restricted in its forms than much language use. However, all language 
use is restricted to some extent, and a main topic of this book will be to 
show just hm' strong the co-occurrence relations between words often 
are . 

1.8 Summary and Implications 

In this chapter I have introduced some of the topics which arise in the 
study of language in use. The meaning of words depends on how they are 
combined into phrases and on how they are used in social situations. It 
follows that their meaning depends on both linguistic conventions and 
also on inferences from real-\-.orld kno\\ ledge. These linguistic and social 
expectations mean that, although we are in principle free to say whatever 
we want, in practice what we say is constrained in many ways. The main 
evidence for these constraints comes from observations of what is frequently 
said, and this can be obsen ed, with ,computational help, in large text collec­
tions. 

Two shorthand wa) s of referring to the approach I take in this book are ( 1) 
'meaning is use' and ( 2 ) 'corpus semantics' . 
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l 'Meaning is use' is a convenient phra e bur i merely a h rth nd 
of referring to a complex er f ide . The mcm:ing f words and 
phrases differs according to their u c in differ nr lingui ric and ,ocial 
contexts. 

2 'Corpus semantics' refers to an appr a h to rudying lan ua e in \ hich 
observational data from large text Uc tion are u cd as the 1nain evi-
dence for the uses and meaning of word and phr c . 

A corpus is a large sample ofhO\\ people have u cd language. Me, nings are 
invisible and cannot be obser ed directJ, but if we put ( 1 and 2 r gether 
then we have empirical observational methods which can be u ed in 
semantics, since words acquire meanjng fr m thei r freq uent o -oc urrence 
with other words. I have aJso introduced the follm:vln upp rting con­
cepts: 

3 Expectations. Our interpretation of "hat other pe pie ay r write 
depends partly on our expectations of'' hat i hk.cl.y to occur. Our oom­
munjcative competence in olves knowledge (often unc n ciou of\ hat 
is probable, frequent and typical. 

4 Real-world inferences. Sometimes our interpretations depend on non­
linguistic knowledge: that is, our backgTound encyd pedic knowledge 
of the everyday world (such as why policemen might be digging in a 
garden). Meanings are not al"' ays explicit but implicit. peakers can 
mean more than they say. 

5 Linguistic conventions. However, our unconscious knowledge of 
what is probable also invol es expectation of language patterns .. Our 
knowledge of a language in\ ol es not only k.n wing individual '' ords 
but knowing very large numbers of phrases such a riur ba.nk 
sand bank, bank clerk, piggy bank), and also knowing ''hat '' rds are 
likely to co-occur in a cohesive text ( ba.tJk water fish or htm.k 1non · 
robbery). 

6 Text-types. Different text-types have different patterns of expectation .. For 
example, most lonely hearts ads use a restricted et of crb · '' hich have 
typical subjects and objects. The semantic pattern is very simple and 
much of the vocabulary and grammar is predictable but there is scope for 
considerable lexical variation. 

So, the central programme of corpus linguistics is to develop a. theoq of 
meaning (Teubert l999a, 1999b ). When people hear or read a. text they are 
usually interested in its meaning, not in its wording or grammar and they 
generally remember its content, not ho\\ the comenr was phrased. Yet as 
Pawley (2000) puts it, recent linguistic theories have often not recognized 
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that anything is being said at all. In following chapters, I will discuss more 
detailed example of the predictable co-occurrence of '' ords and other 
linguistic patterns and methods for stud~ ing patterns of co-occurrence and 
of probability. 

l. 9 Background and Further Reading 

An important line of thought on language in usc has its origins in problems 
,;.,rith conccprs of truth and talsit) '"' hi.ch were realized in philosophy from the 
late nineteenth centur) om,ards. Levinson (1983 ) and Seuren (1998: 377, 
384) discuss the formal semantic background to such work. 

A second important line of thought, ' hich relates language and 
social action, has sources in t\\entieth-cenrury linguistics, anthropology 
and philosoph). Malinowski ( 1923 ) talked of language as a 'mode of action' 
or 'beha iour', and rdared ideas of meaning as use were proposed by Firth 
( 1957 ) and Wirtgcnstein 1953 ). The t\ o classic books on speech act theory 
arc Austin's discussion of HoTV to Do TI1i11-gs with Words, based on lectures 
given in 1955 (published as Austin 1962 ), and Searle's discussion of 
Speech Acts (Searle 1969). Searle ( 1971 ) contains important papers by 
Austin, Searle and Strawson . Cole and Morgan ( 1975) edited a collection 
on Speech Acts which contains important papers on indirect speech acts: 
Grice (1975 ), published there for the .first time, but already \v:idely circulated 
in manuscript form, Gordon and Lakoff 1975, originally published 1971), 
and Searle ( 197 5). Searle ( l is another important updating of the 
thcoq. 

In this "ork, from the 1960s and 1970s, the term 'speech acts' became 
standard, although iris sligbtl) unfortunate as a term, since such acts can be 
performed in both speech and writing. There are differences between the 
acts '' hich are performed in spoken and written forms, and indeed some acts 
can only be performed in writing (such as a signature, a last will and testa­
ment). 'Language acts'\\ ould have been more accurate, but is scarcely used 
as a term. 

There arc useful textbook accounts a ailable in man) places. Again, Levin­
son ( 198 3) and Seuren ( 1998 ) ex-plain the impact of such ideas within 
linguistics and gi e a wider account of their histoq. Seuren discusses ideas 
about language and logic from the Greeks and Romans onwards, and the 
problems recognized in truth -conditional seman.tics in the late nineteenth 
and carl) na.rentieth centuries, and gi\ es an account - by someone actively 
invoh ed - of attempts within Chomsk) an linguistics to integrate semantics 
into syntactic theoq. He argues hm,ever, that the Firthian approach to 
studying language in context 'proved largel) sterile' (p. 170 ), and Halliday 
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is not mentioned at all in his account. Fr m my appr a h in thi b k and in 
Stubbs 1996), it is clear that I disagree with thi judgement. 

Lyons (1977) and man) articles in lingui t.i en ·ycl pcdi. and reference 
books, such as Sadock (1988 ), provide m re general di cu i n f different 
approaches to the study of Language in u c . cc al o a\·ille -Tr ike 1989 · 
Mey (1993), Schiffrin (1994 ), and Van Dijk 1997 l997b . B~· the 1990s 
these broad strands of work on language in u c had led to con tructivist 
theories of social organization (Searle 1995 ) and r dicaJ reinteq: rctations of 
Grices theories (Levinson 2000). 

Firthian work has also been radicall. de cL ped by c rpu method : inclair 
(1987) and Sinclair (1991 ) were the first b ks t demon tr.uc the methods· 
Hunston and Francis (2000) gi'e a detailed account; and Partington 1998 i.s 
a good introductory textbook. It .is nco-Erthian work which i most tmme­
diately relevant to the methods I di cu in thi b ok. 

1.10 Topics for Further Study 

( 1) CoUect your own data on the actuaJ o currence of ' rd f r rdated 
speech acts in phrases and texts: 

GOSSIP, NAG, CARP, COMPLAJ , \tVHlNGE 
PROMISE, OATH, VOW, PLEDGE, G A.RA.~TEE 

Study the words they repeatedly co-occur with and u c thi C\ 'dence to 
provide a description of their meanings, including whether they exprc the 
speaker's attitude to the language beha iour: appro ing neutral or disap­
provmg. 

(2) In section 1.7.3, I discussed words for days of the week and some 
phrases in which they occur. Analyse other sets of word ' hich form \\ell­
defined semantic sets: for example, months of the year numbt:r: or girls 
names and boys' names. Some sets are smal] and finite (month · thers are 
larger and open-ended (professions); others ha c clear central members. but 
also other members about which ther·e might be di pure · col urs .. [n'\esti­
gate why members of such sets differ in frequency~ and c n ider what 
relations this shows between ,.,,hat is possible in the language y tern \\bar 

is frequent in language use, and hm choices express cuJtural meanings. ee 
Firth (1957: 12) for a classic proposal for such tudic . 

(3) In section 1.7.4, I described some central features. ofl neJ_ hearts ads. 
Study further examples, and propose a. more formal descripri n of their 
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vocabulaq and grammar. Useful references are: Mills (1995: 167- 9 ); Yule 
(1996: 250-l ), v. ho gi' es American examples; Sandig and Setting ( 1997), 
\\ ho gi' e German examples (translated into English ); and Nair ( 1992 ), \:vho 
gives examples of l ndian matrimonial ad ertisements, which are different, 
but also highly conventionalized. 

( 4 ) Study other text-t) pes\\ hich are highl) restricted in form (vocabulary 
and gran1mar ) and function, such as other kinds of classified ads, \\ eather 
forecasts (ne\vspapers or television · perhaps contrasting general-purpose or 
specialized shipping forecasts ) horoscopes. and menus . In these cases too, 
the possible or expected vocabular and granm1ar can be specified in detail. 



2 

Words, Phrases and Meanings: 
Basic Concepts 

In chapter l, I introduced some ideas about the \vays in which language is 
used in different text-types, and ga' e some initial example of the importance 
of phraseology in studying meaning. In this chapter, I will pro ide a more 
detailed discussion of the main concept which are needed f r stud) ing 
phraseology. This involves discussing se\ eral concepts which arc central to 
lexical semantics, and which are discussed in man student introductions 
including: denotation and connotation ; ) nonym) , anton)m) and hypo­
nymy; and lexical fields. However, I wiU tf) to sho' that corpu.s data can 
provide a new way of looking at these concepts. In particular an approach 
from corpus semantics shows that we ha\ e to di cus the relation between 
words in the lexicon (words in the language system) and \\Ords in texts 
(words in use). 

2.1 Terminology 

First, we need some essential terms. 
Phrase. The unit of meaning in connected language in use is usuall. not a 

single word in isolation, but a longer unit of at least a few "ords in length. 
Much of this book discusses the nature of these extended lexical units, but 
when I need a neutral term for a string of words, I will talk of a 'phrase'. For 
example, the phrases provide help and provide shelter illustrate frequent u es of 
the verb PROVIDE. 

Collocation. This is a lexical relation bet\:veen t\\ o or more words '' hich 
have a tendency to co-occur within a few words of each other in running 
text. For example, PROVIDE frequently occurs with words v hich refer to 
valuable things which people need, such as help and assistance, morlC)' food 
and shelter, and informatio·n.. These are some of the frequent collocates of the 
verb. 

Attested language. Almost all the examples wruch I cite are from real 
language in use, which was produced for some real c.ommunicative purpose. 
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That is, I did not invent the examples just to illustrate a point of argument. I 
will refer to such data as attested data. 

Corpus. Almost all of these examples are taken from corpora 
(singular c01-pus, plural co1·pm·a ). A corpus is a collection of texts . There are 
man) text collections (such as ne\\ spapers published on CD-ROM), v. hich 
can be useful for some purposes. Ho'" e\ er, the term 'corpus' is usually used 
for a text collection which has been designed for linguistic research , in order 
to represent some aspect of language. It could be a collection from a given 
text-type (such as casual com ersation scientific research articles or science 
fiction novels), or it could be designed to sample as \:O. ide a range of text-types 
as possible, including written and spoken formal and informal, fiction and 
non-fiction , language produced by or for children and adults, and texts from 
different historical periods. 

2.2 Words: Word-forms and Lenunas 

The \\ ord 'word' is ambiguous. First, \ e have to distinguish bet\veen 
'lemmas' and \\ord-forms' as follo\\S. (An alternative term for ' lemma' is 
'lexeme'.) I will use upper-case for kmmas and lower-case italics for word­
forms . For example, erbs occur in different inflectional forms: the lemma 
TAKE is realized in text b) the \\Ord-forms take, takes, took, taking and 
taken. Similarly, the lemma of the noun RABBIT is realized by the word­
forms 1'abbit, 1'abbits, 1•abbit s and rabbits); and the lemma of the adjective 
BIG is realized b) big, bitlger and biggest. Dictionaries of English conven­
tionally use the base form of a verb to represent the lemma (for example, 
want represents WANT), and the singular of a noun (table represents 
TABLE). 

Generally, dictionaries group onl) words from one part of speech under a 
single lemma, but they are not always consistent on how the grouping is 
done. For example, CONFUSE would typically include confuse and confused, 
but confusing might be included under this lemma as part of the verb, or 
listed separately as an adjecti e, and the noun confusion would typicalJy be 
listed separately. Lemmatization .looks :simple, but in fact involves many 
decisions. 

We need to ctistinguish between \Vord -forms and lemmas, because we need 
to distinguish between units of texts and units of the ocabulary of a 
language. Usually the length of an individual text or the size of a corpus is 
given in statements such as 

[ l] This nm el is 50,000 ' ords long. 
[ 2] This corpus consists of 50 million '' ords. 
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These statements refer to a sequence of word -[! rm · ne after the other. 
Word-forms are the only lexical unit which arc directly b ervabl.e .. The} are 
the units which occur in actual texts, and in a wrincn text they are trings of 
letters separated by spaces or punctuation marks. In fact the)' pr ide us with 
a definition of a text, '' hich con ist of a linear tring of w rd -form . In a 
written text, they occur one after the other in pace; in a p ken text one 
after another in time. 

In a text or corpus, as in statements [1] and [2] it i likely that the \\Ord­
form the occurs frequently: if it occur 3 500 time then I c unt it 3,500 
times. If the forms 1va1~t, lvants, wanti11g and n anted aJJ ccur then I count 
each occurrence separately. We can count" ords in a text by counting ' ord­
forms, but this is quite different from counting" ords in the vocabulary of a 
language. A statement such as 

[3] This learner of English has learned 2,000 \ ord 

does not refer to the length of a text which someone has produced, but 
to the size of the vocabulary which the) can draw on to produce texts. It 
means 2,000 different lemmas. The 'ocabulaq of a language can be 
recorded in a dictionary, either of general English or of a ub-\ ariety (e.g. 
a dictionary of technical and scientific terms). So we also ha. e statements 
such as 

[ 4] This dictionary contains 50,000 words. 

In a dictionary, I would expect the to occur just once as a head-word. 
Traditionally, dictionaries list the head-word WANT just once, "ith a note 
that it occurs in different forms (want, wants, etc . . 

In summary: Word-forms are directly observable units; a text consists of a 
sequence of word-forms. The sequence is crucial: if we change the sequence 
we have changed the text. Lemmas are not directly observable but abstract 
classes of word-forms; a vocabulary is usually represented as a list oflemmas. 
It may be convenient to present the list alphabetically, but this order has 
nothing to do with the organization of the vocabulary; in fact, it hides matl) 

kinds of semantic relations bet\veen words. Lemmas could, for example, be 
grouped according to different semantic areas (this type of book is called a 
thesaurus). 

It is useful to think initially in terms of the correspondences 

text word- forms 
vocabulary lemmas 
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Hm' ever, this is a provisional correspondence onl). First,\\ e will later need a 
further distinction between ''ord-mkens and "ord-types (see chapter 6.6.1 ). 
Second, lemmas are not the onJy lexical units in the vocabular). The assump­
tion that single lemmas are the main unit of meaning has underlain the 
construction of English-language dictionaries for hundreds of years. How­
ever, corpus '' ork provides a lot of evidence that units of meaning are both 
small.er and larger than the lemma. 

2.2.1 Exa1,nple: the lem.mas CONSUME and SEEK 

The foUm:.. ing example sho" s the importance of the distinction between 
word-form and lemma. The '"ord-form cotHtt11'l-i1tg occurs in the phrases 
consuming passi011 and time-consumirJ.g. Se\ eral other words, such as costl)~ 

difficult and expensiJ'e co-occur with this second phrase in longer phrases, 
such as 

• very expensive and time-consuming; often difficult and time-consuming 

The word-forms co1uu.me and consu.11te.d do not occur in such phrases at all. 
However, all three forms share the collocates 

• more, quantities, calories, energy, oiJ 

That is, all three forms are used in a !Literal sense of "consume an amount of 
fuel", but consu1ning occurs in additional quite specific phrases. These 
differences would be missed if the lemma CONSUME ''as analysed as a 
whole. 

Here is a more complex example. In chapter 1.7 .4, I showed that in lonely 
hearts ads the \\Ord-form seeks is frequent, as in 

• female 31, single, seeks' ell-educated gentleman 

In this text-type, it frequent!) co-occurs with words such as 

• attractive, black, caring, female , gu), lady, male, man , professional, similar 

However, the v. ord-forms seek, seeking and smtght all co-occur with a very 
different set of words, induding 

• advice, asylum, help, support 

If we looked only at the lemma SEEK, we \\ ould miss this striking difference. 
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In a corpus of 200 million \\ ords, I tuctied the 20 most frequent 
collocates of the different forms of SEEK: that i the word-f4 rms which 
co-occured most frequently with the differ·ent form of the lemma. The 
data-base which I used was CobuiJd l995b: this is de cribcd in ·haprer 3.6. ) 
The collocates shared by the word-forms were as fell w . 

• seek, seeking and sought have 6 shared coil cate : <asylum court, gmern­
menr, help, political, support> 

• seek and seeking have 10 shared collocate : <advice, al o a ) lum, court, 
government, help, new, people, political, support> 

• seek and sought have 9 shared collocates: <advice also, asylum court, 
government, help, political, refuge, support> 

• seeking and sought have 7 shared coUocates: <also, asylum , court go\ern-
ment, help, political, support> 

• seeks and seek have only one shared collocate: <professional> 
• seeks and sought have no shared collocates 
• seeks and seeking have no shared collocates 

The overlap in their collocates gi es us one measure of the semantic 
distance between the word-forms. We ha\e three word-forms which form a 
tight cluster, with several overlapping collocates large!) from political 
and legal contexts, in the semantic field of "help and support' but the 
word-form seeks is only distantly attached to this cluster. (Tuldava 1998: 
142, proposes a simple way of calculating the overlap between t\\O sets of 
items.) 

These finctings are not a statement about the whole language, but about 
the text-types sampled in the corpus which I studied. Obviously, if the corpus 
had contained no magazines with lonely hearts ads then I would ha e found 
no such examples of seeks. Equally obviously, the corpus must have contained 
enough examples to make collocations such as seeks-caring more frequent 
than other collocations. I therefore checked a separate independent l 00-
million-word corpus for uses of seeks (the British National Corpus). This 
corpus contained examples from other personal ad erts and from newspaper 
headlines, but it also contained other uses: 

• guitarist seeks working band 
• Microsoft seeks partners 
• where a buyer seeks to reject goods supplied under a sale contract 
• in his Symphonic Etudes, he consciously seeks an. orchestral sonority 

Adverts and headlines share the need to use short words. Other uses tend to 
be from formal, frequently legal, texts. 
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This example illustrates important principles. First , an exclusive concen­
tration on on!~ the most frequent collocation may hide 'ariation in the 
language. Second collocations may differ quite sharply in different text­
types. Many text-types are specialized in their uses of language, and no 
corpus can fairly represent C\ er~ one of them. 

2.3 Collocation 

The CONSUME and SEEK examples introduce the concept of collocation: 
the co-occurrence of'' ords. We can talk of a node-word co-occurring '' ith 
collocates in a span of'' ords to left and right: 

collocates ... node ... collocates 
span 

A 'node' is the' ord-form or lemma being im estigated. A 'collocate' is a 
word-form or lemma \\hich co-occurs with a node in a corpus. Usually it is 
frequent co-occurrences '' hich are of interest, and corpus Linguistics is based 
on the assumption that e\ents v.hich are frequent are significant. My defini­
tion is therefore a statistical one: 'collocation' is frequent co-occurrence. 

What is node and "hat is collocate depends on the focus of study, and 
relations are rarely symmetricaL In a phrase such as bonsai tree, there is a much 
stronger prediction from left to right than from right to left, and such 
asymmetry is much more general. For example, the '' ord cushy is quite rare. 
When it occurs, there is a high probabilit) (about one chance in seven ) that it 
will occur in the phrase mshy job. Other recurring collocates of cushy include 
up-bri1~ging, and general nouns such as 1'lUJttber and situation. Hov. ever, the 
word job is much more frequent co-occurs with a,, ide range of other words, 
and has onJ) a low probabiJjt) (about one in 5 000) of co-occurring with cushy. 

One further term allov. s us to state collocations succinctly. A 'span' is the 
number of word-forms before and/or after the node (e.g. 4:4, 0:3), withln 
which collocates are studied. Position in the span can be given as N - 1 (one 
word to the left of the node ), N + 3 (three "ords to the right), and so on. 
There is some consensus, but no totaJ agreement, that significant collocates 
are usually found within a span of 4 :4 (Jones and Sinclair 1974). There is a 
problem here, to \\ hich there is currentl) no solution. Lexical units may 
consist of collocations~ and be larger than individual word-forms. Yet I am 
using word-forms - whose orthographic representation is often arbitrary: 
e.g. already but all right- to measure span (Mason 1999). 

We now have a convenient notation for presenting information on coLLo­
cations . .A statement such as 
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• node < ... list of collocates ... > 

says that the collocates listed are those that typical.!) co-occur \.vithin a given 
span of the node, nsually 3:3 or 4:4. Here i a rea.l exampl.e: 

• seeking ll ,735 <asylum, help, ad ice support information>9% 

This says: in a corpus, the word-form seeking occurred 11 ,735 time ·in 9 per 
cent of cases it occurred with one of these fi, e collocates. (The data here are 
from Cobuild ( 199 5 b), which uses e\ idence from a 200- miUion-\\ ord corpus 
to calculate the most frequent collocate of word-form in a span of4:4. In 
chapters 3 and 4, I use this data-base for an extended case study.) 

Collocation is a relation benveen \ ords in a linear tring: a node predicts 
that a preceding or following ,., ord al o occurs. Linear co-occurrence is 
traditionally referred to as a 'syntagmatic' relation. The prediction will onJ) 
rarely be 100 per cent: there is usually choice and seeki·ng. can obviously co­
occur with different words. The term for this relationship of choice is 
'paradigmatic'. However, this choice is not entirely free either and often it 
is surprisingly restricted. With seeking there is almost a one-in-ten chance that 
it co-occurs with one of oruy five semantically related'' ords. 

These syntagmatic co-occurrence relations often cross-cut the way in 
which dictionaries have traditionally represented head-words. Sometimes 
different forms of a lemma behave differentl) the SEEK example) but 
sometimes forms which are usually regarded as separate lemmas behave 
similarly. One such case is the collocational relation benveen the lemmas 
ARGUE and HEAT. One finds 

• argue heatedly; heated argument; in the heat of the argument 

These phrases cross-cut the traditional parts of speech, since the collocations 
are, respectively, between verb (ARGUE and adverb HEAT), adjective 
(HEAT) and noun (ARGUE), and noun (HEAT and noun (ARGUE). In 
this case, the collocation is between semantic units, irrespective of grammat­
ical category; but there is still a restriction on word-form, since the form heat 

has to occur: heated at;gument, but not *hot at;gt-tment. 

2.4 Words and Units of Meaning 

Dictionaries are mainly organized around individual words lemmas), which 
are listed alphabetically with their meanings, but they do also usually list 
other longer phrases, where the meaning may not be predictable from the 
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indi,idual word-forms . The term lexical item ' is therefore used to cover a 
range of individual'' ords and phrase uch a 

• near, near-sighred Near Ea t 

• nurse, nurser~ , nurser~ rhvme nursen school 
• nuclear family, nuclear winter 

However, dictionaries rufter greatly on how man~ such larger umts are 
identified (tl1ese examples are from Cobllild l995a). 

Such phrases are often seen as an exception to the usual "ord-meaning 
correspondence, hm' ever there is often a lack of correspondence between 
words and units of meaning. Sometimes this is evident in arbitraq word­
divisions and spelling com entions. We write a.h·ea.d;~ and almighty, but all 
rzght (though many people write ab-ight). Vve write a.nothe1-as one v.ord, but 
of cou1'se as t\\ o. v\ e "rite both ·maybe she ll go away and she ma)' be going 
a1~7ay. And it is largely a matter of personal choice '' hether \\ e \vrite match 
box, match-box or matchbox. Forms such as Ill and its are \\ ritten as one 
\\Ord-form (at least without a space in the middle ) but are easil) interpret­
able as t\\ o: I will and 2:t £s. (Though man. people confuse Z:t )s and its.) 
Sometimes the apostrophe-s represents a. word (as in she)s) but sometimes it 
represents the possessi\e -s (the ma·n s hat). We would usuall think of the 
apostrophe-s a being attached to indi' idual '' ords (Susan )s bicycle), but in 
the king of Engla.nd s ha.t and the boy across the roads bic)•cle, the possessive-s is 
attached to a larger unit (see Bloomfield 1933: 178-9 ): 

• the [king of England] s hat 
• the [boy across the road ]'s biq de 

There are also cases "here comentional ' ord boundaries (spaces in writ­
ing ) cross-cut the semantic units. A .s1nall fat"J1le1' is not a farmer who is only 
five feet tall, but a farmer \vith a sm.all fann or mz.allholding. A heavy smoker is 
not a smoker who ' eighs m enty stone but someone \vho smokes heavily. 
Palmer ( 1971: 45 ) giH:s se' eral examples such as: 

• a (small farm ] -er. a [heav) smok] -er a [criminal Ia"] -)er, an [artificial 
flor] -i t 

Some ,, ords ha e no independent existence at all, but occur onl) in one 
combination for example di11t kith and spick as in b)r dint of, kith and kin 
and spick and spmJ_ And spa1J here is arguabl) not the san1e word as in a span 
of six yea1·s or a.tteiJ..tiOI.J spa•J.. In a fe\\ such often-cited cases, given one word, 
a hearer can predict \vith almost 100 per cent certaint) what the following 
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one or two words will be. Words such as kith are certa.inl~ \er) restricted in 
their occurrence, though even apparent!) fixed phrases can be manipulated 
as in the attested example: 

• no more expensive to call your kith in S) dne) than \our kin in South­
ampton 

Similarly, the word amok is almost al\\ a) s immediate!) preceded by 
RUN, but I have two examples of an era gm1.e amok and jou.n1alism gone 
amok. 

2.5 Delexicalization 

The following examples also show that individual '" ords are not ah' a) s the 
unit of meaning. Some verbs, which are \'\ rinen as separate words, seem to 
carry little meaning. Quirk and Stein ( 1991 ) discuss examples of some 
common verbs in V-NP constructions: 

• take a decision; take a look; take a shower; take a sip 
• have a chat; have a drink; have a look; have a shower· ha' e a swim; ha\ e a trv 
• give a scream; give a shout; give a speech 
• make a mistake; make a note; make a suggestion 

In these cases, almost all the meaning seems to be in the noun, and some of 
the phrases mean almost the same as corresponding 'erbs: for example, to 
take a look = to look, to have a wash = to Jvash. In such cases the verb is said to 
be delexicalized (although desemanticized would be a more logical term). B) 
far the most frequent use of TAKE and MAKE is in phrases such as 

• take place, take part, take care, make sure, make sense, make clear 

I searched for the lemma pair TAKE a in a corpus of over t\\ o million 
words. There were over 400 examples, but in only about 10 per cent of these 
did TAKE have a literal meaning of "grasp with the hand" or "transport". 
The most common use by far is in combinations such as 

• take a close look at; took an interest in; take a deep breath; takes a 
photograph; take a decision 

where TAKE is delexicalized, and where almost all the meaning is carried by 
the noun. 



'\VORD PHR-ASE AND MEA 'lNG 33 

The phenomenon of delexicalizat:ion is much more common than even 
these examples might suggest. Adjectives are usuall) thought of as narrowing 
the meaning of a noun. Thus a 1'ed house is more specific than a house, and 
the class of dangerous dogs is smaller than the class of dogs. Sinclair 
(1992) calls this use 'selecti\e' : the adjective selects a smaller set from the 
larger set. Hov. e\ er, he distinguishes this from a 'focusing' use, and argues 
that: 

The meaning of "ords chosen together is different from their independenr 
meanings. The. arc at least partly dekxicaJizcd. This is the necessar) correlate 
of co-selection .... [T]here is a strong tendency to delexicalize in the normal 
phraseology of modern English. 

He gives examples of adjecti\e-noun pairs where the adjecti\e is co-selected 
"' ith the noun and shares part of the meaning. If the noun occurs on its own, 
little meaning v. ould be lost: 

• physical attack, ph) sical damage, ph) sical proximit) 
• scientific analysis, scientific experiment, scientific study 
• general drift, general opinion, general public, general trend 

Selective and focusing adjecti\ es can be distinguished as foliO\\ s. 

selective 
outward-looking 
independent 
separate choice 
adds separate meaning 
narrO\:O.'S meaning of noun 

focusing 
in\\ ard -looking 
dependent 
co-sdect,ed \vith noun 
repeats part of meaning of noun 
intensifies meaning of noun 

Lorenz ( 1999) discusses similar examples of focusing ad\ erbs: 

• diametrically opposed, firml) entrenched, heavily loaded, instantly recog­
nizable, irretrievabl)' lost, readily a\ ailable, ruthlessly exploited 

In these cases, the adverb contributes tittle to the propositional meaning, 
but it emphasizes what the speaker regards as important.. Similarly, 
distinctly is frequentl) used either in phrases where it adds little propos­
itional meaning, or where it emphasizes the speak.er's disapproval of some­
thing: 

• distinctly different, distincrl) audible, distinctly visible 
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• distinctly alarming, distinctl) dated, distlnctl _ inferior, di tin tl) nervous, 
distinctly odd, distinctly pecubar, distincrl_ que ~ dj tinctly uncomfort­
able, distinctly uneasy, distinctl unimprc cd 

Positive phrases do occur, but e en phrase uch a d£stin.ctl_v better impl) 
that, up till now, things have been pretty bad . 

We now have several cases '"here unjt of meaning do not coincide with 
individual words. Taken separately, the} I ok like minor exceptio ns to the 
idea that individual words have indi' idual meaning but taken together the} 
start to throw considerable doubt on the tant of " ord as the normal units 
of meaning. 

2.6 Denotation and Connotation 

So far, all my examples have been of relations between ''ords and \\Ords (e.g. 
collocation), but words are used to talk about things in the "odd, and we 
therefore also need concepts to talk about relations between word and the 
world: reference and denotation . 

Reference is the relation in a particular instance of use. Ifl say Look at that 
huge dog over there, then I have made an act of reference. It is not indi' idual 
nouns which refer, but noun phrases: in this case that huge dog. Denotation 
means the appropriate range of reference of a '' ord: for example the word 
dog can appropriately be used to refer not onl) to small spaniels but also to 
large Saint Bernards. Reference and denotation are most ob iously relevant 
to noun phrases and nouns, but they also appl) to ·erbs and adjecti,es: for 
example, we might debate whether we could agree on the exact denotational 
boundaries between WALK, STROLL and HIKE or between RED and 
PINK. 

In summary: Reference is a speech act "hich picks out a referent in a 
concrete situation. Reference concerns language use. Denotation is a relation 

Xbetween a term in the language and a range of potential referents in the 
world. Denotation concerns the language system. 

Different terms are used in this area. Denotation is also referred to as 
cognitive, conceptual, logical, ideational and propositional meaning. An 
everyday term is the 'literal meaning' of a word. This is often contrasted 
with connotation, which is also called affecth e, associati e, attitudinal and 
emotive meaning. 

Words can have the same denotation but different connotations. For 
example, die is ·a neutral word, but pass a1vay attempts to express the speak­
er's sympathy, and snuff it expresses no sympathy at all. Such alternative 
words often exist in taboo areas, such as death: a coffin is neutral, but a casket 

I • 
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sounds more dignified. Some \.\.·ords express little denotational meaning. I 
ga\ e the example in chapter l that nothing is inherent!~ supel'".. tl1e word 
expresses much about the opinion of the speaker, bur Little if anything factual 
about the ·world. Connotation is sometimes thought of as personal or emo­
tional associations conve) ing the attitude of an indi,idual speaker, and if 
such meanings ''ere purd~ personal and subjective then the~ '' ould be of 
limited interest. However, connotations are also "idel) shared within a 
speech community (see chapters 7 8 and 9). 

Denotation is usuaU) taken ro be a stylisti.call~ neutral and objecti\ e 
relation between a word and the \\orld. It is often thought of as the most 
important part of the meaning: the basic or core meaning, v.rhich is not 
deniable. Connotation are often thought of as subjecti e, second-order or 
peripheral meanings "hich depend on a relation between the word and the 
speaker /hearer. However ''hat is primary or secondary depends on one's 
point of' ievv, and the expression of attitude nla) be the main function of tl1e 
utterance. The distinction bet\veen denotation and connotation is usually 
clear, although the boW1dary can be hazy. It is often not easy to decide \\hat 
is the primary denotation and what is the secondar) connotation, and 
different dictionaries can differ considerably in what they present as part of 
the inalienable, undeniable denotational meaning , and what is merely 
implied or connoted. 

2. 7 Relational Lexical Semantics 

The vocabulary of a language is not an unstructured list of \vords. In addition 
to the synragmatic and paradigmatic relations between words, which I 
have started to illustrate, there are other relations which are repeated across 
many pairs and sets of words, and which make broad cuts acros~ the vocabu­
lary: 

semantic fields 
content and function '' ords 
core and non-core vocabulary 

2. 7.1 SemaJ~.tic fields 

The vocabulary of a language is int,ernally structured b) many clusters of 
words, which stand in ditierent relations to each other, sometimes logical 
relations of sameness, difference and entailment, and sometimes vaguer 
relations within a topic area or semantic field. For example, there is an 
elaborate vocabulary tor talking about horses in English. The follm;o,ring 

) 
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'horsy' words all occurred as coJJocates (.in a span of ab ut 10.:10) of 230 
examples of horse in a 2-million-word corpu . The include \\ords for types 
and colours of horse, movements that hor e make, equipment u cd ·with 
horses, people who deal with horses, along \\ ·.rh phrase and idioms which 
contain the word horse: 

• bay, mare, pony, racehorse, roan, thoroughbred 
• bolt, canter, gallop, rear, trot 
• flank, hock, hooves 
• mount, ride, on horseback 
• harness, horseshoe, reins, saddle 
• blacksmith, cowboy, jockey 
• rocking-horse, runaway horse 
• horse box, horse trough, stable 
• don't look a gift horse in the mouth; don't get on our high horse· you 

can take a horse to water, but you can't make it drink· you're a dark horse· 
straight from the horse's mouth 

Often words cluster because things in the \\ orld cluster; such a horse 
saddle and ride, but there are always also com entional and recurrent wa) s of 
phrasing things. 

2. 7.2 Synonyms) antonyms and hypony,,n.s 

Semantic fields are not merely lists of words related by topic: the) are also 
organized by relations amongst these words. Although \\ ord are inherent!) 
fuzzy in meaning, the vocabulary is structured. A bt<Hh is smaUer than a tree 
even if this is not a logical distinction and the boundary is unclear, and even if 
some large bushes are larger than some small trees. To strolL is to move more 
slowly than to Jvalk, which is to move more slowly than to rttt1: even if some 
people walk very fast. 

Synonyms are words which mean the same. It is often said that it is difficult 
to find examples which are entirely com incing. After all, there would seem to 
be no reason why a language should ha e v ords which mean exactly the 
same. Certainly, it is rare to find words which are equi\ alent in both denota­
tion and connotation. Candidates are couch, settee and sofa, which have the 
same denotation, though they occur in different collocations: 

• casting couch, couch-potato, psychiatrist's couch, sofa-bed 

Other candidates are pairs of words such as glasses and spectacles, where the 
second is stylistically more formal; and car and a1.f.tomobile, which are used in 
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different national varieties. In some taboo areas of the vocabular) there are 
many synonyms ' hich are close in both meaning and use. For example, there 
are man) informal and pejorative '' ords meaning mad" , such as 

• bananas , barmy, bonkers cracker , crazy, cuckoo, dotty, loony, loopy, 
nuts, potty, unhinged 

Death is another taboo area' here there are many approximate s_mon) ms, 
such as the many v.ords and phrases for "die' : 

• expire, give up the ghost pass a\ a), perish, shuffle off this mortal coil, 
snuff it 

and many more . There are also se\ eral " ords and expressions for the dead 
human body, which illustrate relations bet\\ een denotation, connotation and 
text-type. As usual all examples below are attested. Bod;' is a neutral term, 
which is used in a wide range of contexts. The deceased denotes someone who 
has recentJy died, it connotes respect and it is often used in legal contexts. A 
corpse connotes unpleasantness and often occurs in reports of a crime. A rriff 
is a slang term for a corpse, certainly disrespectful, possibly slightly old­
fashioned, and possibly largely restricted to American detective fiction. A 
cadaver is a technical term, often used in medical contexts, especially with 
reference to study by medical students. 

• Lenin's body lay in state 
• a body was washed up on the beach 
• determine the identities of the deceased 
• the family of the deceased 
• the corpse was barely recognizable 
• the corpse was found floating in the river 
• they found a stiff in the ri\ er 
• anatomical investigations of a human cadaver 

A carcass is used of larger animals, especially if they can be useful as meat, for 
either humans or animals. If it is used of humans, it is rude (move your carcass 
over here). Carrion is used of the. deca) ed bodies of animals which are food 
for scavenging animals and birds. 

• the carcass of a dead buffalo 
• vultures picking at a lion' s carcass 
• meat left on the chicken carcass 
• crows feeding on carrion 
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The approxjmate synonyms are di tingui hed pard) b~ their denotations 
but also by their connotations, and by the text-types the) t) pically occur in. 
The contemporary variation in the texis is due to hi torical changes in 
English. It was the influence of French and Latin after the orman in' asion 
of 1066 which contributed greatl) to the e xpan ion of the English 'ocabu­
lary, via the semantic fields '"' hich were developed within ocial institutions 
such as the law and medicine and their a ociated b die f knm"ledge and 
text-types. The core word is the Germanic bod_')'. Others are of Romance 
origin: corpse (compare French corps, La.tin corpus) cndaJ cr (compare French 
cadavre, Latin cadaver), deceased (compare French di ces Latin decessJH . 

Such sets of words also provide an insight imo the wa} i.n '' hich English 
categorizes a small part of the social world. There are everal terms for dead 
humans. There are terms for dead animals, if the. are useful as a food source. 
There are terms for large dead trees ( log, lumber timbc1·)., cspeciall) if the} are 

useful and/or cultivated. But there are no terms for dead insects or smaller 
dead plants. The vocabulary embodies a hierarchv of importance and gives 
decreasing attention to humans, animals and plants. 

Antonyms are words which are opposite in meaning. Speakers can often 
give immediate clang responses when asked for the opposite of a \\ ord (for 
example, wet-dry, up-down, hot-cold), but this pro ides another example of 
the limited relevance of asking for the meaning of isolated words. Does it 
really make sense to ask for the meaning of dr)'? Or to ask for its opposite? 
The word has a core meaning and a prototypical antonym. If you ask for a 
clang response in isolation, people will probably sa) 1vet. Howe\ er, this only 
works in some cases. Compare 

dry socks 
dry season 
dry wine 
dry skin 
dry humour 
a dry area 
a dry run 
dry land 
dry-cleaning 

wet socks 
wet season or rainy season 
sweet wine 
moist skin? 
unsubtle humour? 
an area which has pubs 
the real thing? 
sea? 
washing? 

Dry means different things in these different phrases, not to mention 
high and dry and there Jvere few dry eyes in the house. Conversel), several 
uses of wet do not have an obvious opposite at all: wet blarJ.ket, wet ,.urse, 
feel like a wet rag, a Tory wet (a British English term for a Consen ative 
politician, especially in Margaret Thatcher's government, who holds moder­
ate views). 
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There are man) similar examples. A clang respo nse to the opposite of white 
would probably be black but compare: 

white \\ine 
white collar 
white coffee 

red wine 
blue collar 
black cotTee 

(and \\bite coffee i , well coftee-coloured that i , light brown ). 
Anton) m~ has traditio nally been regarded as a paradigmatic opposition 

permanently available in the lexicon of the language . Howe' er, it is bener 
seen in addition as a s~ ntagmati.c relation, "·hic h is realized in co-text. For 
example, the commonest collocate of br·ide is its anton) m g1··oom: that is, the 
words often co-occur (usually in the phrase bride and gromn ), rather than 
being available in paradigmatic opposition to each other (and often they 
could n.ot substitute for each other). Out of context, the antonym of conven­
tional might be mode1.,1 but in a text about" eapons, the anton) m might be 
chemical or nuclea1··. 

H yponym) is the logical relation of class inclusion . A bu.ttercup is a kind of 
flower, which is a kind of plant: a spaniel is a kind of dog, "hich is a kind of 
animal. There is a large nun1 ber of approximate S) nonyms, and more and 
less specialized hypon~ ms, for groups of people: t11is is not surprising, since 
the different '~a) s in "hich people can be grouped is of inherent social 
interest. Group is a neutral superordinate word fur a collection of things, 
animals or people. One h) pon~ m is c1·owd: a " ,cry large group of people". In 
turn, a hypon) m of crowd is 11wb: an " unruly crm' d" . 

2.8 Frequent and Less Frequent Words 

Words in texts are distributed very unn enl): a fe\\ "ords are very frequent, 
some are fairly frequent, and most are veq rare. These facts are due ro two 
distinctions which prm ide \\a) s of talking about the 'ocabulary of a language 
and about the distribution of the ocabular in texts: function and content 
words, and core and non-core \\Ords. 

2. 8.1 Conte•u and fttnction words: lexical density 

In English and in many other languages, there is a distinction \<vhich divides 
the whole vocabulary into two major categories: content v. ords tell us what a 
text is about, and t\mction '' ords relate content ·v. ords to each other. The 
distinction is made .in most grammars of English, but since many linguists 
make essentially the same distinction , there are se\ eral terms in use. Content 
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words are also referred to as major, full and lexical'' ords. Thn carry most of 
the lexical content, in the sense of being able to make reference outside 
language. Function words are also referred to a minor empt), form , true­
rural and grammatical words. The) are essential to the grammatical structure 
of sentences . Their function is internal to the language for example in 
making explicit the relation of .lexical \\ ords to each other. T he di tinction 
is made by Henry Sweet in his famous grammar of 1891: 

In a sentence such as The earth is rmm.d, we ha' c no difficulty in rcc gmzmg 
earth and round as ultimate independent sense-units. . . . uch word a r:he and 
is, on the other hand, though independent in form are not independent in 
meaning: the and is by themselves do nor convcr any idea as enrtb and rour1d 
do. We call such words as the and is form -\\ ords, becau e they are word in form 
only. When a form-word is entirely de oid of meaning, we may call it a.n empty 
word, as opposed to full words such as earth and rormd. ( weer 1891 : 22 ) 

It is possible to conceive of a communicati\e yst,em which has only 
content words, but not of a system \ hich has onl. function ' ords. For 
example, in a telegram one can omit function words and still ha' e a com­
prehensible message: 

• Please meet Harry airport six Sarurda) e\ ening [I] 

These two semantic categories divide the traditional parts of speech into 
two broad sets: 

content words: noun, adjective, ad' erb, main \ erb 
function UJords: auxiliary verb, modal erb, pronoun, preposition, deter­

miner, conjunction 

The boundary between the nvo word classes i not perfectl) clear-cut. 
For example, modal verbs (must, can, should, etc .) express obligation, permis­
sion and ability, and therefore convey content; and pronouns can ha e extra­
linguistic reference. However, as weU as the rough semantic di tinction, con­
tent and function words have striking! different formal characteristics. 
Briefly: content classes have many members (there are tens of thousands of 
nouns, but only a couple of dozen pronouns , and are open to new ~' ords (for 
examp.le, new nouns and verbs are being constant! invented; it is ery rare for 
new pronouns to enter the language). And only content'' ords take inflections 
(such as plural inflections on nouns, person endings on verbs ). 

This distinction between two classes in the vocabuJaq i rele\ ant to text 
structure, because different types of texts ha\ c predictabl) different propor-
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tions of content and function "ords. Certain restricted text-t) pes, mainly 
lists of different kind , consist entirel~ of content "ords. Ho" ever, usually 
the difference ben' een text-types is one of proportion. On average, written 
texts have a higher proportion of content words than spoken texts, because 
\Hitten text can be more tight!~ packed with information. 

The lexical densit) of a text is the proportion oflexical "ords expressed as a 
percentage. If N is the number of running,, ord-forms in text, and Lis the 
number of lexical word-forms, then 

lexical density = 100 x L/ N 

U re ( 1971 ) studied corpora of 42,000 words of spoken and written texts, and 
sho" ed a strong tendenq for written texts to have a lexical densit) of 0\ er 40 
per cent (range 36 to 57 ) and for spoken texts to be under 40 per cent (range 
24 to 43). There are functional interpretations for these findings. On a\ erage, 
a \\ ritten text is shorter and has fe\\ er repetitions than a comparable spoken 
text. It is permanent, highly edited and redrafted, rather than being 
unplanned and spontaneous as casual comersation is. A written text is rela­
tively context-free, tl1ough nn er entirely so '' hereas a spoken text can rely to 

a large extent on the immediate ph~ sical context. We "ould therefore expect 
the information load to be higher in a '' Iitten text: since it is permanent, 
readers can reread obscure sections. Spoken texts must, on the other hand, be 
understood \:vhile the) are being produced: the) must be more predictable. 

So, on a\ erage, '' rinen texts are less predictable, and spoken texts are more 
predjctable. ln turn , content words are less predictable: tl1ere are thousands 
of them. Function \\ ords are more predictable: tl1ere are snuH numbers of 
them. For example, there are only half a dozen frequent conjunctions. We 
would expect, therefore , that v ritten tens ha\ e a higher proportion of 
unpredictable content" ords, and that spoken texts ha\ e a higher proportion 
of more predictable function '' ords. More recent studies with. larger corpora 
confirm Urc's findings (Stubbs 1996: 71-6). 

2. 8.2 C01~e vocabttlary 

Another "ay of comparing texts is to calculate \\hat percentage of words 
from the core 'ocabulary they contain. B) defi.rution, the core vocabular) is 
known to all native speakers of the language. It is that portion of the 
vocabulary \\ hich speakers could simply not do without. 

Suppose we ha\ e sets of'' ords ' hich are related b) approximate synonymy 
and hyponymy: 

• break, burst, chip, crack sharrer, smash snap 



42 WOR.DS, PHRA E N D MEA~IS I 

• gaze, glance, glimpse, look, peer, watch 
• quake, quiver, shake, shudder, tremble 
• display, exhibit, expose, flaunt, show 
• drudgery, labour, toil, '" ork 
• dirty, filthy, grimy, grubby, soiled, unclean 

I think there \Vould be widespread agreement that one word in each list is 
somehow more basic than the others: 

• break, look, shake, show, work, dirty 

Such intuitions are partly based on frequency, but al o n functional criteria 
such as which words would be most easily under toad b~ children or non­
native speakers, or which words it would be most u efuJ to introduce in the 
early stages of teaching English as a foreign language. 

The core vocabulary will certainly contain the most frequent'' ords in the 
language. The 100 most frequent '"ord-forrns from a large general corpus 
will be mainly function words such as 

• the, of, and, to 

plus a few content words such as 

• think, know, time, people, two, see, way, first new, sa), man little, 
good 

And the 2,000 or 3,000 most frequent word-forms will include" ords '' hich 
are indispensable for discussion of a wide range of topics. HO\\ e\ er, be\ ond 
the top few hundred words in different general corpora, '' ord frequenq 
varies greatly, and merely reflects the content of the texts in the corpora. 
Therefore raw frequency lists often have odd gaps, because, for example, the 
word Sunday is twice as frequent as Tuesday (see chapter 1.7.3). Ho\\ever, 
the vocabulary is a structured whole, not an unordered list of\ ords . There ­
fore, the core vocabulary contains common closed sets of'' ords, such as da) s 
of the week, months and seasons, numbers, and sets with a few frequent 
members such as colours, major family members, parts of the bod), and 
common professions. 

The main defining criterion of core' ocabulary is that of maximum useful­
ness. This criterion can be operationalized in two main \\ays. We can discover 
which words are widely and relatively evenly distributed in texts of different 
kinds, and we can discover which words can be used for defining other 
words: 
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Dist1-ibu.tion i1'l texts. The core vocabularv includes '' ords which occur not 
·" 

only frequently, but \\ith a relatively even distribution across a wide variety 
of texts and text-types. For example docto1• wiLL occur in texts of many 
kinds, both eveq day and specialist whereas paediat1-iciarJ. ma) be common 
in a few texts, but onl) on restricted specialist subjects. Core\ ocabulary is 
not restricted to specialist field or genres: for example child1•en. (\ ersus 
oJJsp1•ing or p1-ogen '), brothe1•s and siste1·s ( ersus siblings), and stomach 
(versus abdonten ). And core vocabulaq is neutral stylistically, neither 
markedly casual nor formal: for example child ( \ ersus kid or kiddy), 

drunk (versus pissed or irubriated ) andgiJ e (versus awaTd or donate ). 
Semantic usefubuss. Core \\Ords are often useful for defining other words: 
that is , they are not hypon~ ms with a narrmv denotation. For example, the 
core words laugh and softZ>' can be used to define non-core chuckle. 
Similar!), clumsy and wa-lk can be used to define n addle. 

Sometimes, tl1e t:\~o criteria coincide: for example, paediatrician is a hypo­
nym of doctor, and awa1·d and do,late are h .. pon ms ofgi11e. 

2. 9 Two Examples 

Here are n' o small case studies which use corpus data to document the main 
principle of this chapter: that obsen able corpus data can provide evidence of 
both denotational and connotational meaning. 

2. 9.1 Example 1:· Bloo.mfteld;,s analysis of SALT 

In v,rhat was for many ) ears the main student textbook in American structur­
alist linguistics, semantics was regarded as 'the weak point in language study', 
since a stud} of meaning \\ ou1d require human knowledge to advance 'very 
far beyond its present state' (Bloomfield 1933: 140). Bloomfield put forward 
a general argument that meanings were simply too complex to analyse 
systematically: 

The situations which prompt people to utter speech, include every object and 
happening in their universe. In order to gi\ e a scientifically accurate de.finition 
for every form of a language we should have to have a scientifically accurate 
knowledge of e erything in the speaker's \\odd.. (p. 139) 

He concluded that meanings 'could be analysed or systematically 
listed only by a well-nigh omniscient observ,er' (p. 162). In addition, he 
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attributed a special status ro a particular form of • cientificaUv accurate 
knowledge': 

We can define the names of mineral , for example in terms of chemistry and 
mineralogy, as -.vhen we say that the ordinary meaning of the Engli h w rd salt 
is "sodium chloride (NaCl )" .. . but we have no way of dr:fining word like love 
or hate, which concern situations that ha\·e not been ac urately da ified - and 
these latter arc in the great majority. (p. 139) 

Both of these arguments are usuall regarded today as fault). First, 
'everything in the speaker's world' is not an unorganized flux, but categorized 
by social cognition into lexical fields. Second, it is odd t argue that the 
'ordjnary meaning' of salt is NaCl. It is nor necessary to knm' this meaning 
at all in order to use the word appropriately in most cveryda) situations. Most 
native speakers of English probably do not know the chemical formuJa for 
table saJt, and the "NaCl" meaning is often qujre irrele\ant to the use of the 
word. 

Third, some of Bloomfield's arguments seem cry strange indeed: 

We have defined the meaning of a linguistic form as the ituation in which the 
speaker utters it and the response which it caUs forth . (p. 139 ) 

This statement is understandable in view of Bloomfield's beha' iourist assump­
tions: situations provide stimuli which evoke responses in speakers. It is never­
theless odd to say that the meaning is the siruation. More reasonable might be 
an argument whjch runs: meanings are essentially mental or ps) chological 
events, they take place inside people's brains or minds, and "e have no idea 
how this works. The process is unobservable and we may as weB give up trying 
to study it. Bloomfield was driven to this position (whkh he stated very clearly, 
even if he did not aJways follow it himself) because of his view of scientific 
methodology that lingllistics must be based on obsen able facts. 

An answer to Bloomfield's pessimistic view is to look at some data on 
usage. We can then agree with Bloomfield's own argument about the neces­
sity for observable facts, but use it against his position. There are many 
observable patterns, and some aspects of meaning are observable: meaning 
is use. So, to answer the question 'what does salt mean?', \\e. will observe 
how it is used in attested data. In a corpus of over two million words, the 
most frequent combinations were salt and pepper and salt water. The first of 
these occurs frequently in recipes, often in longer phrases such as 

• season with salt and pepper; a good sprinkling of saJt and pepper; salt, 
pepper and mustard 
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In cooking contexts, the anton~ m pair are salt- .ntga1' or salty-nveet, but the 
antonym of salt water is _fresh rva,ter. Howe\ ,er in German, fresh "ater is 
Siisswasser ( = ''s\\ eet \\ aler ~ ) . In other words these are linguistic facts, not 
facts which relate direccly ro the world . The plural salts occurs v. ith quite 
different collocates: 

• copper salts, iron salts miner al salts vegetable salts 

In these cases salt does nor mean NaCl ' . We see here again the principle 
that clifferent forms of a lemma rna not have the same meaning. ln addition, 
there are several idioms where the "NaCl ' meaning rna) be remote to 

modern speakers: 

• rubbed salt into the. wounds- has to be taken with a pinch of salt; the salt 
of the earth; if he is '" orth his salt 

The literal denotation of "NaCl' can explain the histor) of th.e phrases (for 
example, salt used to be a 'cry valuable commodit) , used for preserving 
food) , but now this is largely lost in extended metaphorical meanings, 
which may rely in turn on intertextuaJ Biblical allusions . 

In conclusion: (1) The lemma SALT does not al\\a)S mean "NaCl". (2) 
Admittedly, we cannot dir,ecrly observe the meanings ofSALT, but corpus data 
provide much evidence for th.ese meanings. (3) These meanings depend on 
relations with other words in the co-text , or '"'rith other '"''ords in other texts. 

2.9.2 Example 2: CAUSE problems and CAUSE amusement 

Here is a second small case stud) \\hich further illustrates three principles. 
( l) Words should be studied, not in isolation, but in collocations. ( 2) 
Findings from one corpus should be checked against an independent corpus. 
( 3) Potential counter-examples should be 'c.arefully chec~ed. 

The lemma CAUSE almost always co-occurs with unpleasant collocates. 
Evidence of this can be see n in concordance 2.1, which presents some raw 
data on the verb lemma from a spoken corpus. A concordance is the main 
tool of corpus linguistics. The computer is programmed to search for all 
examples of a node word in a corpus and to print them out in the centre of 
the page or screen within a given context, of a £ew words to left and right. 

In a detail.ed study (Stubbs l995a), I looked at the 38,000 occurrences 
of the lemma CAUSE (verb and noun) in a corpus of l20 million words of 
general English. Amongst its 50 most frequent collocates, within a span of 
3:3, there were only words (most frequently abstract nouns) with unpleasant 
connotations. The most frequent were 
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1. od) 's land as long as )'OU don't cau e a criminal flencc then you vc g 
2. erm bankrupt some firm and o cau e a lot f ial di ruption 
3. t you get a pay rise that would cau e a public urcry?'' And the Gua:rdi 
4. at to say the wrong thing would cau e a row er joam1a aid er don't 
5. here. Erm originally it used to cau c problem between the children an 
6. But it's not the suture that cau e the wound to heal [FOX] its 
7. t make weapons of war you would cau e unemployment but there no reas 
8. ly go and do anything they want cause whatcn;: r mi cry they want cause 
9. blizzards for fifty years have cau cd a tare f emergency in souther 

l 0. that's another area that that 's cau ed antagoni m between u is the fu 
ll. erm has MX's behaviours ever caused argument r conflict between yo 
12. iUiam Hague in the by-election cau ed by the erm cr move cr [ZF l] of 
13. on are are of are generated and caused b the Ho ly Spirit Himself. You 
14. nine per cent of all iUness is cau ed directly or indirectly b) a bas 
15. now it sort of [pause] If I say caused problem I don't mean it fu11-
l6. ay it was total negligence that caused thi an I don t feel that thes 
17. events that were happening that caused us to g downhill cffecti' el) e 
18. nd the harm if you like that is caused you if )OU an't have children_ 
19. any issues which have caud you caused you particular stress or distre 
20. ed to any school so that alwa s causes a bit of erm er er er confusion 
21. t so many kilograms per hectare causes a loss of omething or [ FO l] Mm 
22. ir own crowd so to speak and it cause a major disruption not o much 
23. [M02] right. Oh uh the air u causes a vacuum and that' wh) it stic 
24. d a bit of a smokescreen . If he causes chao 111 clas then the teacher 
25. and that the sheer trauma of it causes hjm a hean attack? [MOl] Mm. 
26. Y the lack of air on the inside causes it to stay down . [M02] Pulls it 
27. r than to look what cau at what causes it which ' ould mean )Ou'd ha\e 
28. there are many theories on what cause its stages. Too much dairy m t 
29. ies away from home. This always causes pressures doesn't it . [F02] I t 
30. rea is a horrific disease which causes severe dementia m middle age. 
31. so that the depression is what causes the spending. It's not like. the 
32. asked them that there that it causes this many problems with that rna 
33. here's more than one thing that causes ' arming and cooling you know. 
34. No. [MOl] Would you say that it causes you inconvenience [FOl] Mm. [MO 
35. how much extra work it [pause] causes. [MOX] Well what they've done i 
36. 11 see people getting drunk and causmg a fuss and running amok. [M2l] 
37. hree years [MOl] Yeah [FOl] Erm causmg a great deal of furore in the 
38. to crm to that behaviour that's causing a problem for us we can caJl 
39. break off at speed and that is causing Ciry all sorts of problems. 
40. round on the street of er kids causing criminal damage to property 
41. n remember [laughs] practically causing G B H on my be t friend [laugh 
42. ildren by going out to work and causing i"nfant mortality because a chi 
43. it was extra-terrestrial beings causing it or maybe some kind of pract 
44. esday afternoons. This last was causing some concern to students becau 
45. minister to those whose past is causing the future to Look very bleak 
46. tion you cause an ice age or by causing the icc age ou shut down the 
4 7 . st to find out what is actually causing the problem [ F02] Mhm [FO l] An 
48. if there's a if a group's been causmg trouble we'll try and get them 
49. cry much. [FOl] Okay. [FOX] I'm causmg )OU problems aren't .I? [FOl] N 
50. what er the the thing that was causing you the upset was it the becau 

Concordance 2.1 Fifty random examples of CAUSE (verb) 
Notes: The data are from the spoken language sub-corpus of the Bank of English. 

(FOX] etc. are speaker identification codes. 
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• CAUSE <problem( 1806, damage 1519 death ) 1109 disease 591, 
concern 598, cancer 5 2 pain 514 rrouble 471> 

The lemma often occur in longer combination ofverb plus adjecti\e plus 
noun, such as 

• cause considerable damage· au e great pr blems· cause major disruption; 
cause severe pam 

Not all widel) used dictionaries cxplicitl~ draw attention to these negati e 
uses. Some do, but other give a neutral definition such as "a cause is 
something which produces an effect . However the examples in corpus­
based dictionaries such as CIDE 1995· Cobuild l995a· LDOCE 1995; 
OALD 1995 ) include: 

• heaV) traffic is causing long dela~ · the cold weather caused the plants to 
die; it was a genuine mistake but ir did cause me some worr) ·the cause of 
the fire \Vas careles nes · cau es of war· cause for anxiety; cause of the 
accident; cause of the crime problem· her rudeness'' as a cause for com­
plaint 

A minority of examples in these dictionaries arc neutral or positi\ e, such as 
ever)' cause for con.jide1zce though there is no indication of how much less 
likely positi\ e examples are. 

Corpus data allo" collocates to be extensi\ d) documented. In my data, 
collocates which occurred as subject or object of the verb CAUSE or as 
prepositional object of the noun CAUSE include: 

• abandonment, accident, alarm anger, annoyance, antagonism, 
anxiety, apathy, apprehension, breakage burning, catastrophe, chaos, 
clash, commotion complaint, concern confusion, consternation, corro­
sion, crisis, crowding, damage danger, death, deficienq, delay, 
despondency, destruction, deterioration, difficulty, disaster, disease, 
disorganization, disruption, disturbance d.isunit), doubt, errors, frustra­
tion, harm, hostility hurt inconvenience, interference, injury, 
interruption, mistake, nuisance, pain, pandemonium, quarrel, rejection, 
ruckus, rupture, sorrows, split, suffering suspicion, trouble, uneas­
iness, upset 

I give quite a long list because it shows \Cry clearly that there is a very simple 
semantic pattern ("bad things get caused"), \\hi.ch is realized by considerable 
lexical variation. 
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(A much less frequent sense of CAUSE as aim or principle ' is signalled 
by different collocations, including: devoted se·rvice to this cause· ,coJJ.viction 
that your cause is right; plead a cause; take up causes. Cau es in thi sense are 
good, glorious, just and Jvorthy, but also lost and foolish. ) 

If different samples of data gave different resul.t , then the e unpleasant 
associations might be a feature of the corpora, nor a collocational property of 
the word. I had no reason to suspect that ffi ) corpus was biased b) containing 
lots of texts about gloomy things, but I carried out the arne analysis on other 
independent corpora. For example, a corpus of 425,000 \\Ord compnsmg 
texts about environmental issues, contained three or more examples of the 
collocates 

• blindness, cancer, concern, damage, depl.etion. harm, loss, ozone prob­
lems, radiation, warming 

These collocates reflect the environmental topics (in phrases such as catue 
global warming), but the same simple semantic pattern holds. (See Gerbig 
1996 for a detailed analysis.) 

However, the question now arises as to whether there are counter­
examples to the generalization . A possible collocate of the 'erb CAUSE is 
amusement as in to cause someone amuseme11-t. Are such o currences genuine 
counter-examples to the expected negati e uses of CAUSE? First, I studied 
the 100 occurrences of the word-form amusement itself in over six million 
words of running text. I ignored a few phrases such as amtHC1'tl-ent arcade and 
amusement park. In some cases, negative connotations are signalled by an 
adjective at N -1; many of the remaining examples implied a degree of 
schadenfreude towards the butt of the amusement, and thereby disapproval 
of those who are amused: 

• derived malicious amusement; with wicked amusement; for his own 
twisted amusement; with a little sardonic amusement· silh bO\ ish amuse-

• J 

ment; a look of contemptuous amusemem 
• she was listening with more amusement than respect 
• suppressed amusement at his outrageous manners 
• vulgar aspects seem to have been a source of some amusement 
• landing flat on my back, much to the amusement of the lads 

(The last example is from CobuiJd l995a. ) Certainly, not all examples are 
disapproving, though even more positive cases rna) impl) a condescending 
patronizing attitude: 

• Lovar listened with affectionate amusement 
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• Victor stood "arching her in tond amusement 

Ho'' e\er, the cruciaJ que tion i whether coUocations of CAUSE-a1nuse­
ment are disapprm in g. I found eight examples in nead~ 60 million words of 
data. In six of these ca es it is evident even from a small context, that 
disappro\ aJ is being expressed of the person who is amused, or the amuse­
ment is at someone expen e: 

• it caused a certain amount of amusement in the lab 
• the affair "ith Kim caused her a great deal of amusement 
• the veiled hints caused us plent) of amusement 
• the amusement caused by my looking so hot 
• the w1expecred reference caused titters of amusement 
• are aJso cause for ardonic amusement 

In surnmar): The collocation CAUSE-amusement does not prm ide coun­
ter-examples to the generalization that CAUSE has ovenvhelmingl) unpleas­
ant connotations. 

2.10 Summary and Implications 

In this chapter I ha e introduoed the main terms and concepts '' hich I need 
in the subsequent chapters: 

word-form and lemma 
collocation (node, span and collocates) 
denotation and connotation 
semantic (or lexical ) fields 
content and function words 
core and non-core vocabular 
I ha\ e used t\\ o main arguments: 

l Indi\ idual words often do not correspond to units of meaning. Indiv­
iduaJ forms of a lemma ma~ have quite different uses, and often the unit 
of mearung is a longer phrase or collocation. 

2 There are man) structural relations \\ ithin the 'ocabulary of a language, 
including logical relations bet\i\een \\Ords, such as synonymy, antonymy 
and hypon) my. These relations hold benveen words in the vocabulary, 
but also betv. een word -forms in texts where they contribute to text 
cohesion (see chapters 5 and 6 ). In addition, '''ords can be divided into 
broad classes, such as content and function words, core and non-core 
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vocabulary. These distinction aJ o oncern how w rd arc used in te:\'t:s: 
for example, the densit) of information in a text r how pecialized the 
text-rype is. 

Two brief case studies showed that corpu data an prm·ide evidence of 
both denotation (the SALT example) and onnotati n (the CA SE ex­
ample). The principle 'meaning i u e' lead to b ervational methods of 
corpus semantics. The main tool of corpu emanti i the concordance 
which allows words and their characteristic coLI cates to be tudied in detail. 

I have also now given initial examples of the main empirical methods 
which underlie corpus semantics. The primar~ data are text .. Linguistics 
studies human language: but this is not directly ob en'ablc. E\en indi\ ·dual 
languages (such as English, German or Sn ahiJi ) are highly abstract objects, 
and also not directly observable. Howe\ er, languages are realized in texts 
and these texts are observable. The) exist independently f the obser er, and 
provide publicly accessible, objecti e data. The pattern in large collections of 
texts are also not directly accessibl.e w the indi\ idual human observer, but if 
texts are stored as a corpus, in computer-readable form, then computer­
assisted methods can be used to discm er their structure and regularities. 

The interpretation of such data in ohes constant ubjecti\e decisions. 
However, these decisions are testable and can be checked b) independent 
observers. Data and methods therefore make possible the replicable and 
empirical analysis of meaning. Chapter 3 will describe in more detail how 
patterns can be discovered in corpus data. 

2.11 Background and Further Reading 

Amongst the most influential early discussions ofthe main concepts oflexical 
semantics (including semantic fields, synonymy, anronymy and hyponymy, 
and semantic features) were two textbooks by Lyons 1968, 1977). These 
discussions are, however, not based on textual or corpus data: indeed, in the 
two volumes and over 800 pages of Lyons (1977), there is not a single 
example of a naturally occurring text. Cruse ( 1986) provides a \\rid ely used 
textbook on lexical semantics, and Aitchison ( 1987) provides a 'cry readable 
student introduction to many aspects of meaning and to th.e organization of 
the 'mental lexicon'. These are only four books out of very man~ , and lexical 
semantics is discussed in most introductions to Linguistics. 

For more detailed discussions of core vocabul3I) and lexical density, see 
Stubbs (1986) and Stubbs (1996: 71ft), respectively, and further references 
there . There are many further references to work on collocations and phrase­
ology in general in chapter 3 .ll, below. 
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2.12 Topics for Further Study 

( 1) Use corpus data to tate the collocates of BOGGLE. (Does it ah,ays 
collocate with mir1d? And blithe1-i1lg . · Are there any other forms of a lemma 
BLITHER? ) And GRUFF. (The phrase gruf. fJ'Oice is common, but there are 
also other collocates. Do the collocates share a semantic feature? ) 

(2 ) Some words and phrases usuall) occur in du: negati'e (Buvssens 1959; 
Laduslaw 1996: 328; Sinclair 1998 : 

• not bad-looking; wouldn t budge; didn t cut much ice· didn't drink a 
drop; wouldn't lift a finger to help me· not so much as a red cent; I've 
ne'er set C) es on her 

Are these phrases always negative? Or are there exceptions? 

( 3) Study examples of ad,·erb-adjective phrases such as 

• absolute!) certain potentiall, dangerous singular!) stupid, specially 
designed , totally different, understandabl) reluctant, virtually impossible 

Is it possible to make generalizations about the adjectives which typically 
follow these adverbs? A useful article is by Louw ( 199 3), who analyses the 
negative implications of utterly, as in utterly confused and utterly ridiculous. 

( 4 ) Study the sets of \vords \\ hich make up semantic fields, such as cooking 
and furniture . Some examples include 

• boil, cook fry, grill roast saute 
• garlic, herbs, parsle. , spices 
• bookcase, chair, cupboard, desk furniture table 
• chair, chaise longue couch sofa, stool 

State the semantic relations which hold ben-. een the words in such sets, such 
as hyponymy and approximate synon~ m~. And List some of the conventional 
phrases in which the "ords occur. 

( 5) Compare two or three different dictionaries to see '" hether they agree on 
the central and more peripheral mea:rllngs of the following words: 

• acquisitive, affectation aloof antiquated, a\ aricious 
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• gaggle, garish, gimmicky, glamorize, glib grandi c e grovel 

For example, the word gaggle denores a kind of 'group" but al o expresses 
criticism or disapproval. Is the denotation more ba ic? Or are denotation and 
connotation equally central in a phrase such as a g a!J!!le of teenagers? Con­
sider whether the words express disapprm al as an inherent part of their 
denotation, or whether the disapproval is a deniable connotation . 

( 6 ) There are many hyponyms for grm4p, and denotations and connotations 
differ in different phrases. There are specialized words for groups of animals 
which collocate only with certain animal. names, and therefore have a more 
restricted denotation than the superordinate : 

• flock, gaggle, herd, pride, shoal 

Some of these words can be used for people , often, though not always, "vith 
pejorative connotations: 

• following the herd, a clergyman's flock 

Use corpus data to study the collocates and meanings of these words, and 
others such as 

• band, bunch, clan, crew, crowd, gang, horde , mob, rabble, team, tribe 

Why should there be so many different words for talking about groups of 
people? 

(7) Study the concordance lines for the verb CAUSE in section 2.9.2, and 
identify all the object noun phrases. What are the most frequent collocates? 
Are there any counter-examples to the generalization that what is caused is 
something bad? If yes, what explains the counter-examples? 

(8) Set up a list of core vocabulary for English or some other language, as 
the basis for vocabulary teaching in the initial stages of learning a foreign 
language. This would .involve quite a substanti.al project, rather than just a 
study question: perhaps a project for a final-year undergraduate dissertation. 
The project would involve at least the following steps. 

Use frequency lists (from a large raw corpus or from a corpus-based 
dictionary) to establish a starting list. For English, the Co build Dictionary 
(1995a) gives lemmas in frequency bands up to 30,000, and the Cobuild 
Collocations Dictionary on CD-ROM (1995b) gives the 10,000 most 

~----~====--~-
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frequent \\Ord-forms (see chapter 3, below). Extract the top 2 000 or 3,000 
lemmas. Develop this li t b~ completing ets of words which are incompletely 
represented. Test the list in various ''a) . Check that the candidate words are 
e\enly distributed acros many texts and not clustered in just one or two 
texts. Check that the list does not include hypon) ms "hich are too special­
ized . Check what text coverage the li t provides: a reasonable aim might be 
95 per cent in texts from a general corpus. Compare the list against "ell­
known published list ( uch a those at the end ofLDOCE, 1995, or OALD, 
1995 ). 

Any list is only as good as the corpus or data -base on \\hich it is based. The 
original corpus must at least contain a ''ide dection of text-types: spoken 
and written, formal and informal fiction and non-fiction, intended for 
children and adults, and must sample widel~ used genres. 





Part II 

Case Studies 
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Words in Phrases l: 
Concepts, Data and Methods 

In chapters l and 2 I shmved that it is not individual "ords '' hich are the basic 
units of meaning but longer phrases and collocations, and it is these longer 
units which contribute to' hat speakers recognize as idiomatic language. In 
chapters 3 and 4, I' ill present a more detailed model of these lexica-semantic 
units. The two chapters reall~ have to be read together, since chapter 3 
discusses concepts data and methods, and chapter 4 presents findings. 

The analysis is based on the most frequent collocates of a sample of 1 ,000 
English word-forms. I ha\e taken these from a data-base, Cobuild Colloca­
tions on CD-ROM (Cobuild l995b ), which gives the top 20 collocates, with 
examples , for each of the 10,000 most frequent word-forms in a 200-
million-word corpus. 

These data show that all the most frequent words in the language occur in 
lexica-semantic units, '' 'th often surprising!~ high strengths of attraction 
between coHocates. Such a model has implications for a theory of language 
production which shm' s the idiomatic nature of much language use, a theory 
of language comprehension which shO\\ s ho\\ collocational units contribute 
to textual cohesion, and a theoq of language structure '' hich shows the 
variable and probabilistic nature of language units. 

3.1 Background 

It has often been claimed rhat semi-fixed phrases or routine formulae are a 
peripheral phenomenon of only limited interest. First, collocation is often 
thought of as an area "here no generalizations are possible: 'simply an 
idiosyncratic proper!) of indi,idual words (Leech 1981: 17). Examples 
often cited include \ erbs '' hich ha e a narrow collocational range, especially 
in V-N P structures, such as 

• to curry favour; to foot the bill; to leV) a tax; to quash an appeal; to shrug 
one's shoulders; to strike a balance 
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Sometimes the lack of correspondence betwce n fo rm and meaning is 
emphasized. For example, rancid, rotten and sour arc often aid t have the 
same denotational meaning, but to occur in diffe rent llo ati n : 'Pfl11cid 

butter, rotten eggs and sour m.itk. Simibrl),griil and toast mean the ame )Ct: 

we grill meat but toast bread. Sometime a general verb i required: 'nake 
headway but not *achieve headway (Trask 1993: 49, 239 ). But ometimes a 
general verb (such as make or do) is impossibl.e tell a story, tell/ cra ck a jok )., 
or different verbs are possible to expres imilar meaning do/ take/ sit "'" 
exam, perform a dance). The list of restriction or preference ecms endless. 
A related argument in favour of idiosyncraq and uniquene s i that colloca­
tions differ across languages: in English one brushes one teeth but in 
French one washes them (se laver les dents), and in German one cletms them 
(die Ziihne putzen ). 

Admittedly the collocational behaviour of c cry word i different, in its 
fine details, from that of every other word. However it does not follow that 
there are no general patterns or principles to be discovered. If instead of 
talking of collocational restrictions, we talk of preferences, then strong 
probabilistic relations become apparent (Hanks 1987: 121 ). 

Second, it has often been implied that there are relatively fe,, fixed phrases, 
which can be listed, and may be useful to foreign language learners, as in 
these examples from English and German: 

• I don't believe a word of it. 
• It's very nice to meet you. 
• Have you heard the news? 
• Can I take a message? 
• (On a town map] You are here. 

Ich glaub dir kein Wort. 
Erfreut, Sie kennenzulernen. 
Hast du schon gehort? 
SoU ich was ausrichten? 
Standort. 

However, corpus research shows that words are typically used in routine 
phrases, and that even the most frequent words ha' e typical collocates and 
typical uses. A few observations on these English and German examples will 
emphasize some important concepts: 

l It is implausible that such phrases and sentences are created individually 
on each occasion of use. They are conventional ways of saying conven­
tional things, and often of expressing speech acts, such as frequent 
questions, complaints or greetings. 

2 Many other perfectly grammatical ways of saying the san1e things 
are conceivable: but people just don't say them. It would be perfectly 
grammatical in German to put on a town plan a red dot and the 
sentence Sie sind bier ( = "You are here" ), but that is just not the way 
it is said. 
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3 Every native speaker ha.s thousands upon thousands of multi-word units 
stored in memory. It is difficuh to see ho\\ people could speak fluently, or 
understand other fluent speakers, if they could not rel) on familiar 
chunks of .language beha\ iour. 

4 The examples are aU transparent in meaning: that is, they are idiomatic, 
but they are not idioms_ More accuratel_ , they pose no problem for 
decoding: even if ) ou ha' e ne\ er heard these combinations before, you 
will understand them, as long as you understand the indi,idual words. 
But they do pose .a problem for e1Koding: you just have to know that 
these are the con entional "ays of saying these things. Fillmore et al. 
( 1988: 504-5 , following Makkai 1972) distinguish in this sense ben .. reen 
idioms of decoding and encoding. 

So here is one of the central puzzles around the concept of linguistic 
competence. What is meant by idiomatic language? Why is it that some 
language sounds natural , whereas other language, ,., hich is fully grammatical, 
'doesn't sound quite right'? Speakers ha' e strong intuitions about such 
characteristics of language use, but the basis for these feelings - .about what 
is natural, nati' e-like, authentic, t} pical and representative - is not well 
understood. 

Recognition ofthe importance of phraseoloro has grown fast. Searle ( 197 5: 
68ff) discusses 'standard' or 'conventional' uses ofcertain linguistic forms to 
perform directives, and argues (pp. 77-8 ) that there is a conversational 
maxim: 'Speak idiomatically unless there is some special reason not to.' He 
argues that 'in orde.r to be a plausible candidate for use as an indirect speech 
act, a sentence has to be idiomatic', and that 'within the class of idiomatic 
sentences, some forms tend to become entrenched as conventional devices for 
indirect speech acts'. For Searle, this is a side argument, which he does not 
fully develop. However, since the mid- l 980s, a growing amount of work, 
especially in corpus-based lex:icograph)r and in language teaching, has empha­
sized the pervasive occurrence of phrase-like units of idiomatic language use. 
In a now frequently cited article, Pawley and Syder ( 1983) claimed- plausibly, 
though not based on empirical data- that native speakers know 'hundreds of 
thousands' of multi-word units. 

Work in phraseoloro (see section 3.11 ) has revealed many frequently 
recurring collocations and phrase-like units. The term ' (semi-) fixed phrases' 
is often used, but is misleading. The units are rarely invariant, and often not 
even continuous. They ace idiomatic, but on~y rarely idioms; they have 
typical components, but are highl) variable, with probabilistic relations 
between the components; they ace typically realized by a sequence of several 
word-forms, but their boundaries do not correspond systematically to syn­
tactic units; and indeed they do not fit into traditional concepts of either lexis 
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or syntax. There is no standard term for these 'ariabl.c phrasal units . FiJlmore 
et aL ( 1988) propose that the rradj tional term consrructi n ' i appropriate. 
Sinclair ( 1996) talks of 'extended unit of meaning but prop ses also 
( 1998) that another trarutional term lexical items could be u cd. 

So, the occurrence of extended lexical units is now well d cumented, and 
it is increasingly argued that collocation is a fundamental organizing prin­
ciple oflanguage in use. Some general characreri tic of uch w1its have been 
described, but we still lack a systematic account of how they can be identified 
and modelled. I will show, from a sample of Engli h vocabulaq, that alJ the 
most frequent words have strong phraseological tendencic . That is, they 
have a strong tendency to collocate '' ith restricted et of words. I will 
present evidence on both the strength of attraction between '' rds and on 
the nature of such lexical relations. 

3.2 Communicative Competence 

Phrasal units play an important role in speaking fluently and idiomaticallh 
and Hymes's (1972) concept ofcommunicati\e competence shm:o.s how they 
can be located within a general model of language use. H) mes ( 1972, and 
see also 1992) proposes a way of avoiding the over-simplified polarization 
made by Chomsky ( 1965) bet\veen competence and performance. He dis­
cusses not only whether ( l) a sentence is formally possible = grammatical) 
but distinguishes further whether an utterance is (2 ) psycholinguisti.cally 
feasible or ( 3) sociolinguistically appropriate. In addition, not all possibilities 
are actually realized, and Hymes proposes a further distinction between the 
possible and the actual: ( 4) what actually, in reality, with high probability, is 
said or written. This four-way rustinction is shO\\ n in table 3.1. 

Chomsky ( 1986) has reformulated the competence-performance distinc­
tion in terms of !-language (internal) and E-language (external), and 

Table 3.1 Aspects of communicative competence (based on di cussion in Hymes 
1972) 

1-language, language as knowledge: 
what can be said, the creative possibilities of the S} stem 

1 formally possible (grammatical) 
2 psycholinguistically realizable (feasible) 

£-language, language as social behaviour: 
what is frequently said, the routine realization of the system 

3 sociolinguistically appropriate (appropriate) 
4 actually said or written (performed) 
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Widdo'' son ( 1991 points out implications of these distinctions for corpus 
linguistics. !-language is concerned ' :vith n:vo of Hymes's characteristics of 
linguistic competence: what is possible and/ or ps) cholinguistically feasible. 
This i.s a first-person , participant perspective: !-language is knmvledge, and a 
matter of individual psychology. E-language is concerned with d1e other 
and/ or actually performed, and therefore '' ith the realization of the system 
in social interaction . Thi is a third -person obsen er perspective: E-language 
is beha' iour, a matter of social actions and e' ems. And" hilst a corpus can be 
a collection of the linguistic beha\ iour of an indi' idual (such as d1e works of 
Shakespeare ), it is usually a sample of the linguistic beha' iour of a commu­
nity of speakers. 

Partington ( 1998: 18 ) notes that the ' formall; possible ' dimension refers 
to context-free aspects of language,' hereas the other three dimensions are 
context-bound: that is, constrained by other knowledge systems. He also 
proposes that the four dimensions can be interpreted as increasingl) power­
ful refining mechanisms on what is actuall~ said or written. The grammar 
specifies '''hat could potentially occur, but this is constrained by v.rhat is 
psychologicaJJ) feasible, sociolinguisticall) appropriate, and. actually frequent 
in the discourse community. 

Whereas much ( Chomsk) an) linguistics has been concerned \Vith what 
speakers can say, corpus linguistics is also necessarily concerned with 
what speakers do say. But note the also. It is misleading to see only frequency 
of actual occurrence (see chapter 1.7.3). Frequenq becomes interesting 
when it is interpreted as typicality, and speakers ' communicative competence 
includes tacit knowledge of beha ioural norms. In an article which updates 
his 1972 work, H}mes (1992: 52 ) emphasizes d1e importance of Pawley and 
Syder' s (19 8 3) work. 

3.3 Corpus Methods: Observing Patterns 

Possibilities for lexical studies ha\ e de eloped 'ery rapidl) since the late 
1980s, as a result of the a' ailabilit) of large computer-readable corpora: 
collections of texts comprising samples of man) different text-types. Com­
puter-assisted methods for storing and processing corpora of hundreds of 
millions of running words ha\e led to a ' flourishing renaissance of empiri­
cism' in linguistics (Church and Mercer 1994), and work with corpora has 
led to major advances in the practice of lexicography and in the theory of 
lexica-grammar. 

The basic tool is the concordance (or KWIC index: Key Word in Con text). 
This is a simple use of technolog) : search, find , display. The computer can 
rapidly search large amounts of data for a word, and print out all occurrences 
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in the centre of the screen or page within a limited pan which is usuall) 
either an arbitrary number of character or word in a ingle line o r within 
sentence or paragraph boundaries. The evidence is then in a con en.ient form 
to be inspected for patterns of co-occurrence. In the simplest case this 
provides many naturally occurring examples '' hich are often inac essible to 
introspection. Concordances are not an in ention of computational linguis­
tics, and, for culturally important books - traditionally the Bible and Shake­
speare- they have existed for hundreds of ) ear and have been u ed as a" a_ 
of studying words or phrases in context. The ha e tong given a concrete 
interpretation to the slogan that meaning is use in context more accuratel) 
co-text). (See chapter l, above. ) 

Large corpora, which contain a wide range of texts and text-types can 
provide empirical evidence on the frequency of collocation . Yet e\ en with 
concordances, unaided human obsen arion may still be of limited use in 
seeing significant linguistic patterns. Further computer as istance is necessar} 
to allow the human linguist to see the wood for the trees. Therefore a 
concordance is often just the first stage in an analysis . The computer can 
manipulate the concordance lines themsel es in many ways : sorting them 
alphabetically to left or right often makes ir much easier for the human. being 
to spot other patterns. With only a few hundred concordance lines panerns 
can then often be identified by eye, but with common words a large corpus 
might produce tens of thousand of concordance lines. So, these lines become 
the input to further programs, which search for the most frequent co-

. . 
occurrences m a gtven span. 

In other words, progress in corpus linguistics comes not directly 
from the huge raw corpora which are available, but because corpora can be 
pre-processed, and turned from ra'v data into a data-base (such as Cobuild 
1995 b). In the remainder of this chaprer and in the next, I will discuss: some 
findings which are possible with such a data-base· further details of the ra'" 
data and of the data-base; the structure of extended lexical units, indudin.g the 
strength and nature of the relations within such units; a more formal model of 
the units; and some implications for linguistic description . 

3.4 Terminology 

It is an odd failing of linguistics that it has no convincing descriptive theoq 
of units of meaning. It has, for example, no widel) accepted methods of 
segmenting spoken or written discourse into semantic units. Advances in a 
theory of units of meaning have come largely from practical activities (such as 
dictionary making and language teaching) rather than from theoretical lin­
guistics. The descriptive and theoretical questions have been sharpened by 
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Sinclair ( 1996 who argue for extended unit of meaning'. He puts for­
ward the h} pothesi that unit of meaning are largel) phra al', that onl) a 
few words are selected independend~ of other words and that the idea of a 
word carrying meaning on its own [can] be relegated to the margins of 
linguistic interest in the enumeration of flora and faw1a for example' (p. 82 ). 

There are two closel~ related key ideas. First meaning is t) pi call) dispersed 
over several word-forms which habituall) co-occur in text. Second, these co­
occurring word-forms share emantic features. There is unfortunatel) no 
standard terminology and different writers ha,·e talked of semantic-feature 
'sharing', 'copying' 'bleaching and elimination . Alternatively, ''ords are 
said to be 'co-selected such that words in the collocation are 'delexicalized' 
(Sinclair 1991: 113; Bublitz 1996 . For example in a phrase such as physical 
assault, the adjecti\ e adds htde to the meaning of the noun, but merely 
emphasizes or focuses on an expected feature: the default interpretation of an 
assault is that it is physical. In a phrase such as i1~tellectual assault, the 
adjective would ha e its own independent meaning. The same phenomenon 
(see chapter 2.5 abo e can be seen in common collocations such as 

• added bonus, ad' ance v arning, completel) forgot, full circle, general 
consensus heavy load 

In chapter 2, I discussed this idea and introduced other concepts, which I 
can briefly summarize here. Gi,en the ambiguil) ofthe term 'word', we need 
to distinguish between word-form and lemma (sho"n in upper case). I vv-ill 
talk of collocates (v.ord-form or lemma) \\ruch co-occur ·with a node word 
within a span (e.g. of 4: 4, four \i\Ords to left and right of the node). These 
terms (see also Sinclair 1991: 169ft) provide the concepts we need for 
identifying and describing extended lexical units of meaning. I will use 
'phrase' as a neutral, non-technical term, to mean just a string of words, of 
indeterminate length. The typical collocates of a node can be given as sets of 
items in diamond brackets, with position relative to node marked if relevant, 
for example: 

• CONFORM. <standard(s), pressure(s), rules . ... > 
• seeking <aS) lum, help ad\· ce, support ... > 

Although sets of collocates are usually open-ended, and the relations 
probabilistic, it is nevertheless possible to disco er the typical collocates of 
a node. Different statistical measures of typicality can be combined to filter 
out idiosyncratic collocates (Stubbs l995a). We can therefore use the follow­
ing notation to indicate raw frequencies of occurrence of node and collo­
cates, or the percentag,e of occurrences of the node in whkh a given collocate 

--
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co-occurs. For example, the lemma COMMIT ha a strong tendency to co­
occur with one of a small set of semanticall related words uch as 

• adultery, atrocities, hara-kiri, offence, sin 

Out of over 3,000 occurrences of the word-form comuut 111 the 200-
million-word corpus, 15 per cent co-occur with the ingle \\ ord micide 
and nearly 30 per cent co-occur with one of onl} three lemmas. We can 
show this as: 

• commit 3,179 <suicide 15%, crime(s) 10%, murder 4%> 29% 

There are similar patterns with other forms of the lemma COMMIT. One 
type of collocational pattern, then, is a strong probabilistic syntagmatic 
relation berween a word and a small set of'" ords, which themselves share a 
semantic feature. With COMMIT, the unit is the combination of the lemma, 
plus a noun phrase containing an abstract noun '' hich can in turn be 
characterized by a semantic descriptor such as ~crimes and/ or beha\ iour 
which is socially disapproved of'. 

I will often give raw figures for sample lexical items, since it is important to 
keep in mind just how many attested collocations ( typica.lly dozens or 
hundreds) the analysis is based on, and also to give readers enough data to 
allow them to re-interpret examples if necessar) . I wiH list colJocates in 
descending order of frequency. However, absolute (and e"en relative.) fre­
quencies may depend on the text selection in the corpus (see below), and no 
great weight should be attached to small percentage differences. Frequency 
figures are only part of the surface evidence for deeper patterns of tendency 
and typicality. 

Sinclair ( 1991: 111-12; 1996) proposes four t) pes of co-occurrence rela­
tions in extended lexico-semantic units. 

( 1) A collocation is a node-collocate pair: this is a purel) lexical relation, 
non-directional and probabilistic, which ignores any S)ntactic relation 
between the words. For example: 

• applause 2,207 <loud, thunderous, rapturous, spontaneous, polite, warm, 
enthusiastic> 13% 

These node-collocate pairs occur as both AD]-N ( tht~nderotts applJJ.use) and 
the N-BE-ADJ (the applause had been thunderorls). The term collocation 
makes no claims about syntax. However, an important principle of corpus 
linguistics is that descriptions are sensitive to frequency of occurrence. Typic­
ally, a more delicate description will reveal texico-syntactic rdations: in this 
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case, the AD]-~ pattern is much more frequent . In other \\Ords, there is 
often a blend of collocation and colligation. 

( 2 ) Colligation is the relation bet\\ een a pair of grammatical categories or, 
in a slightly wider sense a pairing of lexis and grammar. For example, the 
word-form cases frequentl) co-occurs with the gran1matical category of 
quantifier, in phrases such as i1t sm1te cases i11. ,,tany cases: 

• cases <some, many, most, more both several> 

(See.G. Francis 1993: 141 for an excellent discussion ofthe characteristic 
blend of collocation and colligation in phraseological units. ) 

( 3) Semantic preference is the relation not benveen individual words, but 
between a lemma or \\Ord-form and a set of semanticall) related words, and 
often it is not difficult to find a semantic label for the. set: see COMMIT 
above. Another exan1ple is the word-form large," hich often co-occurs with 
words for "quantities and sizes": 

• large 56,145 <N+ 1: number(s), scale, part, amounts, quantities, area(s)> 
20% 

In the 200-million-word corpus, at least 25 per cent of the 56,000 occur­
rences of lar.!Je collocated with words for quantities and sizes: this is the 
typical, central use of the word. It'" ould be possible to provide an. (almost?) 
definitive list of the words in this lexical field in English: certainly, the most 
frequent 20 or so would account for most cases: 

( 4) A discourse prosody is a feature which extends over more than one unit 
in a linear string. For example, the lemma CAUSE occurs overwhelmingly 
often with words for unpleasant events (see chapter 2.9.2), whereas PRO­
VIDE occurs with '' ords denoting things which are desirable or necessary. 
Data on the top few collocates from 200 million words are: 

• cause 25,407 <problems, death, damage, concern, trouble, cancer, dis­
ease> 16% 

• provide 28,278 <information, service(s), support, help, money, protec­
tion, food, care> 16% 

Discourse prosodies express speaker attitude. If you say that something is 
provided, then this impties that you approve of it. Since they are evaluative, 
prosodies often express the speaker's reason for making the unerance, and 
therefore identit)r functional discourse units. 

Studies which use corpus data to in' estigate this phenomenon have been 
published only since the early 1990s, and terminology is still variable. Several 
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studies use the term 'semantic prosodies (L uw l993 · incla:ir 1996). 
"Pragmatic prosodies' might be a better term in e thi \:vould maintain a 
standard distinction between aspect of meaning whi h are independent of 
speakers (semantics ) and aspects "hich concern peaker attitude (prag­
matics ). I will here prefer the term discour e pr dies , both in order to 
maintain the relation to speakers and hearers, but aJ w t mph a ize their 
function in creating discourse coherence: cc chapter 5. T gnini -Bonelli 
1996: 193,209, also uses the term 'discour e prosody' for th.e c rea ons. 

The distinction between semantic preference and di our e pro od is not 
entirely clear-cut. It is pardy a question of ho\\ open -ended the list of 
collocates is: it might be possible to list aJl ' ·' ords in Engli h for quantities 
and sizes, but not for "unpleasant thing ' . It i al o partl) a que tion of 
semantics versus pragmatics. In addition, the preference- prosody distinction 
may depend on how delicate the analysis is. For example Klotz 1997 
confirms the negative discourse prosody on CA SE a a verb, but points 
out further restrictions. In a single-object: construction, the noun can be an 
illness: smoking causes cancer. But in a double-object construction an illness 
is not possible *smoking caused him cance·r. ln two-place predicates, frequent 
exponents are nouns for feelings: would have caused you. ag01~y, ca.tHes them 
inconpenience. In other words, the lemma CAUSE has a trong negati\ e 
prosody, but if we take syntax into account, then there ar·e relations of 
semantic preference between the verb CAUSE and sets of abstract nouns, 
such as "illnesses" and "personal feelings". 

These four relations will be developed in chapter 4 into a model of the 
structure of extended lexical units. 

3.5 Corpus, Concordance, Data-base 

Different kinds of raw and processed data can be used in such studies. A raw 
corpus is often input to a concordance program, whose output -the con­
cordance lines - then becomes the input to a statistical analysis "' hich tists 
t:ypical collocations. 

A corpus is the first-order data. Since a raw corpus of any reahstic size is far 
too large for the human analyst to be able to observe and remember sig­
nificant patterns, it is usually the input to programs which can produce 
concordance lines and calculate word frequencies. These are second-order 
data, and can be a great practical help in seeing patterns. Ho" ever beyond a 
few hundred concordance lines at most, the amount of data is again beyond 
the c.apacit:y of unaided observation and memory. So these data can be input 
to further programs, which can help in identifying significant patterns by 



WORD IN PH R.A E I 67 

using statistical methods or different displa~ s (such as positional frequency 
tables: see chapter 4 ). T hese program produce third -order data. Ideally, 
these data are furth er organized into ~ tematic sets of statistics "hich gi' e 
comprehensive coverage of a w·eU-defined subset of the language in a con­
' enient form uch a the mo r typical collocates for the most frequent word­
forms Ln Engli h, plu associated ample concordance Lmes. 

3.6 The Cobuild Collocations Data-base on CD-ROM 

3. 6.1 T11e cmpu.s 

The raw first -order data for the Cobuild (1995b collocations CD-ROM 
consisted of a corpus of200 million running words of general English: about 
70 per cent British, 25 per cent American. and 5 per cent other native 
varieties . About 65 per cent of the text samples are from the mass media, 
written and spoken: ne' spapers and magazines, but also radio (especially 
BBC World Sen ice ). About 7 per cent is transcribed spoken language: over 
half of this is spontaneous con ersation, the rest is from scripted radio 
broadcasts. The corpus did not contain highly technical and scientific 
books and articles, though there is a lot of specialized \ ocabulary in relatively 
popular academic books and the Like. 

Possible bias errors due to the composition ofan) corpus should be borne 
in mind. For example the frequent collocates of cmmnit <Stt.icide, crime(s), 
murder> may be pard) due to the frequency of crime reporting in the mass 
media. The influence of topics in the (partly British ) national press is seen in 
the frequency of head-words and of their top coUocates, such as the follow­
ing head-words beginning with c, here shown with the absolute frequency of 
the head-word and the phrase as a percentage of this frequency~ 

• ethnic cleansing (2,071 , 45 %)· clttster bombs (1,614, 7 %); issued a 
communique (1,060, 15 %); composite trading (1,893, 45 %); contempt of 
court (2,118 , 13 %); National Curricrtlttm 4,116, 35 %) 

Such coUocations ,can pro\· de. limited information on ke) phrases and 
topics of interest to the press but the) do also indicate a topical bias in the 
corpus. This bias is unlikel) to affect the general principles discussed below, 
but it certainly affects the absolute frequency of occurrence of individual 
words and of their most frequent collocates. 

Firth (1957: 12-13) pointed out long ago that different collocations are 
found in different text-t) pes, and Biber ( l993a, 199 3b) argues that much 
work still underestimates the extent of register differences in collocational 
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beha,iour. An extreme example occur in a tud\ f an 8-miJLion-word 
corpus of Associated Press news-\ ire tori main!) ab ut the rock market. 
The word food was high in frequency, but eat was not am ng its collocates, 
since 'food is not eaten at Wall Street but rather traded sold, offered 
bought, etc.' (Smadja 1993: 169 ). 

Occasionally, a single word-form uch as seeks, i highJ) frequent in a 
restricted text-type (chapters l. 7.4 and 2.2 . l , above ). Other examples are 
chopped and grated, which are eq frequent in recipe ( ee chapter 4.4.2 
below), but some influences of text-type on vocabulary are lc obvious. For 
example, the data-base gives as the top 20 collocate of certR.in mainly 
coJlocates v.irh the "not very much" meaning a certain amormt to a certain 
extent), or with the "indefinite reference" meaning certai11 people, i11 certaitJ 
areas). Only two of the collocates have the certainly true ' meaning (seems 
certain, know for certain). Biber (l993a, 1993b hmvs that these distinct 
uses occur with quite different percentages in different genres. The use of a 
large undifferentiated corpus has in thjs case a\ eraged a" a) these differences 
and made it look as though one meaning of certaitJ. is much more prevalent 
than the other. Biber ( 1993a: 186) claims that 

for many words, there is no general pattern of u e that holds acr s the ' hole 
language; rather, different word senses and collocationaJ patterns are trongl) 
preferred in different registers . 

It is frequently argued that generalizations rna) conceal systematic pat­
terns, because they average away differences. Ho\\ever, that is the \\hole 
point of averages. It depends how delicate) ou ' ant the description to be. In 
addition, just how many words are involved in sharply different collocations 
in different text-types is not known. 

In any case, language in the mass-media. is itself highly influential, news­
papers are the most widely read long texts, and collocations from this source 
are therefore important. A striking example v as provided by the British 
prime minister Tony Blair on the day after the death of Princess Diana. in 
1997. He used, on television, the phrase The People's Prirz.cess, '"' hich fits into 
the same pattern as other phrases such as People's Palace, and ,, hich was 
immediately known around the world and endlessly repeated. Howe\er 
there is no well-developed theory of corpus construction \\ hich takes into 
account the potential impact of the language used. W. N. Francis (1979) 
proposed the term 'reception index' for the number of times an utteran.ce is 
heard or read: perhaps only 'one' for an utterance elicited by a linguist from 
an informant, but '50 million' for a commentary at a major sports event. A 
measure of influence might, in principle, be based on .library lending statis­
tics, best-seller lists, or exam lists (of the classics which are read year after year 
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for English literature exams round the \:\Orld ), though it is difficult to see 
how such measures could be made more than rough and read). 

3.6.2 I11e data-base 

It is worth emphasizing just ho''' large the Cobu.ild , 1995 b ) data -base is. For 
10,000 head -\\Ord it Lists the up-to-20 most frequent collocates, within a 
span of 4 : 4. For each collocate it gives a random sample of 20 concordance 
lines of 80 characters ( usuall. 6 or 7 '' ords to left and right), plus a slightly 
expanded context of 15 '' ords or so to left and right, with a broad indication 
of genre, e.g. 'British newspapers . This is a total of 10,000 times 20 times 20 
( = 4 million ) concordance lines. 

(Calculated slightl. different!): the four million concordance lines an1ount 
to 4 x 30 = 120 million \\Ords of ,co-t,exr \\hich is sampled around the 
l 0,000 head words in their most frequent uses. ot all nodes have 20 
collocates, since a collocation must occur at least 15 times in the corpus to 
be recorded. Concordance lines are selected at random, which leads to some 
repetition, though e'en if these figures are reduced by something over 10 per 
cent, the data-base still amounts to 100 million words.) 

The 10,000 head-words are unlemmatized word-forms. This is essential, 
not only because different forms of a lemma may ha\ e quite different 
collocates, but also because the) usually also have 'cry different frequencies 
of occurrence. For example, in the 200-million-word corpus, forms of 
EDUCATE occur as follows: edttcation ( 33,052 ) occurs about 1,000 
times more frequently than educates, about 50 times more frequently than 
educating, and about 25 times more frequently than educate. This 
means, however, that, for man) lemmas, only some word-forms are frequent 
enough to appear in the list of head-words: the data-base has findings for 
education 33, 052, and educated 3, 981, but £orms of the verb in -e, -es, -ing 
were not frequent enough to be listed. (This places some restrictions on 
calculations possible with the data-base: see appendix 2 to this chapter, 
section 3.10.) 

The absolute frequency of word-forms in the head-words list varies from a 
few words around 700 (e.g .. allergies, deficiencies, handkerchief, garnish), up 
to relatively few words over 50,000 (e.g. believe, car, change, fact), and a few 
words over 100,000 (e.g. before, end, home). That is, the least frequent words 
in the data-base occur around four times per .million running words. The vast 
majority of words occur bet\\een 1,000 and 10,000 times in the corpus. 
These figures correspond to data cited by Hayes ( 1988 ), who studied the 
10,000 most frequent word-forms in a reference corpus of American Eng­
lish. The least frequent words amongst the 10,000 occurred three times or 
more per million running words. 

--
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The 10,000 word-forms probabl repre enr around 5,000 lemmas. Some 
lemmas have only one form (e.g. amid); ometime both singular and plural 
ofnouns occur in the head-\\ord list (e.g. eye eyes but mctimes only the 
singular is frequent enough to occur (e.g. abbey ·· and imilarl.) for parts of 
verbs (as with EDUCATE above ). So a rough e timate i that the head-word 
list contains twice as many word-forms a lemmas. List f core vocabulary 
usually contain 2,000 to 3,000 lemmas Stubbs 1986 ), o the li t of head­
words certainly contains those '' ord-forms "' hich are the mo t frequent in 
the core vocabulary of English. The data-base give information on the 
central core of the vocabulary, and as I ''ill shm all the '" ords in this core 
show strong phraseological tendencies. 

Appendix 2 to this chapter (section 3 .l 0 ) contain further notes on some 
limitations of the data-base. 

3.6.3 Precision and recall 

Precision and recall are two measures conventionally used in the information 
retrieval literature (Ball 1994; Clear 1996 . The precision is high if a large 
percentage of what is retrieved is relevant. Precision is eas. to check, at least 
roughly, since irrelevant cases are obsenable, and the Cobuild data-base 
scores high on this measure. 

The recall is high if a high percentage of relevant cases is found. This is 
much more difficult to check, since you cannot observe what has not been 
found. It may be that the data-base omits collocations' hich are common, 
but only in text-types unrepresented in the corpus (due to its topical bias). In 
other words, the success of recall is dependent on the representati' eness of 
the corpus. Alternatively, a purely formal analysis rna. miss semantic panerns. 
For example, the top 20 collocates of some1vhat show that the '' ord is used in 
comparisons, often in concessive contexts: 

• somewhat 8,015 <more, different, less, also, though, still, although 
seems, similar, since, better, seemed, become, feeJ , higher, view, seem, 
later, however, perhaps> 

However, the concordance lines show a different pattern. They contain 
phrases such as: 

• somewhat cruelly; somewhat more awkward and conspicuous; somewhat 
negatively; somewhat on the defensive 

On its own, the collocates list contains no e\idence of a discourse prosody, 
since a shared semantic feature, especially a 'cry general one such as 
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"unplea ant' can be lexicaljzed in many wa~ (De Beau grande 1996: 516 ). 
This v. ill not be picked up iH a li t of the mo t frequent word-forms , but the 
concordance lin make the parrern b,·ious to a humm a.na.lyst. The impor­
ram principle i that scm anti and pragmatic relations do nor ah,·a~ s show up 
as simple formal relation and third-order data must constantly be checked 
against econd- and fir t-order data. 

3. 7 Data for Semantics and Pragmatics 

In this book I mainl~ e.mphasize the value of corpu data for the stud) 
of meaning. I should rl1erefore tress that I do not entirel~ reject introspec­
ti\ e data, and I frequenrl~ appeal to native-speaker intuition. ln many 
areas of semantic and pragmatic intuitions are strong and stable, across 
aU native speakers, whether linguisticall~ naive or trained, and must be 
given the status of data Seuren 1998: 386 . Katz ( 1981: 121 ) puts it like 
this: 

[I ]t is easy ro produce cases in semantics that ar·e as clear as the dearest in 
syntax. For example, it is clear that crowd and mob are semantically similar in 
having senses that express a group action that both are anton) mous with solo in 
this respect, that r1aked JJ.ude i redundant and that jones mu.rdered Smith 
analyticall) entails Jon es killed Smitb. 

Katz gi\ es examples of s~'Ilon~ my anton~ m) and logical entailment (hypo­
nymy). Thus, an. native speaker knows that a 1J.ight'ltta7·e is a frightening 
dream. We could check this in a ctictionar) , '' hid1 records the intuitions of 
high1~ trained lexicographers (and other data , but it is unnecessary to 

demand corpus evidence of all lexical relations. 
Hm<~o e\ er, there are many cases in the literature where the intuitions of 

nati\ e speakers are less certain or v here intuitions are demonstrably unreli­
able or just missing altogether. A famous case (Chomsk) 1957: 100-l) 
where nati\ e speakers ha\ e problems but ma) be persuaded to agree, after 
some training, is this: 

[1] E\eryone in the room kno"s at least t\\O languages. 
[ 2] At least two languages are known by e\ er) one in the room. 

The consensus is usuaU.) that both sentences are ambiguous, but that the 
preferred interpretation for [ l] is that ' everyone speaks nvo languages but 
not necessarily the same two' '"' hereas the 'normal interpretation' 
(Chomsky 1957: 101 ) £or [2] is that " there are n . o languages (say French 
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and German) which are spoken b) ever one though individual mar also 
speak other languages". However, it is di fficuh to arri e at a clear con ens us 
in such cases. 

In other areas again, native-speaker judgement arc unreliable or 
restricted. Native speakers ha\e. strong and reliable intuitions that 
some words are more frequent than others: there i not much doubt that 
luck is more frequent than lute. But nati' e peaker are unre)jable in judging 
the most frequent uses of frequent words, for example that TAKE i most 
frequent in its delexicalized uses in phrases such as take place and take a 
photograph. Similarly, many judgements about connotation are perfectly 
reliable (e .g. neutral crowd \ ersus pejorati e mob). However, m) intuitions 
tell me that friends is neutral , ' hereas cronies is di tined. pejorative and 
insulting. Yet, thjs is confirmed b) the entries onl in orne dictionaries 
(e.g. OALD 1995), whereas other dictionaries e.g. Cobuild l995a ) record 
it as informal but not as pejorati e. 

It may also be that intuitions about the core meaning of a word are 
reliable, but that intuitions about its potential use in different situations are 
not. Lyons ( 1987: 169-70) gives the example of BACHELOR Speakers of 
English will agree on the denotation (a bachelor is an ' unmarried man" ), 
but they disagree (I have tested this in elicitation experiments ) about 
whether the word can appropriately be used to refer to cases such as: a 
monk; a sixteen-year-old male; a widower; a man of ninet) years \vho has 
never married. 

The major advantage of using large corpora for the study of meaning is 
that they contain a vast amount of data of a kind \\ hich \\as pre\ iously not 
available. However, there is no point in being purist about data. On the 
contrary, it is essential to compare findings from different independent 
corpora (since all corpora have gaps and biases ) and to cross-check corpus 
findings with data from different sources. 

3.8 Summary and Implications 

I have now presented the concepts which arc needed for the case tud) in the 
next chapter: 

word-form and lemma 
corpus and concordance 
node, collocate and span 
collocation and colligation 
semantic preference and discourse prosody 
extended lerical unit and delericalization 
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first- , second- and third -order data 

Corpus tudies how that what typically occurs in language use is onl) a 
small percentage of what seem possible within the language S) stem. A large 
amount oflanguage u c consists of '" ords occurring in conventional combin­
ations. Such collocation are not an idio yncrati and peripheral phenom­
enon, but a central charactcri tic of language in use. ati\e speakers' 
unconscious knowledge of collocations i an essential component of their 
idiomatic and fluent language use and an important part of their commu­
nicati e competence. 

3. 9 Appendix 1: Measures of Statistical Significance 

For two main reasons I present no figure on the statistical significance of 
the strength of node-collocate attraction. 

First, the classic statistical tests assume populations in "hich \ ariables are 
randomlv distributed: but this assumption does not hold for natural lan­
guage texts . If we toss a coin then ' e ·will sometimes get a sequence of 
several heads in a rO\\ but on a erage and approxin1atel), it \\ill come down 
heads in 50 per cent of cases and tails in 50 per cent. A typical text in English 
will contain man) instances of the "ord the spread throughout the text, and 
followed in almost all cases b~ nouns. We will never find a sequence of several 
in a rm\, and there is no chance at all that thq will all be clustered together at 
the beginning of the text. 

Second, for most of the cases '' hich I discuss the le\ els of co-occurrence 
are so far abo e. \\hat one might expect b) chance that citing a probability 
level is rather pointless. Take this illustrative case with simplified, but realistic 
figures. Suppose the absolute frequencies of node and top collocate in the 
200-million-\Jorord corpus are each 2,000, and that they co-occur 200 times: 

• node 2,000 <collocate 10 %> 

The node and ,collocate each occur 2 000 times in 200 million running 
words: at a random poilu in the corpus the chance of either one being the 
next word is one in 100,000 = 200 million/2 000 ). 

So, the chance of the collocate being the "ord immediately after the node 
is one in 100,000. In the span of 4 : 4 around d1e node, the chance is 8 in 
100,000. The node occurs 2 000 times, therefore the collocate could be 
expected to occur 0.16 ( = 2 000 x 8/ l 00 000 times in its em ironment. 
That is, there is less than one chance in fi, e of seeing the collocation at: all in 
a corpus of 200 million words.. But: the coUocate is obse1·ved to occur 200 
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times in the span around the node. Thj i 1 250 = 200/ 0.16 ) time mor,e 
frequent!) than expected by chance . 

Alternatively we calculate tl1ing a follow . The chan e of both n de and 
collocate occurring together at some random p int i the pr, du r of their 
individual probabilities of occurrence ( 1/ 100 000 1/ 100 000 : one in 
10,000 million. Across the whole corpus, the) could be expected to co-occur 
0.02 times(= 200 million x l/100 000 million ). h1 a umes adjacent co­
occurrence. If we calculate co-occurrence in a pan of 4 : 4 then thq could 
be expected to co-occur 0.16 time (= 8 x 0.02 ). But the) lrC ob er ed to 
co-occur 200 times: this is 1,250 times more frequently than expected by 
chance. 

If node and collocate co-occur in on!) 1 per cent f ca e this rate of co­
occurrence is stiJI 125 times more frequent than expected b_ chance. A 
calculation with figures such as node 2,000 <collocate 10 %>, \\here the 
absolute frequency of the collocate is 20 000 , also give a rate of 125 times 
more frequent than expected by chance. 

A real example of a node-collocate pair "· th comparable figure to this last 
case ts: 

• heated 2,470, debate 17,441; heated <debate 10 %> 

Given the non-random distribution of ADJ- pair in running text, their co­
occurrence becomes more likely than one in 125 . .But ut of 40 random 
examples of the collocation, most (over 75 per cent ) were in the phrase 
heated debate, a few (20 %) were in a longer phrase such as a. very hea.ted 
extremely emotional debate, and on.ly one had the sequence N-BE-AD J (the 
debate has been heated): the central pattern is clear. There is no doubt that 
heated debate is a phrasal unit. Other collocates of heated indicate related 
phrases such as heated discussiotJ., heated a1;gmnent and heated exchange. 
Although there are obviously other phrases such as pre-heated Ol'C1J. heated 
swimming pool and centrally heated room, sophisticated statistics are not 
required to corroborate obvious patterns such as 

• heated <debate, discussion, argument(s), exchanges (s)> 20% 

For further discussion of such calculations, see Sinclair 1991 : 69-70) and 
.Barnbrook (1996: 92ff). 

The collocates of heated suggest one further reason why measures of 
statistical significance may be of limited use. It is evident to the human 
analyst (though not to the computer) that the collocates of hea.ted are seman­
tically related. Consider a similar case. A small corpus produced these find­
mgs: 
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• distinctly <N + l : cage~ c ol dated dour dm\ nbeat, if~ , inferior, 
meaner muted trange thin unimpressed unwell> 

No other collocates occurred at N + l . Bur these collocates occurred only 
once each, and tJ1erefore no stati tical test can be u ed to conclude anything 
about the likelihood of co-occurrence between node and collocates. A single 
occurrence could be due to chance. Yet to the human anal)St there is an 
ob' ious pattern: all the collocates eem clisapproving. Whatever quantitative 
findings or statistics are pr duced b) the computer they must still be inter­
preted by the human anal~ st. 

3.10 Appendix 2: Further Notes on the Data-base 

It is often assumed that fi-equenC) Lists of the most common ''ords in the 
language do not cliffer much between corpora. Howe er, beyond the few 
hundred or so most frequent words, there are large differences in word 
frequency, since this depends on the topic of the texts sampled. Indeed, 
Moon ( 1997) shows that not e en the top five words correspond in large 
corpora of spoken and written English. In a mi.xed spoken and '"'ritten 
corpus, and in a spoken corpus the top fi e "ords were, respectively 

• the, of, to, a, and 
• the, I, and, you, it 

On average, conversational English uses a much smaller lexicon than written 
English. And given th.e mass media bias in the 200-million-word corpus, the 
data-base contains head-words which one would not necessarily expect in a 
basic word list. An example is commttniqrte, see abm e which the Co build 
( l995b) dictionary- based on a related corpus- gi' es in the frequency band, 
for lemmas, between 6 600 and 14 700. 

For each head-word (node), the sofh,are gives its frequency of occurrence 
in the corpus, and the top 20 collocates with joint node-collocate frequency. 
These co-oc,currence statistics provide an estimate of the strength of node­
collocate attraction: whed1er a node strongl) attracts a few individual words, 
or more weakly attracts a wider scatter of words. The handbook to Co build 
( 1995 b) talks of 'statisticall) significant' collocations, but collocates are listed 
simply in descending ra\ frequenc. of co-occurrence, with no adjustment 
made for absolute frequency of the collocates. A calculation which can be 
used to make this adjustment is the t-score (Stubbs l995a). 

More accurately, only collocates which co-occur more than 15 times with 
the head-word are given. For example, the head-word hitheJ'to occurs 1,221 
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times; the only collocate given is unkno1v11 '' 'th 65 co- c urrence , in phrases, 
such as hitherto unknow1z, hitherto tota11)' tmhunrm :md lritherto virt11alty 
unknown. This does not mean that it doe nor co -occur with other '' ords: it 
clearly does, in 1,221 minus 65 times ( = 95 per cent of ca e .. It means that 
there is one recurring but variable phra e, plu a wide caner of other 
collocates, none of which are individually frequent. A check n .ra\\ corpus 
data shows several things. First, there are other roughly )non. mous phrases 
such as hitherto inaccessible and hitherto rm.paralle/ed. econd man phrases 
have an -ed-form at N - l or N + 1 (e.g. recogn.ized hitherto and lntherfO 
confined). Third, the situation 'hitherto is often reported a lacking some­
thing, as in examples such as 

• which had not been recognized hitherto· hjthcrto barely touched b) it· 
something she had hitherto onl dreamed of 

There is a restriction on the statistics. Unle a coUocate happens also to 
occur as a head-word, the data-base does not give its absolute frequency. 
For example, the top collocate of bride is groom, but groom is not frequent 
enough to occur as a head-word, so we do not have its absolute frequency of 
occurrence. We have the statistic bride <groom 10 %>, but cannot construct 
the reverse statistic, and are left merely suspecting that, since groom is 
not frequent, it often co-occurs with bride. This seems to be. correct. In a 
50-million-word corpus, the word-form bride ( tl = 737 ) was over twice as 
frequent as (bride-) groom ( 348 ). The statistics of co-occurrence ''ere: bride 
(bride-) groom 13 %> and <(bride-) groom <bride 27 %>. 

Since we are dealmg with around 5,000 relatively common lemmas, inde­
pendent smaller corpora can be used in this way, as further evidence on 
individual words. This is an important genera] aspect of the methods. Find­
ings from one corpus lead to predktions which can be checked - corrobor­
ated or refuted - on independent data. Approaches to language based on 
introspective data often run into problems of rusagreement bet\"\een lin­
gllists' intuitions. Work with corpora often leads to high levels of corrobor­
ation and agreement. 

Around 100 high-frequency (grammatical or functional words are not 
included in the head-word list. (The handbook does not spe.cify exactly 
which words are in the stop-list.) There is little point in giving the 20 most 
frequent collocates of the or to. These stop-words are also omitted from the 
main collocates lists, to prevent these lists being swamped by highly frequent 
words. For example, base forms of verbs would almost inevitably co-occur 
with to. However, where stop-words are frequent collocates, they are 
separately listed (without concordance lines), and this gives evidence of 
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frequent grammatical constructions in'' hich the node appears .. For example, 
the top coUocates of cases are 

• cases 22 , 744 <some 14 % mam 8 %, mo r 6 % such 4% other, number, 
both, few, several> 

The most common top-\\ ord is i,J. (55 % and the concordance lines 
confirm that the most frequ.ent u.se is in phrases such as in some cases, in 
many cases, £11 sePeral (of the) casu although there are obviousl) other uses 
(e .g. cmn-t cases). 

The data-base pro ides information on d1e probabilit) of node-collocate 
pai.rs, but no direct information on collocations of three or more word­
forms. For example, the head-\\ord holocat"st occu.rs 1,187 times; only two 
collocates, 11 tJClear 3 5 and world 32, are gi' en. This identifies the phrase 
nuclear holocaz,~st. But collocations with tvor·ld are pardy due to collocations 
not with the word but " · th the 1phrase "R(orld War ll which therefore relates 
to the meaning " millions of Je" s killed b) the N azis". 

Although longer phrases cannot be automatically retrieved, they may be 
immediately recognizable to nari e-speaker intuition. For example, the top 
collocates for agen.t include: 

• agent 8,206 <estate, tra\ el secret literaq > 

It is intuiti' ely obvious that these collocates are unlikely to collocate \vith 
each other, since there are separat,e fixed phrases, such as estate agent and 
travel agent. Hov. ever, the top ,collocates for bodily are: 

• bodily l ,303 <harm 38 %, grie\ ous 19 %, causing 14 %> 

The second t\vo words do not collocate directly with bodily, but with the phrase 
bodily harm, due to th.eir occurrenc,e in the legal phrase (causing) grievous 
bodily harm. In general~ words often co-occur not just in collocations between 
pairs of individual words, but betwe,en words and multi-\\ord phrases. (Col­
locations around the phrase tz.aked eye ar,e anal) sed by Sinclair 1996; see 
chapter 5 .6.1. ) The methods discussed here ~can deal with these more complex 
collocational phenomena to only a restricted e:\'l:ent: see chapter 9. 

3.11 Background and Further Reading 

For useful introductions to corpus methods in general, with good examples 
of collocational anal) sis, see Biber et al. ( 1998 ), and Partington (1998). 
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There is a very large literature on phra eolo~ and collocations and major 
bibliographies are available on the' orld-wide web: do a earch tor the \\Ords 
'phraseology' and 'collocations' . Frequently cited artides include Bolinger 
(1976) and Pawley and Syder (1983). Descripti\e ,.,.ork in appHcd areas has 
been done by Sinclair ( 1991 ) and others in lex.i ograpb) and b~ Willis 
(1990) and Nattinger and De Carrico (1992 ) in econd-language learning. 
Weinert (1995), Skehan (1998: 29-42 ) an.d Howarth 1998 review the role 
of formulaic language in second-language acquisition. Moon ( 1998) is a 
substantial corpus-based stud). Other \\ark which contain man) examples 
of phraseological units includes G. Francis 1993 , Lom 1993) Stubbs 
(l995a, l995b), Sinclair (1996) and Partington 1998 . Cm ie 1994) and 
Wray and Perkins (2000 ) provide good re\iews. 

The methods of investigating collocations in this chapter and the next use 
the simplest possible techniques: a constant span of 4 : 4 raw frequency of 
collocations, and unlemmatized data. For discussion of more sophisticated 
statistical methods for identifying the strength of attraction between node 
and collocates, see Church and Hanks ( 1990 , Church et al . 1991 ), Clear 
(1993), Stubbs (l995a) and Barnbrook 1996). For discussion of software 
which can take into account the effect of different span si.zes, different ways 
of calculating collocational attraction, and lemmatized data see Sinclair et aL 
(1998) and Mason (1999). 

3.12 Topics for Further Study 

( l) In section 3. 7, I discussed the disagreement which is typically found 
about the appropriate uses of the word BACHELOR. Design and carry out a 
small experiment to test how much agreement there is on the meaning of the 
word ORPHAN. The prototypical denotation seems dear ua child whose 
parents are dead", but the boundaries are fuzzy, and the cases to which the 
word can apply are not so clear. What are its core meanings? Someone who 
has lost both parents? Only one parent? Are the parents dead? Or just 
missing? Can only children be orphans? Or also older people? How old? 

(2) Design and carry out a small study to test how accurate or inaccurate 
native speakers' intuitions are about the use of common words. For example, 
compare speakers' introspective judgements and corpus data for the words: 
ago, shoulder and coast. Ask informants to give you examples of how the 
words are typically used, and compare their answers ·with a few dozen 
examples of usage from large corpora. 

You will probably find that their intuitions about ago are accurate, but 
incomplete. You may find that their intuitions about the typical uses of the 
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other t\:o. o words corre pond much le clo eh to atte ted data. Assuming 
that there is a mixture of uch agreement and disagreement, "hat does tlus 
tell ) ou about speaker ' lingui tic competence? 

As further ources of data ~ ou could compar,e tl1e examples of usage gi' en 
in collocations dictionaries. ln this case, check carentlly \\ hether the diction­
aries are citing corpus data or the inrro pecti\ e judgements of the lexico­
grapher . 
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Words in Phrases 2: 
A Case Study of the 

Phraseology of English 

In the previous chapter, I ctiscussed the concepts, data and methods " hich 
can be used to study extended lexical units . In this chapter, I discuss the 
collocational behaviour of a sample of frequent English word , using data 
from the large data- base (Co build 1995 b) de cribed in chapter 3. I will 
present findings from a l ,000-word sample of the l 0 000 head-\\ ords. 
(Starting from a random word in the first ten, I took ever_ tenth word in 
the alphabetic list. ) I will illustrate the kinds of phraseological constraints 
that words are subject to, show that the collocational attraction bet\ een 
words is much stronger than often realized, and discuss ways of representing 
extended lexical units more formally. 

4.1 Frequency of Phraseological Units 

One phenomenon, by its sheer frequenC), shows the strength of phraseolo­
gical tendencies across the most frequent words in the language . Suppose "e 
take aU 47 word-forms which begin with fin the sample. In 41 cases, the 
following easily recognizable combinations account for the collocation of 
node and top coUocate. In some cases, I have added function \\Ords (which 
are omitted from the collocations lists); in the case of fools <stiffer, gladly> 
I have taken the top two coUocates. 

• despite the fact that; faded a\\a}'; fair enough· short-falls; football 
fans; farmer's wife; anti-fascist; moth.er and father, old favou.rite; 
to feather one's nest; fellow members; wire feu.ce; a few )Cars; fiercely 
competitive; fighter aircraft; scmi-fin.al; fitldin.g a \\ay; firzish off.· said 
firmly, keep fit; natural flair, flavour of the month; grow1d jWm-, fionm 
back; focused attention; suffer fools gladly; forcing down; rain fo·rest; 
former minister; heavily fortified; backwards and forwards; fou.-nditlg 
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fathers; old andfi~ail;fi·ee trade· morefn~qt.tentiy; closefriendships;fi'uitand 
vegetables;fitelled speculation· morefiHz; gmernmentfimdi:ng; the sow1d 
and the fi,f.7')' 

In the remaining six cases collocat,es further down the lists occur in recog­
nizable phrases, such as: 

• natural faln-ics; animal feed· .fili11g cabinet ; space flight; dosel) followed by; 
beg (for ) for;giJJer-tess 

With many v. ords man) more of the top 20 collocates are due to recogniz­
able phrases. Here are examples from fa ct and fair-. 

• despite the fact that; as a marta of fact; a fact of life; fact finding; the fact 
remains that 

• fair enough; fai1' share; a [ai:1· amowlt of a fai1' trial; fai,· pia) ; a fai1' 
chance; /ai1• game 

I can think of no reason \i\ hy a sample of v. ords beginning with f 
might be untypical of the ,.,hole 1,000-word sample. We therefore 
ha\ e initial evidence that all of the most frequent lexical words in the 
vocabulary have a strong tendency to occur in well-attested phraseological 
units. 

4.2 Strength of Attraction: Word-forms, Lemmas and 
Lexical Sets 

To estimate the extent and strength of collocational attraction across 
the sample of "ords., "e can also calcular,e how srrongl) a node attracts a 
single word-torm its rop collocate. In the following examples, the top 
collocate co-occurs with the node in 2,0 per cent and mer of cases. Arow1d 
4 per cent of nodes fall into dtis categor .. 

• brightly 1,467 <coloured 2,6 %>· calorie 846 <low 29 %>;classical 5,471 
<music 22 %>; pepper 4,389 <salt 37 %>· profile 5,584 <high 28 %>; 
shuttle 3,453 <space 33 %>;tricks 2. 202 <dirq 25 %> 

In the following examples, the top collocate co-oc,curs \'!rith the node in 
between l 0 and 20 per ~cent of cases .. Around 20 per cent of nodes fall into 
this category. 
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• angrily 1,388 <reacted 18 %>· announcement 9 180 <made 10 %>· bit­
terly 1,782 <disappointed 11 %>; cheering 1 226 <cr wd 13 %>; com­
munique 1,060 <issued 15 %> · do e 1 687 <large 13 %> 

In the following examples, the top collocate co -oc ur vvith the node in 
between 5 and 10 per cent of case . Around 40 per cent f nodes fall into 
this category. 

• advisory 2,593 <group 7 %>; afternoon 16,204 <late 7 %>· alarming 
1,711 <rate 8 %>; amid 4,649 <report 5 %>· applau e 2 207 <round 
6 %>;autumn 9,307 <last 9 %> 

For almost all other node-words (i.e. something over 30 per cent ), the top 
collocate co-occurs with the node in at least one in fifty cases. 

It is interesting to look also at the extremes: the relat1\el mall number of 
cases where the top collocate accounts for under 2 per cent of occurrences of 
the node, or for 26 per cent and o er. Examples include: 

• continental 4,085 <breakfast 1.9 %>; explained 10,966 <never 1.2 %>; 
favourite 12,223 <old 1.5 %>; follo\ ed 23,270 <other 1.6 %>· issue. 
76,632 <rights 1.5 %>; nick 9,775 <time 1.6 %>· sun 36,118 <down 
1.2 %>;victor 2,510 <emerged 0.7 %> 

• backdrop 1,214 <against 33 %>; bodil) 1,303 <harm 38 %>; cleansing 
2,072 <ethnic 45 %>;coronary 1,228 <disease 43 %>; curriculum 4,116 
<national 35 %>; efficiently l ,414 <more 29 %>; enforcement 2,990 
<law 42 %>; esteem 2,021 <self 76 %>; harassment 2,731 <sexual 
45 %>; hesitation 937 <without 30 %>· iUusions 865 <no 35 %>; liber­
ties 1,212 <civil 67 %>;warring 1,586 <factions 49 %>; whatsoe\er 1,950 
<no 60 %> 

Even some of the nodes with only a low probability (under l in 50) of 
occurring with a given collocate also form well- known phrases (e.g. contiJJ­
ental breakfast, an old favourite, in the nick of time). The nodes with a high 
probability (over 1 in 4) of occurring with one single collocate are themselves 
comparatively infrequent, thus decreasing their likelihood of co-occurrence 
with a wide range of collocates. In addition, some phrases here are certainly 
due to topics in the British and international press in the 1980s and 1990s 
(e.g. ethnic cleansing, National Cu.rriculum ). 

These figures show the extent to which words are co-selected in phrase­
ological units. However, in many cases, this crude calculation will under­
estimate the strength of attraction of a node, since the figures show only the 
relation between the node and a single Y. ord-form. If the collocates Hst is 
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lemrnatized then trength of attraction i imrnediatd) seen to be greater for 
some \\Ords a in: 

• cheering 1 226 <cro" d 13 % cro'' d 6 %> 19 % 
• frail 944 <old 9 % elderly 6 %> 15 % 
• resemblance 1,085 <bears 18 % bear 11 % bore ll % bearing 4 %> 

44% 

Nevertheless lemmatization perhaps makes less of a difference than might be 
thought. I looked at all 56 \\ Ords in the sample beginning"' "thgand h. Only 
in 12 cases is the strength of attraction to t:he top lemma greater than the 
attraction to the top v ord- fonn . Examples are: 

• golf 12,026 <course 12 % courses> 15 % 
• graphic <design 5 % designer> l 0 % 
• grim 2,755 <faced 5 % face faces> 9 % 
• himself 55,418 <found 3 % finds find> 6 % 
• home\\ork 1,310 <done 12 % doing> 19% 
• honorary l 233 <degree 9 %, degrees> 14% 

A reason for these modest increases is that the relative frequency of forms of a 
lemma is often \ er) different with the result that different forms often do 
not appear an1ong the top 20 collocates. 

However, what makes a much larger difference- though calculations are 
correspondingly more subjecti\ e - is the strength of attraction between a 
node and lexical sets of words which are semantically closely related to each 
other. Illustrative figures are: 

• breakaway 1,379 <republic(s) 35 %, group, faction, party> 45 % 
• cheering 1,226 <crowd( s) l9 % people supporters, fans, audience> 30 % 
• deadlock 1,236 <BREAK 41 % END, resolve> 50 % 
• doses 1,687 <large 13 %, high, small, lo\\ , higher, lower, massive, heavy, 

larger> 48% 
• gathering 4,464 <information 5 %, intelligence data, evidence> 11 % 
• heated 2,470 <debate 10% argument(s), exchange(s), discussion> 16% 
• humanitarian 3,933 <aid 23 % relief, assistance, help> 39 % 
• obey 1,097 <orders 10 %, order, law(s), rules, command(s), instructions> 

38% 
• war.ring 1,586 <factions 49 % parries, sides> 73 % 

In many cases it is not difficult to find a single syntactic-semantic descriptor 
for these lexical sets of related collocates such as: 
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• deadlock <VERB meaning "end"> 50 % often at - 2 
• doses <ADJ denoting "size"> 48 per cent u ually at - 1 

Such .figures are also likely to be at least a mall undere timate since other 
collocates below the top 20 will also fall. inro these lexical sets. Occurrences 
of individual words may be low, but together they may provide many more 
semantically related words. 

ln summary so far: words across the ''hole of the e er) da vocabulaq of 
English have frequent, typical, cenrral uses. Words are not cho en fredy but 
co-selected with other words in a span of a fn "ords to left and right. After 
these characteristic uses, there is a long tail of word-forms' hich occur rarely: 
though these also often realize a frequent semantic pattern. The semantic 
patterns are typically simple and common, although the lexical realizations 
may be very diverse. That is, the units which this method identifies are not 
fixed phrases, but abstract semantic schemas, which ha' e frequent and less 
frequent lexical exponents. 

4.3 Lexical Profiles: Comprehensive Coverage of .Data 

So far I have picked out examples of node-collocate pairs which illustrate 
particular relations. However, a method which looks onl) at one or two 
words in the collocates list is hardly adequate, since it does not meet the 
important criterion of comprehensive coverage of data. For the head -words 
we have the following data-sets: the top 20 collocates, and 20 random 
concordance lines for each of the 20 collocates. We must at least account 
for all of these occurrences. 

We would then have a profile of the characteristic uses of the node word: a 
lexical frame and its typical variants. The purpose of profiles ( Crystall991) is 
to summarize and present information in a coherent and systematic manner, 
so as to facilitate comparisons and the discovery of significant patterns: 
a numerical dimension helps here. In principle, profiles should be compre­
hensive: in the present case, down to a frequency cut-off point, 
thereby automatically giving due weight to the most frequent cases. We are 
always dealing with repeated events: often hundreds of joint occurrences of 
node and collocate, but (given the organization of the data-base) always 
more than fifteen. To do this kind of analysis for each of 10,000 nodes 
would be a major enterprise. Every word is idiosyncratic in the sense that 
its collocates are different from those of every other word. However, 
some initial simple examples provide a clue how to proceed more system­
atically. 
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4.3.1 E"Cam.ple 1: le>.,,:cal profile fm~ resemblance 

Here is a case where alma t ill of the top coUocat:es fit into a simple lexical 
schema: 

• resemblance 1,085 <(bears bear bore bearing) 45 % little, no, striking, 
bet\\ een, pas mg uncannv an\ rnore strong family, remarkable, 
ph) sicaJ> 

Almost aU of these collocates are due w the occurrence of phrases such 
as: 

• BEAR no or little resemblance to ... 

• BEAR a passing 01' ph~ s ical resemblance to ... 
• BEAR a strong or striking o1· uncann) resemblance to ... 

These are not the onl) possibilities. Although these are the typical, central 
cases, BEAR co-occurs "ith 7ccscnt.bla,.lcc in onl} 45 per cent of cases: it is also 
possible to say, for example HAVE a 1'esem.blauce to. 

4.3.2 Example 2: lexical p1•ojile fm· reckless 

Here is a case ''here all the most frequent collocates of a node fit easily into 
just t\vo schemas. The node 1·eckless has onl) five collocates with more than 
15 occurrences each: 

• reckless 1,045 <driving l9 % death, causing, admitted, djsregard 2 %> 

It occurs in almost one case in fi, e in the phrase reckless dri11ing, and often in 
longer phrases such as 

• admitted reckless driving; admitted causing death by reckless driving 

In one case in fifty, it occurs in the phrase reckless disregard, and hence in 
longer phrases such as 

• displayed a reckless disregard for safety; with reckless disregard of the 
consequences 

-
Again, this ob\ iousl) does not mean that all occurrences of reckless are in 
these combinations: onl) around 20 per cent are. It means that these are 



86 WORDS IN PHRA E 2 

collocations which frequently recu.r, and that other noun at N + l (as in 
reckless expansion or reckless outpouring) are individuaU. infrequent. 

4.3.3 Example 3: lexical p1·ojile j01· backdrop 

Here is another simple case, in \\ hich onl. eight coUocates co-occur more 
than 15 times with the node: 

• backdrop l ,214 <against 3 3 %, set, prm ide, perfect place provides form, 
provided> 

Typical phrases are 

• PROVIDE the perfect backdrop for 
• TAKE place against a backdrop of 
• set against a majestic backdrop of 

The most frequent adjective is perfect (3 %) . Hm,ever, as well as backdrops 
which are: 

• attractive, beautiful, dramatic, effecti\ e, epic, flattering, stunning 

there are also dismal and gloomy backdrops of disunity, tt-lrht-t.lence, U1~cer­
tainty and violence. 

4.3.4 Example 4: lexical profile for doses 

In this example, I have grouped the top 20 collocates of the node into 
syntactic-semantic classes. 

• doses I ,687 
<large, high, smaH, low, higher, lower, massive, heavy, larger> 48 % 
<daily> 4% 
<radiation, vitamin, drugs> 13 % 
<given, taken, used, received, taking> 14% 
<very, even> 6 % 

The most frequent verb-forms are past participles. The most frequent gram­
matical words are: of, in, are, can. Typical phrases are: 

• received massive doses of radiation 
• given in very small daily doses 
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• taken in large repeated doses 

The blend of collocation colligation and emantic preference in the basic 
pattern can be stated informally as follows. There is typicall. a' erb meaning 
"give" or " recei,e" often follo\ved b~ a size adjecti\e foUo\\ed by doses of, 
followed b) a medical noun. 

This exan1p~e illustrates two points. First it shows that e\ en '' ords which 
appear to have an independent denotation and which are hardl~ ambiguous 
even as decontextualized indi' iduaJ "ords nu) nevertheless ha\ e a strong 
tendency to occur \\ ithin predictable lexico-syntactic frames. Second, it is a 
piece of evidence about the range of m.eani.ngs \'vhich are typicaUy encoded. 
That is , '"hen peopl.e talk about doses of something, then these are the 
meanings which frequent!~ get expressed. As G. Francis (1993: 155) puts it: 

[A]s we build up and refine the emantic sets associated with a structure, 
we mo' e closer to a position \ hen: we ,can compile a grammar of 
the typical meanings that human cornmunicarion encodes and recognise the 
untypical and therefore foregro unded meanings ' he never \\ e come across 
them. 

Corpus anal~ sis shows what are frequent or typical uses. There are, of 
course, other non -medical uses, often in ironic phrases such as large doses of 
sarcasm or can take politicians on.l:yr i'J. small doses. 

4.4 A Model of Extended Lexical Units 

These examples are still present,ed informall) . So, how might we more for­
mally define units '" hich are highl) con\ entional in their semantic patterns, 
but also highly 'ariable in their potential lexical realizations -which have one 
or more clear central tendencies but different ranges of variation? The 
relations defined in chapter 3 give us the basis for a model of extended lexical 
units. ln order to define a linguistic unit we have to specif)r its possible 
constituents, and th.e possible relations bet\\ een them. The constituents 
define the semantic cont,enr of the unic The relations define its structure. 
(This section develops proposals in Sinclair 19961 1998.) We have the 
following model. 

RELATION 
(l) COLLOCATION 

(2) COLLIGATION 

co,z.stitr~.-ent 

coUocate: 
individual word-form or lemma 
grammatical category 
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(3) SEMANTIC PREFERE CE l.exica1 et: 

(4 ) DISCOURSE PROSODY 

class of emanticallv related \\ ord­
forms or lemma 
descriptor of speaker attitude and dis-
course function 

As Sinclair ( 1998) points out~ relations ( 1) to ( 4 are increa ingl~ abstract. 
Collocation refers to individual word-forms)\. hich are directly obsen able in 
texts. Colligation refers to classes of words uch as past participles or 
quantifiers), which are not directly observable: the_ are abstractions based 
on generalizations about the beha\ iour of the'' ord in the class. The classes 
are often small, and always closed (for example, there i a small finite number 
of quantifiers in English ). Semantic preferences refer to a class of words 
which share some semantic feature (such as words to do with "medicine" 
or "change"). Such a class is also abstract, and will haH: frequent and typical 
members, but will be open-ended. Discourse prosodies are even more open­
ended and typically have great lexical variability. 

These four relations are aJI probabilistic and non-directionaL Two further 
relations specify the probabilities and the positions ofoccurrence. And finall), 
we must also say how widely our description applies. 

(5) STRENGTH OF ATTRACTION. This is defined m percentage 
terms: given the occurrence of a node, what is the probability of 
occurence of a collocate, grammatical categor~, lexical set or discourse 
prosody? 

(6) POSITION AND POSITIONAL MOBILITY. Relations ( l ) to (5) 
are non-directional: two constituents simpl) co-occur. However, it may 
be that one sequence always occurs (e .g. spick and sparJ., bur nor *span 
and spick), or that relative position is variable. 

(7) DISTRIBUTION IN TEXT-TYPES. We must specHy whether the 
lexical unit occurs widely in general English, or whether it is restricted 
to broad varieties, such as journalism or technical and scientific English, 
or to specialized text-types, with a narrow speech-act fi.mction such as 
recipes or weather forecasts. 

This model brings lexis fully within the traditional concerns of linguistic 
theory. Much twentieth-century linguistics has assumed that lexis is not 
amenable to systematic treatment, because the vocabulary is merely 'a list 
of basic irregularities' in a language (Bloomfield 1933: 274). For much of 
Chomskyan linguistics, it is syntax which is concerned with general rules, 
whereas lexis is largely dismissed as being concerned \\ ith isolated 
and idiosyncratic facts. However, relations ( 1) to ( 4) correspond to 



\ . R D IN PH RA E 2 89 

the classic distinction bet\vcen yntl ri ernantics and pragmatics '' hich 
were dra\\ n b) Morri in the 19 30 (.Morri 19 38 . Syntactics (or S) max) 
deals '" ith hm' linguistic ign relate to one another here collocation and 
coUigation ) semantics deals wicl1 how linguistic signs relate to the external 
world (here lexical e and the phenomena the) denote ), and pragmatics 
deals with how lingui tic signs relate to their users ' here expression of 
speaker attitude . 

The examples of collocati n above also show that there is much m 
the behaviour of words "' hich i automatic and not open to conscious 
reflection. This means that introspection about lexical meaning is 
often unreliable or at k:ast incomplete. Also in terms of its automaticity, 
lexis is seen to be in Line with many aspects of phonology and syntax 
(Charu1ell 2000 ). ln the model lexis has acquired a primaq role, and syntax 
a reduced role in determining aspects ofpositional mobility (for example, in 
active versus passi' e 'ariants of a unit and in .linking phraseological units to 
each other in running text. This re' ·sed division of labour bet\\ een lexis and 
syntax wiU require much ''orking out in detail .. 

A more stringent procedtue- not entird) forma.lized but at least a check on 
rank subjectivism - can be defined as foUO\\ s see Sinclair 1991: 54ff, 
84ff, 105ff; 1996; De Beaugrande 1996: 515ff; and Clear 1996, for related 
suggestions). ( 1) Group t.he 20 "oUocates into semantic su bsers, using criteria 
which are as explicit as possible. 2 Calculate what percentage these 
semantic subsets comprise of the whole collocates list. (3) Check the posi­
tional variability of the constiturents. The data-base a\erages information 
across a span of 4 : 4. Howe' er positional informati.on can easil) be retrieved 
from the concordance lines, b) using positional frequency tables: see table 4.1. 
( 4) Check whether independent corpus data (not restricted to the top 20 
collocates) re' eal further uses. That is, check the recall of information (see 
chapter 3.6.3). 

4. 4.1 Example 5: lexical profile for UNDERGO 

The following analysis foUows this procedure. The collocational data are as 
follows: 

• undergo 1,205 <surgery 108, tests 67, treatment 62, change 53, training 
43, test 41, medical 40, before 37 changes 35, operation 34, women 
31, forced 26, further 25, testing 25., major 24, examination 23, 
extensive 21, heart 20, required 19, transformation 17> 

There is a simple pattern and discourse prosod~ : people involuntarily undergo 
serious and unpleasant e\ ents such as medical procedures. 
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The 20 collocates can be arranged into sub-Li ts. Some \ ord mainly 
nouns, are medical (su1'l]ery, treatment medical, operation, heart)· some 
have to do with training and te ring (t·raining examination, test, tests, 
testing); some concern change ( cha1zge, changes trcmsformatio1ls); some 
adjectives concern the seriousness or extent of the e"ent ( fwrthe·r majrrr 
extensive); some verbs concern their involuntaf) nature ( forced, required). 
The two remaining words do not obvious!) fit into these sub-Lists. but must 
also be accounted for (before, Jvomen). 

The data-base gives 400 (20 x 20) randoml) selected concordance lines, 
but these lines may, by chance, be selected twice, and in this case there are 
343 different lines . In descending frequency: 181 in ol e people undergoing 
medical procedures, including medical tests, such as: 

• major heart surgery; conventional medical treatment; mandator) drug 
tests 

Some 72 involve people and things undergoing changes, transformatio·n.s and 
metamorphoses. Some are explicitly unpleasant: agon.ies of readjJHtment, 
malignant transformation. Many others are by implication unpleasant, 
since they are 

• considerable, dramatic, drastic, extensive, fundamental , major, profound, 
radical, significant 

Some 46 involve non-medical testing, again often by implication unpleasant, 
since it may be compulsory or rigorous, or rna) in oh e totJgh scn-.tiny or 
police checks. Twenty-two involve people undergoing training: often 
military, and often extensive, intensive or lengthy, and again, therefore, not 
necessarily pleasant. Eleven additional cases are explicitly unpleasant: people 
or things undergo, for example, cutbacks, h~tmiliation, imprisonment, 
trauma. The remaining examples are technical: see below: bifurcations, 
etc. 

These exponents of the discourse prosody "unpleasant" almost always 
occur to the right of undergo. Exponents of a related prosod), "involun­
tary", occur mainly to the left. The lexical realizations forced and requ.ired 
occur in the top 20 collocates, and must is one of the most frequent 
collocates amongst the stop-words. 

I have now said something about all 20 top colJocates, except before and 
women. Before occurs amongst the top l 0 collocates, in 3 per cent of 
occurrences, and provides a hint of the characteristic discourse in which 
under;go occurs. In many cases, a sequence of actions, which happen before 
or after surgery, tests or training, is being reported: around half the con-
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cordance lines contain references to the rime when e ents happen to 
sequence of e\ ent or to events being planned: 

• must '' ait 24 hour betore the~ can undergo the procedure; undergo his 
fourth operation inside a year undergo se\ eraJ systems checks· is planning 
to undergo· due to undergo· schedukd to undergo 

The reason why nomen is o frequent a collocate 3% is less ob\ ious . It 
seems partl) due to the frequenq of mention of events such as abortions, 
fertility t-reatm ent and h:l~rtet'ectomi-e.s. It may also be partl) because a sex­
neutral collocate such as pa.ti-e:nts can refer to men or women, but when 
women are meant the~ are. explicid · mentioned. 

The 343 concordance line are not a random selection of all occurrences of 
unde1;go, since the) all contain one of the top 20 collocates. I therefore 
checked an independent 2.3-million-\\ord corpus. The word-form unde1;go 
is not very frequent (.1·1- = 14) and in this case there are no obvious differ­
ences in use across different forms of the lemma ( tJ. = 42), \\ hich I therefore 
looked at as a whole. The percentages are different, but the patterns are 
confirmed, and one pauern becomes dearer. In this smaller corpus, objects 
of the verb were from the semantic fields of "change" (16) or " medicine" 
(8 ), or \vere "unpleasant (9 ): 

• ordeals; a crisis; a sa' age sentence for a crime; a traumatic experience; 
bizarre eighteenth-century initiation rit,es 

UNDERGO also occurs in technical English with no necessarily unpleasant 
connotations. Almost all other cases (8) were scientific and technical ~ as 
marked by collocates such as bifi4.rcatiotzs, diapause, nucleon. The sole 
remaining case is the spri'ltg-cleaui·n.g n1hich it had u.1:~-dergone: a humorous 
reference to a landing strip,\\ hich then shmu like black glass. 

Further corpus data reveal further specific lexical items, and show how tl1e 
simple patterns can be realized b} a great variety of texis (Sinclair 1996: 95 ). 
For example, in this case the "unpleasant" prosody is implied by the text 
following pessimism: 

• why Voltaire's ideas u•~denvet~t this ,change is not dear- possibly his new 
pessimism \\as a result of the great earthquake of 1755 

Similarly, great lexical 'ariety is possible in expressing the "involuntary" 
prosody. As well as explicit lexical items (forced to; required to; have to; 
must; nJi/l have to), the prosody may be only implied as in 
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• police said he would undet;!JO psychiatric examina.t ion 

Further corpus data would be certain to r·e eal further l.exical 'ariation, but 
unlikely to reveal other major semantic preferences. This is a prediction 
about how the word is used, and is open to empirical testing. ln summaq ~ 

the main semantic patterns are simple. ( l ) In general English people are 
forced to undergo unpleasant experiences, especial!) medical procedures, or 
tests and (often arduous) training. (2) People and things undergo usuall) 
radical and often unpleasant) changes. (3) In scientific and technical English, 
the word is usually neutral. 

The central uses of the word, with its typical collocates, can easily be 
stated: see figure 4.1. The "involuntary" and " unpleasant' prosodies are 
usually encoded to the left and right respecti el_ . The express the discourse 
function of the extended lexical unit: why is this being mentioned now? And, 
despite the variation, there are preferred lexical selections, down to the 
choice of individual words (Sinclair 1996: 88-9 ). 

Characteristic examples from the concordance lines are: 

• he was forced to undet;go an emergency operation 
• his character appeared to unde1;go a major transformation 
• each operative had to undergo the most rigorous test 
• will undergo extensive skills and fitness training 
• forced to become refugees, to unde1;go further migration and further 

suffering 

Concordance 4 .l shows a larger random selection of 50 concordance 
lines (from amongst those lines which contain one of the top 20 collocates). 

passive or modal + undergo + adjective + abstract noun 

forced to typical typical 
required to adjectives lexical fields 
must 
etc. further "medical procedure" 

extensive "testing'' 
major "training" 
severe "change" 
etc. "a trauma" 

etc. 

Figure 4.1 The prototypical uses of undergo 
The prototypical uses of undergo can be represented as a lex:ico-gramrnatical frame plus: 

frequent individual collocates (e.g. SU'lfery) 
typical pragmatically specified adjectives (e.g. major) 
typical semantically specified lexical fields (e.g. " change") 
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26. r Warren, who was scheduled to 
27 . nd Howe) may even be forced to 
28. h to one half of all women who 
29 . management know- how. Emplo~ ees 
30. gories of children required to 
31. srer. Yesrerdav he was due m 
32 . undergone and will continue to 
33. atrick Buchanan ts planning to 
34 . he first established pnson to 
35 . s suggest that women likely to 
36. "hether or not a woman should 
37. t that a p1oneer product would 
38. weapon - Police said he would 
39. leaders could nor be forced to 
40. nly two feet in diameter \\ill 
41. use the family butcher shop to 

42. captain, Villi am H~ ra'~', ts to 
43. wait 24 hours before the~ can 
44. So who 1s actual!) having to 
45. c. But it has not been able. to 
46. ut her ability to continue and 
4 7. attempt last year. As recruits 
48. d deed.' Before she agreed to 
49. ages are found, patients often 
50. e Pendennis Shipyard. She \\ill 
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undergo a cartilage operation. He was nor 
undergo a change - Political observc.rs m 
undergo a hi to ric transtormation. Sometime 
un.dcrgo a major metamorphosis until the op 
undergo a means test and a needs asscssmen 
underg a medical examination, and prepan 
undergo a p ychiatric namination. 930430 
undergo a pecial fueling test because it 
undergo a stringent medical examination ev 
undergo a tran formation on the 4th, and \\ 
undergo an AchiUes tendon operation. The 
undergo an 'evescan before being allowed t 
undergo back-aBe) abortions m countries 
undergo before it can achieve release from 
undergo brain surgery, and his friends and 
undergo dramatic changes. Out for instance 
w1dergo exploratory surgery on an injured 
undergo extensive tood testing. And only 1 

undergo extensive medical checks and psych 
undergo exren ive medical examinations bef 
undergo enensi"e skills and fitness train 
undergo exrensi\'e rests - There was nothin 
undergo further medical tests at an Arneric 
undergo funher surger~ at a rate as high 
undergo genetic testing. As fiction, the t 
undergo his eighth open heart surgery afte 
undergo his fourth operation inside a ) ear 
undergo hysterectomy devdop some morbidit 
undergo imen in~ training on the shop flo 
undergo language testlng. The categories o 
undergo major brain surgery. On Friday n:ig 
undergo maJOr cutbacks. If Japan docs not 
undergo major heart surgery tomorrow - His 
underg·o ' market testing" and the first for 
undergo menopause, at about age 50, ought 
undergo more extensi e tests "here a diagr 
undergo more resting, he says . Rissler, wh 
undergo psychiatric examination before any 
undergo random drug resting in order to re 
undergo se,·eraJ systems checks before bein 
undergo significant change 111 appearance a 
urtdergo surgery and will take no part. The 
undergo the procedure. Doctors must tell p 
undergo the tests? An oceanographer got te 
undergo the transformation and economic mo 
undergo the treatment. It was very dear t 
undergo training m a Fortitude Valley fig 
undergo treatment and completed donor cons 
undergo treatment, including bypass surge 
undergo trials locall) before sailing to 

Concorda"IJce 4.1 Sample concordance lines for t.n~de~yo 

Notes : Lnes from the data-base were put in random order, and e\rery 8th line selected. These 50 
lines were then ordered alphabeticaU)r to the right 
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Table 4.1 Positional frequency table for tm.dergo span 3:3 

was forced to • a medical and 
[ 18] [ 26] [ 219] [ 85] [ 22] [ 21] 
LS requireci will • an surgery te t 
[ 14] [ 21] [ 38] [ 26] [ 20] [ 16] 
be have and • further testing examination 
[ 13] [ 15] [ 9) [ 25] [ 16] [ 14] 
and IS must • the treatment surgery 
[ ll] [ ll] [ 9] [ 21] [ 15] [ 13] 
and IS must • the treatment urgery 
[ 11] [ 11] [ 8) [ 21] l 12] [ 13] 
that they he'U • maJOr change operation 
[ 8] [ ll] [ 7] [ 20] [ 9] [ 12] 
been about should • surger~ changes transformation 
[ 7] [ l OJ [ 7] [ 12] [ 9] [ 11] 
were and who • treatment for before 

[ 7] [ 9] [ 7] [ 9] [ 9] [ 9) 
where patients women • medical heart test 
[ 7) [ 7] [ 7] [ 7] [ 9] [ 9] 
children that often • heart and medical 
[ 6] [ 7] [ 6] [ 6] [ 8) [ 8] 
he he • his maJOr for 
[ 6] [ 6] [ 5] [ 8] [ 7] 
in wiJJ • testing operation m 
[ 6] [ 6] [ 5] [ 8] [ 7) 
the women examination on 
[ 6] [ 6] [ 6] [ 7] 
women due extensive training 
[ 6] [ 5] [ 6] [ 6] 
wiU ordered transformation to 

[ 6] [ 5] [ 6] [ 6] 
for radical testing 
[ 5] [ 5] [ 6] 
last test the 
[ 5] [ 5] [ 6] 
not training a 
[ 5] [ 5] [ 5] 
of the as 
[ 5] [ 5] [ 5 J 

by 
[ 5] 
changes 
[ 5] 

Notes: The node undergo is indicated with an asterisk. Only collocates occurring 5 times and 
more are shown. 
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Table 4.1 shows a po itional frequenq table in which words in positions 
N - 3 to N+ 3 are displa~ed in descending order of frequenq, dov.n to a 
frequenc~ cut-off of 5 joint occurrences. 

4. 4.2 E-.;am.ple 6: lexical profile fm~ chopped 

The next example illustrates further principles. The starting data are: 

• chopped 3,602 dind) fr,esh, parsle.. onion. garlic, tbsp , tomatoes, oz, 
peeled, add, off, onion s) pepper, salt, chives, herbs, tablespoons, 
dried, small, tsp> 

It is sometimes argued that co-occurrences bet\\ een words such as chopped, 
herbs, panley and ,orl-ions are not real collocations, but '~ ords \\ hich co-occur 
simply because they correlate with states of affairs in the \\odd. Smadja 
( 1993: 150) argues this with reference to "ord-pairs such as doctor-nurse 
and doctors-hospitals. Kjellmer 1991: 114) points out that the phrase glass of 
n7ater is more frequent than cu.p of n1ate1', merely because '" ater is usually 
served in a glass. Hm;~, e er given our present limited knowledge about 
statistical properties of extended lexical units, it seems unwise to make firm 
distinctions about ''hat is and is not linguistic. Similarly, Benson's (1990: 
26 ) rejection of pass the salt as a collocation, on the grounds that one can pass 
all sorts of things., seems odd, since pass the salt is a highly stereotyped phrase. 

In any case, although the extended lexica! units around chopped are 
not idioms, they are idiomatic. Recipe writers could talk of ?finely cut 
or ?finely sliced fresh parsle)~ but by and large the~ do not. The word­
form add occurs not onl)' in recipes (I might add).. However, when it occurs 
as a sentence- or clause-initial imperati\ e, it is almost always in a recipe (or 
instructions for a chemi.caJ experiment). If add and chopped co-occur then the 
probability that this is a recipe must be near 100 per cent. 

Chopped is a case where the node-word is the centre of a tight collocational 
cluster: the top three collocates are each 12 per cent and over, and even the 
last collocate is 3 per cent. In the iist, 19 out of the 20 collocates are due to 
the use of the word in recipes. 

(The exception is off The collocation chopped off occurs alm.ost exclusively 
in connection with chopping off bits of human body parts. This is confirmed 
by looking at aU instances of chopped in an independent 2.3-million-word 
corpus. Out of 20 instances, 15 were from recipes. The other 5 all involved 
verb plus particle: chopped off, chopped ttp, chopped at. Four involved violence 
to humans. The fifth was a critical refe[1ence to musk being superficially 
chopped up. So this finding seems not to be due to an over-representation of 
recipes in the Cobuild (l995b) data-base. I checked further by looking at 
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occurrences from the 100-million-\ ord British National Corpus see otes 
on Corpus Data and Software). Out of 50 random example of chopped, 39 
were from recipes. Of the other ll examples four occurred in the phrase 
chopped off, one in chopped up, and one in chopped dorvtJ. Four of these were 
references to violence to humans. The ' ord- forms chop and chop ping are also 
frequent in recipes. Other phrases include chop donn~ trees due for the chop 
endless chopping and changing. The form chops occurs mainly as a noun in other 
phrases, such as lamb chops and licking their chops. 

As has often been pointed out in st)listic analyses, the \Ocabulaq of recipes 
is distinctive, and the collocates of peeled and garnish ha' e a large 
overlap with chopped. The following are collocates of two or aU three of 
these nodes: 

• chives, finely, fresh, garlic, herbs, onion, parsle~, pepper, slice/d, small 
tomatoes 

4.5 Summary and Implications 

In this chapter, I have used some simple statistics to describe how words co­
occur in text. The data-base (Cobuild 1995b) was produced by an entirely 
automatic procedure: a computer was programmed to extract the 10,000 
most frequent word-forms from a large corpus together with their most 
frequent collocates and a random selection of concordance lines. Corpus 
linguistics is based on publicly available data and replicable methods: this is 
what is meant by empirical linguistics. Ne\ ertheless, the output requires 
considerable interpretation. 

A great deal oflanguage in use consists of extended lexico-semantic units. 
These units are not just individual phrases which can be listed. Typical 
instances can be listed, but not all instances are equally representative. The 
units themselves are abstract: they are semantic schemas, which have default 
values, and typical realizations, but often no necessary or sufficient features. 
If we are thinking of the behaviour of a language community, then they are 
norms. If we are thinking of the competence of individual speakers, then they 
are mental models. 

All of the most frequent content words in the language are involved in 
such patterning. This is not a peripheral phenomenon (collocations are not 
an idiosyncratic feature of just a few words), but a central part of commu­
nicative competence. These semantic schemas can be modelled as clusters of 
texis (node and collocates), grammar (colligation), semantics (preferences 
for words from particular lexical fields) and pragmatics (connotations or 
discourse prosodies). Such a model brings the study of lexis within the 



VvORDS IN PHRASES 2 97 

mainstream of linguistic description : the units are combinations of lexis, 
syntax, semantics and pragmatics. The findings show that there is a le\ el of 
organization bet\\ een lex:is and S) nta..-x, \\ hich is only starting to be system­
aticall) studied, and which is not reducible to an) other le\ el of organization. 

The central problem in linguistic description is hov. to describe a S) stem 
which is both highly complex and highly variable. Semantic schemas are 
general and simple patterns \\ hich ha e considerable lexical variation due to 
l.ocal context and choice. 

4.6 Background and Further Reading 

For references to the large literature on phraseolog), see chapter 3 .11. For a 
range of computational methods for identif)ring recurrent phrasal units in 
corpora, see Choueka et al. (1983 ), Yan.g (1986), Smadja (1993), and 
Justeson and Katz (1995). 

4. 7 Topics for Further Study 

( 1) It is eas) to find further examples which support the claim that 
UNDERGO has a negative discourse prosody. Hov.ever, such claims must 
be tested by searching for counter-examples. Can you find any? For exan1ple, 
study the collocation UNDERGO ~air1-ing. does this always co-occur with 
further collocates which imply an unpleasant experience? 

You could also check examples of the collocation JVillingly UNDERGO. 
do they contradict the claim that people "involuntarily" undergo "unpleas­
ant" experiences? This phrase is not frequent and you may have to search a 
very large text collection to find enough examples to make generalizations 
about its use. You might use a search engin.e \\hich can find phrases in 
documents in the \'vorld-wide web .. Here are nvo exan1ples out of around 
175 which I found: 

• no-one, short of a severely ps) chotic masochist, ''auld Jvillingly undet;go 
\\1hat she '' ent through 

• v. hy did he willingly u.ndergo forty ) ears of hardship? 

Are these uses typical? If sol what discourse prosody is there around the 
phrase lJ'illingly UNDERGO? 

(2) This chapter has largely ignored the varia.tion in collocations across 
different text-types. Some individual collocations may signal a specific text-
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type: the phrase finely chopped is probabl) from a recipe· lParm and fr01J.t do 
not signal any text-type on their 0\\ n, but warm jro1lt i probabl) from a 
weather forecast; luxury home is probabl) from advertising b) a builder or 
estate agent. In general English, time might collocate " ith spend or ·Jvaste; 
but in sports commentaries, it is like!} to collocate with half and injttry 
(Partington 1998: 17). Find other examples where a particular phrase or 
collocation reliably identifies a text-type and other examples "here words 
have different collocates in different text-type . 

On the basis of such differences across rcxt-t)IJJ CS Biber et al. (1998: 234) 
argue that 'characterizations of genu-at English arc u uall, not characteriza­
tions of any variety at all, but rather a middle ground that de cribes no 
actual text or register'. [s this criticism of the c ncept ' general English' 
justified? 

( 3) Words which are rough ( denotational ) s_, non~ ms are usuall) used in 
quite different ways: possibly in different collocations, "ith different con­
notations, in different text-types, and so on. Study the different patterns 
around these approximately synonymous adjectives: 

• escalating, growing, increasing, mounting rising, soaring, spiralling 

For example, does rising have mainly positive collocates ( risi1J.g prosperity), or 
mainly negative collocates (rising costs)? Does its discourse prosody depend on 
the longer phrase it occurs in? What nouns typically foUow a rising tide of? 
Which nouns typically follow mounting or soaring? Partington ( 1998: 113-14) 
provides further data and discussion of these roughly synonymous adjectives. 

(4) Data from the Cobuild (1995b) data-base show the nouns which 
typicaUy follow amid, and adjecti\ es which typically precede the nouns: 

• amid 4,649 <reports 5 %, fears, speculation, allegations, signs, concern, 
scenes, controversy, security, claims, rumours> 28 % 

• amid <growing, continuing, mounting> 7 % 

Some phrases include: 

• amid reports of heavy fighting; amid reports of a Cabinet split; amid tight 
security; amid signs of growing concern; amid scenes of blood-curdling 
violence; amid scenes of high emotion 

• amid breath-taking scenery; amid beautiful countryside; amid romantic 
ivy-covered walls; amid the frantic last few days in London; amid much 
fanfare, the Manhattan tried to sail 
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Use these data and other corpus data to make a statement of the discourse 
prosody predicted b) amid and to discuss whether this prosody is different 
in different text-types. 

( 5) It has been claimed that 'all the forms of a \ erb ... are often very 
different from one another' (Sindair 1991: 8 ), in the sense that they have 
different collocates and therefore different uses and different meanings. 
HO\:vever, different forms of UNDERGO are' eq similar in their collocates. 
And \:vhile seeks is sharply different from other forms of SEEK, seek, seeking 
and sought are similar in their uses and all share collocates from the semantic 
field of "help" (see chapter 2.2.1 ). Sinclair' s claim is an empirical one, but I 
do not know of work which has im estigated ho\\ often it is actually the case, 
and even the best-known corpus-based dictionaries (such as CIDE 1995; 
Cobuild 1995a; LDOCE 1995; OALD 1995) still use mainly lemmas as 
head-words. Investigate the different forms of some lemmas. For example, 
do the different forms of ACHIEVE or PURSUE share a significant number 
of collocates? Or do the different forms occur in significantly different 
phrases? What would be 'significant' in such cases? 
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Words in Texts l: Wor,ds, 
Phrases and Text Cohesion 

In chapters 3 and 4, I showed that kno\\ ing a' er_ large number of colloca­
tions is a significant component of native speaker fluenc, . In the remainder of 
the book, I will show the significance oflexis in three further areas. (1 In this 
chapter and the next, I will show hov. words and collocations contribute to 
text cohesion. (2) In chapters 7 and 8, I will sho" that collocations e\en of 
very common words, often carry cultural connotations: the_ are a significant 
component of cultural competence. (3) .And in chapters 9 and 10 I will 
discuss some wider implications of such anal) sis for lingui ric the or). 

Most studies in corpus linguistics are concerned w1th the characteristics of 
large corpora, and therefore with patterns of the language as a~ hole : espe­
cially the frequency of words, phrases and collocation . However, such pat­
terns are the norm against which indi\ idual texts are interpreted. It is therefore 
individual texts which are the topic of thi chapter and the next. 

5.1 Words and Co-text 

So far, I have discussed one of the most important general findings of corpus 
study. It makes little sense to describe the meaning of indi idual ' ords in 
isolation, since words are co-selected with other words, and meanings are 
distributed across larger units. This discover r about units of meaning can be 
rephrased as follows. Word arid context are inseparable. If, for analytic 
convenience, we start from an individual '" ord, then'" e can make predictions 
about the textual environment in which it is likel to occur. Equally, if we 
know something about the environment, then we can make predictions 
about the words which are likely to occur there (Sinclair 1992). 

More accurately we are talking about word and co-text, and therefore 
about one mechanism of text cohesion. In this chapter, I will use corpus 
evidence to show some of the lexical relations which make texts cohesive. 
Corpora can be used to document the norms of language use, v. hich are 
the background against which indi,idual texts are interpreted. These 
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intertextual relations ben' een indi' idual texts and routine language use are 
expressed largely in collocations: the regular co-occurrence of" ords in texts. 
Such work therefore re\ eals a new perspectiYe on the relation between 
competence and performance: ''hat it means to be a fluent , idiomatic native 
speaker of a language. It also gi\es a glimpse of solutions to classic problems 
which turn around the dualisms of langue and parole, competence and 
performance, S) stem and use, creati\ it) and routine and macro and micro 
(see chapter l 0 ). 

5.2 Routine and Creativity 

Words in texts are distributed according to principles \\ hich often seem 
strange or counter-inruiti.\e. Most words in the language (s)stem) occur 
only rarely : if you open a large d.ictionar) at random, there will be many 
words on the page "hich ) ou do not kno" , e\ en if you are a native speaker. 
Most words in running text are the common ones; in particular, grammatical 
(function) words make up a large percentage of running text; but they will 
give you very litde idea of "hat the text is about. The '~ ords which 
often contribute most to our understanding of the content of a given 
text are relatively uncommon. Thus it is often said that if you know the 
2,000 or so most frequent words (lemmas ) in a foreign language, then you 
will understand 90 per cent or more of the \\Ords (word-forms) in an average 
newspaper article. However, whether you grasp the point of the article is a 
different question, because it might well be that the 10 per cent of 
unfamiliar words are precisel) the ones which are crucial for understanding 
the text (though you may be able to guess at least some of them from 
context). 

In general, words have an extremely uneven distribution across texts. A 
very few words are very frequent, but most words are very rare. When rare 
words do occur, they tend to cluster together. For example, the word 
neanderthal might occur onJy a few times in a large corpus: but there is a 
high chance that all occurrences are in one or nvo texts about archaeology. 
As Church and Mercer ( 1994: l 0-ll) put it, content words tend to appear 
in bunches, 'like buses in New York City'. Suppose we divide a large corpus 
into 10,000-word segments, the occurrence of a given \\ord, say Kennedy, 
wiU be distributed unevenly across the segments: perhaps several occurrences 
in two or three segments, but none at all in aU the rest. This clustering is itself 
one mechanism of text cohesion. This chapter is about the extent to which 
running text consists of frequent, predictable and routine combinations of 
words, or infrequent, novel and creati e combinations. 

Consider the following apparently contradictory statements: 
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• '[T]exts are largely composed of ... rare e\·enr ' (Dunning 1993: 
62-3). 

• 'By far the majority of text is made of the occurrence of common words in 
common patterns, or in slight variants of those common patterns' (Sin­
clair 1991: 108). 

Are these statements contradictor)? Not really, if we make the following 
distinction. Many of the specific lexical combinations in a given text are rare 
events: if they were not, the text \\auld be telling u nothing ne'' at all. 
Equally, many of these combinations (at least up to three or four '" ords in 
length) will be found in other texts, and man) other will. be specific realiza­
tions of frequent general patterns. This is the same distinction "hich I made 
in chapter 4: if we talk about extended lexical units then this refers not ro a 
list of fixed phrases, but to abstract semantic units, which ha\ e typical but 
variable lexical realizations. 

5.3 Variable Phrases and Textual Cohesion 

As I showed in chapters 3 and 4, some (but rather few ) phrasal units are fixed 
and ready-made, but the majority are much more abstract and variable. 
There is a continuum from a few fixed phrases to vaguer patterns which 
rnigh t be recognized only by some speakers ( KjeUmer 1991 : 126). 

If we look again at the top 20 collocates of each of the 1,000 words in the 
core vocabulary (taken from the Cobuild 1995b data-base), then we observe 
that these 20 collocates are never a random list. It' ould be most surprising if 
they were, since this would mean that \\ ords occur in random contexts, with 
no systematic pattern in their use. So, it follows that the coUocates lists always 
contain (one or more) sets of related ,., ords, such as synonyms, antonyms, and 
words from a given lexical field. For example, here are the top 20 collocates, in 
descending frequency, of wife: 

• wife <children, husband, said, first, ex, man, daughter, mother, second, 
home, years, former, left, son, told, family, ,;., hose old, young, died> 

There are many semantic relations between the node and its collocates, 
including antonymous pairs, near synonyms, and other semantically related 
words: 

• wife, husband; daughter, son; old, young; family, mother, children; ex-, 
former; first, second; said, told 
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5.4 Antonyms and Synonyms 

There is a strong tendenc~ for node to collocate with their antonyms. For 
example, in the follov.~ng cases an anton)m of the node is its top collocate: 

• answers <question(s) 19 %>· births <death s 10 %>; bride <(bride )groom 
ll %>;dad <mum l3% mom 2 %>; darkness <light 5 %>;daughters <sons 
9 %>;export <import 4 %>· emotionall~ <ph) sically 10 %>;father <mother 
5 %>; fon:\ards <backwards 16 %>· implicit <explicit 5 %>; indirectly 
<directly 28 %>· men <\\omen 11 %>·negative <positi\e 7 %>; outdoor 
<indoor 6 %>; quanti[) <quality 12 %>·theoretical <practical4 %> 

Identification of anton) ms is not an entirely automatic decision , but relies 
to some extent on intuiti\ e judgements. For example, there might not be 
total agreement on" hether the following are genuine antonym pairs: 

• capitalist <socialist 2 %, communist 2 %>; classical <modern 1 %, contem­
porary 1 %>; cops <robbers 3 %>; demonstrators <police 9 %>; drink 
<food 7 %> 

Antonyms are not decidable out of conte>..'t: antonyms are not word-pairs 
which exist purely in the language system, but which are used in connected 
text, sometimes in phrases such as cops and robben Antonym) has tradition­
ally been regarded (L)ons 1968 ) as a paradigmatic relation, which is perman­
ently available in the lexicon: a phenomenon of langue, independent of 
speakers. However, the examples abm e show that antonym y is a syntagmatic 
relation, which is used by speakers to construct oppositions relevant to the 
current discourse. Pairs such as conventional-nuclea,-, show that antonymy is 
a textual relation: 

• conventional. < (arms, weapons) 8 %, nuclear 3 %> 

Frequent textual oppositions doubtless come to have an independent exist­
ence, which can be tapped as clang responses in word-association experi­
ments, but we have here the hint of how frequency in text (parole) relates to a 
property of the Ian guage S) stem ( latzgue). (Brazil, 199 5: 34-5, makes related 
suggestions.) 

For node-collocate co-occurrence, a figure of 1 per cent (as with classical 
<modern> above) may seem low. However this figure is much higher than 
would be expected by chance (see chapter 3.9). Using quite different meth­
ods, Justeson and Katz ( 1991 ) shm\ that the co-occurrence of antonymous 
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adjectives is statistically highly significant. They show the tendency of se\ eral 
adjective pairs, such as large and small, to co-occur within a pan of a £e\, 
words. Examples from my data are: 

• from the large departmental store to the small shoe-mender 
• a !awe area of the small kitchen 

Other general mechanisms are at work. I discussed in chapter 1 .. 7. 1 the 
principle that ambiguous words have one meaning per coUocation. For 
example, the word coffee is ambiguous or indeterminate ) out of context., 
but almost always disambiguated in running text, as in: 

• cup of coffee ("drink" ); tin of coffee ("granules" · picking coffee (crop 
of coffee beans" ); a light coffee colour 

Only its "drink" meaning is relevant in: 

• a black coffee; coffee bar; coffee cup; poured coffee· sipped ill) coffee 

In some occurrences, even more help \\ ith identifYing the rele\ ant meaning 
(here "drink") is available, since coffee occur in parallel constructions, as in 
these attested examples with and or 01'". 

• a coffee and tea shop 
• she had ordered coffee and I had ordered beer 
• come up to my house to have a coffee or a sherry 
• if the coffee is too weak or the tea is too strong 

The relevant sense is signalled by contrasts such as coffee-tea and coffee-beer, 
sometimes by the parallel syntax, and sometimes also b) other contrasts such 
as weak-strong. 

The principles of relational lexica] semantics (see chapter 2.7) are usually 
applied to the language system (langue)., but can also be applied to sets of 
collocates which are due to frequencies in language use (parole). This can also 
be seen with relations of node-collocate synonymy, which the data-base 
reveals, although in relatively few cases. Perhaps co-occurrence of synonyms 
is not to be expected within a small span of 4 : 4, but the textual reasons are 
still open to study. On the grounds that there are no true synonyms, j1udge­
ments here are probably even more \ariabk .. However, examples include 

• anarchy I ,057 <chaos 4 %> 
• anxiety 4,961 <depression 5 %, fear, stress, tension> 12 % 
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• chapel 2,439 <church 3 %> 
• migraine 808 <headache (s) 16 %> 
• towns 6 ,882 <cities 9 %> 
• utter!) 2,689 <completely 2 %> 

So, rather than regarding antonyms and S) non) ms as a feature of 
the language s~ stem, it may be better to look at things the other •.vay 
round , and to use corpus C\ idence to show which '" ords are anton. mous 
or synonymous. C hurch er al . 1994: 156) shm. ho\\ .little agreement there 
is on synonyms bet\ een major American dictionaries, and propose that 
lexical substitutabilit) is itself a criterion for s~ non) my. More generally, co­
occurrence is evidence of lexical relations. 

AU of these cases are examples of feature-sharing: S) nonyms share most 
semantic features '' ith each other antOn) ms share all features except the 
feature v. hich is S\\ itched (plus-minus), and words in a lexical field may share 
a feature which is made explicit in their superordinate term . As noted in 
Chapter 2. 4 and 2. 5, closd) related concepts ha e been proposed for the idea 
that semantic features are often distributed or shared across co-occurring 
words, and therefore for the idea that the unit of meaning is not the 
individual \\ ord, but an extended lexical unit. In the literature (Sinclair 
1992: 17), the term 'feature-sharing' has been used £or \\Ords which add 
little or nothing to the (default ) meaning of the node. For example: 

• accepted <nm;~, 3 %>· addition <ne,., 2 %>; alternati,es <other 5 %, 
possible, available, various> 10 %; begun <alread) 7 %>; bonus <added 
6 %, extra 2 %>; brightly <coloured 26 %, painted 18 %>; burst 
<sudden(l) ) 3 %>;comparisons <bet\\een 16 %> 

5. 5 Discourse Prosodies 

In all these examples, meaning is distributed across more than one word, and 
thereby contributes to local textual cohesion. Such prosodies are a difficult 
aspect of extended lexi.cal units to identif)r, because they often express speak­
ers' relations to other people and may depend on assumptions and world­
view (see chapter 9.2 ). In addition, indi,idual ''ords and the collocations in 
which the) occur may express quite different e' aluations. For example, 
flavou'' can be positive., but jlaJlOfl.r of the JIWrJ.th is critical and ironic (Chan­
nell 2000: 43 ). Similarl), COS)' nla) be positi e, but COS)' little 1'elationship can 
denote "clique)". And little ma) be positive, but little old lady is patronizing. 
These examples confirm the. semantic status of extended lexical units. Or 
consider 
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• lavish <lifestyle, parties, spending, attention h pit:aJity> 

Depending on your point of viev\ , thi might be C\ idc:nce of an approving 
connotation of "gcnerosit) ", or a disapprm·ing annotation of ,excessh e 
waste.fulness", but the collocates alone are nor ,e, ide nee of either attitude. 
This is due to methodological problems \\hich '' e have already een. First, 
the concordance lines may provide C\ idence of negative attitudes which are 
not visible in repeated indi' idual words in the olloca.te Li t , because the 
lexical realizations are so diverse: 

• a lavish, unnecessary lifestyl.e; lavish spending and immature behaviour; 
lavish spending and sometimes outrageous behaviour· its most lavish and 
ludicrous conclusion; lavish with the champers; fancy togs or lavish hos­
pitality; lavish parties which degenerate into Roman orgies 

Second, a 4 : 4 span is not always large enough to provide evidence of speaker 
attitude. Some collocates are embedded in longer sequen es, which ,express 
stereotypes of extravagant lifestyles, or recount criminal. activities. Again 
there are very diverse lexical collocates: 

• stretch limos; private jets; he jetted off to St Tropez; pop tardom; an 
extravagant bash 

• a callous couple milked money from a hospital charity to fund a lavish 
lifestyle 

Most of these examples come from journalism. 
The distinction between inherent, propositional meaning and connota­

tional meaning (or discourse prosody) ma) in any case be based on unreliable 
intuitions. I am assuming that it is possible to make the following distinction. 
( l) Words such as abuses, alarming, aller;gies, anxiety and assattlted express 
meanings which most speakers find unpleasant. A ' ord such as gloom. 
denotes "a feeling of despair": this part of its meaning cannot be .logically 
denied, and is not something which is merely implied or connoted .. Similarly, 
grim denotes "unattractive and depressing".. 2 ) However, a ''ord such 
as fuelled could logically be used in positive senses, but the corpus evidence 
is that it collocates predominantly with '' ords such as f ears, rumours and 
anger. 

An informal way of trying to distinguish benveen denotation and con­
notation may be to ask whether a foreign learne.r couJd produce an odd 
implication by using a word in the wrong collocation. For example, a phrase 
such as distinctly pleasant is presumably possible; but either neutral phrases 
(e.g. distinctly different) or disapproving phrases (e.g. distirJ.ctz,, childish, 



WORD IN T E XT 1 107 

distinctl)' odd, disti11-ctly U1J-Comfm·table are more usual. Here we see the 
crucial difference bem een v. hat is possible and what is probable. 

Bearing in mind these limitations on how reliabl) e\ aluative meanings can 
be identified, I estimate that something over 5 per cent of the individual 
head-words in the 1,000-\\:0rd sample ha\e discourse prosodies, and these 
are sometimes relati ely \\ eak. and ill defined. The foUowing are just a few 
examples \ here the top 20 collocates of head-\\ ords are predominantly 
negative, sometimes neutral but rard~ if ever positive: 

• amid 4,649 <fears speculation allegations, concern, controversy, 
rumours> 12 % 

• associated 8,763 <problems, costs, risk(s), disease> 8 % 
• attached 5,054 <stigma blame> 2 % 
• bureaucracy 2 099 <bloated l % corruption 1 %> 
• considerable 9 ,179 <pressure damage> 3 % 
• credibility 3,308 <lost , restore , gap, lack, problem, damaged , lose, under-

mine> 15% 
• easing 1,607 <tension(s) 9 %, sanctions 5 % pressure 2 %> 
• endure 1,256 <forced 3 %, pain 3 %> 
• excessi\ e 3,406 <force 10 %, anxiety 2 %, iolence 1 %, loss 1 %, bleeding · 

l %> 
• hurled 962 <abuse, insults> 8 % 
• impending 1,040 <doom 5 %, disaster, war, ,crisis, death, attack, warning, 

rumours> 24 % 
• involving 7,390 <scandal, fraud , \ iolence> 5 % 
• load 4,140 <rubbish 5 %, old 2 %, crap 1 %> 
• potentially 4,170 <dangerous 9 %, explosive, lethal, fatal, damaging, 

serious, disastrous, harmful> 27 % 
• subjected 1,975 <scrutiny, abuse, harassment pressure (s), torture, 

attacks, criticism barrage> 13 % 

The foUowing ha e a tendenq to co-occur \v:ith positive collocates: 

• deri\e 767 <benefit (s), pleasure, satisfaction, comfort> 20% 
• discoveries 1,009 <new 8 %, important 4 %, great 3 %, exciting 2 %> 
• expression 6,628 <freedom 5 % artistic creative> 7 % 
• mutual 4,742 <respect, support, understanding, trust, agreement, bene­

fit, interest> 18 % 
• provided 1 7,619 <information, service ( s), support, opportunity, care, 

money, training, food> 11 % 

Compare negativ,e soaring with positi' e roari·ng: 
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• soaring I ,568 <price (s),cost (s) unemployed inflation crime., deficit> 28% 
• roaring l ,022 <trade, fire , success laughter> 17 % 

5.6 Lexical Cohesion: Textual Examples 

So far, I have shown the kinds of node-collocate relations which frequently 
occur in a large corpus, but have not shown hm~ these relations are realized 
in individual texts. In the next section I will use a erie o f text fragments to 
illustrate how such relations contribute to textual cohesion and to intertex­
tual relations between texts and corpus. (Texts [1], (2 ], (3] [5] and [6] are 
from the Longman-Lancaster, LOB and FROWN corpora. See Notes on 
Corpus Data and Software. ) 

5.6.1 Example 1: just large enough to see with the naked eye 

Sinclair ( 1996) analyses the lexical, grammatical, semantic and pragmatic 
relations within extended units of meaning. He discusses aU 150 examples 
of the word-pair naked eye in a large corpus, and shows that it typically 
co-occurs with other lexical, grammatical and semantic units. It is almost 
always preceded by the. Further to the left is often a modal 'erb ( catl or 
could) plus a lexical verb (often see) plus with; or ( in )Pisible plus to. Other 
semantically related words occur (e.g. read or recognizable) . ln addition to 
left and/or right, there is often an expression indicating why it is difficult to 
see something, usually because it is 'ery small and/ or far away. In an 
independent corpus, I found only examples whjch confirm exactly these 
findings. They included: 

• just large enough to see with the naked C) e 
• so small that it couldn't be seen by th.e. naked eye 
• bones so tiny that the naked eye has great difficulty in finding them 

unaided 
• can be read, some with the naked eye, others only under magnification 
• microscopic hairs, invisible to the naked eye. Each hair is so tiny that it can 

only be seen ... 

Below [l] is a longer context for the first example above. It is from a well­
known popular text on natural history by a British author: Life on Earth., 
Collins, UK, 1979 by David Attenborough. 

[l] Other protistans feed in a different way, photosynthesising with the 
aid of their packets of chlorophyll. These. can be regarded as plants; the 
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remainder of the group, '' hich feed on them as animals. The distinction 
bet\\een the two at this le,el, ho\\e\er, does not have as much meaning as 
such labelling might suggest, for there are many species that can use both 
methods of feeding at different times. Some protistans are just la1;ge enough 
to see lVith the naked eye. With a little practice, the creeping grey speck of jelly 
""hich is an amoeba can be picked out in a drop of pond water. But there is a 
limit to the growth of a single-celled creature, for as size increases , the 
chemical processes inside the cell become difficult and inefficient. Size, 
howe\ er, can be achie\ ed in a different \\ ay - b) grouping cells together in 
an organised colon). One species that has done this is Volvox, a hollow 
sphere, almost the size of a pin-head, constructed from a large number of 
cells, each with a flagellum. (emphasis added ) 

Note, first, the num her of phrases "hich are related to size, very small things 
and difficulty of seeing: 

• just large enough to see with the naked eye ... with a little practice . .. 
speck of ... an amoeba .. . can be picked out . .. a drop of ... there is a 
limit to the growth ... a single-celled creature ... as stze mcreases ... 
size . . . cells ... the size of a pin-head ... cells . .. 

The phrase naked eye co-occurs with a prosed) of "difficulty, due to size", 
which is expressed in phrases distributed across several sentences. Some of 
these expressions are themselves conventionalized phrases, such as the size of 
a pin-head. 

It is sometimes thought that lexical cohesion is mainly due to chains of 
(partially) repeated and semantically related words. These certainly occur in 
the text fragment, for example 

• feed ... feed ... feeding 
• plants ... animals 
• single-celled ... cell ... cells .. . cells 
• amoeba ... creature 

In an influential critique of attempts at text analysis, Morgan and Sellner 
( 1980: 179-80) objected that lexical chains are not a linguistic phenomenon 
at all, but merely 'an epiphenomenon of coherence of content'. However, 
Kjellmer ( 1991) and Hunston and Francis (1998, 2000) show that lexical 
cohesion is much more than a reflex of logical or content relations, and is 
partly due to the stringing together and overlapping of formulaic lexical 
combinations. 

In text [1], some chunks are fixed multi-word units: 
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• naked eye; pond water; single -celled; pin-head 

An entirely automatic method of discO\ ering ho' man~ uch combinations 
in the text occur frequently in the language could take every possible nvo- , 
three-, four-, five- or six-word combination in the rexr and check if the same 
combinations occur in a large corpus. I wiJJ horr-cur this procedure by 
taking examples of likely candidates, all in [I ], and listing ho' man) times 
they do in fact occur in a corpus of 50 milJion '' ords: 

• in a different way [ 126 ]; with the aid of [ 113 ]; can be regarded as [ 15 ]; 
the remainder of the [ 144 ]; of the group [ 508]; the distinction benveen 
[ 101 ]; the distinction between the two [ 4] ; at this le el [ 115 ]; might 
suggest [53]; at different times [ l 04] ; naked eye [ 42 ]; '' ith a little practice 
[2]; a drop of[97]; a drop of <word> \\ater [ 13]- a limit to [ 63 ]; there is a 
limit to the [9]; chemical process(es ) [23 ]- hollO\\ sphere [3]; the striking 
thing [2]; the size of a pin-head (4]; constructed from [35]- a large 
number of [391]; virtually the same [31] 

(There are two occurrences of in a different way in the text fragment itself. 
The phrase drop of occurs in two senses, as in. a drop of 111ater and a drop of 
fifteen per cent. Only phrases of the first kind have been counted. ) 

I should perhaps make exp)jcit that I am not in any way criticizing the text 
fragment for containing such phrases. On the contrary, these features are 
precisely what makes the text comprehensible and easy to folJow. 

As I keep emphasizing, extended lexical units are not merely a list of 
individual phrases, and some of these phrases are part of larger patterns. For 
example, the phrase a lar:!fe number of is typical of the use of lat;[Je. I studied 
56,000 occurrences of large in 200 million \\Ords. Around 25 per cent co­
occurred . with words for sizes and quantities, such as large amount, 
large proportion and large scale. (See chapter 7.6. ) Other phrases in the text 
fragment are variants on common combinations, such that certain words 
greatly increase the expectation that other words will occur. For example, a 

limit to occurs over 60 times in the corpus, frequently in longer related 
phrases such as 

• a limit to how far I how much I how many 
• a limit to the amount I the number 

The phrase speck of occurs 15 times, several of those in longer related phrases 
such as 

• a little speck of dust; a minute speck of dirt 
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These analyses shm that nati' e speaker intuition and obser able corpus 
data must be combined. Ir was m\ intuition which told me vvhich colloca­
tions to look for in the corpus. The orpus confirmed m) intuition, but gave 
much more detailed data than 111) introspection could, and these data sug­
gest an intertextual explanation for" h~ I had the intuitions in the first place. 

Here are m o other text fragments "hich both contain the phrase naked 
eye. Fragment [ 2] is from an American book on geology, published in 197 4; 
fragment [3] is from a British science fiction novel published in 1961. I will 
not analyse them in detail, but have italicized the other "ords '' hich relate to 
size and difficul~ in seeing. 

[ 2] Minerals make up a rock just as bricks make up a brick" all, in a great 
variet) of arrangements. In coane-g1·ained rocks the minerals are la7JJe enough 
to be seen lPith the naked eye. In some rocks the minerals can be seen to have 
crystal faces, smooth planes bounded b. sharp edges; in others, such as a 
typical sandstone the minerals are i.n the form of fragments without faces. In 
fine-g1'ained rocks, the individual mineral g1raitlS are so small that they carJ. be 
seen only rvith a poJVe1fttl magt<tijjli11.9 glass, the hand le1u that the field geol ­
ogist carries. Some are so .mtall that a nz.ic1'oscope is needed to make them out. 

[ 3] The sky seemed to be deserted. Alastair leant across and pressed a 
switch. A tiny red light sprang into life, only to fade as the screen of 
the second radar scanner can1e into operation. This was the ground defini­
tion unit. Although Geoffre) had relativel) little experience of interp1'eting 
radar pictures, he was able to 1'ecogr~ise the land beneath him. In the exceptional 
clarity he was even able to make a dir·ect compa1iso1~ between the radar image 
and the ground itself. Ahead lay the Plain of Lombardy; to the right, Turin; 
to the left, Milan. The directional angle of the scanner could be adjusted to 
cover any particular area within its range. Geoffrey turned the scale slov.rly to 
cover the ground immediately ahead. He was able to pick out towns, unrec­
ognisable to the 11-aked eye, obscured by the ground haze which even on the 
clearest night limited a·ngu.lar visior1.. 

It is a favourite argument in man) introductory linguistics textbooks that 
there is a vanishingly small chance of e\ er finding the same sentence occur­
ring twice. The argument runs as foll.m-. s. Open any book at random, and 
take the first whole sentence on the page. Now try and find the same 
sentence in a different book. You will faiL This argument is often combined 
with a demonstration that there is a potentially infinite number of sentences 
in a language. At this point, there is usuall) a caveat, that there are some 
formulaic sentences v.rhich do recur, such as those relating to common social 
situations (Nice to meet )'On!, Do you com~ he1'e ojter1.?). It may also occur to 
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you that there are other whole sentences which any nati e speaker knows and 
'''hich are frequently repeated (e.g. We can t get no satisfactiorl ). Indeed 
there are some text-types (e.g. legal texts '' hich do use com entional phras­
ings which have. been passed do,,n over the cenruries, for example: 

[ 4 J This is the last will and testament of me .. . I revoke all former wills 
made by me . I direct that all m) just debts and funeral and testamentary 
expenses be paid as soon as possible after m) death .. . . I gi' e the residue of 
my real and personal estate .. . unto m} Trustees upon trust for sale ~'ltrith 

power for my Trustees in their absolute discretion to postpone such sale for 
so long as they shall think fir. 

Nevertheless, so the argument runs, there are' er. fev. such sentences and they 
are peripheral to normal language use, ,., hich is much more creative .. 

The argument as it stands is perfectl) correct· hm' e er it rather misses the 
point. Admittedly, whole sentences (selected at random from a book) are 
highly unlikely to recur. However, significant chunks of sentences certainl} 
do recur frequently, word for word, and semantic units recur: this is the normal 
state of affairs in running text. Text [ l] contains the phrase lt:u:ge enoug. h to see 
with the naked eye. Text [2] contains lat;ge enough to be seen JVt'th the naked eye. 

5. 6.2 Example 2: causing untold dan1age 

The next example further illustrates the contribution of variable extended 
lexical units to text cohesion. 

[ 5] Here the Green Party has launched its Euro-election campaign. Its 
manifesto, 'Don't Let Your World Turn Gre ', argues that the emergence 
of the Single European Market ... '" iU cause untold en iron mental damage. 
It derides the vision of Europe as '31 0 million shoppers in a supermarket'. 
The Greens want a much greater degree of self-reliance, wim 'local goods for 
local needs'. They say they would abandon the Chunnel, nuclear power 
stations, the Common Agricultural Policy and agrochemicals. The inugin­
ation boggles at the scale of the task the) are setting themselves. 

Again, some of the cohesion is due to chains of repeated and semanticalJ) 
related words, and some chunks are fixed multi-word units: 

• Green, Grey, Greens; Euro-, European, Europe· Party, election, cam­
paign, manifesto; Market, shoppers, supermarket, goods 

• the Green Party; the Single European Market; the Common Agricultural 
Policy; nuclear power stations 
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Other chunks are 'ariant.s on common combinations, such that certain 
'' ords greatly increa. e the expectation that other '' ords \\ill occur. This 
assumes that ' e knmv the norms of co-occurrence in the language, and it 
is these norms that can be in estigated 'ia the frequenC) of co-occurences in 
large corpora. In the examples below 1 have taken data from a 50 -million­
word corpus. 

• launched its Euro-election campaign 

The \\Ord-form launched co-occurs with restricted sets of semantically 
related words. Native speakers might think initiall) of phrases such as 
launched a satellite, or lifeboats were lattnched. Hm\e\er, corpus data show 
that a much more frequent usage (about 50 times as frequent) is with an 
abstract object noun , imol ing a plan: campaign is the most frequent; 
appeal, bid, p1'ogram11.ze, pr-oject, st'rateg_,, also occur· and object nouns may 
be military, e.g. attack, offetJSil'e invasior1-. 

• a much greater degree of self-reliance 

Other patterns are more 'ariable again, but still detectable. The '" ord -pair 
degree of is almost ah..a) s follo'' ed by an abstract noun. In the 50-million­
word corpus, there ''ere about 350 examples of the pattern: a plus quantity 
adjective plus degree of plus abstract noun .. The most frequent adjectives were 
greater and high, as in a far gp•eater degP'ee of clarity, a high deg1•ee of support. 
After greate1', almost all the nouns expressed positive ideas: e.g. co-ope1•ation, 
democracy, success. 

• the imagination boggles at 

Some words are 'eq restricted in the '' ords the) co-occur '' ith: only mind 
frequently co-occurs with bo.!J!Jles, and is semanticall) related to imagination. 

• the scale of the task 

The anaphoric expression abo e has no single noun phrase to which it refers: 
it encapsulates a preceding stretch of text. The combination the scale of the is 
followed by abstract nouns '' hich refer back to a general discourse topic 
(challenge, op.eratimt, P''oble11'~ ), and task itself is often used as a metalinguistic 
label to summarize preceding discourse (G. Francis 1994: 89, and see 
bel0\:0. ). 

• the task they are setting themselves 
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Things one commonly sets oneself include ab tract noun , uch as an ai11:1 a 
challenge, an objective, a target or a task. 

• cause untold environmental damage 

In chapter 2.9.2 , I analysed the lemma A . SE and shov.:ed that its most 
frequent collocates are o en' helmingly unplea ant and that it: often occurs 
in longer combinations of verb plu adjective plu noun uch as cause great 
problems. The example in the text is: cause untold ... dam.age. In turn, t41ltold 
is usually followed b) an abstract noun, \\hich u uall~ denotes something bad 
and unpleasant (un told misery, untold mffe7·i,¥J). ~1o t frequent is ttntold 
damage. Also frequent are large number (untold billions) and/or large 
amounts of money (untold riches). A fe" cases are positi' e brough.t tm.told 
joy), but in this context CAUSE is not u ed. In the SO-million-\ ord corpus, 
there were 10 examples such as ca1;/.sed untold problems, cami11g tmtold misery. 

Finally, chunks may overlap \\ ith each other. Hunston and Francis ( l998: 
68 ) call this 'pattern flow': 

• the scale of the task / the task they are setting themselves 

If we now look at these chunks together, " e see that se eral ha e to do 
with the meaning "large size". There are explicit references to size in the text 
fragment (310 million,greate1'), but also implicit references. If a campaign is 
launched, the implication is that it is a major e\ ent. U1~told, boggles and the 
scale of the all usually co-occur with large numbers or large amounts. These 
patterns are not explicit in the text, but implicit in the intenexrual references 
to norms of language use. Each individua.l pattern is probabilistic, but 
cumulatively the intertextual expectations com C) "large sizen as a discourse 
prosody distributed across the text. 

We can now see that there is a discourse prosody expressing "size"~ 
across both the 'naked eye' texts [l ], [2] and [3] and across the 'untold 
damage' text [ 5]. The prosodies are of indeterminate length., and expressed 
in different ways, but both contribute to text cohesion across several 
sentences. 

These characteristics of language use- frequency, probability and norms -
can be studied only with quantitative methods and large corpora. However, 
they are only one factor in text cohesion. It '' ouJd be an error to identifY 
frequency in a corpus with probability in a text. In the language as a \\hole, 
the phrase launch a campaign is much more frequent than launch a lifeboat, 
but if the text is about a rescue at sea, then we will expect the latter (though 
the former is possible ). Text content is important alongside intertextual 
expectations. 
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More detail can al'' a~ s be added to an analysis and networks of increasing 
delicacy can be shm\11. For example with the lemma LAUNCH: both new 
and first are amongst the most frequent collocates of the three '' ord- forms, 
launch, launched and Ia tmch.itJg as in: 

• launched a new campaign· launching a ne''' product; launching his first 
single; the first time the. had launched a bid 

Concordance lines show other frequent time references . To LAUNCH 
something is to start it, and collocates such as 11e1v and first emphasize that 
something is beginning but hardl~ add an) further meaning. The phrase 
launched its Euro-election campaign in ten [ 5] is now seen to be a typical use, 
impl) i.ng the start of something big and important. 

5.6.3 Example 3: causing growing pains and undergoing a 
transition 

The following text fragment is from an American newspaper published in 
1991: 

[ 6] It's precisely these dose-minded and socially-retarded attitudes that 
cause many of the !J1'0JVitl!J pai.tJ.S communities in our country experience as 
they 1-tnder;go the trattsitiotJ from big tO\\ ns to small cities. If Statesboro wants 
the prestige and social and economic benefits ... (emphasis added) 

I have shown the ' unpleasant" discourse prosodies around CAUSE and 
UNDERGO (see chapters 2.9.2 and 4.4.1 ), and have given their typical 
collocates. The collocations here fit these panerns exactly: cause-pains and 
under;go-transition. The phrasegt·owing pains is itself a recurrent phrase. The 
discourse prosody is confirmed by other pejorative collocates: close-minded 
and socially-retarded. The fragment shov. s also the co-occurrence of anto­
nyms (big and small), and of related adjectives (social and economic). In a 
corpus of 50 million words, social occurred over 11,000 times. In over 15 per 
cent of cases social occuned in a pair or Longer sequence of adjectives, often 
in phrases such as social attd etJ.ltttral and social and political. 

5. 6. 4 Example 4: undergoing rapid star formation 

There is a further wa) in '' hich 'ariants of phrases are used to con truer a 
cohesive text. Here are a few sentences from a whole-page article entitled 
'Astronomers mystified by galaxy evolution', in a serious popular science 
journal ( N&Jv Scie.ntist 18 August 1990: 23 ). 

l 
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(7] The MageUanic clouds, two nearb~ galax.ie are undergoing rapid star 
formation, according to an astronomer i.n Au traha. Thi flies in the face of 
theories of how galaxies evoh e. Star formari n h uld occur rapidl. at first, 
when a galaxy is young, then le d off a gas, the ra\ material of stars, runs 
short .... ln the accepted theoq of galactic e\ o lution, gravi~ cau es massi e 
clouds of dust and gas to clump together to form galaxies. At first stars are 
born at a relatively steady rate bur, as the gala.'-l ages, star formation begins 
to slow. . .. Da Costa [an astronomer in .Australia) tracks the rate of star 
formation in a galaxy over time by, first establishing the age of its star 
dusters .... [ B ]y looking at clusters of different ages in a galaxy it is possible 
to determine how the metal ratio of the gas has changed o er the life of the 
galaxy. The metal ratio is important because it indicates the rate of star 
formation in a galaxy. 

This is a text about change (with a characteristic use of UNDERGO 
collocating with words for evolution and transformation: see chapter 4 .4.1 ). 
The text contains sets of phrases which express the same propositional mean­
ing in different syntax. The proposition that "stars are formed" is expressed 
variously as noun plus verb (stars are born), and noun plus abstract noun (.star 
formation). The proposition that this happens at a particular speed is 
expressed variously with a verb (star formatio'1i: begins to siOTI' ), an empty verb 
and an adverb (star formation should occur rapidly), an adjective (rapid star 
formation), a further abstract noun (the rate of star formation ), and an abstract 
noun plus a prepositional phrase (stars are born at a relatively steady rate). 
Similar variants occur with: 

• galaxies evolve; galaxy evolution; galactic evolution; galaxies undergo 
rapid star formation 

These alternatives are used not merely for the sake of stylistic variation, but 
for a more specific discourse purpose. Processes are referred to by both verbs 
and nouns, often with the verbal form first in the text and the nominal form 
second: 

• stars are born ... star formation 
• galaxies evolve ... the galaxy ages .. . the age. of its star clusters 
• the metal ratio of the gas has changed . . . the change in the metal ratio 
• enriching the gas with metals ... metal enrichment 

The nominal form encodes the whole event as a single noun phrase~ 

which can then be used in the discourse to build up more complex noun 
phrases: 
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• the rare of star formation in a galax. 
• the rate of metal enrichment 

These noun phrases can in turn be used as the subject or object of other 
verbs. Once the concept of speed of formation has been encoded in a single 
noun phrase, then different rates can be compared "ith each other: 

• the change in the meml ,·atio over time is a pretty good indicator of the 1•ate 

of star [01·ma.tion 

Hallida) (1993b: 55-6 69 ) points out that the sequence in v.hich gram­
matical variants are used in a text ma~ mirror the sequence in \\ hich they 
were developed in the history of the language. Complex noun phrases are 
formed so that they can be used to refer to complex phenomena. He analyses 
a similar example in a text on how stress in glass causes it to crack. The 
following phrases occur in the text in this sequence: 

• glass cracks; a crack grows· the rate at" hjch cracks gro\\; the rate of crack 
growth; the glass crack growth rate 

5. 7 Collocations and Coherence 

In chapter 1, I distinguished ben\ een cohesion, \:s.rhich is formally marked in 
the text, and coherence which is inferred from background knowledge. 
Various terms are used for talking about background expectations: fran1es, 
schemas, scripts, prototvpes and stereotypes. For example, we have widely 
shared expectations about recurring events such as going to the dentist, 
going to school, going on a picnic, o r being involved in a traffic accident. 
These e' ents all in oh e typical actors equipment and activities: these are the 
default values of the schema, "hich are taken for granted, and can normally 
be left unsaid, becau.se they can rei) on group kno" ledge. They can therefore 
support inferences by default (Johnson-Laird 1983: 370-l; 1988: 245 ), and 
these inferences can provide textual coherence. 

However, expectations do not arise from nowhere. Brown and Yule ( 1983: 
62 ) discuss how the background assumptions we make about the normality 
of the "orld contribute to our w1derstanding of coherent discourse. They 
argue that 'we assume that' doors open, hair grows on heads, dogs bark, the 
sun shines. In English, hair is blond, trees are felled, eggs are rotten (but milk 
is sour, and butter is rancid) we kick '"rith our feet (but punch with. our fists, 
and bite with our teeth). The examples which Brown and Yule use involve 
precisely such collocations, "hich are available to intuition, and it is their 
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very banality which contributes to our sense of a predictable and stable 
world. In an influential sociological di cu ion Berger and Luckma:nn 
( 1966) point to the importance of frequent instirutionaJ formulae' in the 
construction of a taken-for-granted e\eqda_ reality. 

Such collocations reveal some of our stereo[) pi cal k.n ''ledge of the social 
world, but they may not correspond to actual u age . For example the veq 
fact that KICK implies FOOT means that the two word tend not to 
collocate in running text: they ha\ e no need tO. ln a corpus of 50 mil.tion 
words, I found the following, for a span of 10 : 10: 

• KICK 8,742 <FOOT 0.3 %>;FOOT 3 827 <KICK 0.8 %> 

That is, KICK and FOOT collocated only about 30 times. There \\as one 
example of the tautologous she kicked at him. 1vith her foot (\\ hat else could 
she have kicked at him \\ith? ). A few examples specified some part of the foot 
(kicking with the inside of your foot ). Other examples \\ere not really refer­
ences to kicking at all: 

• she swam without haste, in a slO\\ and easy motion with kicks of her thick 
webbed hindfeet, and strokes of her tail 

So, the collocations which are accessible to introspection must be distin­
guished from those which actually occur in running text. It is not that the 
introspective examples are somehow'' rong, but that the) reveal prototypical 
concepts. 

Due to their default interpretations, words often make generaJ prectictions 
about the content of surrounding text. In a famous experiment Loftus and 
Palmer (1974) showed that words can trigger different assumptions, and 
affect perception and memory. When witnesses to a fi.lm of a traffic accident 
were questioned in different ways (HoJv fast were the cars travelli11g n1he11 they 
bumped into each other? versus Jvhen they smashed itJto each other?) they gave 
systematically different estimates of the speed. Such assumptions do not arise 
from nowhere, but are created by recurrent collocations in text. In a large 
corpus, I studied the collocates of past tense forms in the semantic field of 
"hit". Collocates of HIT itself show its wide range of uses, often metaphor­
ical and/ or in fixed phrases (hit for six; hit rock bottom).: 

• HIT <areas, badly, bottom, car, earthquake, flooding, bard, hardest, ja.ck­
pot, recession, sales, six, target> 

In contrast, BUMP has connotations of clumsiness, COLLIDE is 
used predominantly with large \ ehicles, SMASH has connotations of crime 
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and violence and STRIKE has metaphorical uses or IS used \v:ith natural 
disasters: 

• bumped <accidentall~ car head lurched stumbkd> 
• collided <aircraft car, jet lorr~ mid-air, plane ship, tanker, train, trawler, 

vehicle> 
• smashed <bottle broken bullet car( glass(es), looted , police wind-

screen, \Vindov (s > 
• struck <blow, disaster earthquake lightning traged) > 

Pagano ( 1994: 25 7) points out that one test for the background expect­
ations of schemas is v.hat can plausibl~ be denied. Thus one might say 
(invented example ): 

• the cars smashed into each other but oddly enough) there was no broken 
glass [I] 

But the following sounds strange: 

• ?the cars bumped slowl) into each other but there was no broken glass [I] 

In chapters 7, 8 and 9 I gi e other examples of ho\ recurrent phrases 
convey cultural connotations (see also Moon 1998: 245, 257-60) . 

In summary: Corpus stud) shows recurrent lexico-semantic units, whose 
scope does not correspond to traditional S) ntactic units. Syntagmatic 
lexical patterns both pro ide a perspective on text cohesion, and also have 
implications for a theory of communicati' e competence. In much linguistic 
theory, a parallelism has oft·en been assumed benl\ een syntagmatic/paradig­
matic and syntactic/lexical . Lexical items ha\ e been seen as filling 
paradigmatic slots inS) ntactic chains. This corresponds to aspects of linguis­
tic competence which are tapped b) introspection and elicitation, but it does 
not always correspond to actual behaviour. Corpus study has shown that this 
slot-and-filler model is inadequate: S)rntagmatic organization is much stron­
ger than often realized , and there are rardy, if ever, free paradigmatic choices 
of lexis. 

Corpus studies show that the great majority of '" ords typically occur in 
simple semantic patterns \\hose lexical realiz.ation can be highly variable. We 
can predict the semantic patterns and we can e'en predict the percentage of 
occurrences with a given lexical realization, but we cannot predict the out­
come in individual cases. That is, we can make predictions relative to a 
corpus, but not to a text. This clarifies a. common confusion about parole. 
Many features of an individual text (= parole) are. idiosyncratic: if they were 
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not, the text would convey no information and there would be no point in 
reading it. But a corpus is not mere performance: as a ample oflanguage use 

it reveals typical and repeated patterns (see chapter 10 . 

5.8 Summary and Implications 

The main analysis in this chapter of texts [ l ] to [ 7] ilJu trates se cral prin­
ciples, some of which we ha e seen before. 

( 1) Collocational facts are linguistic. They cannot be reduced to content or 
logic. 

(2) Many phrases are idiomatic, but are not idiom . This is because, 
a.lthough the combinations frequently occur they are not entirely 
fixed, and/ or they are compositional an.d semanticall) transparent. 
More accurately, they are not idioms of decoding, but are idioms of 
encoding (see chapter 3.1 ). 

( 3) Many phrases have conventional meanings. For example the combin­
ation naked eye is not entirely sernanti.call.) transparent. It could mean 
all kinds of things, such as "with unprotected eyes" or "without 
spectacles", but, as Sinclair ( 1996: 84 ) points out, it is com entionall) 
used to mean "without the use of telescope microscope, etc.' 

( 4 ) A theory of language use must find a balance between creative and 
routine language use. Much linguistics especially post-1960 has 
emphasized the creative aspects of language, and ignored the predict­
able combinations which constitute a large percentage of normal lan­
guage use (though see Bolinger 1976· Pawley and Syder 1983; 
Allerton 1984; Sinclair 1991; and Miller 1993). These combinations 
have implications for our concept of fluent and idiomatic native-speaker 
competence. 

( 5) Syntagmatic patterning is much more fine-grained than is generally 
shown in grammars. Semantic units stretch weU beyond words and 
short phrases, and are a relatively unexplored mechanism of ten cohe­
SLon. 

( 6) Analysis cannot be restricted to isolated texts . It requires an anal.) sis of 
intertextual relations, and therefore comparison of indi idual instances 
in a given text, typical occurrences in other texts from the same tex"t­
type, and norms of usage in the language in general. 

One topic which I have largely ignored is that preferred mechanisf!Is of 
cohesion differ in different text-types. For example, scientific research articles 
often mark anaphora by repeating , .. hole noun phrases, , .. hereas popuJar 
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accounts use pronouns. Scientific tn:t-~ pe have been thorough!~ described 
(for example M ~ ers 1994 compares scientific research reports with popular 
accounts of the same topics by the same authors and Atkinson , 1999, is a 
study of the historical de' elopment of scientific genres ) but little compara­
tive analysis of cohesion in different genres has yet been done. 

5. 9 Background and Further Reading 

The classic work on lexical field theor) was done on German in the 1920s to 

1940s, by Trier (1931 ) and \IVeisgerber (1950). It is probably best known to 
English -speaking Linguists via Ullmann (1957) and Lyons (1977). Porzig 
( 19 34) also did early influential work on collocations. 

Most of the large literature on cohesion Ia) s little emphasis on the role of 
coJJocations. For ex.ample, Halliday and Hasan ( 1976 ), the standard refer­
ence, has only four pages on collocations ' hich are said to be ' the most 
problematical part of lexical cohesion' (p. 284). On the other hand, the 
literature on phraseolog) usually regards word combinations in their own 
right as linguistic units, and not from the point of view of their contribution 
to text. cohesion. HO\ ever for work on coUocations and text cohesion, see 
KjeUmer (1991 ), Moon (1994), and Bublitz (1996, 1998). 

Other work has identified classes of\\ ords whose function is primarily to 
organize text. General nouns, which refer to whole topics (such as affair, 
business, claim, matte~·), general 'erbs (e.g. happen, occu.r), and words 
which contribute to logical structure (such as conclt1de, fact, reason, subse­
quent) are discussed b. Hallida) and Hasan (1976), Partington (1998: 92ff), 
and Winter (1977 ). Other examples of' procedural vocabulary' and prospec­
tive rhetorical devices are discussed bv Widdowson ( 1983 ) and Tadros 
(1994). 

Some studies have used computational techniques to study the contribu­
tion of lexis to textual organization. G . Francis ( 1994) uses large corpora to 
identifY the nominal groups which are typicall) used to encapsulate and often 
evaluate discourse topics, and ,.,hich often use common collocations (as in 
this far-sighted 1'ecommendation; .this thoughtless a1~d stupid attitude). Yang 
( 1986) shov. s how technical and sub-technical'' ords can be identified on the 
basis of their statistical behaviour: technical vocabulary is restricted to texts 
on parti.cular specialized topics, \\hereas sub-technical vocabulary is both 
frequent and evenly distributed in academic texts, independent of their 
specialism (for example, words such as accuracy, basis, decrease, effect, factor, 
result). Phillips (1985, 1989) uses automatic methods of lexical analysis to 
study the distribution of lex:is in science tex:tbooks, and how words therefore 
contribute to cohesion within chapters. 
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5.10 Topics for Further Study 

In a study of corpora of written and spoken Engli h Erman and Warren 
(2000: 53) estimate that ben:veen 40 and 60 per cent of num.ing text may 
consist of ready-made combinations of words. Such e timate depend on the 
methods used in the calculation, especiaU) on the text ampled and on the 
exact definition of 'ready-made' (for example as tring of word-forms or 
abstract semantic units ). Erman and Warren (2000 ) talk of on\entionaliza­
tion and of 'prefabs', Hunston and Francis (2000: 215ff) talk of 'pattern 
strings' and of 'pattern flow', and Biber et a.l. 1999: 993 ) talk of ' lexical 
bundles'. But the general conclusion, as throughout thi chapter, is that a 
significant proportion of language use is routinized conventionalized and 
idiomatic. 

( 1) Decide on a definition of 'ready-made language. 

(2) Select some text fragments and estimate the extent to which they 
consist of 'ready-made' extended lexical units .. 

(3) It might be possible to range texts along a continuum from those which 
arc highly routinized to those which are highl~ creati e. Some types oflegal 
text would be towards the routinized end of the continuum: see text [ 4] 
above. Some types of poetry might be at the creative end (though literary 
creativity is certainly not restricted to such aspects of idiomatic language 
use). Give examples of more and less routinized texts, and consider reasons 
for such variation. 

( 4 ) What implkations does this view of routinized language u e have for 
theories of language comprehension and production? 
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Words in Texts 2: 
A Case Study of a Short Story 

The main aim of this chapter i to sbo\ how computer-assisted methods 
can be used to study lexical patterns in texts. The main data are from a 
single short story b) James Jorce and as comparative data I ha\ e used two 
different reference corpora of one million and tv. o and a half million 
running words. One main argument throughout the book is that 
text analysis must always be comparati\e: \\e can interpret patterns in an 
individual text only if ,.,,,e know what is to be expected in the language as a 
whole. In addition since no single corpus can be a perfect sample of 
language in use, it is often wise to use two or more independent corpora in 
compansons. 

6.1 Public Data and Replicable Experiments 

An essential feature of computer-assisted text and corpus linguistics is that 
both data and methods are publicly aQcessible. Here, the data are a well­
known short story and publicly available corpora. Also, computational pro­
cedures can be explicitly defined: they rna)~ for example, be embodied in 
commercially a\ailable concordanc,e software (such as Scott l997a), or 
defined in student textbooks on corpus Linguistics (such as Barnbrook 
1996) or more specialized articles (such as Stubbs l995a). 

When data and methods are publid) available, then findings can be 
replicated. If language stud) is based on introspective data from 
the indi' iduallingujsr~ a genuinely reproducibLe experiment is rarely possible, 
since neither data nor .methods are independent of the analyst. However, in 
many academic areas, replication of ~experimental results is taken for granted 
as an essential procedure for checking and refining knowledge. One scholar 
presents results, and describes the data and the research m.ethod '" hich were 
used. A second scholar, indcpendentl) , uses this description to reproduce the 
experiment, to check \\ hether the method is feasible, and whether the sarne 
results can be obtained. 
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It is sometimes necessary to check an anal~ i b~ n.::pticating it on exa.ctl) 
the same data, but it is also necessary to check the finding on different but 
comparable, data, in order to see \\ hether the~ were an artefact of one single 
data-set. Such comparisons are becoming increasing!) pos iblc in corpus 
linguistics, since findings from one corpus are a predicti n about " hat will 
be found in other independent corpora. The methods data and findings are 
in the public domain, where their reliability can be tested confi rmed criti­
cized and de' eloped by independent' itnesses, who repeat and refine experi­
ments using comparable procedures on different data- ets. 

I will illustrate these points b discussing hm\ '' ord are di tributed in 
texts. First, I will discuss some features of word frequency and word 
sequence, which are very simple but can ne' enheless re\ cal interesting 
properties of textual organization. Second, I will discus some features of 
vocabulary distribution, based on a more sophisticated anal)'Sis proposed by 
Youmans (1991 ). I wiH replicate Youmans's anal)sis, using one of the same 
texts as he does, and developing some points in his argument. 

There is a difference between findings (however produced) and their 
interpretation. Computer-assisted methods of text anal) sis cannot interpret 
texts for us, but they can provide~ for subsequent human interpretation, ne\\ · 
kinds of evidence. I will sho·w that quantitati e methods prm ide empirical 
ways of studying the lexical patterns which make texts cohesive, but the 
emphasis is on semi-automatic or computer-assisted methods. 

6.2 Lexis and Text Structure 

A text is a semantic unit of language in use_ Examples of written texts include 
short stories, newspaper articles and school-books. For a text to be compre­
hensible, it must be lexically cohesive: it must contain chains of repeated and 
related words, distributed across the text, in patterns of old and new infor­
mation. The large literature on text and discourse analysis contains relatively 
little on how lexis contributes to textual organization (though see tl1e 
references in chapter 5.9). This is a surprising omission, because it is onl) 
the vocabulary which can tell the reader \\hat a text is about. 

Analysts have been pessimistic about finding linguistic markers of struc­
tural boundaries in long texts, such as whole nm els, or even short stories. ln 
a review of this topic, Paltridge ( 1994) argues that patterns of cohesion are of 
little help in formally identifying boundaries, since chains of lexical cohesion 
run across the boundaries which readers intuitively identit). He concludes 
that sections of texts are distinguished on semantic grounds: that is, by 
reference to their content, and not to their form. It is certainly correct that 
it is often meaning and content which lead to judgements about textual 
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boundaries, bur topics are, aft·er all, signalled b~ vocabular) , and it should 
therefore be possible to study ho" the_ are formally marked. Much \\ork has 
been done on the structural organization of academic articles, and the 
different stvlistic features of abstract introduction main text and conclu ­
sions (S,vales 1990). Howe,·er as Paltridge ( 1994: 293 ) notes, once a certain 
le' el of complexity is reached titles sub-titles and the like are generally used 
to keep track of textual trucrure. Structural markers of this t) pe are , how­
e'er, nor used in fictional texts .. Short stories are not divided up into sections 
such as 'exposi.tion' and ' introducing the main characters' ~ et literary critics 
regularl} identif) such sections in narratives. So, again, it should be possible 
to find the forma! basi for such judgements. 

In order to test hm:v far vve can push the idea that lexis contributes to 
textual structure, I will treat a text in the most simplistic "a) imaginable: 
merely a string of'' ord -forms , which are in rnrn mcre1) strings of characters 
separated by spaces or punctuation. The computer sofu, are has no access to 
any other structural information at all: it is unable to group" ord -forms into 
lemmas, grammatical classes or lexical sets and it has no access to tagged or 
parsed versions of the text. Therefore, it will treat as entirely different '''ords: 
members of a lemma such as go goes, goiug, gone and wetz.t, as well as pairs 
such as mother and fa.thcr or house and home. 

Lists of word frequencies and plots of \: ord distributions can gi' e only 
hints as to how a text can be interpreted, but thq rna) help in identifying 
major topics and textual boundaries and thus prm ide an empirical basis for 
interpretation. If these techniques are applied to a di\erse sample of texts, 
this may re\ eal general mechanisms of text ~cohesion . A major ad\ antage of 
computer-assisted analysis is that it transcends the ver) limited human capa­
cities of memory and observation and can help identity patterns across large 
corpora of language use .. Howe' er. in order to have confidence in a method, 
we must also check its results on small t~exts which are '' ithin the narrow 
limits of human obsenation. 

My main example the short stoq ' E,eline' from Dt~blinersby James Joyce 
( 1914 ), is com enient as a main illustration. First, it is short, a little over 
l ,800 '"' ords. Second the srory is well known and widelv available to readers 
who ' 'vant to check my analysis. Third it has been the subject of many 
literary critical and st)ustic anal)SCS (such as Hart 1969; Chatman 1969): 
we can therefore compare tl1e computer's results " •· th the interpretations of 
trained critics. Fourth it is one ofYoumans's (1991 ) main examples: I can 
illustrat~e his methods, and compare his findings with mine. (Along 
with other stories from DIJbli'IJ.c.rs the text is a\aibble in machine-readable 
form, in the Longman-Lancaster corpus. See Notes on Corpus Data 
and Sofu, are. ) A summary of the story will make my argument easier to 
follow: 
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A young woman (Eveline) is itting at h me looking out o f the \\ ·nd \\ 
watching passers-b)', and remembering incident fr m her hildh od, including 
a djfficult relation with her father and the death f her mo ther. he i rJ1jnking 
about a possible future life: n hether to .lea\ e h me and tog to o urh America 
with a man calleci Frank -.vhom she has rc cnrlr met: ' \\a that wi c? She tried 

to weigh each ide of the que tion . She gc up in a udden impul e fterror, 
with the thought that she must c cape from her re tricting h me Life and 
goes to the harbour where a boat to Bueno Ayre i waiting to ail . Frank 
is there : he pleads with Eveline to leave '' ·th him , but he find it imp iblc 
to go. 

6.3 Analysis I: Frequency Statistics (Descending 
Frequency Order) 

6.3.1 Frequency of function TJJords: statistics 

An essential starting point for man quantitati\e text anal se is a word 
frequency list, and even the frequencies of the most common function 
words in a text can be revealing, if they are compared with the most frequent 
words in general use. The ten most frequent\ ords in the LOB corpus (see 
N ores on Corpus Data and Software) of one million words of general written 
English, and in 'Eveline', in descending freq uenq, are: 

[1] LOB: the of and to a in that is ''as it 
[2] 'Eveline': the her she to had of and he a ' as 

The most frequent word in both corpus and text is the. Tllis is only to be 
expected: it is usual to find that the single \\ord the makes up a large 
percentage of any running text. Here, its frequency as a percentage of the 
total running words is slightly higher in the corpus than in the text : LOB 6.8 
per cent, 'Eveline' 5.6 per cent. 

However, there are words which occur in [2 ], but not in [ l ]: her, she, had 
and he. This shows simply that these four words occur higher in the frequency 
list from 'Eveline'. In order to estimate hm much more frequent they are in 
the story than in the language as a whole, we can compare their frequenq, as a 
percentage of the total running words, in the corpus and in the text: 

[3] LOB: her 0.40 %, she 0.39 %, had 0.54 %, he 0.88 % 
[4] 'Eveline': her 5.25 %, she 4.54% had 2.57 %, he 2.46% 

Relative to text length, her and she are over ten times as frequent in the text as 
in the corpus. This difference in relative frequencies becomes even more 
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striking if '' e compare their frequencie to the mo t frequent '"ord, the. 
Thus, for example , "e take the absolute frequencies in the text and in the 
corpus, of the words her and the and calculate one as a percentage of the 
other. For 'E,eline , we ha\e ht-"1' 96 , the 103: 96 is 93 per cent of 103. 

[5] LOB: her 6 % he 6 % had 8 % he 13 % 
[ 6] 'E\ dine': her 93 % she 81 %, had 46 % he 44 % 

These statistics begin to shmv the kind of lexical selection \\ hich J O) ce has 
made . 

6.3.2 b1te1·p retation 

To the human anal)St it is obvious that [3 ], (4] [5] and [6] contain three 
third-person singular pronoun forms: he1' she he. \Ne mjght "onder whether 
completing the pattern b) looking at the other third-person singular pro­
nouns, him/his and it, \\Ould also be revealing. Ho\\e\er, the differences in 
relative frequenC) here are much smaller. As percentages of the, the are 

[7] LOB: 
[8] 'Eveline': 

him/ his 13 % it 15 % 
him/rus 19 %, it 11 % 

A check back '"'ith the text sbm' s that almost all instances of he1' and she refer to 
Eveline; instances of he and him/ his are split majnl) between Frank and 
Eveline's father ( Onl) a fe\ refer to other peripheral characters, such as a 
man whom Eveline sees from the v.indow). The form had is frequent since 
Eveline is remembering paste\ ents (the,' had all gon-e for a picnic) or thinking 
over the present ( itl- her home . .. she had shelte-r atJd food). 

There is a second pattern. The forms her 96 and she 83 are more frequent 
than he45 and him/his 18. But for the female character, the subject pronoun 
is less frequent than other pronouns, whereas for the male characters, the 
subject pronoun is more frequent. This is a story in "hich Frank wants 
Eveline to act, but in the end she cannot act (as he wishes). 

6.3.3 F1'eqt.fenC')' of conte11.t words: statistics 

The 100 most frequent words in a large general corpus will be almost all 
function (grammatical ) words. The figure oflOO is an arbitrary cut-off point, 
but after this point frequenc. lists for large corpora contain mainly content 
words (nouns, verbs, adjecti\es and ad' erbs: see chapter 2.8.1). A frequency 
list for 'Eveline', which ignores the 100 most frequent words in LOB, 
therefore identifies the most frequent content words in the story: 



--------------~-=~--~~ 

128 WORD I N TEXT 2 

[9] father 11, used 11, home l 0 ., life 7 not 7 Frank 6. go 6 
[10] always, a\vay, come, felt, Harq, mone., mother, mothers ne\er no, 
see (all frequency 5) 

(The content words which do occur in the 100 most frequent \\ Ords in LOB, 
with their frequencies in 'Eveline' , are: then 8, like6 no·w 5, other4 people4, 
time 4, said 3,ftrst 2, made 2, man 2, new 2 two 2 _rears 2 Mr 0. ) 

6.3.4 Intn-pretatiorJ 

In [9] and [10], several keY'\Ords (see below on this concept ) ha e now risen 
to the top. The words father and h01,ne signal important ropics in the stoq. 
The word used (all in used to) occurs because Eveline is remembering her 
childhood or meetings with Frank. Other words in the lists identifY further 
key topics. 

If we give our procedures information on different types of word-groups, 
the patterns are not changed, but some become more striking, If we lem­
matize the word-forms, then several words become more prominent though 
tllls may not be particularly revealing: 

[11] GO (go, going, gone, went) 14; FATHER (father, father's) 12; 
MOTHER (mother, mother's ) 10; SAY (sa), saying, said ) 10· HOUSE 
(house, houses) 8; KNOW (know, knm' n, knowing, knew) 7; GIVE (gi\e, 
giyen, gave) 7; PEOPLE (people, people's) 5; PLAY (pia), played, playing, 
player) 5 

More revealing might be to group the words so as to show semantically 
related sets, such as 

[12] father('s) 12, mother ('s) 10, brothers 2, sisters 2 children 4: total30 
(13] home 10, house (s) 8: total 18 

In a literary critical analysis, Hart (1969: 52) points out that the words hou.se 
and home occur no fewer than 18 times', but he docs not explain wh} he cites 
only this single statistic. One could equally well point out that the semantic­
ally related words in [ 12] occur a total of 30 times . 

In themselves, these statistics hardly tell us anything which is not evident 
from reading the text. After all, the story recounts a relationship between 
Eveline and two men, her father and Frank. Ho,\ever, e\en modest initial 
facts about word frequencies can be of interest. ( 1) The~ show that central 
topics of the story are reflected in simple facts about word frequency. (2) 
The statistics are features of the text, which require subjective human 
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interpretation but the facts themselves ''ere not brought into existence by 
the interpretation. ( 3 ) Altho ugh a human r,eader can o bsen e the frequency 
of pronouns in a single short stor~ in a rough and read~ "' ay, this would not 
be possible with a longer text and rhe comparati\ e facts (the norms repre­
sented by the general corpus \ er:sus the selections in the indi,idual text ) are 
certainly not open to direct o bsen arion. (4 ) Combined with a knowledge of 
rhe text, statistics help in selecting features for further study. 

6.4 Analysis 2: Frequency Statistics (Keywords) 

In [2] I gave the ten most frequent \\Ords in 'E dine' . The next ten most 
frequent words are as follows. (Eleven are list,ed , since the last four all have 
the same frequenC) of ll. ) 

[ 14] in, that, v ould , with, on for out father his, it, used 

This list now contains the word n'ould (n = 18 ): see below. It also contains 
two lexical '' ords, fathe~· ( 11. = 11 ) and rJ.Sed ( '17. = ll ) ' hich have already 
occurred in [ 9] above .. In LOB tvould is at rank 43 and father and used are 
not in the top 100. 

So far, I ha\e made simple comparisons between the text and a corpus. It is 
possible to generalize these procedures, and to compare a text with a refer­
ence corpus in order to see which words occur significantly more frequently 
(according to standard statistical tests ) in the text than in the corpus. This 
type of analysis is proposed by Scott (1'997b, 1997c, l997d) and it can be 
carried out using softwar.c which he has written (Scott l997a). The analysis 
compares two frequency lists from the text and from the corpus, and, con­
trolling for the siz,e of text and ,corpus, generates a list of words which occur 
with unusual frequency in the text. I am here only looking at words which are 
high in frequenq in the text. More accurately, Scott ( 1997b) defines as 
keywords those words in a text '' hose frequenq is either unusually high or 
unusually low, in comparison to a reference corpus. The statistical test of 
significance used is a log likelihood test (Dunning 1993 ). 

Using this software, l compared ''E,eline with a differ,ent corpus of 
around 2 .5 million words of written British English, both fiction and non­
fiction. The comparison showed the follo,,ring words to be significantly more 
frequent in the stoq . (The probability of ,error \\as less than one in a million 
for all items .. ) 

[ 15 ] her, she, had, Frank, Ernest, Ayres, Harry, he, home, Buenos, father, 
avenue, mother's, used, would 
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As Scott ( l997b: 51 ) points out, kq :o.ord u uall) ' gi\e a rca onabl~ good 
clue to what the text is about'. As here proper noun \\tiU ofi:cn be fTequent 
in a specific text, but rare in a large corpu (Erne t and Harr~ are £, eline s 
brothers). Otherwise , there is a large o erlap with ·word we ha\e already 
identified in raw frequency lists. The ' ord her she hnd and he occurred in 
the first analysis: sec list [2]. The v ords Fn:mk Harry, home fathet~ mother's 
and used occurred as soon as \\ e ignored the top l 00 w rd : ee lists (9] and 
[ l 0]. 

One word which has been picked out b) the ke) v rd procedure in [ 15], 
is mould. It occurred in [ 14] but nor in earlier )j ts, and it i "orth looking at 
it in more detail. It occurs 18 times and in the context of the roq, it does 
indeed seem to be significant. This is a stoq in which Eveline is thinking 
about - but in the end failing to act on - hypothetical possibilities for her 
future. Examples from the text (empha i added ) are: 

[ 16] [Eveline is thinkjng about leaving home ] P rhaps she JVoz.tld ne'er see 
again those familiar objects .... But in her ne\ home, in a dj tant unknown 
country ... she would be married- she, E\eline. People mo11id treat her with 
respect then. She 1vould not be treated as her mother had been . . . Frank 
Jvould save her. He would gi' e her Life, perhaps lo e too . . .. Frank wotlld take 
her in his arms .... He would save her. ... If she\: ent tomorro\\ she JJ1o·,Ld be 
on the sea with Frank. 

6.5 Analysis 3: Frequency Statistics (Order of 
Occurrence) 

The methods so far tell us nothing about how the words are distrib­
uted in the text: they might be spread e enly throughout or clustered 
together. 

6.5.1 Statistics 

An alternative to presenting words in descending order of frequency is to 
present them, with their frequencies, but in their order of occurrence in 
th.e text (Sinclair 1991: 30; Barnbrook 1996.: 48-50) and this can gi\e the 
first hints about text structure. For example the first paragraph of 'E,eline' 
IS: 

[17] She sat at the window watching the evening invade the avenue. Her 
head was leaned against the window curtains and in her nostrils was the 
odour of dusty cretonne. She was tired. 
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A frequenC) list sorted in texr order of occurrence therefore begins like this: 

[ 18] she 83 sat 2 at 10 the 103 window 4, watching l , e\ erring 4 , invade 
1, avenue 4, her 96 head 4 '' as 40 leaned 1, against 2 curtains 1, and 46, in 
33, nostrils 1 odour 2 of 47 dusn 2 cretonne 2 tired 1 

A well-kilO\\ n fuct abour texts of mam kinds is that a fe" '' ords occur 
frequentl y, most words occur rarely and about half of the word-types 
occur once only. We can se,e from [ 18 ] those kx:ical ,., ords which occur in 
the opening paragraph , and which then occur more than once: 

[ 19] sat, \\indo'', e\ ening a\ enue head odour dusty, cretonne 

With such a list for th.e whole text \'\e can see which \\ords are introduced for 
the first time onl) late in the stor~ . For example, Evelin.e herself is not named 
(except in the title) until almost a third of the wa) through the story, and the 
words Frank and hi11z occur for the first time at almost exactl) the mid-point. 
Frank has been mentioned once earlier a fellow , but not named. The 
paragraph in which he is first natned is .intuitively, a ne'' topic in the story. 
Here is the paragraph in which the sofu, are has marked ( >) the words which 
occur for t11e first time: 

[20] She was about to >explore >another Life with >Frank. Frank \:vas >very 
>kind, >manly, >open-hearted. She \\as to go awa) with >him by the >night­
boat to be his >wife and to >Live with him in >Buenos >A) res where he had a 
home waiting for her. >Hm >well she >remembered the >first time she had 
>seen him; he was >lodging in a house on the >main >road\\ here she used to 
>visit. 

The corresponding frequencies of the ' new words' are: 

[21] explore 1, another 2, Frank 6 , \ery 4 , kind 1, manly 1, open-hearted 
l, him 9 , night-boat 1, wife l, li e 2 Buenos 3, Ayres 3, how 1, well l, 
remembered 4, first 2, seen 1, lodging l , main 1 road 1, 'isit 1 

In [ 21] the ne'' lexical \\ ords, with a frequenqr greater than one, are: 

[22] another 2, Frank 6, \cry 4, live 2 , Buenos 3, A) res 3, remembered 4, 
first 2 

This procedure also shm\ s '' hich new words are introduced only in the 
closing paragraph of the story: 
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[23] He >rushed >beyond the >barrier and >called to her to >follow. He 
was >shouted at to go on, but he stiJJ called to her.. he> ct her white face to 
him, >passive, like a >helpless >animal. Her >e. e gave him no >sign oflove 
>Or >farewelJ or >recognition. 

6.5.2 Interp1·etation 

Since she is the first word of the stoq , see [ 17] it ha no anaphoric referent. 
(Only once we know the story, are ''e sure that it refers t the name in the 
tide. ) In addition, the first sentence contains definite article in the n indo·w 
and the avenue, which also have no anaphoric referents. The opening forces 
the reader to forgo all preliminaq informati n to make infer,ences 
about who she is, to accept that the rvindow and the nvem~e are fruniliar to 
this unnamed female character, and to adopt her (non-omniscient point of 
VleW. 

In an influential discussion of narrati\ e techniques, Stanzel 1984: 158ft) 
points out that only a fictional text could begin in this ' a~, and that rhis use 
of referentless pronouns and definite artides is a signal of a stor) \ hich starts 
in medias res. He cites another short stor which begin in a similar way, 
Somerset Maugham's 'The force of circumstance : 

• She was sitting on the verandah ' airing for her hu band to come in for 
luncheon. (emphasis added) 

Joyce himself uses the same de' ice in the opening sentences of other stories 
in Dubliners, for example (emphasis added ): 

• There was no hope for him this rime: it wa the third stroke.. The 
sisters') 

• Eight years before he had seen his friend off at the North Wall and wished 
him God-speed. ('A little cloud' ) 

• Two gentlemen who were in the Ia\ atoq at the time tried to lift him up: 
but he was quite helpless. ('Grace' ) 

It might be thought that because of these features of the fictional text the 
frequency of the definite article would be higher than a erage in 'E,eline'. In 
fact, the frequency of the and a in 'E cline' is slightly lower than in the 
reference corpus. (As a percentage of running words the figures are LOB: the 
6.8, a 2.3; 'Eveline': the 5.6, a 2.2. ) We can make such inferences about text­
type and point of view only from the order of occurrence of the words and 
not from their frequency alone. 
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6.6 Analysis 4: A Vocabulary-management Profile 

The techniques illustrated so far are described, along with related methods, 
in textbooks on corpus \\Ork (Barnbrook 1996:. 43-64) and other articles 
(Scott l997c, 1997d). I no'' discuss a more pO\\erful method, described by 
Youmans ( 1991 ), which can teU us about the o erall structure of the te.xt. 

6. 6.1 Tjpes .and to.ke115, pocabula1-y and text 

This method makes use of the distinction bet\! een (word-) types and (word-) 
tokens, and of a statistic kno\\ n as the type-token ratio. Each word-form 
which occurs in a text is a word-token. \¥hen v e say that a story is 1,800 
words long, we are r·eferring to word-tokens but the story will not consist 
of l ,800 different words, since some words will be repeated, some quite 
frequently (see chapt·er 2.2 ). "'hen '' e are talking of the number of different 
words in a text, we are referring to ,., ord-types. So, if the word home 
occurs ten times in the story, then this is ten word-tokens, but only one 
word-type. 

The type-token ratio is the ratio of the number of difterent words in the 
text to the number of running words. As a text becomes longer, the type­
token ratio becomes lower. This is because the number of word-tokens 
continues to rise at a constant rate, but the number of word-types rises 
more and more slo\\ ly, since words tend to get repeated more and more 
often. If the text was very long indeed, the speaker or vvriter would even­
tually run out of new words: e' eryone's vocabulary is finite. So, eventually, 
there would be no new types, only new tokens. Therefore, the type-token 
ratio is a measure of the lexical ·diversity of a text. It depends on the size of an 
author's vocabulary, and on the way in which the words in this vocabulary are 
used in the ~ext. As speaker-writers produce a text as a linear sequence of 
word-forms, they must continually choose between using 'old' words (which 
have already occurred in the text) or 'new' words. Not all of these choices are 
conscious, and many will be influenced by grammatical rul.es. (A general 
model of text production based on these ideas is set out by Tuldava 1998: 
84-6.) 

As the text gets longer, the probability of new words steadily declines. The 
speaker-writer is under two opposing pressures. New words are needed in 
order to develop and broaden the topic, otherwise th.e same things are being 
continually repeated. And old words are needed in order to make the text 
cohesive, otherwise the text will become impossibly diverse and incompre­
hensible. (This is often expressed by saying that a text must have a certain 
level of redundancy.) In any case, for syntactic reasons, a small set of function 
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words must be constantly repeated. Thi econd tenden ~ place limits on 
the lexical diversity of the text. 

There are different limits for lexical and grammatical words. As a text gets 
longer, the number of different lexical \\Ord-types gets larger ubject to the 
constraint of what the text is about and ubjecr to the ultimate constraint of 
the size of the author's vocabulary. But the number of grammati.c.al '' ord­
types is limited and quite small. Although 30 to 40 per cent of the running 
words in written texts are likely to be grammatical word-tokens (see chapter 
2.8.1 on lexical density), these wilJ be realizations of a mall set of'''ord-rypes 
which keep recurring. So, in creating the text the speaker-writer makes 
choices from th.e available 'ocabulaq , and alternate ben' een repeating old 
words and introducing new \~ords (with different patterns of repetition for 
lexical and grammatical words). These opposing pressures operate not onl) 
over whole texts, but cyclically o cr smaller sections of rexrs. Texts turn out 
to have distributions of old and new ocabulaq \\ hich shm' both regular­
ities and breaks. In shorr text fragments the patterns of old--old--old-new­
new--old can be seen in several of m) examples abme, such as [20]. 

These ideas have implications for topics such as measures of reading 
difficulty (a text which contains a high percentage of 'ne" words may be 
more difficult to understand), or authorship attribution (authors 3r) in the 
extent to which they repeat the same words from a relativel small 'ocabulary 
or use words from a large diverse 'ocabular~ . They also have implications 
for estimating how adequately a corpus represents a language, since this 
depends not only on its size (in running words of text), but aJso on the 
size of the vocabulary on which it dra\\ s. Again see TuJda a ( 1998: 82tl). 

6. 6.2 Youma1~s)s method 

Youmans ( 1991) has proposed a computational method of text anal) sis 
based on these ideas . Usually, the type-token ratio is calcu.lated as a single 
statistic for whole texts, but Youmans's method is to calculate the type-token 
ratio separately for different segments of text. I have not had access to his 
software: based on the description in his 1991 article, the software has been 
rewritten from scratch (see Ackno'' ledgements, above .. For purposes of 
replicating findings, it is better in any case to reconstruct a method from 
first principles. 

The software identifies points in the text at which new "' ords are used for 
the first time, by sampling the type-token ratio within a moving span of 
running word-tokens. The moving span proceeds token-by-token through 
the text: for example, from word 1 to 35, 2 to 36, 3 to 37 and so on. The 
program keeps track of all word-types in the text o far. For each new span, it 
checks whether the words in the current span have already occurred earlier in 
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the text (old '' ord ) or whether they are occurring here for the first time 
(ne\\ '' ords ). The span ize can be altered to any value and a larger span will 
shm" broader patterns aero a longer text. \\!ithin the span it calculates the 
ratio of new words to old word . Thi ratio is stored along \\·ith its position in 
the text, taken as the mid-point of the pan. On a gi..-en run of the program , 
the span (of word -token ) remain con rant a~ 35 but the number ofne'" 
word -types 'aries. If ever~ word-token in the pan is a ne\\ \:vord-type , the 
type-token ratio i 35/ 35 = l: in practice this is highly unlikel). If e\ ery 
''ord has occurred before the type-token ratio is 0/ 35 = 0 : in relari\ el) 
short text thi i also unlikel~ but in long text the ratio can mO\ e to zero, 
especiall) if smaller spans are ser. 

For an_ normal narrative or discursi,·e text the ratio "ill be higher at the 
beginning ofthe text where most words are new but it will quickly decrease . 
The only exception will be text:s with 'odd' structures: for example, a 
shopping list might be cohesive due to a list of semantically related words 
(e.g. butter, cheese, 1t1ince, tomatoes) but it could consist of a sequence of 
words '' hich each occur once only: the number of word-tokens equals the 
number of word-types. 

(The program can be gi' en a stop-list of high- frequency words "' hich are 
ignored in the checking of word types. After the first .fe,. words, non­
content, grammatical words are Likel. to be evenly distributed throughout 
the text . Therefore, as Youmans (1991: 766) points out, a stop-List will affect 
the distribution cur\ e for the first fe" spans, but make little difference 
subsequently. ) 

So, the program reads in a text and prints out the type-token ratios'' ith 
their text positions, the mid-points of the moving span. Output is in three 
columns: word, token, t) pe- token ratio. Word is the current word in the 
running text; token is a number, its position in the running text; and type­
token ratio is defined abo, e. These figures can then be com erred into a type­
token cun e using any convenient soft\\ are .. 

Here, I will illustrate the power of the t·echnique w identify significant bound­
aries in the text. (See Youmans 1991 , 1994, for more detailed discussion.) 

Outputs from runs of the program on 'Eveline' are sho\\n in figures 6.1 
and 6.2, with the span set at 35 and 151. The curves start high: at the 
beginning of the text all \\ords occur for the first time. But soon, words start 
to be repeated: if this were not so then the ten would not be cohesive at all. 
The smaller span in figure 6.1 shows more jagged ups and downs, and, as 
Youmans (1991: 783) points out, it shm:.,s quite regular peaks where new 
vocabulary is introduced ·e\ery 100 words or so. The larger span in figure 6.2 
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Figure 6.1 'Eveline', span 35 

shows more clearly the overall structure: a steady dm.\n-slope, with small 
intervening peaks, until three-quarters of the way through the story, ' here 
there is the longest up-slope in the whole cun e . 

Care needs to be taken in interpreting such curve and data on many texts 
will have to be compared before the principles are well understood. The 
down-slopes tell us relatively little about the text structure. First, there is a 
general tendency for the type-wken ratio to decrease over the whole text: 
figures 6. 1 and 6.2 shm:v this dearly. Second,. for a given dov n-slope we do 
not know \:vhether old words have occurred much earlier in the te>..'t or onl) 
recently. (An adjustment to the program would allow 'old' "' ords to be 
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treated again as 'ne\\ ' if they ha\e not occurred for some gi\en stretch of 
text, say 2,000 words . This might be particularly re\ealing in longer texts, 
such as whole nm els. Later "ork b) Youmans [personal communication] 
uses this adjustment to the technique. 

Hm\ ever, up-slopes are easier to interpret: these are the points at which 
new lexis is being used for d1e first time (Youmans 1991: 77; 1994: 118ff). If 
a prominent up-slope occurs late in the text, then this is likely to signal a 
major boundary. The ne" '' ords have, as it were, had the chance to occur 
during the whole stor) so far, but they have not occurred till now. Although 
late in the text, a burst of ne'"' ocabulaq is introducing a new turn in the 
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story. I '>viU concentrate on the lowe t point and the fo llowing ingle most 
prominent rise in the cun e in figure 6.2. 

A feature of the text v. hich would urely not be mi sed b~, an~ alert reader 
is that Joyce uses almo t identical Jeri at two points in the tor : in the 
opening sentences and towards the end a £ ,rel ine nmc 1 runnm g ut : 

[24] [token l] >She >sat >at >the >window .. . . >Her >head >wa >leaned 
>against the window >curtain >and >in her >no rril wa the > dour >of 
>dusty >cretonne. 

[25] [token 1316] Her time \\ as >running out bur he >c ntinued to >sit 
by the window, >leaning her head agajn r the "'indow >curtain >inhaling 
the odour of dusty cretonne. 

Section [25 J corresponds precisely to the lm est p mt n the cur e, three­
quarters of the way through the stOf). 

The exact coincidence between this entence and the lo" e r p int of the 
curve is an artefact of the chosen span of 151. With a pan of 3 5, the lowest 
point on the curve comes around 50 v ords later. (Youmans, 1991: 783, uses 
a span of 35 to identif} the deepest valle. and its foUowing major peak in the 
curve for ~Eveline': his findings correspond exactl) \vith mine. Longer spans 
are less sensitive to local variations in \ocabulaq but much ·work requires to 
be done on how the span size affects the detail of the anal; i . As Youmans 
( 1991: 7 6) puts it, vocabulary cur es correlate. ' ith information flm but 
they act like a'' ind-sock, 'surprisingly effecti e in telling us "hich "a) , and 
even how hard, the wind is blowing, although it typicall lags lightl) behind 
(or jumps slightly ahead) of major changes in the \ eather . 

Up to this point in the story, there has been no external action.£, eline has 
been sitting at the windov.r, remembering incidents from her childhood and 
the more recent past with her father and Frank. ow she hears a stree t organ 
outside and tills reminds her of a rreet organ playing on the night of her 
mother's death . The curve remains low across the next emences: 

[26] [token 1342] Down >far in the avenue she could >hear a >street 
>organ >playing. She knew the >air. 

The curve then starts to rise, as her mother's death scene is de cribed: 

(27] [token 1358] >Strange that it >should come that very night to 
>remind her of the >promise to her mother, her promise to keep the home 
together as long as she could. She remembered the last night of her mother's 
>illness; she was again in the >dose >dark room. 
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The cune continues to rise to high points bemeen tokens 1430 and 1480, 
the point in the tory ,_ hich describes her mother's final madness and death: 

[ 28] [token 1431 ] She remembered her father >Strutting back >into the 
>sick-room >sar ing: '>Danmed >Italians! Coming over >here!' As she 
>mused the >pitiful >vision of her mothe.r s Life laid its >spell on the very 
>quick of her being - that life of >commonplace >sacrifices >closing in >final 
>craziness. She >trembled as she heard again her mother's > oice saying 
>constantly with >foolish >insistence: •>Dere\ aun >Seraun! Dere' aun Ser­
aun!' 

Here the cur e is higher than it has been since around token 735. The story 
has reached a lexical high point. The cun e remains high , as the text con­
tinues with £,dines first physical action in the whole story: 

[29] [token 1493] She >stood up in a >sudden >impulse of >terror. 
>Escape! She >must escape! Frank would >Sa\e her_ 

The curve dips slighd) , but stays high as she goes to the harbour, and meets 
Frank. The peak reaches its highest point ben\reen tokens 1590 and 1620, 
where she sees the boat which is to take her to South America, and between 
1630 and 1680, where her indecision reaches its climax: 

[30] [token 1594] Through the >wide >doors of the >sheds she >Caught a 
>glimpse of the black >mass of the >boat, >lying in beside the >quay wall, 
with >illumined >portholes. She >answered >nothing. She felt her >cheek 
>pale and >cold and, out of a >maze of >distress, she >prayed to >God to 
>direct her, to >show her what was her >duty. The boat >blew a long 
>mournful >whistle into the >mist. >If she went, >tomorrow she would be 
on the >sea with Frank, >steaming >towards Buenos Ayres. Their passage 
had been >booked. Could she still >draw back after all he had >done for her? 
Her distress >awoke a >nausea in her >bOd) and she >kept >moving her >lips 
in >silent >fervent >prayer. 

In the last fifty words of the stoq , ther,e are shifts to the narrator's point of 
view, and then, for the first time, to (what could be read as) Frank's point of 
view. As noted above, these shifts are also signalled by new ocabulary in the 
final sentences: see [23 ]. 

In a literary critical interpretation, Hart ( 1969) identifies •three main 
parts' in the story: a long first part in which E\ cline thinks about the past 
and possible future; a second 'brief interlude', in which she 'reasserts her 
decision to choose life'; and a third part which ends in her 'psychological 
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failure' . These three parts correspond astonishing!) do ely to the troughs 
and peaks identified by the program. In addition, the evidence from the 
program can at least partially explain Hart s othen\ i e u bjecti,·e impression 
of 'a general flatness both of' ocabular~ and senrence-strucrure in the first 
section, which contrasts with 'the almost frenzied conclusion'. The literary 
critic's impressions are quire correct, but the. can nmv be gi en an objective 
textual basis. 

It will take considerable work before we know just what can be discovered 
with the method. For example, is there an optimum span setting for dis­
covering finer and coarser units in texts of different lengths? Are there 
identifiable recurring vocabular cun es for short stories? Do different 
types of texts have predictably different kinds of lexical organization? 

6.7 A Further Note on Replication 

At the beginning of the chapter, I made the point that computer-assisted 
corpus analyses are replicable, because the) arc based on data and methods 
which are public. However, replication means something more complex 
than doing exactly what someone else has already done, and strict replication 
of an experiment is probably rather rare in aJI sciences. With computer­
assisted work, it could be pointless: if ) ou run the same data through 
the same computer program, you will get the same output each time. This 
will tell you nothing about whether the program is working correctly, or 
whether the procedure is sensible. Howe er 1 did not do exactly what 
Youmans had done. First, I used different computer sofu\ are, which was 
re-written on the basis of his general description. Second, the software 
contained different features, which aiJov ed me to track the first use of 
words in a text. 

In other types oflinguistic work, it is often not possible to carry out a strict 
replication. Suppose that you do a psycholinguistic experiment, in which you 
test a group of people on their reactions to a list of vocabulary ('Tell me as 
quickly as possible the opposites of the following words' ... ). Even if I can 
get the same group of people together again, I cannot carq out the same 
experiment. First, I am doing it and not you, and the ,experimental subjects 
may react differently to a different experimenter. Second, they are doing it 
for the second time, so their reactions will almost certainly be different. The 
best I could do would be to test th.e same people with comparable words, or 
comparable people with the same words. In any case, it is of little interest 
how one group of people react to a task of this kind .. What is of interest is 
generalizations about behaviour. So the results of any single experiment are a 
prediction about how other people will react in comparable circumstances. 
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A replication ~ ill therefore generall) be aiming to check whether compatible 
results arise if some variable i altered such as the age of the persons tested, 
or the kinds of words used. 

In this chapter I ha e shmvn that the story E' dine is structured in a 
particular \\a). The real interest of the analysis is the possibilit) that this is an 
individual instance of a general phenomenon. The analysis predicts that we 
v.ill find comparable organization in other texts : for example, that there is a 
general pattern in texts of man) kinds such that ne\\ 'ocabulary tends to be 
introduced in qcles of around 100 v.ord-tokens. A deeper form of replica­
tion requires testing the procedures on different texts, and therefore cannot 
be a mere repeat of the original experiment. This then opens up many other 
questions, such as "hether there are characteristic 'ocabulary profiles which 
we might be able to identifY in different text-t) pes. 

6.8 Limitations on the Analyses 

I have also emphasized del.iberate limitations on the analyses. My analyses 
all assume that the relevant lexical units are single word-forms: strings of 
characters separated by spaces or punctuation marks. Thus, I noted in 
[9] that the word-form used occurs eleven times, but the analysis cannot 
recognize that used can ha\e quite different meanings, which are disambigu­
ated by the surrounding phraseoiog). In fact, in 'Eveline' all eleven occur­
rences are in the construction ttsed to plus 'erb, and all refer to habitual past 
action (e.g. used to play, used to go, used to visit). The major contribution of 
phraseology and predictable collocations to text cohesion was the topic of 
chapter 5. 

I am well aware of other limitations on my analyses. The distributional 
methods which I have used are designed to remain as close to the surface of 
the text as possible, and to make no reference to any other structural 
organization. They treat a text as a statistical and lexical unit, whose unity 
is due to the simplest possible mechanism of patterns ofunlemmatized word­
forms. So, there are many other (purely lexical) features of texts which these 
methods are unable to capture. For example, foUowing she, there are few 
action verbs and many mental state verbs, such as: 

• she heard; she looked; she had consented; she knew; she remembered; she 
felt; she mused; she wanted; she caught a glimpse 

When Eveline does take some action, it is sometimes parts of her body which 
are the subjects of verbs and which seem to be acting on her behalf (Chatman 
1969: 28): 
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• her head was leaned against the \:vindow curtains; her hand clutched the 
iron; her eyes gave him no sign 

In addition, the computer sofu. are I ha e used cannot identi.f) fine details 
of the lexis, which any skilled reader " ould interpret a having potential 
symbolic value. For example, \ hereas Frank lodges i1~ a house on the ma.in 
road, Eveiine lives on the edge of town: \\hen he stares out of the \! indow 
she watches a man out of the last house pas ing in the treet. And perhaps 
Frank's name is significant ( frank= "open" ) in that he stands for life, as 
opposed to Eveline's stuff) inabilit) to act . Fuger (1980) pro ides a con­
cordan.ce for ali words in Dubliners: this is a convenient ource of data for 
studying such patterns. 

6.9 Summary and Implications 

No single method can do everything. The aim is not to replace other 
methods, but to identifY one important marker of larger texntal units. If 
you are unsympathetic to the kind of analysis I ha e illu trated, you will 
probably think that any interpretation placed on the findings is a post hoc 
justification of number-crunching. If you are more s mpathetic to the 
approach, you may think that such methods can 

identifY textual features which desene close interpretation; 
explain some intuitive reactions to texts; 
identifY some text-types and narrati\e points of vie\ ; 
lead to generalizations about the distribution of old and new information 

across long texts. 

I have presented findings on some of the formal lexical features of a literary 
text. These features are visible only with computational help ( this is certainly 
true of longer texts thart I have discussed here ), but the features realJy exist: 
they have been discovered, but not created, by the computer. In a study of 
the most frequent words in the novels of Jane Austen Burrows (1987) 
formulates an elegant defence of such work: 

Computer-based concordances, supported b stati tical anaJy is nm make it 
possible to enter hitherto inaccessible regions of the language [' hich] defy the 
mosr accurare memory and the finesr power of di criminati n. (pp. 2-3) 

In a useful review of Burrows's book, Paterson (1987) emphasizes that 
statistical and literary patterns are not the same thing. As Paterson puts it: 
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'presumably [Burrows] i not sugge ting that henceforth '" e need a micro­
computer at our side \ hen'' e read a no el.' In \:vork of this kind, we ha\ e to 
consider the appropriate balance between computational .findings and 
human interpretation . As I emphasized at the beginning of the chapter, 
such interpretations are compmer-assisted_ 

Perhaps it seems disappointing that the anal) sis of'E cline' confirms what 
literaq critics ha e said about the division of the stoq into sections: the 
method seems to add Little to \:vhat an intelligent reader knows already. 
However, I think we '"' ould be rightly suspicious of a technique which was 
completely at odds \\ itl1 the interpretations of trained readers _ In addition, 
although the computer produced results compatible with those of a trained 
reader, it produced them in a veq ditTerent \\ ay. We may therefore have the 
beginnings of an explanation of the human reader's interpretation, because 
we can make explicit some of the textual features " hich a human reader 
(perhaps unconscious!) ) attends to_ 

We must distinguish bet\\ een the formal features which the computer 
finds in tl1e text and the human reader's interpretation of the text, and we 
must assess the literar) significance of'' hat the computer finds. The compu­
ter's findings (frequencies, comparisons or graphs) are not an interpretation 
of the meaning of tl1e text , but a presentation of some of its formal features. 
The computer presents these textual features in a convenient form, which the 
human reader can more easily interpret. Sometimes, the computer may dis­
cover very fine-grained pauerns indeed, and the question men arises as to 
whether even a highly trained human reader can register equally fine pat­
terns. 

There are therefore difficult questions here about h0\;\,1 much of 
our linguistic behaviour is conscious. It is absurd to imagine readers calculat­
ing comparati\ e frequencies of lexical items, but it is less absurd to consider 
how patterns of repetition affect their interpretation. Similarly~ presumably 
Joyce did not consciously attend to type-token ratios when he wrote the 
story. It would be odd to imagine him composing the story, and thinking to 
himself: 'It would produce a neat literar) effect if I distributed this word 
evenly throughout, but used that ·word sc\ eral times in a tittle duster towards 
the end.' It is less odd hO\\C\er, to imagine him saying to himself: 'I won't 
name Frank till about half-wa) through the story: that \\ ould maintain a 
little suspense~ and maybe hint that E eline \\ants a lover /husband, but does 
not care too much about Frank as an individual .' 

Youmans's ( 1991, 1994) work is a neat example of an all too rare event in 
Linguistics: a previously unknown phenomenon ''hich can be observed with a 
relatively simple technique (Ziman 1978:. 57)- His memod works, 
and provides replicable findings, in a small area of me social world 
which was previously thollght ro be dosed to s~ stem a tic study_ It makes 
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visible a kind of linguistic patterning v~ hich ' as previously im i i ble and 
unsuspected. 

In summary, in this chapter., 1 ha\ e used the anal. sis of a hort story 
in order to discuss different concepts "hich are central to corpus 
semantics: ( l ) an important lexical statistic: t) pe- token ratio · (2 ) word 
frequencies and their distribution as objecri., e evidenoe of textual tructure; 
( 3) a text as a semantic unit which can be seen as both product and process; 
and ( 4 ) the relation between instance and norm (here between an individual 
text and a reference corpus ). The most general methodological point con­
cerns the possibility of applying replicabl.e methods to observable dat:a. 

6.10 Background and Further Reading 

On basic text statistics see Sinclair (1991) and Barnbrook (1996). For more 
specialized discussion, see Youmans ( 1991 , 1994). For readers of German a 
very useful discussion of more advanced statisti.cs is Tuldava ( 1998). 

6.11 Topics for Further Study 

In this chapter I have looked only ar the conrribution of individual '"'ord­
forms to textual organization, but have not looked at collocations. Howe' er, 
Joyce's story contains many phrases \\hich contain recurrent coHocations. 
Here are a few from the opening paragraphs: 

• on his way home; there used to be; her brothers and sisters.· was not so 
bad; a long time ago; a school friend 

Use the methods illustrated in chapter 5 to stud the contribution of such 
phrases to the story. 
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Words in Culture 1: Case 
Studies of Cultural Keywords 

This chapter and the next are about'' ords and phrases which have particular 
cui rural significance. 

Se\ eraJ scholars have proposed that it is possible to identify, in different 
languages a relati\ely small number of words \\hose meanings give insight 
imo the culture of the speakers of those languages. Bem en:iste ( 1954: 336) 
proposed that the \vhole history of modern thought and the principal achieve­
ments ofWesrern inrdlecrual culture are linked to the creation and develop­
ment of a few dozen essential,. ords. \~ t.Ui.ams 1976/1983) produced exactly 
such a dictionary of ,cuJture and society for something over a hundred words 
and associated phrases in English. Similar dictionaries ha e been produced for 
other languages: for example Strauss et aL ( 1989) for German. And in a series 
of books and articles., Wierz bicka (e.g. 1999 has argued that the lexicon ef a 
language can be regarded as a ke~ to history culture and society, and that 
cultures can be under rood through d1eir keywords. For example, she studies 
Heimatand Vaterltut .d homeland' and fatherland') in German, and dusha 
and toska ("soul and ' ''yearning in Russian. These are only rough transla­
tions, ofcourse, since the argument is that su.ch culturall) significant words are. 
em bedded in complex cuJrural assumptions and do not ha\ e exact equivalents 
in other .languages. In this chapt,er [ will discuss how corpus methods can 
provide systematic •C\ idence about d1e signifi.cance of a few such ke)rwords in 
English. In chapter 8 l will • how bm .. cultural significance rna~ derive from the 
histoq of'' ords \\7hich ha\ e been borrm\ ed from other languages . 

. M.) examples in till chapter are from discourse "hi.ch expresses evaluative 
moral 'ie" s about different groups of people. Case stud~ l discusses labels 
for different social group uch as ethnic and 1'ac.iat. Case study 2 discusses a 
text about the need to un-efor the IJt,..nta.geofa nation. Case stud} 3 discusses 
the connotations of phrases such as pp··op.er langt.,a.ge and p1-oper behaviour in 
the discour e around starul.ards of education. Case study 4 discusses the 
disseniination of cultural ' a.Jues via a." ell-known fair) tale, Little Red Riding 
Hood, which has been influential m setting out ''hat is regarded as proper 
behavum.r for child.ren ( especiall.) girls . 
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Much debate in such areas is emotive, and in orne cases different inter­
pretations of words have led to legal di pute . Ba) ley ( 1997) di cusses a case 
involving the terms ethnic and racial in the 197 6 Race Relations Act in the 
UK. A Sikh boy had been excluded from a chool becau c he refused to 
remove his turban and cut his long hair. The deci ion of a lower c urt "as 
that Sikhs were defined by religion, not b) race. and that the Act therefore 
did not apply to them. So, judge in a higher court \\ere required to take 
decisions about the meaning of phrases uch a racia./ g1'oup and eth11.ic or 
national origins, as these \:vere used in the Act and in other legal texts and 
defined in dictionaries: this included evidence that th.e meaning of ethnic has 
changed in recent English. 

It is therefore important to look closely at the nature of the e idence and 
arguments used. It is initially difficult to see how di cour e in this sense can be 
studied systematically at all, and there are certainly severe problems of sam­
pling and representativeness. It is ob\ ious in a rough and read) way that values 
are conveyed by the way in which words are used , but the questions for corpus 
semantics are: can the analysis of connotations be made systematic and can the 
linguistic mechanisms involved be made explicit? 

As I have argued, especially in chapter 5, individual texts can be interpreted 
only against the background of the usage of many peakers in the speech 
community. We can evaluate individual instances onl) if"' e know how topics 
are usually or often talked about. This is part of what is meant b) culture: the 
repertoire of shared meanings which circulate in a community. Therefore the 
analysis must be comparative and inter textual. I will tr) to shm' that relations 
between texts can be studied with replicable, quantitati e methods. As in the 
book as a whole, the analysis is based on two major principles of semantics 
developed by scholars such as Saussure, Wittgcnstein and Austin. First, 
meaning is use. Second, meaning is relational. Words acquire meanings 
from the collocations in which they occur in individual texts, but also from 
the collocations in which they frequentl) occur in texts of man) kinds across 
the usage of a speech community. Such uses and relations are open to study 
in large historical and contemporary corpora. 

7.1 Data and Citation Conventions 

In order to study keywords and their connotations, I use three main types of 
data: individual text fragments, etymological data from a large historical 
dictionary, and corpus data on the contemporar) language. I \viU also briefly 
illustrate the possibility of making parallels with related '' ords in another 
language.) In citing the keywords being analysed, I will place them in 
capitals, both in the data quoted and in my discussion. So, a word in capitals 
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means that it is a lemma: for example CARE is realized b) ca1·e, cares, cared 
and caring ( ee chapter 2 .. 2 .. In this chapter it also means that it is a 
kq vord in the ense di cussed belm'. The capitalization in the text samples 
is therefore my added emphasi . As elsevvhere in the book italicization 
indicates ''ord -torm and cited \\Ords and phrases. 

7.2 Text and Discourse 

I have alread shma, n that peakers often sa) ''hat others have said countless 
times before: they use extended lexical m'lits which are con entionalized in 
their semantics and often predictable in their lexis. Speakers usually do not 
express rhemsd es ' in their own "ords but in \vords which are endlessly 
recycled in their speech communi(). Native speakers conform not only to 
rules of grammar but also to norms of ictiomaticit), and perhaps even to 
norms of \:vhat the) might be expected to sa . In chapters up until now, I have 
used 'text' and 'discourse' to mean narurall_ occurring instances oflanguage 
in use: indi,idual spoken and \Hitten texts. Ho\\ever, 'discourse' is also used 
in a different sense to mean com entional ''a) s of talking (such as academic 
djscourse ) \\ hich form constellations of repeated meanings. In this sense, 
individual texts are a realization of widespread discourse patterns. 

7.3 Case Study 1: ETHNIC, RACIAL and TRIBAL 

A great deal of the language wruch circulates in the social world is a reformula­
tion of other te.>..'ts. Krishnamurth) (1996) shows how such language use can 
be analysed, b) studying one aspect of the 'language of racism' in the uses of 
words such as ETHNIC, RACIAL and TRIBAL. He begins (p. 129) by 
posing a classic question about the relation between language and thought: 

Each one of us is exposed to a wide 'ariery of language in pur in our daily lives, 
some of it our O\\ n choosing and some not. This input helps to shape our 
knowledge and understanding of both the language and its users. Howe' er, the 
predominant attitudes and opinions expressed in the language may also shape 
our thinking. 

His argument runs as follows. We are usually exposed to a great deal of mass 
media language every da). The media therefore have 'a substantial influence 
on the language community they serve', partl) because the same language is 
recycled several times ada), in news and current affairs programmes. This daily 
exposure to the same words and expressions 'might cause us to unwittingly 
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adopt their attitudes and opinions' (p. 147). The argument that language use 
influences anitudes is plausible, although Krishnam urth) pro ides no direct 
evidence of whether people's views are in fact changed b media language. 
However, he does provide evidence of the use and frequenq of'' ords and 
phrases, not only from individual ne,\spaper articles, but also from diction­
aries, and from a 120-million-word corpus of contemporar) English mostl 
post-1985, both British and American. The anal) sis i careful and detailed, 
and I give here only a brief summar) of some main findings. 

The article discusses words which appl) to group of people , referred to as 

• clans, communities, minorities, nations, races, tribes 

As Krishnamurthy points out (p. 133 ), there is the danger in such discourse 
that people are thought of only as groups, and not as indi. iduals. In his 
classic discussion of'orientalist' discourse, Said (1978: 287) makes the same 
point: 

In newsreels or newspapers, the Arab is always represented in large numbers. 
No individuality, no personal characteristics or experiences. Most of the pic­
tures represent mass rage and misery, or irrational (hence hopelessly eccentric) 
gestures. Lurking behind all of these images is the menace of the jihad. 

In Krishnamurthy's corpus data, pre-1985, RACIAL was the most frequent 
of the three adjectives, but post-1985, ETH IC is almost twice as frequent as 

RACIAL and four times as frequent as TRIBAL. ETHNIC has also become 
most productive morphologically, with terms such as ethn.icity, multi-ethnic 
and inter-ethnic. (Williams, 1983, added ETHNIC and RACIAL to his list of 
keywords: they were not in the 1976 edition. ) 

All three terms connote "violence", but other associations differ. ETH­
NIC coUocates with 

• groups, minorities; clashes, cleansing, conflicts, tensions, unrest, violence 

but also with studies, and is the preferred term in academic discourse. 
RACIAL has additional ethical and bureaucratic associations: 

• equality, discrimination, commission (Commission for Racial Equality); 
abuse, harassment, prejudice, tension, violence 

TRIBAL often refers to group organization: 

• assembly, chiefs, leaders; conflict, fighting, violence, warfare 
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It is frequent in tourist bro hures since tribal dancing and the like are 
presented as tourist attractions. 

Phrases such as ethnic grou.p 1'acia.l grartp and tribal group could all denote 
the same social phenomenon: groups of people who share a cultural, geo­
graphical or religious identi~. However the phrases are used in ditTerent \\ ays, 
with different collocates, in ditTerent text-~rpes and acquire different con­
notation . The~ are also used with reference to different pans of the v,rorld: for 
example, ex-Yugo Ia' ·a has eth1'licgrottps: man~ areas of Africa have t1-ibes; but 
South Africa is still po t-apartheid ) an area'' here journalists talk about race. 
The term ethnic is al o u ed with reference to Britain, but here eth,~ic minority 
means "black' or 'black and Asian (Kri hnamurth) 1996: p. 134 ). 

In summary, terms uch as etlmic group and t7'ibe do not denote inherent 
properties of the social groups but express speakers' attitudes to\\ ard those 
groups. Phillipson ( 1992: 38-9 notes the use of a range of terms in colo­
nialist discourse (we are a 11atiot1 the~ are a nibe) and Partington (1998: 
7 4-5) notes a range of" ords which are used to refer to other people, but not 
to our elves: 

• cults, extremist , fanatics fundamentalists, militants 

So, representations circulate in the social world. The '' orld could be 
represented in alJ kinds of "a_ s, but certain ways of talking about events 
and people become frequent. Ideas circulate , not b) some mystical process, 
but by a material one. Some ideas are formulated over and over again, such 
that, although they are comentional the) come to seem natural. Both the 
representation and the circulation are profoundly affected by the mass media, 
which req des the same phrases O\ er and o er in newspapers, on radio and 
tele\ ision, and in news broadcasts, ,commentaries and talk shows. Corpus 
analysis is one wa in which the propagation of phrases can be studied: both 
changes 0\ er time and distribution in different texts. This is the concept of 
culture put fon ard b~ Sperber ( 1996: 1 : Culture is made up, first and 
foremost, of such contagious ideas.' Krishnamurthy ( 1996) presents an 
excellent stud ~ ofwa)S in which ideas about groups of people are constructed 
through language use. He shm' s something of the linguistic mechanisms 
involved ( repeated collocations) and of the dissemination of language use (to 
large mass media audiences . 

7.4 Case Study 2: HERITAGE and CARE 

The concept of HERITAGE has had considerable commentary from cultural 
analysts (see K . Thompson. 1997 tor se\eral ,examples). In a study of how 
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contemporary Scotland is represented in the media e peciall_ in to urist 
advertising, McCrone et al. ( 1995) anal)se the member hip of the National 
Trust for Scotland, its social class make- up and the political beliefs of its 
members, and also give examples of their discourse, collected in inten ie\\ s, 
about their concept of HERITAGE. 

In much discourse in the UK selected history is reinterpreted as HERI­
TAGE, and such concepts have been used in a discourse around national 
unity. For example, in a speech on English teaching in 1991, Prince Charles 
contrasted cultural HERITAGE with recent TRENDS in education . Some 
phrases from his speech are: 

[ l] cultural roots; cultural tradition; our great literary HERITAGE; Shake­
speare's land; fashionable TRENDS tOl\ards the ' relevant · too great an 
emphasis on the child-centred approach; the cultural HERITAGE of our 
country (The Times, 2 3 April 1991 ) 

Raban (1989: 23 ), in an analysis of a speech b) Margaret Thatcher notes that 
she also uses words from this semantic area, and that ' two of her most 
cherished words [are] history and roots'. (HISTORY is one of Williams's 
1983 keywords.) 

7.4.1 Keyword: HERITAGE 

The OED cites American uses such as a priceless heritage (of folk music ) from 
the 1930s, and British uses such as Britain )s ct-,ltttral heritage from the 
1940s. A slightly earlier British use is the phrase this heritage of the English­
speaking peoples ( 19 34, cited by Pennycook 1994: 131 ). Th se senses seem to 
increase from the 1960s. This 1967 American citation collocates different 
keywords: 

• a call for ... people in this country to unite, to recognize their HERI­
TAGE, to build a sense of COMMUNITY 

HERITAGE seems to have entered widespread use in the UK in 1975, 
which was European Architectural Heritage Year K Thompson 
1997: 27, 63). The idea of Heritage Centres dates from 1976· in 1980 a 
National Heritage Bill went through parliament; and by the 1990s the 
British government had set up a Department of National. Heritage. lt is an 
inherent part of this meaning of HERITAGE, that heritage is in danger: in 
the face of a decline in values, it must be preserved and protected. There has 
been considerable debate on the pros and cons of this concept (K. Thomp­
son 1997). Critics of the heritage industry ( the title of a 1987 book) ha\e 



WORD IN CLLT RE l 151 

seen it as an aristocratic plot to sa' e countr~ houses, as a nostalgia whose 
selecti\ e memor) creates a past that ne\ er existed or e\ en as 'retro-chic' 
whose e er-widening range turns e'er_ da. household junk into something 
worth preserving. Defenders of rhe concept have argued that it has value as a 
genuine, locally based, grass -roots movement. A to ( 1989) records the 
proliferating use of HERITAGE especial]~ with respect to tourism in the 
late 1980s, and notes the often ironic use of heritage and ret1'o-chic. HERI­
TAGE merges history (often represented by buildings) and geography 
(landscape ). 

I checked the most frequent colJocates of HERITAGE in a large corpus of 
contemporary B.ritish English. It sometimes occurs in ironic phrases such as 
the he1-itage lobby or he1-itage indu.str,v. There is nothing inherently critical 
about the isolated '' ord i1'ldum·y but in colJocations such as 1'ace relations 
industry and jit1uss i'~dtt.st7·y and in references more generallv to social 
or political acti' ities, the ,., ord can imp!) criticism of useless activity (Co build 
l995a). However most collocates of HERITAGE show its positive 
connotations. The most frequent coUocates and some characteristic phrases 
are: 

• cultural, national, rich 
• cuJtural heritage· valuable natural heritage· maintained its colourful heri­

tage; steeped in heritage 

Other frequent coUocates signal posltl\ e connotations and the need for 
heritage to be presened, and also the state intenention now involved in its 
preservation: 

• architectural , artistic, common, industrial, musical, natural, priceless; care 
(for), celebrate, explore, guard, presen e, protect, save 

• centre, department, English foundation, fund, Minister, national, state 

In a single year's editions of The Ti1nes and the Sunday Times (1995 ), the 
word HERITAGE occurred mer l ,500 times - an average of four times per 
day- largely in its state intervention" uses (as in National Heritage Secre­
tary and Heritage Minister). 

7. 4.2 Ke)'JVord: CARE 

The word HERITAGE has obvious political and ideological connotations, 
and has recei ed much ex1Jlicit commentar) by cultural analysts. One of its 
coUocates (see above) is CARE, which is perhaps less obvious as a cultural 
keY":vord, though these implications can be seen in the following extract from 
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an editorial in the magazine of the National Trust for cotland. The title of 
the magazine is H eritage Scotland. The title of tJ1e editorial Who Ctu·es?, is a 
play on words. The expression usually conveys extreme lack of interest. Here, 
the question is taken literally, and anS\\ ered in tl1e editorial. The first para­
graph (my emphasis added) repeats an argument \\ hich as it sa) s, is fre­
quently repeated: we 'regularly read ': in the ne\\ Spapers that moral standards 
are falling; nevertheless, there are people '> ho try to protect the commWliry 
and preserve such values. 

[2] We regularly read newspaper headlines denouncing the 'm ral sickness' 
withjn society. It is therefore important to all of us to k.nO\\ that there are 
CARING organizations like the National Trust for Scotland which not only 
preserves and protects buildings, landscape and inanimate objects, but also 
CARES for the people and the communities at its properties. (from Heri­
tage Scotland, 1993: 10, 2 ) 

Since around the 1960s, CARE has de eloped important ideological and 
political implications in contemporar British English, as in recurring phrases 
such as health care, care in the communit)' and caring society. One might say 
rather cynically, that these uses signal an uncaring society, concei ed of 
mainly in economic terms. They occur in parodies ofps)cho-babble by social 
satirists such as Dame Edna Everage (Barry Humphries , who says things 
such as I mean that in a very caring way 

However, the only way to substantiate rough obser ations of this kind is to 
use a corpus. I studied the historical changes in the word across the 4,800 
occurrences of the lemma CARE in the Oxford En.glish Dictiotlary on 
CD- ROM, and its contemporary uses b) studying around 40,000 occur­
rences in a 120-million-word corpus of British English. The combination 
TAKE-CARE, is frequent, often in longer combinations with an adjective 
before CARE: 

• take considerable care; take great care· take proper care; the utmost ,care 
was taken 

Since around 1900, the noun care has undergone a change from 
predominantly personal uses (to take ca7'e of omeone) to frequent 
institutional uses (child care). Institutional uses occur from the early 1900s, 
but have become particularly frequent since around the 1950s: 

• from 1900: children's care committee, care of the aged 
• from 1920: spiritual care, pastoral care 
• from 1930: medical care, health care, baby care 
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• from 1950: child care hospital care dental care (frequent ) 
• from 1980: health care (very frequent 

There are many compound items such as: 

• children i_n care; taken into care; residential care· community care; day 
care; in ten j, e care; kin care ; pecialist care· child care workers; health 
care worker · health care plan· after-care services; hospital- based home 
care programs ; outpatient or ambulator~ care services; antenatal and well­
baby care · well -women care 

The grammar of particular \\Ord-forms has changed. The word-form 
caring is attested from the sixteenth centur) often as a verb, and often in 
negath e contexts, such as 

• not caring how; seldom caring '' hether· past caring 

Only since the 1960s does it occur as an adjecti' e before a noun (a caring 
society), often in combination with other adjecti' es: 

• good, caring, committed television; a loving; caring home; a caring 
society; friendly, caring atmosphere· involved and caring father; caring, 
concerned and a\\ are 

The phrase caring. professions occurs onl)' from the 1970s, and the 
word care1•(s), as in professional carers occurs onl) from the late 1970s (see 
also Ayto 1989: 60-1 ). (See chapter 1.7.4 on the word caring in lonely 
hearts ads. For an independent corpus stud) of CARE, see Johnson 1993.) 

These changes in British English are part of much \:o.rider European or even 
global changes (Fairclough 1992). In a smaller study (Stubbs 1997), I have 
investigated some of the changes in the German word PFLEGEN ( = CARE), 
to show that it is also a keyword in contemporary German society. I studied 
over 4 ,000 occurrences of the lemma PFLEGEN in the German language 
corpora held at the Institut fur Deutsche Sprache in Mannheim. (See Notes 
on Corpus Data and Sofu., are. ) Like CARE, the lemma PFLEGEN has 
acquired new meanings which are politicaH) significant, especially in medical 
and financial areas. The \\ ord has several uses which fall into distinct semantic 
fields, some of long standing, such as caring for parts of the body, caring for 
language and culture, or cultivating political relationships: 

• Haar pflegen = "groom hair" ; eine Sprache pflegen = "cultivate a lan­
guage"; Kontakte pflegen = " fost,er contacts" 
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Veq frequent collocates of PFLEGEN in contemporar) German include 
uses in medicine and in finance , becau e of it connection to hospital bills 
and insurance paymenrs: 

• Pflegeberufe = "caring profession ' ; Pflegeversicherung = "care i_nsur­
ance", i.e. a compulsory insurance'' hich co ers home care or ho pitaliza­
tion if necessary in old age 

7.4.3 Keyw01~d: COMMUNITY 

Another keyword discussed by Williams (1983 ) is COMMUNITY. Debates 
around this word ,.vere an important theme of both Conser ati\ e and Labour 
parties in the UK in the 1990s. Text [ 2] a bm e discusses the need to protect 
communities, and a later paragraph in the editorial comments explicitly on 
the 'Nord: 

[3] The dictionary definitions of COMMUNITY include ' joint participa­
tion or ownership'; 'community of property'; 'community of interests'; 
' interacting relationships'. Taken together, these de.finitions describe 
the essential elements of the Trust's im olvement in, and obligations to, the 
COMMUNITY. We Vlork both with and for others in the preser arion 
and presentation of the HERITAGE and ENVIRONMENT of Scotland. 

So, these examples illustrate how analysis can relate a text fragment about 
caring for the environment to changes in uses of the v ord CARE in the UK, 
and to wider cross-language changes in this semantic field. 

7.5 Case Study 3: PROPER STANDARDS 

There were several keywords in the controversial debates around Standard 
English in British culture and education in the 1980s and 1990s. The 
politicized nature of this debate is e\ident from the huge number of texts 
of different kinds which it generated: se eral go' ernment reports on 
English teaching, culminating between the late 1980s and early 1990s in 
extensive, and several times re ised, legislation around Engli h in the so­
called National Curriculum; widely reported speeches on Eng.lish teaching 
by Prince Charles, and commentary by leading politicians in the mass 
media or in autobiographies (e.g. Thatcher 1993)· and the massi'e 
coverage of the debate in the mass media. Standard English must be a 
topic of deep symbolic importance when public figures intervene in the 
debate. 
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7. 5.1 Kev11 ord: STANDARD 

Again, the question is hO\\ text and corpus analysis can contribute to social 
analyses. In the fir t 'olume ofh r autobiograph), .M.argaret Thatcher (1993) 
devotes se\ eral pages to the ational Curriculum and asserts her belief in a 
place in the English curriculum for 

[ 4] STANDARD EngJjsh the trarutionallearning of grammar and learning 
b) heart (Thatcher 1993: 595 ). 

These links benveen STANDARD English gr<unmar, learning by heart, and 
tradition (compare HERITAGE) seem obvious to many people, if not to 
linguists. Such collocations can be observed and empiricall) studied. 

The word STANDARD is possibly the most ambiguous of all the key­
words discussed b.' \\ i.lliams (1976) \\ho analyses its changing senses from 
the t\\ clfth centuq to the present. Meanings include a flag and symbol of 
authority ( YOj'al standard ), or an erect and upright object (standard lamp, 
standard 1'0se), and then b) extension an authoritative example of correct­
ness, especiall) in the context of'" eights and measures (standard foot) or of 
an authoritati' e book (stat1da1·d te...'l:tbook). A sta11.da1'd of liJ1ing means a level 
wruch people stri' e to or can expect to attain as a right. Levels of competence 
may be referred to as standards. The plural standa1·ds is usually positive, but 
standardization. is often negative. 

Williams's anal) sis is based mainl) on historical evidence from the 
OED. Implicit in his account is the principle that different meanings are 
associated with different phrases, and the high probability that different 
meanings are associated with different collocations and different syntax can 
now be studied i.n much more detail using corpus data. The top collocates 
for STANDARD from a 200-million-word corpus (Cobuild l995b) are as 
follows. The first set are shared b) both forms of the lemma, singular and 
plural. 

• STANDARD <li ing, high, set, ne\:v, double, an), higher, international> 
• standard <rate, model, gold, man) , sub, practice, such, become, bearer> 
• standards <safety, meet e'en, trading, national, quality, own, minimum, 

service, highest, environmental, same> 

Several fixed phrases and correspondingly different senses are evident from 
these lists alone for example: standard beare7' ( = "flag or national symbol"), 
gold standard ( = accepted measure" ). Other senses are signalled by differ­
ent collocates as follows (this illustrati\ e list is not complete). 
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Sense 1. One of the most frequent phrases is standard (s) of living or /ivi1'Jg 
rtandard(s), which almost always occurs in longer phra es, with collocates 
which indicate the meaning "acceptable or expected le,el of achie,ement": 

• attain, better, comply v. ith, conform to declining, decreased , exact­
ing, gone up, high( er ), improving, increased, Li' e up to, lo\\ ( er ), 
maintain , measure up to, poor, presen e, reach, rigorous nsmg, stricter, 
tougher 

Sense 2. The meaning "judging one thing relati\ e to another" is signalled 
by the word by followed by plural standards: 

• by the standards of the seventeenth centur~ ; b, today s standards; judged 
by the standards of ordinary dail) life 

Sense 3. The meaning "usual" or ' normal" is signalled by abstract nouns 
immediately following singular standard, such as 

• method, pattern, practice, procedure , routine, technique, treatment 

Sense 4. The meaning "moral principles" occurs in phrases such as dot-~.ble 
standards, or in standards of followed by abstract nouns such as 

• conduct, decency, fairness , moralit) 

As Williams says, there is 'an active social history' in the de' elopment of 
these uses, which show how the phrase Statl.dard English combines - and 
confuses - concepts of measurement, normaJirv, expectation attainment, 
judgement, authority, correctness, moralit), and symbol. 

7.5.2 Keywot·d: PROPER 

Much discussion on educational topics hinges on what is seen as PROPER. 
Here is part of a statement from a prominent member of the British Con­
servative party: 

[5] We've allowed so many STANDARDS to slip .. . teachers \\eren't both­
ering to teach kids to spell and to punctuate PROPERLY (Norman Tebbit, 
Radio 4, November 1985: cited by Graddol and Swann 1988: 102). 

And here is part of a statement made by Prince Charles immediately after 
the publication of a government report on English teachjng. As the Daily 
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Teleg1-aph put it, he launched a scathing attack on STANDARDS of English 
teaching'. 

[6] \Ve've got ro produce people ''ho can \\rite PROPER English. It's a 
fundamental problem: All the people I ha\e in my office, they can't speak 
English PROPERLY the~ cant write English PROPERLY. ... I do not 
belie' e Engli h is being taught PROPERLY. You cannot educate people 
PROPERLY unk s you do it on a basic frame\\ork and drilling system 
(Prince Charles, 28 June 1989 ). 

Such statements can only trike a chord or ring a bell as we say, if they fit 
into'' ider wa~ s of talking. In this short statement Prince Charles uses proper 
and P'roper(v five times.. It is also one of M.r:s Thatcher's keywords' 
(Raban 1989 : 38 ): i11 the text b~ Thatcher' hich Raban analyses, she talks 
of a propu· attitude to wm·k propern~spec.t for people from other cultures, and 
the p1-oper place of religion in the chool. curriculwn. In both 4,300 examples 
of PROPER from the OED and in 9 100 examples from contemporary 
data, the most common notm phrase is pr·oper place. This phrase occtirs as 
early as a 1489 citation from Ca..xton. Other frequent phrases are in its p1'oper 
position and i1~ thei1' p1·oper orde1·. Both pr-oper' and P1'operly are amongst 
the 3,500 or so most frequent ' ords in comemporar_ English (Cobuild 
1995a). 

PROPER has complex social meanings: it denotes ''hat is considered 
appropriate, real and genuine according t:o the standards of some social 
group: 

• a proper job; doing a job properl) · proper beha' iour; a proper course of 
action; the proper authorities 

Indeed, one can talk of proper standards. Such uses do not state explicitly 
what this norm is. The li tener is supposed to kno'': the ultimate cul.tural 
knowledge. 

Lexical patterns often seem obvious once they ha' e been pointed out~ so I 
will say immediatel) that the patterns I am about to illustrate are not 
explicitl) recorded e\en in corpus-based dictionaries (Cobuild l995a; 
CIDE 1995; LDOCE 1995· OALD 1995 ). The examples given in diction­
aries confirm m) data but the principles underlying them remain inexplicit. 
The main pattern is that P'rop.er rypicall~ occurs with 

negatives, such as uo rJ..ot rJeve~~: can t: 

words such as fail, need 1J'ithortt: 
words which impl) warnings and criticisms. 
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These characteristic patterns of co-occurrence can be seen in the following 
attested examples : 

• no time yet for a proper examination of the map 
• he couldn)t get it to work p1·operly 
• put forward J~'ithout proper consideration of~ our needs 
• printed in the press without properly researching the subject 
• the crying need is for a proper international airport 
• the need to be properly immunized 
• two out of five people lack a prope1· job 
• failed to give it a proper look 
• alleged failure to use procedures P''operly 
• hinders proper training 
• total!;' outside proper democratic control 
• make sure you cook them properly 
• it is harmless when used prope1-ly 
• unless proper care be taken to impro\ e it 

Diachronic data show that these uses go back a long wa). The last example, 
from the OED, dates from 1745 . The follm ing example (from Francis et al . 
1998: 366) shows that, even in cases where there is no explicit negati' e form, 
there may nevertheless be a criticism of something lacking: 

• my family tell me that I shouJd stop dreaming and get m selt a proper job 

In summary, the words are most frequent!) used in criticisms or\\ arnings. A 
frequent collocation is TAKE proper care. Keyword often inter-collocate, 
and ideas gain stability when they fit into a frame. 

Many everyday ideas about language fit eq firmJy into a fran1e which 
contains terms such as 

• standard, standards, accurate, correct grammar, proper precise 

For linguists, the same terms mean something quite different because they fit 
into an entirely different lexical field, which contains terms such as 

• dialect, language planning, high prestige language social ariation 

These fields are systems of meaning, which use particular vocabulaq, take 
particular things for granted, appeal to different states of knowledge (for 
example, lay and professional), and therefore allow onJy particular argumen­
tative moves. Much of the public debate is a struggle 0\ er competing 
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definitions and ome of the hj rorv of this debate is documented in Crow­
ley's ( 1991 ) book on language ill tor~ and cultural identity, wruch is entitled 
Proper English ? 

The positional freq uenc~ table (table 7 .1 ) shm' s the top 20 collocates, in a 
span of 3:1, for 2 333 occurrences of the node p1'ope1', in a corpus of 50 
mil.lion running "ords (parr of the Bank of English ). 

Table 7.1 Po itionaJ frequency table for pr·oper span 3: l 

N-3 ~ -2 - 1 node N+l 

to in a * job [42] 
>not get the * place [ 42] 
it >nor irs * care [32] 
>n't to >without * \\a) [29] 
there have their .. name [25] 
must is >no * medical [ 19] 
IS had \\Orks * use [20] 
>faiJed >\\ "thout and * nan1es [18] 
g1ve into with * time [21] 
d1ey right first * relationship [ 14] 
>never pnm provide * training [ 14] 
up >lack qwte * channels [ 11] 
would make get * perspective [ ll ] 
do for take * treatment [ 11 ] 
>failing like perfectly * course [12] 
things prmide gnen * respect [ 1 0] 
which with some * balan.ce [10] 
>needed be gt\e * authority [ l 0] 
>cannot director have * food [10] 
>haven't good for * assessment [9] 

Examples of attested phrases: 
get a proper job 

nor in its proper place 
failed to take proper care 

do it in the proper way 
without proper medical supervision 

did nor make proper use of 
ensure that all staff receive proper training 

Notes: The data arc from 50 million words of the Bank of English (CobuildDirect). 

The node proper i indicated with an asrcrisk. 

Collocates are ordered by t-score: i.e. descending frequency corrected for absolute frequency of 
collocate. The frequency of collocations with the right-hand collocates is in square brackets. 
Negatives and rdated \\Ords amongst the left-hand collocates are marked with an arrow. 
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7. 5.3 Keywm-d: TRENDY 

One theme in the discourse on education is the \ alue of hi tory and heritage: 
another is a corresponding distrust of trends and fa hion. The fi r t citations 
for TRENDY in the OED are from 1965. It is most frequent!) used to 
describe what are regarded as superficial fashions, especially pl.aces to eat 
and drink, and clothes. Collocates include: 

• bars, boozers, cafe, night club, restaurant(s) 
• boutiques, clothes, fashion, gear, jeans, trainers 

Uses often express disapproval: 

• a trendy eatery; slightly odd, trend) clothes; in danger of becoming a 
trendy area; hanging out \\~th the trend) cro\\d; a loony poti0 of trendy 
lefty politics; a trendy new form of kitsch· jumping on the trend) AIDS 
bandwagon; if stripped of their trend) trappings 

The ·word TRENDY is surprisingly (to me ) frequent even in the quality 
press. It occurred nearly 250 times (i.e. on a\erage four or fi,e times per 
week) in one year's editions of The Times and the Su.1z.da.y Thnes ( 1995 ), in 
the same kind of collocations, and largely in connection \\ ith fashion and 
entertainment: 

• trendy righties; funky coolness, costumes from trend) outfitters; the 
young and trendy; a trend) W1 night-club; Soho's trend) coffee-shop; 
twenty-something trendy cro'' d 

TRENDY often co-occurs with other \\ ords ending in -y or -ie, \vhich often 
themselves express pragmatic meanings of childishness ( bu.n11y ,tamz.y, 
teddy), of informality (comfy), or are insulting (loony lefty) (Stubbs 1996: 
206-8): 

• the designs are variously casual, raq , sporty - or kick), trend) funk) 
[Canadian 1973] 

• trendy intemgentsia . . . arty intelligentsia [British 1982] 

Many uses involve what are seen as superficial educational fashions: 

• Prince Charles is furious at trendy teaching which has axed Shakespeare 
from many schools [B.ritish tabloid ne\ spaper] 
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• toda)' trendy t.e.acbi,g methods are not getting the three R's through 
[British tabloid newspaper] 

• the left 1ving canke1' of t1' ndy theories low expectations and poor achieve­
ment [American ne\\ paper] 

• [he) blames half-baked trendj' them·im "ho claim that leanung standard 
English is a waste of time [British tabloid ne\\ spa per] 

(The last example i quoted b~ Graddol and s,, ann 1988: 111, who discuss 
such discourse. ) 

The quote below, from a 1998 ne\\ spaper article makes explicit the speech 
acts in which the word typicall. occurs a sneer or a complaint: 

• The commonest response ... \\as to disnuss what goes on in new univer­
sities such as [name of universiq] as 'trend)'. Implicit in this sneer is the 
original complaint about .... 

7.6 Case Study 4: Little Red Riding Hood 

There is a tendency to think of cultural ke) \ ords as words which have 
obvious political or ideological meanings. These are the kinds of 
examples discussed b_, Williams (1976/1983): ALIENATION, BOUR­
GEOIS, COMMU ITY, DEMOCRACY, ETHNIC, and so on. However, 
even the most common words in the language, such as LITTLE, especi­
ally when they occur in frequent phrases, can have strong cultural connota­
tions. 

I have argued that studies must be comparative and intertextual. In a 
socially influential case of the same story told from different ideological 
points of view, Zipes (1993) has published 38 English-language versions, 
from the seventeenth cenrur to the present, of Little Red Riding Hood. He 
discusses the textual and social history of the story, including versions by 
Perrault (late seventeenth century) and the brothers Grimm (early nine­
teenth century), which had huge circulations and a large influence on the 
education of childr,en. H ,e analyses the t,echniques and discursive strategies by 
which violence is represented, both in the texts and in their illustrations, and 
also in the frequent intertextual references in contemporary advertising and 
films. In short, he gives a great deal of concrete historical detail about the 
adaptation, dissemination and reception of the most widespread and notor­
ious fairy tale in the Western \\ orld, \vi.th its themes of adolescence and. 
obedience, and how it has been used to control gender roles and social 
norms. Such a case stud) illustrates Foucault's (1980) theses on social con­
trol, sex and education. 
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Sperber ( 1996) uses Little Red Ridi'JB Hood a hi main example of a text 
which has been very successful in getting itself widd~ distributed, in a causal 
chain of telling and retelling, mer the cenntries, in different versions adap­
tations and translations: 'millions of mental representations causall~ Linked b) 
millions of public representations' (p. 63 . Sperber's anal~ sis is similar to 
Zipes's (1993: xi ) analysis of the 'po\! er of the commonplace' in the trans­
mission of this tale and its reception, and his anal) sis emphasizes the essential 
role of repetition in the construction of the social world. (See also Berger and 
Luckmann 1966; Giddens 1984; Bourdieu 1991. Sperber's genera] theor) 
of mental and public representations and of their distribution is that some 
ideas propagate successfully, and culture is made up of those idea v1 hich are 
so contagious that they become widely distributed long-lasting, stable 
representations. However, \'\ e ha e to explain how it is that some ideas are 
so successful: why is it that they get communicated repeatedly? We could use 
corpus methods to start to answer Sperber's question: '\\hat formal proper­
ties make Little Red Riding Hood more easil) comprehended and remem­
bered' (p. 63) than other texts? 

A keyword in many of the versions is LITTLE, and a look at some of its 
uses in the language in general will iHustrate one small part of the propaga­
tion process: the cumulati\ e effect of micro- processes at the le\ el of words 
and collocations. I studied 300,000 occurrences of the word-forms little, 
small, big and lawe, and found that they occur in largel) complementary 
distribution, and have quite different uses and collocates .. In particular, little 
has strong cultural connotations_ In data from a 200-million-\'\ ord corpus 
(Cobuild l995b ), the most frequent noun to co-occur with little is girl, and 
the most frequent adjective to co-occur with girl is little. The frequency of 
different phrases, normalized to frequencies per million words, \'\as as fol­
lows: 

little girl(s) 15.5 
small girl(s) 0.5 

little boy(s) 10.0 
small bo) (s) 2.2 

We have to explain why the phrase little girl(s) is 30 times as frequent as 
small girl(s), whereas little boy(s) is less than 5 times as frequent as small 
boy(s). Evidence comes from the mumal attraction and repulsion between 
the two adjectives and their immediate collocates. Small most often collo­
cates with formal words concerning quantities. These rarely co-occur with 
little. 

• small <N-1: comparatively, exceedingly, infinite! , numerous, relatively> 
• small <N+l: amount(s), degree, fraction, number(s), portion(s), propor­

tion, quanti.ty/ies> 
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Words which immediately precede little often convey the speaker's evalu­
ation: either apprm al that someone or something is '"cute", or disapprm al 
that someone or something is 'strange " and/or repulsive in some way. 
These \Vords do not occur before sm.a.ll. 

• little <N-1: beautiful , charming cute daint~ , dear, good, lovely, neat, 
njce , pre~, S\\ eet tin~· curious, dirty, fuml) , poor, wretched> 

Words immediately following little can also com C) "cuteness", but these 
words also occur after s"n.all. 

• little <N+ l: bo) (s), child(ren ), girl(s); fellow, man; animal(s), bird(s), 
boat , creature, house, room, town, \illage> 

The forms la1rge and big are also in mostly complementary distribution. 
La1rge typically collocates \\~th \. ords for quantities and sizes (e.g. amount, 
exten.t, nu11tbe1') . Big can also mean " large in physical size": big city, big house. 
Howe\ er, big boy can connote " grm n up": big boys don )t cry. In general, 
there is a strong tendenq for big to have metaphorical meanings (as in 
Big Apple= "New York", Big Bang= 'origin of the universe") and often 
ironic or pejorati e meanings (big head, big mouth, big time) . These are all 
probabilistic statements, expressing strong statistical tendencies: small also 
occurs in metaphorical and pejorative phrases, such as small fry and small 
beer. 

What foUo\\ s from these data? First, paradigmatic oppositions (such as 
little-big, young-old) are usually thought of as being permanently available 
in the structure of tl1e \ ocabulaq , but words are co-selected, and this 
limits choices in S) ntagmatic strings. There are stereotyped phrases such as 
little old lady and little old ma-11., but combinations such as ? little young lady 
or ? small old lady are impossible or \ ery unlikely. There is the frequent phrase 
a pretty little girl, but a pretty big girl could only mean "a girl who is 
fairly big". Second, one of the most frequent words in the language can 
conve) cultural stereotypes: especially in combination with other 
words, however, LITTLE conve) s strong expectations. Of over 70 instances 
of little old before a noun in a 50-million-\\ ord corpus, over half were in the 
phrase little old lad_y/ ies or similar phrases such as little old grandma. 
The combination little old is either cute and folks) , or critical and patronizing, 
asm 

• this frail little old ''oman· the dear Little old church; little old thatched 
villages; a ramshackle tittle old \an; any '' eedy little old man 
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The combination can even be used purely pragmati aH~ and n n-literaJI}, as 
in little old Nelv York, little old me (an a11 pica! case of adjecti\ e modifying a 
pronoun ); or in this example from a no el: 

• Mattie sneered: 'Oh ~ you and ~our little old committee . 

The combination little man has t\\ o distinct u es one pejorative, one admir­
mg: 

• a ridiculous little man; an e il, nasty, frightful and revolting little man [A] 
• the littl.e man against the system; little man ver u Big Bu inc s· a victory 

for the little man 

In terms of communicative competence all "ords, e\ en the commonest in 
the language~ contract collocational relations. In term of cultural compe­
tence, culture is encoded not only in '' ord ' hich are ob\ iously ideologically 
loaded, but also in combinations of er common ' 'vord . One textual func­
tion of recurrent combinations is to impl that meaning are taken for 
granted and shared (Moon 1994). The data suggest an i.ntertextual explan­
ation of why the word LITILE has the connotations it does in the phrase 
Little Red Riding Hood (and also in Little Miss MttJ[et and Little Jack 
Horner). 

In summary, it is possible to combine anal. ses of the historical de,elop­
ment of different 'ersions of a text, its dissemination (publication history, 
sales, etc.), and its use in social control and education. These are topics which 
are discussed by Zipes (1 993). It is also possible to anal.)Se the intertexrual 
background of a text, in the sense of the connotations of its keyv' ords. These 
intertextual relations presurnabl) go both ways. The phra e Little Red Rid­
ing Hood both fits into very widespread patterns in the language, and also 
contributes to those patterns. 

7. 7 Discursive Formations 

In this chapter, I have used the term 'discourse' to discuss wa) s in \\ hich 
language is used, often implicitly, to evaluate people, and to construct argu­
ments which are based less on logic than on association. There is a danger 
that this concept of discourse (which is 'cq different from uses in earlier 
chapters) is hopelessly vague, but I ha e argued that \\e can study hma. 
associations are formed by using techniques of comparati' e collocational 
analysis. Not all arguments depend on sequential logic but rna) depend on 
a web of associations, and simplistic oppositions such as good English versus 
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bad English, and high standards \ ersus crime . The main idea is that certain 
representations circulate widel) in a societ) at a gh en time. It is individuals 
who produce indi\idual texts, but these texts are not produced with com­
plete freedom. 

Foucault (1980) makes the following points about the power of discourse 
to construct knO\\ ledge. Not all topics exist prior to being talked about: 
they are brought into existence b) the discourse itself. For example, 'care', 
'communjty' and ' heritage' are not things which exist independently in the 
external world , and are then named by language: they are topics which are 
created b) being named. Suddenlh as '' e say, 'everyone seems to be talking 
about them'. These topics can then, in turn, produce huge amounts of 
ruscourse . For example, the related topics 'proper English', 'falling 
standards' and ' trendy teachers' ha\ e generated enormous amounts of 
language use, including gm ernment reports, debates amongst educational­
ists, and commentary in the media. The topics are inseparable from 
the power of speakers, since a set of keywords can be reinforced by prom in­
ent public figures. If speakers constantly refer to 'ethnic minorities' or 
'proper behaviour', then they create social identities and position the 
speaker inside or outside group boundaries. Foucault's term for all the things 
that are said about a gi en topic at a given historical period is a 'discursive 
formation': the means wruch are available to people to make sense of a 
topic, including the keywords and phrases which are in widespread circula­
tion. 

These ideas have everyday counterparts. It is a common enough observa­
tion that we have to use words in ways which are usual in our 
speech community: if we did not, then we would not be understood. So, 
there is widespread recognition that things can be represented differently. A 
term for this notion, which appeared quite suddenly in the late 1980s, is spin 
doctor. Algeo ( 1991: 235 ) records spin doctor in American usage from 1986, 
along with related terms such as spin control. Ayto (1989) records spin doctor 
in British newspapers in 1988, though still sees it as an American 
usage. These expressions had become more frequent in British English by 
the mid-l990s, but I remember still being unsure of their exact meaning, 
and asking British and American colleagues, in 1994, what they meant: 
they were also not quite sure. The terms then became very frequent in 
connection with what was seen as a new kind of politics in Britain, which 
made sophisticated use of the mass media. Here, the term spin doctor was 
frequently used to refer critically to the advisors of leading members of the 
Labour government which was elected in 1997. Usages such as give a story a 
particular spin also became frequent. (Benson et al. 1997: vii, 313, record 
these uses.) 
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7.8 Summary and Implications 

Studies of language in culture rai e large and difficult questions, and I ha e 
certainly not answered them all in thi chapter. The~ include que tions about 
different concepts of discourse objectivi~ and ubjecti,·it) f interpretation, 
and the relation of language and thought. 

( l ) Discou·rse. In phrases such as 'academic di course and 'racist dis­
course', 'discourse' means recurrent formulatj n which circulate in a dis­
course community. This rna) seem a rather m. sticaJ noti.on and ther,e are 
certainly problems associated with it. 

(2 ) Instance and norm. However, I ha\ e u ed the arne basic method as 
in previous chapters - searching for pattern revealed b~ recurrent colloca­
tions - to show that empirical methods can be u ed to stud~ discourse in this 
sense. And I have used different kinds of data - indiv1dual text fragments 
corpora and dictionaries - to shO\\ that some aspects of meaning can be 
explained only with reference to relations between an individual text and its 
intertextual background . 

( 3) Linguistic and cultural stereotypes. Since ,, e can full) understand 
only a small fraction of the social world, \ e aJl ' ork with strong expectations 
about what is typical or normal. Much of the rime , "e \\ ork \ ith frames and 
scripts (see chapter 5.7), for example of going to chool of teacher-pupil 
relations, and of TRENDY teachers. These cultural stereotypes are a source 
of conventional knowledge: cues to build a familiar \\odd (Brm:-. nand Yule 
1983). These stereotypes do not arise from no\ here, but are continually 
constructed and reinforced by descriptions which circulate in the social 
world. A community's value system is built up and maintained at least partl) 
by the recurrent use of particular phrasings in texts. As Thompson and 
Hunston (2000) argue: 'a very large corpus can mimic, though not of course 
replicate' the experience of coming across thousands of instances of a collo­
cation. 

( 4) The limits of introspection.. Some analyse of keywords may seem to 
confirm the obvious. However, although the ideological (even legal ) signifi­
cance of some keywords (such as ETHNIC and RACIAL) is perhaps evident, 
the significance of others (such as HERITAGE and CARE) has changed 
rapidly, and the significance of others again such as PRO PER and LITILE) 
is less obvious. Even if the complex meanings of word such as PROPER 
seem obvious in retrospect, they are not open to unaided introspection and 
are only very incompletely, if at all, recorded in dictionaries. Only empirical 
studies can systematically document cultural transmission reproduction and 
change. 
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( 5) Objecti1 ity and subjecti1 ity. The fact that I have used computer 
methods to identify patterns in large corpora does not make the analysis 
objective . One problem is selection: I have focused on only a fe\\ '' ords, and 
one might ask ''h) I picked those and nor others. This problem in the 
original book on KeyJPords b. Williams ( 19 7 6/ 19 8 3) is pain ted out by 
Ruth en ( 1989: 112-14 who discusses the danger of proceeding from a 
handful of keY'vords ro cultural generalizations. There may be merely ' the 
illusion of lexicographical rigour' in tq ing to go from individual words to 
the attitudes held by members of a culture: attitudes cannot be read directl) 
off the use of" ords. 

( 6) Crite1-ia for selectio1'J.. M) O\\ n selection of keywords was certainly 
partly intuitive but was not based mere!~ on m) personal opinion. Some of 
the words have recei\ ed wide commentar) from cultural analysts, or have 
appeared in book and magazine titles, and I ha\ e shown that tl1ey occur 
widel), in the mass media and sometimes in prominent statements by 
prominent speakers. Indeed, a defining characteristic of some keywords, 
but not all, is that they are well documented b) explicit linguistic commen­
tary in the mass media. Statistical methods can also be used to identif)r words 
which occur more (or less ) frequentl) than would be expected in different 
text-t)pes . I ha\e not used such methods in this chapter (though I used tl1em 
briefly in chapter 6.4 ). The) are discussed in detail b) Scott (l997b, 1997c, 
1997d). 

(7) Replicable anat,,ses. Keyv.ords, and texts in general, have no 
definitive meaning which can be stated once and for all. However, interpret­
ations can be grounded in e\ idence, and the availabilit) of large corpora has 
substantially changed the nature of this e\idence. Most important, the results 
are based on publicly a\ ailable data. You can test my generalizations on 
comparable but different data, in order to check tl1at they were nor an artefact 
of the specific texts \vhich I happened to use. 

(8) Linguistic and encyclopedic kn01vledge. Much recent linguisti.cs 
assumes that there is a clear distinction betv.reen Linguistic knowledge and 
encyclopedic knmdedge. Hm,ever, as Hudson (1996: 245-7) points out, no 
convincing arguments ha e ever been put forward for this distinction. If you 
know the meaning of the "ord TRENDY in British English, you know not 
only its denotation (what kinds of things the word t)rpically describes: 
restaurants, clothing, and so on), but also its connotations (that people 
find these superficial). There seems no way to insulate the linguistic from 
the cui rural knowledge. 

(9) Evaluative co''lttotatio,ts. Work on recurrent collocations suggests 
that many more '' ords ha e e aluative connotations than is often realized . I 
discuss this in more detail in chapter 9. 
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7. 9 Background and Further Reading 

Language has been an important topic in Briti h cultural tudies since the 
1960s. Turner ( 1990) gives a useful histoq with reference to'' rk by Richard 
Hoggan, Stuart Hall, and others. The mo t fam u work on keY'' ords' is 
Raymond Williams's (1976/1983 ) explicid) politicized dicri nar) KeyJvords: , 

A Vocabulary of Culture and Societ ''hich was based on diachronic informa-
tion from the Oxford English Dictionar)'. The OED a a ource ofdocumentar} 
e\ idence about national culture'' as clear to its originators: see chapter 8. 

The background to educational change in the UK is et ut b) Brumfit 
(1 995: x-xvi), who summarizes curriculum l.egislation and annotates a list of 
the corresponcling government reports between 1975 and 1993; and by 
Stubbs ( 1989 ), Cox ( 1991 ) and Cameron ( 1995 , ' ho discus the political 
and ideological background. 

On corpus methods for stud ing keY"' ords see Krishnamurth) · 1996) 
Stubbs (1996 ) and Scott (l997c, l997d ). ing example f kq vords in 
educational policy, Piper (2000) sho\\ S how corpu method can pro ide 
replicable analyses of publicly available data. 

7 .l 0 Topics for Further Study 

( l ) Consider the words capitalized in text [3] above, COMMUNITY and 
ENVIRONMENT, and collect data on their connotations. C0h1MUNITY 
is discussed in Williams (1983 ). He mentions E RONMENT under the 
entry for ECOLOGY. 

(2 ) I have looked at only one keyword in Little Red Riding Hood. Since 
many versions of the srory are widel) available Zipes 199 3 ), including 
modern parodies and radical adaptations this i a com enient text for further 
comparative analysis. Here arc a few suggestions. 
(a) Study how words such as little, girl and maid( en ) are used in different 
versions of Little Red Riding .Hood. 
(b) The German for Little R ed Riding Hood is Rotkiippche1l . The diminu ­
tive suffix -chen denotes smallness and/or connotes curenes (HiitJScben = 
little house). The word for girl (Miidchen ) has this ending, but the word for 
boy Uunge) does not. Stud) the denotations and connotations of the words 
for Little Red Riding Hood in other languages. 
(c) Study the connotations of the \~oord path. For a modern reader this 
word may make intertextual references to phrase such as stra from the right 
path, take a wrong path, or keep to the st1'aight tnld ,.,arr01v. 
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(d) Study the connotations of the' ord wolf For a modern reader, this word 
nu) make intertextual references to phrases such as menwolf, wolf-whistle, and 
keep the wolf from the dom·. Zipes ( 199 3: 36) points out that, apart from the 
Bible, the fair) tales of the brothers Grimm (published 1812 to 1815 ) '~'as the 
most widel) read book in nineteenth-century German). The following may 
ha' e intertextual meaning for some modern readers: 'Beware of false prophets, 
which come to you in sheep's clothing, but im\ ardly they are ravening wolves' 
(Gospel according to St Matthew, 7: 15 ). 
(e) In a stud~ of children's earl~ reading books Baker and Free body (1989) 
found that the adjective LITILE was frequent , and that the phrase little girl, 
was significantly more frequent than little boy, and argue that tl1ese colloca­
tions com ey ideological messages about the social world. Frequent associa­
tions make some features of the '' orld conceptually salient, but since the 
associations are implicit, the) are difficult to discuss and negotiate, and 
appear to be a constant, shared and natural feature of the world. Carry out 
similar analyses on significant words in texts \Hitten for children. 

(3) Specialized dictionaries such as Algeo (1991 ) and Ayto (1989) contain 
many other keywords which students could in,estigate. Algeo (1 991) docu­
ments new words in mainly American English from 1941 to 1991 . His 
citations for some 2,500 '' ords in their earliest kno" n uses provide evidence 
of public preoccupations O\ er this period, including 

• appeasement, apartheid, back-to-basics, toy- boy, user-friendly 

Ayto ( 1989) records words and meanings'' hich became current in British 
English in the mid -1980s, and discusses how they reveal social trends. These 
include: 

• downsize , ecstasy, ethnic monitoring, kiss-and-tell, perestroika 
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Words in Culture 2: 
Case Studies of Loan Words 

in English 

In chapter 7, I pointed out that cultural connotations are sometimes due to 
the layers of meanings ,.vhich are deposited on a \:~.rord over long periods of 
time (one example was STANDARD). Relations ben\ een \ocabular_, culture 
and history were a major impetus for the originaror of the Oxford English 
Dictionary, who were in no doubt about the cultural importance of an 
exhaustive record 'of the appearance of each \~lord in the langua.ge . It was 
argued that words 'em bod) facts of h:istor} ', and are 'a record of great social 
revolutions , revolutions in nations and .in the feelings of nations . Much may 
be learned, it was argued, 'by noting the words which nations ha\e been 
obliged to borrow from other nations ' (Trench 1851 , 1858 ). 

In this chapter, 1 will discuss the historical origins of words which English 
has acquired from other languages, and the changes in meanings which 
accompany this process of borrowing. As in the book as a ' hole, I will 
emphasize that words should be studied in the collocations and the text­
types in which they typically occur, and I will shO\\ that the history of words 
is another area where corpus methods can prm ide new data and methods for 
studying word meaning. 

8.1 Data 

I will give examples from both raw ,corpora and also from dictionaries based on 
corpora. Some large corpora have been designed specifically for Linguistic 
study: here I will use a SO-million-word section of the Bank of English (see 
Notes on Corpora Data and Sofu:vare, abo e). In addition there are large text 
coUections which have been prepared for other purposes, but "hi h can be 
studied for examples of contemporary usage: here I will use Th.e Ti.mcsand the 
Sunday Times for 199 5 on CD-ROM, that is aU editions of a British up­
market national daily newspaper for a complete year. 
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Major innm ations in dictionaries since the 198 Os also provide new ways of 
stud) ing words ' hich ha\ e been borrowed into English. Some dictionaries 
are based on large computer-readable corpora: for example, the Collins 
COB UILD E11glish Dicti01~a'j' (Co build 199 Sa) ''as prepared from the 
evidence of a 200-million-word corpus of contemporary English. A measure 
of whjch \Vords are frequent in cont,emporary English is whether they occur 
in this d.ictionaq , since it contains onl) ' ords which \IVere thought frequent 
enough in the corpus to be of use to ad' anced learners of English as a second 
language. 'Frequent enough is defined b) the frequency bands: 700, 1,200, 
1,500, 3,200 and 8,100 words each. These v ords make up 95 per cent of 
running text in the corpus. Outside this total of 14,700, I estimate that the 
dictionary lists a further 15 000 head-words. 

Other rnctionaries are a aila.ble in machine-readable form with search 
software. The Ox[01~d Eng. lish Dicti.o,~ary (henceforth OED) is a traditional 
dicti.onary, in so far as it gives \Vords and their meanings, and also their 
etymologies. In irs CD-ROM and internet versions it is a relati.onal data­
base, which can be searched in many " ays, often within seconds. It is possible 
to search for aU '"ords borrowed from a given language, all words first 
recorded in a given time period, or a combination of the two: for example, 
all German loans first recorded in English after 1900. It would take years to 
find such words in the tens of thousands of pages of the printed OED. (For 
further details, see Jucker 1994, and Simpson and Weiner 2000.) 

A combination of sources makes it possible not only to study the origins of 
words, but also to study hmi\ frequently the) are used in different text-types 
in contemporary English. These sources and many others are publicly avail­
able, and mean that students can do their own projects. 

8.2 The Etymological Fallacy 

Linguistics is trarntionally divided into diachronic and synchronic study. A 
diachronic study is a historical one, of how languages change over time, and a 
diachronic study of the origin and history of words is called 'etymology'. All 
languages are constantly changing, but for some purposes it is convenient to 
ignore this. A synchronic study is a deliberate simplification, which looks at a 
language at a point in time, and ignores language change. 

Diachronic linguistics in general is an important sub-branch of linguistics, 
but etymology has long been out of fashion with many Linguists, and many 
clictionaries, especially those designed for foreign learners of English, do not 
record any information on the origin of words. This neglect is often due to 

the argument - largely correct as far as it goes - that native speakers only 
rarely know the origins of words in their language, that origins are only rare~~--
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of relevance to their meaning and use nowada~ and that hi rorical facts are 
therefore equally irrelevant to foreign learners. 

Speakers do often complain that ' ords arc wrong}~ u ed that the) were 
formerly used to mean something diffe rent, and that thi ea.rl ier meaning is 
their proper meaning. For example some people complain that decimate is 
used nowadays in an imprecise "a) to mean 'de rro~ a very large number of' , 
whereas it really means to "put to death one in ten because it comes from the 
Latin word decimare, which is related to decem meaning "ten' . (This meaning 
is preserved in English decade and deci·m-al. ) Hov. e er this argument is, in 
turn, generally rejected as follm\s. First, \\Ords change in meaning over time 
this is a natural process, and nothing can be done to stop it. Second speakers 
use this argument highly selectivel) . They do not complain for example that 
nice really means "silly" (which it used to: it comes from Latin rlescius = 
"stupid"), or indeed that silly reall) means "saintly (\· hich it used to: it is 
cognate with German selig = "blessedn). Furthermore, any search for the 
earliest meaning of a word is doomed to failure . The Latin \\ ord nescit~s itself 
must be derived from other words which themsehes had e\cn earlier mean­
ings. In fact, it derives from ne-sciti.J meaning " not kno" " compare science). 
But then where did the scius part come from? Such arguments become 
involved in an infinite regress, and stopping at any gi\cn point earlier in time 
is arbitrary. Linguists call this faulty line of argument the etymological fallacy: 
precisely because words change in meaning over time, the meaning of a \\ ord 
cannot be established from its etymology. The OED also records that the'' ord 
black has a 'difficult history', and was sometimes confused in Old English \\ith 
a similar word which meant "shining'' or "white' but speakers would be ill­
advised nowadays to use black to mean "white". 

Often people's complaints about changes in meaning are restricted to 

individual words, rather than considering coherent sets of" ords and their 
complaints tend to be inconsistent. I gave the example above of decimate. 
Another welJ-known example is gay, which now almost al"\a s means 
"homosexual", whatever it previously meant. But I have not come across. 
anyone complaining about changes in the meaning of coJvboy (Crystal 1995: 
138). This word used to have positive, romantic associations, and is still used 
in phrases such as cowboy films and cowboy boots, but it is now frequently used 
(especially in British English) with strongly negative connotations, in phrases 
such as cOJvboy operators and cowboy companies, to mean untrained and 
incompetent people who run an unreliable business, as in cowboy in1ilders 
and cowboy security firms. (Perhaps there is a lobby group of cowboys who are 
protesting against this use.) 

Even these isolated examples arc useful in so far as they show how unstable 
word-meanings are: many words and their meanings have changed consider­
ably over time, and word-meanings are inherently variable. Williams (1976) 
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shows, for example, that culture has nO\\ adays a 'ariet) of different meanings 
because of semantic extensions in the past, "hich ha\ e left layers of meanings 
deposited mer time. Earl~ meanings concerning 'tending crops or animals" 
(agricultt-t1'e), were extended to human development (early sixteenth cen­
tury), and ro the abstract general process late eighteenth century), when the 
word acquired social class connotations. As a result, we now have different 
uses, such as sugar-beet culture, gen·1z atlture, and culture in the sense of 
"music, literature and the arts". 

However, the et) mological fall a C) disposes only of some poor reasons for 
studying etymolog). If et)rmology is restricted to a few individual words, it is 
probably doomed to the study of idios) ncratic accidents of history, and it is 
ctifficult to see ho\\ generalizations could emerge. It is more interesting to 
look at sets of '' ords, such as words in particular lexical fields, or words 
borrowed from different languages, or to look at how loan words are 
differently distributed in texts and text-t)'Pes. In other words, we can follow 
the principle, on which this ''hole book is based of looking at words in their 
discourse contexts. 

8.3 Language Change 

Because it generally happens so slowly, we usually cannot observe diachronic 
change directly. We might be aware that a few words are used only by older 
speakers, and that younger speakers use a different word, as happened, for 
example, with wireless and radio. In these cases, we can observe the synchro­
nic variation, which is the result of diachronic change. It is only occasionally 
that individual speakers are placed in circumstanc.es where they realize how 
much vocabulary does change over a few decades. In 1951 Monica Baldwin 
published her autobiography: 1 Leap over the Wall. She had entered a strict 
convent in 1913 and left in 1941, after 28 years, the entire interwar period, 
cut off from radio, films, newspapers or new people to talk to. When she left 
the convent, she did not understand many words and phrases, including 

• cocktail 1806, hard boiled ( ourlook) 1886, to have a hunch 1904, nosey 
parker 1907, it's your funeral1908, jazz 1909, mutt(= "fool") 1901, 
close-up 1913, streamlining 1918, plus fours 1920, curie 1921, robot 
1923, it's your pigeon (= pidgin = " business") 1925, parking 1926, 
Hollywood 1926, believe it or not 1929, belisha beacon 1934, striptease 
1936 

The dates are the first uses recorded in the OED, and are indeed mainly in the 
interwar period or just before. Some words seem to have taken a few years w 
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become current, and Baldwin ctid not know them "hen he entered th 
convent. The word cocktail is attested from 1806 but ir ''a mainly used in 
American English. Some of these\ ords and phra e have in the meantim.e. 
gone out of fashion again. It is imponant ro cro -check et) mologies in 
independent sources where possible and in the e case Baldwin s anecdotal 
account confirms that the OED dates are correct. {There are fi r example., 
some differences between Pfeffer's 1987 study of Gc;rman loan and dates 
given in the OED. For ' ords ' ·' hich entered Engti h po t -1941, the OED 
can be compared with Algeo 1991. One problem with dating in ctiction­
aries is that they necessari.l_ rel, almo t entirely on '" ritten language but a 
word is often current for years in the spoken language before it appears in 
published texts. 

8.4 Terminology 

It is usual to talk of 'loan words' being borrowed rom one language into 
another. These are slighcly odd terms, since the word are not gi en back to 
the source lan.guage. A 'loan translation' means that parts ofa '"ord or phrase 
in the source language have been separately translated. F r example Christ­
mas tree is a Joan translation of German Weihm1ehtsbcut.m. (This is also called 
a 'calque'.) The term 'false friends' means that words v hich are similar in 
different languages in fact mean something subtl) or completely differen~. 
For example, German aktuetl does not mean "actual but 'contemporary~ 
or "up-to-date". 

So, we can make statements such as the following. There are many English 
loan words in German, such as Smoki11;g, s,~oackbar and Snob. Some loans are 
false friends: in German ein Smoking means "a ctinner jacket". Relations can 
involve words which are apparent borrowings bur ' hich do not exist in the 
source language. A common phrase in German is i1n Partn.ertook: this refers 
to two people who are recognizabl. together because the) are similarly 
dressed, in matching pullovers or whate er. The word Pttllovt>r is an English 
loanword in German, but German also has the word Pullu.tlder, meaning 
"sleeveless pullover", which does not exist in English. By the way, loa.n 1vord. 
and loan translation are both loan translations from German Lehmvort and 
Lehnubersetzung.) 

When words are borrowed into a language, the) may become assimilated 
or integrated into the new language. Many words ·which \\ere borrowed at 
some time in the past into English are fully integrated in the sense that 
native speakers regard them simply as English '' ords and d not realize that 
they are loans. For example, the words dollar Christmas tree folk-song 
and poodle were, as a matter of historical facr borrowed or translated from 
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German, though probabl~ onl) a few English speakers know this. Often 
when '' ords are borrowed into English , the) are adapted to English word­
structure, irrespecti\ e of ho\\ the, '' ere used in the language of origin. For 
example, d1e word helicoptel' is from two Greek ' ords helix/helikos ( = 

"screw" ) and pte1'01l (= 'wing" ). So etymologicall~ the word structure is 
helico-plus -pte1', but in English the "ord is reanai sed as heli- plus -copter, 
vvhich leads to abbreviations such as copte1' and helipad. Presumably English 
speakers find the phoneme structure in pteron un-English (though it has 
survived in pterodacryrl and man) probably reinterpret heli- as being ana­
logous to other prefixes such as demi-, sulti- and hemi-. (The "spiral" or 
" twisted" sense of heliko- survives in English phrases such as the double helix, 

as a term for DNA. ) 
At the other extreme, loans rna) not be integrated at all, but spelled and 

pronounced as they are in the foreign language, so that they are not so much 
borrowed as quoted, as in these loans from French: 

• crime passionel, deja vu , femme fatale mot juste, sauve qui peut, coq au 
vin , nouvelle cuisine 

The following deliberate!) self-contradicting paradox is from a letter to the 
editor of The Times ( 11 September 1995 ): 

• English will always provide the mot juste. 

It received several follow-up letters including this one ( 18 September 1995 ): 

• [English wiH also pro\ ide] a certain j e ne sa is quoi in keeping with, inter 
alia, the Zeitgeist of the age. 

8.5 Words, Politics and National Stereotypes 

Lack of assimilation (in pronunciation, spelling or word structure) can there­
fore be used as a resource to connote "foreignness". In such cases, a know­
l.edge of where words come from is an essential part of their meaning in the 
contemporary language. Often words are created or borrowed in response to 
world political events, and such loans give at least a sidelight on history and 
cultural contacts between nations. For example, here are the dates of the first 
attested uses of a few words recorded in the OED or Algeo ( 1991 ): 

• cold war 1945, sputnik 1957, Watergate 1972, -gate 1973, perestroika 
1987, intifada 1988 
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The whole point of using a set of German loan words such a 

• Nazi 1930, Third Reich 1933, azi m 1934 Fuhrer 1934 Gestapo 
1934, Luftwaffe 1935, Anschluss 1938, Bhrzkricg 1939 

is to signal a set of meanings concerned with Nazi German~ before and 
during World War II. In contemporar German, Luftwaffe i a common 
noun which means "airforce", but in Enghsh it mean uthc airforce in azi 
Germany", and is on the hazy boundary ber.,·een proper name and com­
mon nouns. In addition to these hisroricaU ignificant cases, loan "ords 
often confirm national stereot) pes and S} m bolize the foreign and the 
strange. From German, English has borrowed blitzkrieg kitsch and lederho­
sen. From French, bistro, gigolo and mot juste. From Italian allegro, forte and 
pianissimo, and pasta, pizza and spaghetti. Such words are perhaps just the 
ones which would occur first to English speakers, and as 1 will how bdm\, a 
more systematic search for German loan in Engh h d e omething to 
balance crude national stereotypes. 

However, there is no doubt that loans in Engli h are often used to signal 
exoticness, and there is a clear connection between l.oan \\ ords and culture. 
The OED gives around l ,200 t\ entieth-centur. loans and loan translations 
from French into English . Most are rare and not known to most nati\e 
English speakers at all, but ones whi.ch are frequent!) used come mainly from 
a small number of areas, especi.ally cooking i.e. cuisine! ). clothing and 
fashion, the arts, plus a few from political and/or militar. fields: 

• anorexic, apres-sk.i, arriviste, bikini , bistro blouson , bras iere, cagoule, 
calque, camouflage, conurbation, courgette Dada dirigi me, discotheque 
dressage, embourgeoise, exocet, franglais frigidaire , gaffe, gaga garage 
gigolo, hotelier, limousine, mannequin microfiche, pacifist plonk (<\in 
blanc?), profiteer, questionnaire, racism, sabotage, urreali m Third World 

There are only a fc\:v words current in contemporar~ English from Arabic 
Chinese and Japanese, and they denote areas of meaning which (for man~ 
English speakers) are (stereo )typically re.lated to these cuJrures. The OED 
gives about 50 loans from Arabic, though fe\\ are in common use. A .'Ya.tollah 
(from Arabic via Persian), Allah and J1ttJJla.h are frequent enough in con­
temporary English to be given in the Cobuild Dictionar) ( l995a ). Many 
native speakers probably also knm·\ felafel, Hezbollah, mttjahidi11 and tnh.ina.. 
The OED gives about 80 loans from Chinese though few arc in common 
use. Ch01v mein, kung fu and JPok are frequent enough to be gi\en in Cobuild 
(1995a). Many native speakers may also knm\ other words such as dim. Sttm 

and mahjong. Most linguists know the v.ord pirJ.yitJ.. Some ofthese \\Ords are 
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from Cantonese not modern tandard Chinese (i.e. the' ariety known in the 
West as Mandarin). The OED gives about 120 loans from Japanese, rl1ough 
few are in common use. BmHai ka·rau and m~iga'fni are frequent enough to 

be gi,en in CobuiJd ( l995a. ManJ speakers ma) also know kendo and 
St,Jki)'aki. Most lingujsts knO\ the "ord kanji. Most nati' e speakers also 
know other items such as Honda Kawasaki and Suzuki. 

Given the globalization of commerce many et) mologies are more inter­
national than they appear. ln English, the name Sorl)' (as in Sony Walkman) 
connotes ""Japan ' . The name of the company was originally Tokyo Tsushin 
Kogyu Kabushiki Kasha. It \\as thought, understandably, that d1is name 
would not be memorable , and the ''ord Sm~)' \\aS deliberately coined, both 
to recall Latin son.tts ( = "sound" ), and also because it could be pronounced 
in many languages (Du Ga) et al . 1997: 48 . 

J ucker ( 1996) discusses ho'' loan '' ords can provide both positive and 
negative local colour. One of his examples is m e use, in a British newspaper, 
of a German autobahn, rather man motorJVay, to cotmote high speed, 'so that 
the reader can be. astonished at \:vhat strange things happen in foreign coun­
tries'! (Autobahrl is in Cobu.ild l995a. ) So a knm ledge of etymology can be 
rele\ ant to understanding the meaning (or at least the connotations) of words. 

J ucker ( 1996) also points out that loans can ha' e quite different functions 
in different languages. Thus German loans in English can ha\ e the function 
of expressing local colour, foreignness or e'en anti-German stereotypes, 
though German loans occur much more widely than this (see below). How­
ever, English loans in German do not necessariJ) convey connotations of 
Britishness or Americanness, but rather modernity and internationalness. 
Sometimes, this seems to reach extremes. For example, German telephone 
bills in 1998 used the following \i\ ords to refer to locaJ and long-distance 
calls: CityCall(= local), R egioCall (= up to SOkrn), GermanCall(= long­
distance widlin Germany), GlobalCall (= international long-distance). The 
German for " telephone call" is Anruf, but this was not used. It was possible 
to use a Tarif-Hotlinc freecall to get further information about prices. Word­
forms, word-structure and capitalization are all un-German (and not quite 
English either). Customers seem to have found some of these terms rather 
absurd, and by 1999 the) had been changed. For example, Call had largely 
been replaced by Verbindu.ng (= "connection"), and GermanCall had been 
altered to D er-ttschla1'1dverbi·ndt.J1Jg! 

8.6 Fields of Knowledge and Text-Types 

The examples abm e sho\\ not only the history of individual words, but the 
beginning of generalizations about how sets of words function in texts. If the 
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history of words is in estigatcd , .. ' th an eye t lexical .field and a ociated 
text-types, then there arc important generalization to be made about ety­
mology. If we go back prc-1 066 to Ol.d Engli h, then the v abulary ''as jrust 
Germanic, with only a few word fr m other ourcc . Ho \\.ev.er the orman 
invasion of l 066 led to a broad divi i.on right a r the Engli h 'ocabulary. 
The indigenous population spoke the Germanic language, but the incoming 
ruling class spoke Norman French o f r mam ,·ear the difterent: 
social classes spoke different language and bi li.nguaJj m mu t ha' e contrib­
uted to the enormous influence of the in oming Roman e language on 
the native Germanic language. There w a largt: influx f Romance 'ocabu­
lary i.nto those areas of societ:) which were controlled b) the ne ly 
arrived ruljng class: government, Ia\ , religion and academic areas. So. there 
was an intimate connecti.on between the et}mology f words, the social 
class of speakers, and the text-types in which w rd f ditTerent origins 
were used . 

The mix of the two languages has led to man) et of doublets and triplets 
in English, such as help and aid, cognate with German helfen and French 
aider. Compare: 

• go down, descend; mean, signify; get, obtajn; motherly, maternal.; kingl}, 
royal, regal 

In general, it is the Romance words '' ruch are le frequent and more formal 
(Granger 1996). Such doublets are seen i.n fixed phrases ,:~.rhich derive 
from early legal English where the old Anglo-Sa.xon and the new Latin or 
French words were used alongside each other. Clerks of the court were 
unsure whether the two terms meant the same, so they used both, for safer}_ 
Examples include phrases such as breaking 1md erzterit~g (where 
breaking is cognate with German brechetz. and entering is cognate with French 
entrer), and last will and testament (German der letzte Wille French testa­
ment). 

In adrution, large sets of words, borrowed mer time from particular 
languages, are now used in particular fields of acti' ity. For example 
many scientific and technical terms are formed from Latin and Greek 
roots, and text analysis shows very different percentages in different text­
types. 

8.7 A Case Study of German Loan Words in English 

The six languages which have contributed the largest number of loan words 
to English are Latin, Greek, French, Italian Spanish and German .. Jucker 
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( 1994 ) used the OED on CD-ROM to in estigate the relative contributions of 
these languages to English from 1500 to the present. English is a language 
which, in the past has absorbed a large number of '' ords from a large 
number of languages. Howe\ er Jucker finds that th.e rate of borrowing fell 
off sharpl) in the twentieth cenruq. No\ adays, most ne\\ words in English 
are not borrowed from other languages, but formed from language-internal 
resources. I checked the OED for words first recorded in the 1970s and 1980s. 
Some are borrowings, as with these loans and loan translations from Russian: 
glasnost, perest~··oika, Kalashnikov 1'eft4Senik. But most are created from within 
the language, as acron) ms orne" combinations of old morphemes, often in 
analogy to old combinations: 

• aids, ageist, backslash camcorder chairperson, dm' nload, flexitime, kiss­
ogram, microchip pope mobile, shambolic, tele\ angelist, up-market, 
yuppte 

Jucker ( 1994) studied periods of70) ears bet\\ een 1497 and 1986. In the 
last two periods, 1847 to 1916, and 1917 to 1986, he finds that loan words 
from Latin, Greek and French drop from thousands to hundreds. The 
contributions of Italian and Spanish are also considerably less in the twen­
tieth. than in the nineteenth centur). The contribution of German has also 
declined but has remained more constant than other languages over the last 
500 years (with a peak in the nineteenth century), and German is the 
language which has made the largest contribution to English in the twentieth 
centuq. For example, the following are German loan words or loan transla­
tions pre-1900, which are all frequent enough in contemporary English to be 
listed in the Cobuild Dictionar) (l995a) although mainly not within the top 
15,000 words. 

• angst, aspirin, bum ( = "lazy person"), chic (<French ?German schick), 
Christmas tree, dachshund, death-·wish, delicatessen, dollar, doodle, 
drill ( = "couon cloth"), dumb ( = "stupid''), ecology, eiderdown, 
enzyme, ersatz, fahrenheit, fife ( <Pfeife), folk-song, hamburger, 
han1ster, handbook, heroin, hinterland, hock ( = "Rhine wine"), 
kaput, kindergarten kohlrabi, lager ( = "beer"), larch, noodle, plunder, 
poltergeist, poodle, rucksack, spanner, swindler, waltz, Yiddish, yodel, 
zeitgeist 

English does not have man} German loan words in common use, but this list 
already shows that those it does have are a more mixed bunch than stereo­
typic lists (of nazi, etc.) might imply. As in many areas of language study, 
intuitions about loan words are unreliable. Native speakers can usually pro-
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duce examples of loan words from 'ariou language ~ but the. are often 
stereotypes. 

German has been a major language of holar hip in the nineteenth and. 
twentieth centuries, especial!) in chemi tr) and ther natura.! sciences but 
also in the humanities and social science hence loans uch as: 

• biology, chromosome, gauss gestalt, gnei 
marxism, quartz, umlaut, weltanschauung 

Hertz Hz ) leitmotif/v, 

The intellectual influence of German-language ' ork can be seen in 
linguistics: via work, in the eighteenth and nineteenth centuries b) Herder 
Humboldt, the brothers Grimm and others i.n the late nineteenth century b 
the Junggrammatiker, and by Max Muller Hermann Pau.l and Hugo Schu­
chardt (on creoles ), and in the twentierh centuq by, for example Karl 
Buhler, Franz Boas and Leonard Bloomfield (a Germanist , of Austri.an 
descent, and greatly influenced in his early '" ork by the German psychologist 
Wilhelm Wundt). Henry Sweet (1845-1912 ) pent a year stud)ing at Hei­
delberg University, emphasized all his life. the importance of German linguis­
tic scholarship, and published an English book for German learners: 
Elementarbuch des gesprochenen Englisch. Pfi:ffer and Cannon ( 1994) list 
I 0 I borrowings in linguistics. The foUowing are all fairly widely used in 
English -language linguistics. 

• ablaut, Ausbausprache ( = "developed language ') formant, Grimm,s 
Law, High German ( <Hochdeutsch ), isogloss, neo-grctmmarians ( <Jung­
grammatiker), loan translation ( <Lehni.ibersetzung loan word ( <Lehn­
wort), Mischsprache (="mixed language" hybrid language), 
Plattdeutsch ( = "Low German"), Rhenish fan ( <Rheinischer Eicher), 
schwa (Hebrew sheva; 'in German books spelt scJm,a' , OED), 
sound shift ( <Lautverschiebung), Sprachbund ( = "linguistic area"), 
Sprachgefiihl (="linguistic intuition")., Stammbaum (= ufamily tree" ), 
umlaut, Ursprache ( = "original language", protolanguage ), Urtext 
( = "original text'\ earliest version of a text Verner's Law, Wernicke's 
aphasia, Yiddish 

If the OED software is instructed to search for all loans from German after 
1900, it finds about l ,2 50 items. However, this figure is misleadingly high 
for different reasons. A search certain.ly finds words which are current in 
contemporary English, including 

• abseil, allergy, bakelite, diktat, festschrift, flak, kitsch, nazi, realpolitik, 
schizophrenia, snorkel, spritzer, stratosphere 
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If we are generous about \\hat ' e include a search finds up to 75 words 
which are \videl) known to native speakers but this includes many proper 
names , such as 

• Alzheimer's [disease] Bauhaus Dobermann Geiger [counter] , Jugend­
stil Rottweiler 

It also includes ,., ords "'hich are certainl) widel) known, but , .. ,here the 
etymology is onl) indirectly German (e.g. quiche < French < Alsace dialect 
K ii.chen < German K uchen ). ln general , many loan words have multiple 
origins, and not a. single source in one language. A few words 
name specifically German cultural phenomena, and stereotypes at that, 
though perhaps dirndl, lederhosen and Ioden are the only three which are 
current (though not common enough to be in the Co build Dictionary, 
1995a). 

If the OED sofu, are is similarl) instructed to search for all German loans 
from 1800 to 1900, it finds over 2 400 items, but again relatively few of 
these are current in contemporar) English. The follmving are in the OED but 
not in the Cobu_ild Dictionary: 

• dummkopf, edeh,eiss, liebfraumilch, ouija ( < oui + ja! ), riesling, schaden­
freude, weltanschauung, ' eltschmerz 

The OED on CD-ROM is a powerful research tool, which makes possible 
entirely new im estigations of aspects of vocabulary. However, incautious use 
of the software may produce quantitati e results which look superficially 
plausible, although it rna) turn out that the computer was not acting intelli­
gently, because the pattern-matching is limited. I have therefore also used 
other corpora and specialist dictionaries (Algeo 1991; Williams 1976/1983), 
including the essential historical dictionary by Pfeffer and Cannon ( 1994 ), 
which Lists loans not onl) alphabetically, with etymologies, but also chron­
ologically, and by semantic areas. 

The figure of l ,250 loans since 1900 found by the OED software is just a 
rough statistic to start from since it does not distinguish between intuitively 
very different cases, as follows. 

( 1) HistoricaUy motivated words. From the Nazi-set above, the Cobuild 
Dictionary ( l995a) gives onl) blitzkrieg and Nazi (sm). The German origin 
of such loans is certainly recognized by English speakers: indeed, that is the 
whole point of using them. In that sense, they are not English words at 
all, but German words which can be quoted in English to refer almost 
exclusively to a specific historical period . If we are generous abou'.: 
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this category, and include other po]jtical and military term me I suspect 
common only amongst fans of British \\ ar film ) there are about 25 items 
including 

• gauleiter, herrenvolk, lebensraum messerschmidt, panzer stalag stuka 

In their earliest uses, blitz, blitzkrieg and flak had onl~ a militar~ sense bur 
they now have general meanings , as in the e example from Cobuild 
(1995a): 

• there is to be a blitz on incorrect grammar 
• a blitzkrieg of media hype 
• attracted more than their fair share of flak from the pre 

(2) Names. Dictionaries are often uncertain ho\\ to deal with proper names 
for people and places, tides of works of art~ and so on. The OED sofu\ are 
finds about 80 items in this category, only a few of which are widely known 
to educated speakers, and their status as\\ ords in English is perhaps dubious. 
They include 

• Hider, Humboldtian, Leibniz, Nietzschean, Rhcingold the opera and 
express train), Schumannesque 

(3) Technical terms. The largest categor by far (about 750 out of1,250) is 
technical terms, unknown to most native English speakers. From a random 
sample of 125 of the 1,250 loans post-1900 found by the OED software, 
only 7 were in Cobuild (l995a). Even if we assume that twice that many are 
probably widely known by native speakers, this still means that only about l 0 
per cent of these 1,250 loans are current in contemporary English. The 
largest sub-categories (over 30 per cent together) are mineralogy and chem­
istry, and many other words come from biology, geoJog}, botan), medicine 
physics and mathematics. Pfeffer and Cannon (1994) estimate o era longer 
time period that 50 per cent of German loans are specialist, technical or 
scientific words. In chemistry, German-language publications had declined in 
international influence by the 1990s. Earlier loans include 

• adduct, biotin, dehydrase, emulsoid, heterophile, indigoid, lactol, mutase, 
perbunan, polyaddition, pterin, sabinene, stigmasterol, uridine zwit­
terion 

However, it is problematic to call these German loans at all. Many 
were coined in German from Greek and Latin, and are indistinguishable 



\i\ORD INC LT R E2 183 

from other Greco- Latin technical terms in English, whjch have been formed 
according to the conventions of professional academic groups, and are 
largel) independent of national or language groups. The) are part of an 
international 'ocabular~ which makes the notion of et) mology as origin in 
a single gi' en language rather dubious. 

( 4 ) Loan t7't:UJ.Slatio1H. This categof) includes 

• anti -bod) < Antikorper· pecking order < Hackliste (nowadays < Hack­
ordnung)· pm-\er politics < Machtpolitik; rainforest< Regenwald; space­
time < Raumzeir· superman < Obermensch 

The OED notes other cases as mere!) paraHel in German and English: 
breakthrough ( Durchbruch delouse ( e1ulausen ), hookworm ( Hakemvurm). 
If we allm\ both sets the software finds about 25 items in this category. 

( 5) Indirect loans. The OED software does not rustinguish between 
words loaned recently from German and "ords with a more complex 
history. For example, some\-\ ords passed from much earlier forms of German 
into Yiddish , though there rna~ still be comparable words in modern Ger­
man, and usually '·a American into British English. There are over 30 
examples, such as bagel, glitzy, tz.-osh, schlep and schmal(t)z. See Rosten 
( 1971 ). 

There can be no defirutive. list of the v.ords which are in English. The 
vocabulaq of a language is an open set, with "ords coming and going aH the 
time. This is discussed in a famous passage in the original introduction to the 
OED: the vocabulary of English is not a_ fixed quantity circumscribed by 
defirute limits', but rather a 'nebulous mass [with a] clear and unmistakeable 
nucleus [which] shades off on all sides ... to a marginal film that seems to end 
nowhere'. (See chapter 2.8.2 on core vocabulary.) The vocabulary also 
shades off into obsolescent and archaic words. Etymological dictionaries 
contain information on the first sighting of a word ( usuaHy in a written 
text), and loans referring to world political events (such as sputnik and 
Wate121ate) can often be precisely dated . But we cannot see words die: 
many of them just crawl away quietly and hide in large dictionaries, where 
their last resting places are labelled 'obsolescent' or 'archaic'. Although 
words may have a sudden onset of use, the) often rue out gradually, which 
is why the language of older speakers may sound old-fashioned. This decreas­
ing frequenq can only be recorded in large corpora: for example, sputnik 
arrived in Engljsh and many other languages in 1957, but is no longer 
recorded in Co build ( 199 Sa). 
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8.8 Frequency in the Vocabulary versus Frequency in Texts 

If we look at all the word borrowed from German over the la t: 500 years 
the number is surprising! large. Pfefter and ann n 1994 collected data 
from the OED plus 'all major dictionarie .in Eng.li h' and found ove r 6 000 
German loans from 1500 to the present da). Even thi large number is only I 
or 2 per cent of the English ocabular. a rec rded in the OED \\ hich 
contains over 320,000 head ,., ords and 616 500 ' o rd-form . including 
derivatives and phrases (Algeo 1990). However Pfeffer and annon point 
out that only some 10 per cent of these loan arc in eveq da) use. The list of 
6,000 contains words which are atte ted in Engli h-bnguage text but man) 
are rare or obsolete. If we look at the German loans " hich are actuali_ used in 
contemporary English - and if we further exdude indjrect loans proper 
names and the like - then we are left with a much smaller number. In 
addjrion, we should probably consider scparatel the man, highl) specialized 
technical words, which occur only in a narro\ .range of texts. Therefore in 
general corpora, the text frequency of German loans is much lo\\ er agajn. As 
with the vocabulary as a whole, a few \vords occur frequendy, but most 
words occur rarely. 

I searched for all the nineteenth- and twentieth-century German loans 
listed above, inclurung their derivatives (e.g. ecology. ecological ecologist) in a. 
corpus of 2. 7 million ,,. ords, v. hich contained ample from ' er a thousand 
different texts, spoken and written , fiction and non-fiction of many genres, 
ali post-1900, mostly post-1960, and including o er 500 000 words from 
British and American newspapers. Onl 15 loans occurred more than lO 
times: 

• antibody, blitz, biology, diesel , dollar ecology, enzyme~ handbook hin­
terland, lager, marxism/t, nazi sm , space-time waltz Yiddish 

Most occurred fewer than five times or not at all: 

• angst, eiderdown, rucksack, snorkel (fewer than 5) 
• ersatz, kindergarten, poltergeist, zeitgeist not at all 

Even if we include words such as biology and aU its derivati es frequency 
140) and dollar (frequency 80), the combined frequeng of occurrence, as 
only about 650. This is fewer than one occurrence ever 4,000 \\Ords or 
about 0.025 per cent of running text. 

The text frequency of words depends on the content of the texts in 
the corpus. For example, there were 12 occurrences of the loan translation 
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space-tinu all from a single text on astrophysics and 38 occurrences of Nazi 
(nearl} 6 per cent of the total of 650) many from texts on German history, 
though the word i distributed throughout the corpus. Its frequency does 
not seem to be an artefact ofm~ data since the Cobuild Dictionary (l995a) 
records Nazi in its third frequenq band: amongst the 3,400 most frequent 
words in English. Even azism. gets into the top 15,000. 

A few recognizabl~ German loans with their frequency of occurrence in 
The Times and the Sttndav Times in 1995 include 

• angst 189· blitz 210· diesel 306· eiderdown 7· ersatz 49; hinterland 68; 
lager 198; kindergarten 54; nazi nazis nazism, etc. 459; poltergeist 4; 
rucksack 49· "altz 114· Yiddish 28 ; zeitgeist 56 

8. 9 False Friends: Flak, Blitz and Angst 

One principle of etymoloro is the etvmological fallacy (see section 8.2 
above ): the 'real' meaning of a word cannot be established from its history. 
Thus, even v.rords '' h:ich are borrowed from German, and recognized as 
such, may not mean the same in. German as in English. In fact, they are 
most unlik.el) to mean exactly the same, since they are used in a quite 
different linguistic context, and loan words can create false friends. For 
example, t\\ o \\ ords which were originally military terms in German have 
undergone changes of meaning in English: flak (occasionally spelled flack in 
English) and blitz. 

In German, Flak was a World War I abbre' iation of Flieger- or Flugzeug­
abtvehrka•~one ( = 'anti-aircraft gun"). The abbreviation occurs in words 
such as Flakartitlerie ( = 'troop armed with anti-aircraft guns"), and the 
word occurs in modern German only in discussions of military history. In 
English, the word still has a military meaning, although the sense has shifted 
from the gun to the bullets, often in the phrase flak jacket . . However, it has 
acquired an extended sense," hich does not exist at all in German, of"severe 
criticism". Only this "c.riticism" sense was considered frequent enough to be 
included in the Cobuild dictionary (1995a). The word flak occurs in 140 
articles in The Times and the St4-ttday Times in 1995, both with its military 
meaning, but also frequentl} with a critical or ironic meaning, and often in 
phrases preceded by a colloquial verb and a quantifying expression, as in 

• take all the flak; arouse considerable flak; attract political flak; catch most 
of the flak; come in for a lot of flak; cop the fl.ak; draw considerable flak; 
escape the flak; face the flak; get a lot of flak; pick up some flak; run into 
more flak 



186 WORDS INC LT RE 2 

• a new generation of Flak Catchers staff are trained to deal" "th consumer 
complaints 

One reason why flak is frequent in newspapers is that it is short. For example, 
a newspaper headline used the phrase Union Flak, followed in the bod} of 
the article, by the phrase criticism from teaching 1mi01~s. In urnmary the 
word typically occurs in informal phrases such as TAKE a lot of flak for and is 
often used to refer to public criticism of public figures. 

In German, Blitz means "lighming", and it is al o u ed in several com­
pound words, which denote a rapid and surprising action of some kind, for 
example Blitzaktion, Blitzstart or Blitzkrieg ( ~' hich has aJ o been borrowed 
into English). In English, the Blitz was given the narrower meaning of the 
German bombing of British cities, especially London, in World War II. 
However, blitz has also acquired new meanings, especialJ) in the media. In 
The Times and the Sunday Times in 1995 it occurred in 210 articles~ still 
frequently in its original sense (e.g. the L01~don Blitz) but also frequentl), 
usually as a noun, but also as a verb, as in 

• advertising blitz; legislative blitz; marketing blitz; media blitz; merchan­
dising blitz; promotional blitz; propaganda blitz; publicity blitz; blitz of 
TV ads 

• I trust the motorway police will have a blitz on these idiots 
• a drugs clean-up ... or blitz on illegal immigrants 
• the Tories are to blitz seats in Scotland 
• the marketing campaign [began] with a blitz of cardboard .Michael Jack­

son cut-outs 
• launched another 'humph-busting' blitz to get rid of milli.ons of unnec­

cessary pieces of paper 
• in a blitz in the Naples hinterland ... police seized goods 

This second meaning has complex connotations. It means a major, sudden, 
and therefore surprising, effort to deal with something which has been badly 
neglected; an attempt to catch people unawares, either in connection with a 
marketing campaign (launched an advertising blitz), or with a campaign to 
clean up anti-social or criminal activities ( ~ blitz O'fl. drink-drivitliJ). This 
informal use is most frequent in spoken English and in journalism. 

I will take a third example in more detail: angst. In e\eq day Germanl 
Angst haben means "to be frightened oP'. Ho'' ever, the ense borrowed 
into English comes from psychology and philosophy. Wierzbicka ( 1999: 
123-67) gives a detailed analysis of its meanings as a cultural keyword in 
German. There is an OED citation from 1849, but the first main citations are 
from Freud [1922] and Heidegger [1941], where the word has the meaning 
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of ' existential dread mctaph~ ical guilt and fears . Ho'' C\ er~ in more 
recent everyday Engli h it has a quired trong e\aluati\e connotations, 
with the pej rati\'e implication that the dread is about tri\ ial things. It 
often occurs in emi-fixcd phrases. about 10 per cent in angst-1-idde1t, and a 
further l 0 per cent in tee,l (age a1Jg$& plu related phrases such as adolesce1'lt 
angst and high school a'lgJt. It is omething '' hich is pandered to or thrashed 
out; people are aid to be 1·ilidlcd 1vi.th or ri1 en 11 ith angst. The following 
examples (from the Bank of English) are evidence of its highl) critical 
connotatlons: 

• piffling, sniffling pseudo-angst 
• nasal '' hining or che tbeating angst 
• the usual teen -angst punk thrash, grungefest boogaloo 
• tawdry angst-ridden verses [ recollect] his inglorious past 
• a tasty mix of angst and vinegaf) pop thrills 
• what lurks at the bottom of the Angst Barrel be glad we're here to scrape 

it for you 
• self-adjusting cruise control could take much of the Angst out of the 

Autobahn 
• genuine tortured :souls or mere designer angst merchan.ts? 

In the last example note the use both of designer (as in designer 
drugs, designer stubble) in the sense of 'superficallv fashionable and trendy"; 
and also of mercha1tt in the colloquial sense of someone '' ho is engaged in a 
disreputable acti\ it) (gossip 1ne~·cJm.t~>t speed 11u>rchant). Meanings are typically 
distributed across phrases, not tied to one \\Ord-form. 

These examples sho" strong e aluative connotations which the word does 
not have in German. Its main use in English is \\hen other people's behav­
iour is being evaluated in ironic or highl) critical "ays. Angst is something 
typically suffered by adolescents, or b) middle-aged, middJe-class, introspec­
tive, sensitive, suburban souJs ' ho ha' e no genuine worries. It is one of a 
large set of words in English especiall) in British culture?) which are deeply 
critical of people for trying to appear more important than the speaker thinks 
they are. Channell (2000 ) discusses other examples such as grand, pontifi­
cate, set{-impo1·ta11t., soc.iai clim.ber. The Gobuild Dictionary (l995a) notes 
that angst is ' used mainl) in journalism'. I checked its occurrence in The 
Times and the Sunda)' Tim-es in 1995. It occurs in 190 articles, but is much 
more frequent in the Sunday edition than in the \\eekday editions. It appears 
on average in two articles in each Sunda) edition. This carries many more 
articles on artistic and cultural topics and the '' ord is often used in reviews of 
books, music and films oflen mocking people for their essentially trivia~ : 
fashionable concerns. Examples include.: 
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• the angst of hiring baby's first nanny 
• middle-class angst is instantly lampoonable 
• the teen rebel angst that is de rigueur in the anglo world 
• arguing ... that angst was out, self-pity was passe 
• his male-angst mid-life -crisis novels 
• childhood angst and the first stirrings of pupp) -lo\e 
• liquor, wife-swapping, existential angst and hypocriS) 
• drink, drugs and post-adolescent angst 
• the controversy, the backbiting and the hand-\\ ringing angst 
• Brecht's late-life, angst, schadenfreude, weltschmerz and many other 

nasty German words-laden classic [from a review of The Caucasian 
Chalk Circle] 

In the last example, note the other German loans. Schadenfreude occurred in 
45 articles, though weltschmerz occurred only in two. The concordance lines 
(see concordance 8.1) give a few examples of the most frequent collocations. 

Together, the three examples illustrate the complex changes which can 
take place when words are borrowed across languages. AJJ. three have formed 
false friends. Their uses in German and English are quite different: this 
includes the strong tendency of the words to occur in typical phrases in 
English (such as, take a lot of flak, launch a blitz on teenage angst). All three 
are most frequent in journalism. Speakers of English as a foreign language 
should perhaps be especially careful in using the word angst, which often has 
an ironic and insulting discourse prosody. 

8.10 The OED and Cultural Keywords 

Archbishop Trench ( 18 51), one of the proposers of the OED, saw language 
as 'fossil history', and Raymond Williams ( 197 6 ), in his famous Vocabulary of 
Culture and Society, uses the same geological metaphor. Using data from the 
first printed version of the OED, Williams investigated the history of over 
l 00 keywords in British culture: nodes around which ideological battles are 
fought. He uses a more modern (Marxist) idiom than Trench, but his idea is 
essentially the same: that words embody facts of history, and that they can be 
analysed diachronically to reveal unconscious assumptions of their commu­
nity of users. 

Williams also shows that many words in English were influenced by 
cognate words in French and German. Words are borrowed back and forth 
between languages, and although a word-form may not have been borrowed 
from German, many meanings have been greatly influenced by German­
language philosophy, psychology and sociology. In many of his entries, 
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l. t she has re -created herself as angst-ridden l- -vear-old Lettie Chubb in 
2. H> Pa\\ an: ~ ·et another bunch of angst -ridden Americans who deal 111 guita 
3. ght. Box 26615. - Le bian, 30 angst-ridden and fed up. Loves musiC, fr 
4. trois fans Limebird - Magpie - angst-ridden bU£ stvlish fuzz boys Razor 
5. anything 1 difficult but for angst-ridden cont:l'ol freaks like us who 
6. 845 514211 . -.Mother who ha\'e angst -ridden da\ s wondering about \\hat h 
7. rner) - From all-a tion hero to angst-ridden c\'eryman Harrison Ford's c 
8. cal rcvJews where I'm like, the angst -ridden geniu and srufi and the p 
9. xpcriencc-Newman becau c of hi angst-ridden good looks and stunning!} a 

10. at Radio head who, despite their angst-ridden 1m age actually inspired th 
11. u 're looking for a fi ne line m angst-ridden in die pop with fi.tture poten 
12. teralism of EI Penitente r the angst-ridden introspection of Herodiade? 
13. o she had been telephoned by an angst-ridden parent seeking help for her 
14. that such lyric aren't simply angst-ridden personal confessions. The 
15. e. It's easy to as ume that his angst- ridden postures arc the product of 
16. ted b)' archetypal sound and an angst-ridden post-colonial search for fr 
17. was, however, disturbed bv the angst-ridden qualit) of German policy du 
18. ovember '83. After two years of angst-ridden soul searching and worrying 
19. as a role model by hippies and an.gst-ridden teens, determined to set th 
20. aken serious!). Here, 1n tawdr) angst-ridden verses, he recollects his 1 
21. So begins the dating game the angst-ridden weeks of plotting and polit 
22. ran film -maker and do en of the angst-ridden, filed suit against his Ion 
23 . hed notion that all artists are angst-ridden, sensitive souls. Unpretent 
24. unk as f-and the soundtrack ts angst-ridden, spastically groovy, punk r 
25. I female band as long as you' re: angst-ridden I ranting I heartbroken /meekly 
26. ause for Verve for keeping teen angst alive, adding drily - They don't h 
27. r Flash Liquid_ - June 30: Teen angst evening with The Shangri-Las. - Th 
28. their fusion ga'' 1-.·y energy teen angst, .rap urgenC), heavy-duty rhythms, 
29. n repetition emblematic of teen angst. Li'ke Understanding. You don't und 
30. If you treasure the early teen- angst movies of Mcdowell, you must immed 
31. tp paper, and 1s the usual teen- angst, punkthrash, grungefest boogaloo, 
32. zy pop melodies, simple teenage angst and boundless, unstoppable enthusi 
33. intensity, h.iding their teenage angst and depression under a pile of hoo 
34. neers CJi,e - We're the teenage angst fiery West midlands guitar band, a 
35 . Thrashing out all that teenage angst has meant she' s come to know herse 
36. autobiographical line, Teenage angst has paid off well, now I'm bored a 
37. o' IS Kurt 's revenge. - Teenage angst has paid off \\ell. Now I'm old and 
38. perfectly with Rollins' teenage angst lyrics. He plays these high-pitche 
39. s the ne\\ kid m town - Teenage angst, love, fights, summer camps - they 
40. loop of somebod) else's teenage angst. They move the goal posts altogeth 
41. dy time pouring out her teenage angst. Whate\er Rosie's problem, Pamela 
42. the latest addition to teenage angst. 'I do think about spots, but line 
43. ult 1s some truly awful teenage-Angst poetry ('1 must write/! must live 
44. vamp1re film with teenage biker angst and Kathryn Bigelow's lovely and e 

Concordance 8.1 Sample concordance lines for angst-ridden and teen( age) angst 
Note: The data are from the Bank of English. 
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Williams notes the influence of major thinkers such as Freud, Hegel, Herder, 
Marx and Weber. Cases where Williams notes German-English relations 
include 

• aesthetic, alienation, anthropology, bourgeois, capitalism, class, commu­
nity, culture, dialectic, ecology, ethnic, existential, folk, formalist, genius, 
history, humanity, idealism, ideology, imperialism, individual, industry, 
materialism, pragmatic, psychology, romantic, sociology, theory, uncon ­
scious 

The word-form unconscious is not a German loan, but a central part of 
its contemporary meaning comes from the popularization of Freud 
from the 1920s onwards. The OED on CD-ROM can also be searched for 
all quotes from a given author: the software finds half a dozen 
quotes from Freud. Such examples show that the significance of etymo­
logies can be seen only if sets of words are studied in their djscourse 
contexts. 

8.11 A Further Note on Vocabulary and Text 

As I emphasize throughout this book, the vocabulary of a language is not 
just a list of words, but a network held together by different types of 
relationships. In this chapter, I have given examples of borrowing and mean­
ing change, but investigating the overall system would require quantitative 
techniques which are well beyond the scope of this work. (Tuldava, 1998, 
provides an excellent discussion of many points.) However, some points can 
be made informally as follows. 

The vocabulary of English has increased over time, at different speeds at 
different periods of history, in reaction to different external pressures, such as 
standardization and the need for technical terms. At some periods, this 
growth has been very rapid indeed, and an inventory of the vocabulary of 
English which includes all the technical terms which have been introduced 
over the past hundred years would be huge. 

Some words have been in the language for a long period of tim.e, whereas 
some are more recent acquisitions (such as many words concerning 
modern technology), and others are fashionable for a short time and then 
drop out again (the fate of many slang words). So, dictionaries from different 
periods can be compared to see how much overlap there is in the vocabulary 
recorded at different times. It turns out that there is a strong positive 
correlation between the 'age' of a word (how long it has been in the 
vocabulary) and its frequency of use. Tuldava (1998: 144) gives data on 
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English and severaJ other language including tatistics on words which 
were aJread y in English in the year 1100: com entionally, linguists talk of 
Old Engli h up to thi date and of i\rtiddJe English from 1100 
to around 1500. There \vas o bvio usly no sharp break in language 
history, though there '' ere large changes in the language due to the 
Norman im a ion of 1 066. H e finds that 94 of the 100 most frequent 
words in contemporar) English (which are aJmost all function "ords ) were 
already in the language in the ~ ear 1100. This percentage declines steadily, 
such that 4 7 per cent of \\ ords in the frequency band 401-500 were 
in the language in 1100 but only 31 per cent of words in the band 
901-1 ,000 . 

German is more consen ati.\ e than English in so far as the corresponding 
statistics are: frequenq band l-100 , 94 per cent (identicaJ to English); band 
401-500, 63 per cent · and band 901- 1 000 53 per cent (a much higher 
retention rate than English . Of the 1 000 most frequent words in English, 
about 46 per cent ha e been .in the language for at least 900 years; the 
corresponding figure for German is 68 per cent. 

The decline in older words as the frequency of use declines is to be 
expected, because if a word is in constant, frequent use, it is less likely to 
drop out than a word which is onl rarely used. Therefore one would 
expect very frequent function words to remain stable over time , whereas 
less frequent content words will come and go more easily. This is indeed so, 
and it is an exceptional case that the pronouns they and them were borrowed 
into English from Scandinavian due to the Viking invasions, and replaced 
the Old English pronouns. So, there is a dose connection between the 
vocabulary of a language (the system on which speakers can potentially 
draw) and the frequency with which '' ords are used in text ( actuaJ language 
use). 

This close connection is aJso seen in the relations between etymology 
(Germanic or Romance), word length (shorter or longer), style (formal 
or informaJ ), and gran1mar (Ellis 1997: 74-5 ). There are many pairs of 
approximate synonyms which consist of a less formaJ one-syllable Germanic 
word and a more formal multi-syllable Romance v. ord: 

• give, present; tell, recount; show, demonstrate 

The Germanic words allow two different grammatical constructions, whereas 
the Romance'' ords allow only one, for example: 

• I gave the book to Susan. I gave Susan the book. 
• I presented the book to Susan. *I presented Susan the book. 
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8.12 Summary and Implications 

In this chapter I have illustrated some ways in'"' hich ne'"' data on etymology 
and word meaning can be provided both b~ raw corpora, and also by 
relational data- bases and corpus- based dictionaries. 

( 1) On data and interpretation. Data-bases and large corpora 
allow types of semantic study which were previous!) impossible. Howe er, 
as Jucker (1994: 154) warns, the OED on CD-ROb1 can be a 'dangerous 
research tool'. Large amounts of data can be collected \vith ease, 
but one needs to check carefully exactly ' hat data the computer 
sofuvare is providing, and only careful interpretation can turn data into 
evidence. 

(2) On German. The impact of German on modern e eryda) English is 
small, though larger and more varied than often supposed, and the influence 
is largest in academic areas. All of this perhaps does something to balance the 
stereotyped blitzkrieg-lederhosen-kitsch view of German influence on Eng­
lish. 

( 3) On linguistic and encyclopedic knowledge. Diachronic examples 
show again (see chapter 7) that there is no dear boundar) between linguistic 
and encyclopedic knowledge. In some cases, knowledge of the foreign origin 
of a word is essential to understanding aspects of its meaning. For example, 
many German borrowings have historical and cultural connotations, and 
French and Italian borrowings have been added to the English vocabulary 
for cooking and convey the connotation of fine food. 

( 4) On contexts. The examples also shm;~, that the most interesting 
findings often arise, when words are studied, not individually, but in lexical 
fields, in text-types, and in the light of their source languages. Indeed, these 
contexts are not independent, since sets of words borrowed from a given 
language may be used in particular text-types for particular topics. For 
example, German is the source of many academic words in English. 

(5) On instance and system. There is a distinction between words in 
texts (as instances of language in use) and words in the ocabulaq (as part of 
the language system). For example, German borrowings are quite frequent 
in the vocabulary ofEnglish, but have a low frequenq of occurrence in texts. 

8.13 Background and Further Reading 

The OED was designed in the late nineteenth century, and publication of the 
first edition was completed in 1928. This was followed by: second edition 
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1989, second edition on D -ROM. 1992 and on-line edition on the \:vorld­
wide web in 2000. On the hi tory of the OED ee Aarsleff ( l990 ), 1v1urray 
( 1979), and \in chester ( 1998 ). \ inche ter gi,·e a quasi-nO\ elistic, but 
largely factual, accouDt with much linguj tic detail On the later editions, 
see Algeo ( 1990 ) Jucker ( 1994 Durkin 1999 and Simpson and Weiner 
(2000 ). 

8.14 Topics for Further Study 

Since the OED, in its CD-ROlvi and internet versions, is a relational data­
base, it makes po sible man~ research projects which were not possible with 
the printed ersion. In the printed' er ion it is po sible onl) to look up head­
words alphabetically but in the electronic versions '' ords can also be. 
accessed in other wa) s. For example it is possible to search for: all '' ords 
first recorded in a gi' en ) ear or a gi' en period· all ' ords borrO\\ ed from a 
given language; all v ords defined by an intersection of these criteria (such 
as all German loan ben' een 1900 and 1920 · all "ords ending in the suffLx 
-ness; all words which ha' e the ' ord accidental in their definitions; all words 
recorded iD quotes from Freud or Marx. It is also possible to do a full text 
search of the dictionary. For exan1ple the ' ord-form care occurs not only in 
citations under the head-\ ord CARE but also in quotes under many other 
head-words. Extracting all these quotes and sorting them chronologically, 
provides a large amount of data on historical changes in the use of the word 
over the centuries (see chapter 7.4 .2 ). 

If you ha\ e access to these CD- R01vl or on-line 'ersions, carry out some 
simple studies . For example, select one or m o languages, and investigate 
what words English has borrov. ed from them, and v. hether these words fall 
into particular semantic fields. Are the words culturally significant? Are they 
assimilated into English? J ucker ( 1994) gi\ es examples of other projects. 





Part III 

Implications 
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Words, Phrases and 
Connotations: 

On Lexico-graintnar and 
Evaluative Language 

In earlier chapters, I have discussed aspects of e\ aluati e meanings: connota­
tions (chapter 2 ), discourse pro odies (chapters 4 and 5 ), and culturally 
significant kq words and phrase (chapters 7 and 8 ). In this chapter, I will 
develop some of these concepts and relate them to the way in which speakers 
and writers express their point of ie\J in texts. Work in corpus linguistics 
(especially Sinclair 1991 · Lomv 1993; Channell 2000 ) has shO\i\ n that many 
more words and phrases ha\ e evaluati e functions than is usually recorded in 
dictionaries. This work has also shm\ n how e idence for e\ aluative meanings 
can be collected b) quantitati e analysis oflarge corpora (Church et al. 1991; 
Clear 1993; Stubbs 1995a, l995b, 1995c). 

9 .l Connotations 

Evaluative language is usuall treated in linguistics under the concept of 
connotation (chapter 2.6). This term is also used in everyday English. As a 
character in one of P. D. James's detective stories (Shroud for a Nightingale) 
says; 

Helping the police! [sn't there a sinister connotation about that phrase? 

P. D. James's character is correctly pointing to a connotation that would be 
widely recognized. However, within linguistics, connotations have often 
been regarded as 'unstable' and 'indeterminate' (Leech 1981: 13), or limited 
to the 'personal or emotional associations which are suggested by words' 
(Crystal 199 2: 80). The implication is that they are 'ariable across speakers, 
idiosyncratic, and therefore of limited interest. Connotation therefore 
receives little discussion e\ en in major textbooks on semantics and prag­
matics (it is only briefly mentioned by Lyons 1977 and Levinson 1983). In 
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approaches to semantics which have been hea ily influenced by formal logic, 
it is denotation and truth-conditions which are seen as the central part of 
meaning, and connotation is ignored as peripheral and incidental (it is not 
indexed at all in Lappin 1996). 

Words do seem to have different personal associations: for example, ) ou 
might associate cat with "aloof and faithless", whereas I might associate it 
with "small and fluff)r". It may be better, hO\\ e\ er, to say that the associ­
ations are attached to the animal itself, and not to the word. Even if we 
disagree in what we think about cats, we probably understand in a similar 
way expressions such as cat burglar ('\ery skilled at climbing" ), cat and 
mouse game ("skilful, cunning, sadistic"), and looks like something the cat 
brought in ("dirty, bedraggled"). The connotations of the phrases, and the 
stereotypes which they trigger, are widely shared across a discourse commu­
nity and appeal to shared cultural values (Moon 1998). In addition, although 
'basic' is usually used for aspects of meaning which are undeniable and 
independent of context of use, the whole point of an utterance may be to 
express the speaker's attitude, evaluation and point of view. This is "'hat is 
basic, one might argue, and is what is encoded in a discourse prosody. 

Many connotations seem less accessible to intuition than non -evaluative 
aspects of meaning (involving denotation and truth-conditions), and many 
connotations for \Vhich there is strong corpus e\ idence are not recorded in 
dictionaries. It may be that connotations are particularly difficult to retrieve 
reliably by intuition because they are not directly obsen able in individual 
texts, but depend on intertextual norms (see chapter 5). In addition, e\alu­
ative meanings are often inexplicit, less clear-cut and, at least sometimes, 
deniable. Since they are therefore often used in persuasive language, this 
makes them important to study for practical reasons. 

In this chapter, I will assume that the distinction between denotation and 
connotation is valid, but I will lay most of the emphasis on connotation, by 
giving examples oflexical and syntactic units which express evaluative mean­
ings, and on the concept of speaker's point of view. The general argument is 
that evaluative language is open to empirical observation. 

9.2 Verbs, Discourse Prosodies and Point of View 

In this section I will analyse the discourse prosodies of severallexico-syntactic 
constructions, and relate this to the point of view - unsympathetic to the 
events being described - which is conveyed by some verbs. For example, 
three verbs used to talk about dangers in public places are ACCOST, LURK 
and LOITER. All three verbs are used in accusations and complaints about 
other people's behaviour. Speakers are unlikely to describe themselves as 
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doing these activitie . A CO T imphes 'hara. ing someone "vith um" el­
come attention , L RK implie ' lying in '"air for omeone with sinister 
intentions' , and LOITER implie hanging around with no legitimate 
purpose" . The 'erb are quite I ely related in meaning. Thus one could 
say of someone: 

• he loitered at the treet corner lurking there to acco t passers-b) [I] 

The centre of empath~ \\~ 11 be with the person threatened by the 
accoster, lurker or loiterer. Logicall~ the \ erbs requjre the following partici­
pants, though thq ma~ not aU be expressed i11 the surface structure. 

ACCOST: someone doing the accosting, some reason for the accosting, 
someone '' ho is acco ted (and possibly threatened ), the (public) place 
\vhere this happens 

LURK: someone (or something doing the lurking, some reason for the 
lurking, someone who is threatened b_ the lurking, the place where this 
happens 

LOITER: someone doing the loitering the (public) place where this 
happens 

9.2.1 Example 1: I \\as accosted in the street by a stranger 

ACCOST means " to go up to someone, usually a stranger, in a public place, 
and pay them unwelcome (possibl) threatening ) attention". The verb alone 
already predicts that a sequence of events is being recounted, and tills 
contributes to discourse coherence. The typical components in the syntactic 
structure are 

NPl­
Patient 

BE .accosted - b) N P2 -
\Terb 1\gent 

pp 
Location 

As noted by Hallida) ( 199 2: 7 4 ), the verb is frequently passive, usually with 
by plus agent. A reference to a public place is often made explicit in a 
prepositional phrase (in the park, at the end of the street). Characteristic 
collocates and attested examples are 

• abducted, drunk, loiterer, molester, mug, scare, stranger, threatened, 
unknown 

• I was accosted in the street b women I barely know 
• he was accosted in his car in London's Kings Road by two men 
• it is like being accosted by a hysterical woman on a trail1 
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Kuno (1976) proposes some general principles whjch help to explain the 
ways in which ACCOST is used. He argues that it is easiest to empathize with 
the referent of the subject of a clause, and most difficult to empathize '' ith 
the referent of the agent in a by-adjunct of a passive clause . It is also easier to 
empathize with a referent who has already appeared in the discourse: since 
one tends to be accosted by strangers, they tend not to have been already 
mentioned. These principles correctly predict that 

it is uncommon to say (a) I accosted a st1'angn· [I] 
it is more common to say (b ) a stranger accosted me [I] 
it is most common to say (c) I JVas accosted by a stranger [I] 

Type- (a) examples are uncommon, because speakers are unlikely to express 
disapproval of their own actions. I seems to occur in subject position onl) in 
negative or hypothetical sentences: see (a) below. Type-(b) active sentences 
do occur: see (bl ). But in such cases, the \Hiter's sympathy may be with the 
subject NP: see (b2 ), where the object is explicitly marked as disreputable, 
and the accosting is morally justifiable . However, it is type-( c) passives which 
are most frequent. 

(a) I can't just walk in and accost an unknown medic 
(bl ) a woman accosted me recently and accused me 
(b2) he accosted the thief, who dre\v a knife 
( cl ) we were accosted by armed policemen 
( c2) he was accosted by a youth 

There are two discourse motivations for using this t:ype-( c) word-order. 
First, the passive puts the victim in subject position, and therefore expresses 
things from tl1eir point of view. This person is typically already known and 
can be referred to briefly, often as a pronoun. Second, such sentences often 
express explicit disapproval of the agent, and when placed at the end of the 
clause in the by-phrase, the agent can be described in some detail, sometimes 
in a following relative clause: 

• his workers have been accosted by kerb-crawlers 
• she was accosted by an old lady, battered and ragged and bent 
• he gets accosted in the park by somebody who tries to mug him 
• accosted by two men who tried to steal his gold watch 
• accosted by staff who thought he was an intruder 

(Cobuild, 1990: 403-5, discusses these functions of word-order m pas­
sives.) 
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The lemma i not frequent. Of 74 occurrences in a 50-million-word 
corpus and in T11e Times i.n 199 5 34 were a tiYe and 40 ''ere passi' e, of 
which 35 had ~)' plu agent. A OST is one of relative!~ te" 'erbs to occur 
mainl) with b1' plus agent in the pa ivc: most passives are agenrless (Francis 
et al. 1996: 58 ). 

9.2.2 EJ:.ample 2: fears lurking just below the surface 

LURK means ' to lie in wait half-hidden in the background, '" ith the 
intention of causing harm ro omeone . Again the 'erb implies a narrative 
sequence. The t) pical syntactic structure is 

NP - LURK - PP 
Agent \erb Location 

Although a Patient ( orneone threatened ) is alwa_, s implied by d1e meaning 
of the 'erb this cannot be expressed b~ an object P in the surface syntax of 
the clause, since LURK is intransiti e. 

In '"ell o er 90 per cent of case the verb LURK occurs with a place 
adverbial, sometime a "ord such as 1·tea1,.by but most frequent!) a preposi­
tional phrase, such as in da1•k conu1·sor itl- the wings and most frequently with 
beneath or behind. Other characteristic lexis and attested examples are 

• background bushes corner danger dark, death hidden, m) sterious, 
nameless, predator prowl secret, shado\J s, strange, unseen 

• Tom saw a man lurking in the garden 
• the stalker" as often seen lurking outside her home 
• the pessimism lurking beneath the surface 
• the menace that lurks below the ea 
• danger is al\\ a) s lurking near 
• this thought lurked in the dark shadows of his mind 
• beware of the sales traps d1at lurk under those innocent but enticing sales 

signs 
• don't go wandering too far "ith that creature. lurking about 

Often the speech act of'' arning is implicit in the lexis of dangers, problems, 
and threats, and sometimes the '' arning is made explicit~ as in the last nvo 
examples. The following example makes explicit several central features of 
danger, waiting, something onl partly ' isible: 

• Behind her killer, still hardly there was the Unseen. It lurked just on the 
edges of' ision, shifting, hW1gering, "airing. [A] 
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The phraseology around LURK seems to have been stable for hundreds of 
years. A text search of the OED on CD-ROM ga' e o er 100 examples, man) 
similar to those above, including 

• the under-earth spirits are such as lurk in dens and little caverns of the 
earth [citation from 1592] 

• those vices that lurk in the secret corners of the soul [citation from 1712] 

In nearly 300 occurrences of LURK in a 50-million-\\ ord corpus, there 
were only two cases of first person subject NPs (compare Fillmore 1971: 
372 ), and one of those was hypothetical: 

• many of us seem to spend so much of ou.r lj, es 1 urbng around doctors' 
wajting rooms 

• I teel as if I might in some other form be found lurbng under ) our 
father's hibiscus 

Again, two general principles come into operation. First, a connotation is 
rarely carried by a single word, but is distributed prosodicall) across a textual 
sequence. Second, a connotation is often due to inter-collocations. If v. e 
start with LURK as node, then we ruscover that it often co-occurs with the 
prepositional phrase beneath the surface. In turn, beneath, bel01v an.d u.nde'' 
collocate with buried and hidden. And most occurrences of beneath the su.r­
face indicate not a physical location, but refer to an unpleasant state of affairs: 

• the bitterness which had been festering beneath the surface 
• the tensions that had been simmering beneath the surface 
• the anger that lay just beneath the surface had erupted 
• fear lurks beneath the surface 
• just beneath the surface lurk prejudices 
• the monstrous pit of insecurity which I could sense lurking just under the 

surface of the fool's paradise 
• hidden fears and aggressions are lurking just below the surface 

9.2.3 Example 3: LOITER and other verbs 

LOITER has related meanings, co-occurs with similar lexis, and often co­
occurs with a prepositional phrase. Typical attested examples are 

• a youth was loitering by the door pretenrung to read a newspaper 
• he saw a throng of young men loitering about the entrance 
• it's been loitering in some recess of my mind for years 
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The Oxford Advanced Lean~er s Dictionary (OALD 1995: 893 ) points to 
the semantic relation bemeen LURK PROvVL SIDLE, SLINK, SKULK 
and SNEAK, and to their shared connotations of ' doing something bad, 
tq ing not to be noticed secrecy . But ACCOST and LOITER are not listed 
in this connection. Dictionaries ha e no s_, stematic '"a) of relating words 
which have shared connotations. Hm' ever, nov. that dictionaries are pre­
pared from computer-readable data-ba es it \\Ould be possible to bring 
together '" ords which share connotations of "crime" " fear" , "hidden 
danger", and ''suspicion' if such label for connotations can be standard­
ized in the definitions. 

9.2.4 Inter-collocations: the example ofSTREET 

ChannelJ (2000 ) points out that the lemma ROAM has largely 
positive connotations whereas the phrase ROAM" the streets is strongly 
negative. ROAM denotes "move around '' ithout a definite aim or destin­
ation". It can have the positi'e connotation of' freedom" ( fi'ee to roam the 
countryside), though e\ en such uses may have the disapproving connotation 
of "directionless and aimless' , and some attested uses are very 
negative ( Thatche1-ite hm-des roami11-g the buf, fet cars: from The Times, 23 
March 1995 ). However, the phrase ROAM. the streets is almost 
always negati\e and connotes "dangerous and threatening beha,iour", as 
1.11 

• packs of wild dogs roaming the streets; drunken hooligans roaming the 
streets; thousands of armed men roaming the streets 

The question arises as to where the negati\ e connotations of the phrase 
come from. One ans\<ver (according to Cha.Imell's data) is that the subject of 
the verb is almost always plural, and usuall) an expression for a large, often 
threatening, group of people or animals, including 

• bands of looters; mobs; packs of \Vild dogs; sixty teenagers; thousands of 
armed men 

A second answer is that STREET itself is often used non-literally, and that 
many of these non-literal uses ha e negati e connotations. Not alJ uses are 
negative. For example, the »tan or n1oman in the street has a non-literal 
meaning ("ordinary people" ), but is not disapproving, and the expression 
streets ahead can be positi' e. In a more recent use, street can occur positively 
as a predicative adjective: 
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• He cooks from his heart, soul, mind and stomach. What emerges is at 
once elegant and totally street. [From an article about a Scottish chef, 
New Statesman, 19 June 1998, p. 34.] 

Presumably this use has developed from phrases such as street-wise and street 
cred, which for some speakers, refer to positi\ ely e\ aluated characteristics, 
although for other speakers they connote less pleasant aspects of modern life. 
Street-wise means being able to deal with the dangers of big cities. Street cred 
refers mainly to youth culture: see below on the often negative connotation 
of youth(s). When street is used to name roads, it is only used of built-up 
areas, and usually in the centre of towns and cities, whereas roads in the 
suburbs are called road, avenue, crescent and the like. So, street often con­
notes the inner city and its dangers. Singular street occurs frequently in the 
phrase street gang(s). One can be accosted in the street by strangers. If some­
one has just walked in off the street, this implies "someone who lacks experi­
ence", or connotes "lack of security". Street value is used to refer to the price 
of illegal drugs. The stuff bought on street corners connotes "illegal goods", 
probably drugs. Street-walker is an old-fashioned term for a prostitute. An 
attested cliche is hanging about on street corners muB!Jing old ladies. If some­
one is put out on the street(s) it means they are "unemployed". 

The phrase the streets most frequently connotes danger. Attested examples 
include 

• a growing rnenance on the streets; not safe to walk the streets; sleeping 
rough on the streets; keeps criminals off the streets; put more police 
on the streets; criminality that breeds gangsterism and death on the streets 

I searched 355,000 running words from British and American newspapers 
published in 1991 for the phrase the streets. There were eleven examples, 
predominantly negative, including: 

• terrorist bombs on the streets of Northern Ireland 
• vigilante mobs patrol the streets 
• on the streets with the community and not stuck behind a desk 
• visions of rubbish piled high in the streets 
• people can walk the streets without fear of attack 
• a generation that once took to the streets 
• thousands who took to the streets in the name of democracy 

These examples show that both singular and plural are often used non­
literally. Some examples connote activities which are illegal or undermine 
public order in some way. More generally, the streets(s) means "out of doors, 
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in public places" . It can therefore stand in opposition to " at home or at 
work", and it can mean " political!) active ( take to the streets) as opposed to 

passive. Text anal) sis often leads to the recognition of anton~ mic relations 
which are not evident from \\Ords anal) sed in isolation. In a single ne\\'spaper 
article about social changes in Iran ( Nen' Statesma11 10 Jul. 1998, pp. 33-4) 
there were three sentences containing st7'eet(s): 

• President Khatami dedicated to reform, is tr~ ing to foster a new feeling 
ot~ the streets 

• the once dreaded ... thugs "ho used to beat women i1~ the street [for 
being improper!) dressed] ha\ e lost their zeal 

• football victories [in the World Cup] have brought boys and girls out onto 
the streets 

The following points are speculati' e but techniques arc becoming available 
to develop them. If it is possible to anal)se inter-collocations, then we will be 
able to show how the discourse prosodies of different words and phrases 
mutually support each other in the expression of a speaker's point of view. 
We currently have no \\ ays to identif) inter-collocations automatically, 
though manual searches can reveal parts of the networks im olved. For 
example, the following frequent collocations are recorded in the Cobuild 
(l995b) Collocations on CD-ROM: 

• streets <walk, police> 
• walk <street> 
• corner( s) <street> 
• gang(s) <youths, police, street> 
• youths <police, gang(s)> 

From the analysis above of ACCOST, LURK and LOITER, we also have the 
beginnings of a network of words and phrases 

• accosted - in the street - by a stranger -lurk beneath the surface - hidden 
beneath. the surface - danger - warning 

whose inter-collocations begin to show common ways, especially in the mass 
media, of talking about threats to public safety. This point of view is visible in 
attested phrases such as 

• walk the streets in safety; more police on the streets; anyone can just walk 
in off the street; hang around street corners; street (corner) gangs; gangs 
of youths; clashes between youths and police 
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Such inter-collocations and phrases are most unlikel) all to co-occur in a 
single text, and are therefore not directly observable, but neither are they 
mysterious. They are indirectly observable in recurrent collocations and 
intertextual relations. If it is possible to develop more systematic techniques 
for identifYing such lexical fields, then we will have m o powerful general 
techniques of text analysis. First, by identifying networks of inter-collocating 
words, we will be able to show how prosodies on different words and phrases 
support each other, and contribute to textual cohesion. Second, by establish­
ing which words and phrases express centres of empathy, we ' '"ill have a 
technique for analysing the point of view expressed by texts. (See Pusch 
1984: 118; following Kuno 1976.) 

9.3 A Lexico-syntactic Example: MAKE one's way 
somewhere 

Here is a case of a lexica-syntactic construction with identifiable, but prob­
abilistic, discourse prosodies. This example shows again the abstract nature of 
extended lexico-semantic units. Corpus data do not generally reveal fixed 
phrases, but patterns of co-occurring lexis and syntax, which realize much 
more abstract syntactic frames and/ or semantic units. They are characterized 
by frequent core lexis, but the lexis is typically highly variable, and sometimes 
highly productive. Consider examples such as 

• she made her 1vay along the corridor 
• the little beetle found its way to France in the 1860s 
• they have fought their way up through the hierarchy 
• they worked their way up the stream 
• he saw Sir Cedric making his leisurely way into the hotel bar 

The surface syntactic pattern in these cases is 

NP- V- NP (= one)s way)- PP 

The pattern is frequent: up to 100 occurrences per million running words. 
The core of the construction is a verb followed by a NP whose head is way 

followed by an almost obligatory adjunct. This adjunct is usually a preposi­
tional phrase indicating direction, but can be a single word such as through or 
back. Indeed, alone or introducing longer PPs, these are the most frequent 
words after way. These three words inter-collocate, and if we look just at 
these collocations, we find that way- through and way- back both often occur 
in this syntactic construction: 
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• the road n1eaves its JPay thr·ough a patch\\ ork of farms 
• Charles '' as n orking his IVay thr·ough high school 
• the ambulance picking in Jvay through the crowd 
• [the firm] has clawed its maJ' ba.ck into the black 
• they had fought thei1· 11 aJ' back in to the buildings 
• \\ e picked otw wa;r back through the rubble 

Way is preceded b~ a possessi\ e adjecti\ e '' hich corresponds to the 
subject pronoun or noun phrase. I " ·u use o1te )s 1vay to indicate the 
variable phrases such as my 1va • and you.r wa)t This surface structure NP is 
the direct object of the 'erb: hm. e\ er. 'erbs \:vhich are normally intransitive 
can occur in this construction (see belo" ). The most frequent verbs 
are MAKE, FIND and \.VORK; also frequent are FIGHT, 
PUSH, PICK, FEEL GROPE THREAD and FORCE. The construction 
usually has an animate agent in the subject NP: in these cases it expresses 
the agent's intention to mm e in a definite direction, and it often (but 
not ahvays) expresses difficul~ where force is used, or where care is neces­
sary: 

• I battled my 1vay over or through each obstacle 
• hordes who had batte1•ed their JVay into the Roman provinces 
• the young hatch, chipping thei1• Jvay out of their shells 
• in a futile attempt to claw his way back to the surface 
• they forced their way through the thick 'egetation 
• he must grope his way into the labyrinth 
• we made our wa)' down the precipitous slope 
• he picked his way back down the ladder 

The construction always implies success in crossing the area or reaching 
the goal described in the prepositional phrase (Marantz 1992: 184-5). So, a 
sentence such as 

• they chipped their way out of their shells [ M] 

is interpreted as "they succeeded in getting out of their shells by chipping" . 
Hence the oddity of sentences which specify only the starting point of 
the movement, but the acceptability of sentences which specify the end 
point: 

• *we battled our way from the bottom of the hill [I] 
• we battled our way to the top of the hill [I] 
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Two semantic features are aJways con e)ed: intention and completion. 
Intentionality is implied even with verbs which are normaUy intransiti e 
and non-agentive, or have non-animate subject NPs: 

• she was sleeping her way to the top 
• it is the water working its way underground that does this 

The sets of semantically related 'erbs '' hich can occur in the construction 
are described by Francis et al. (1996: 330-8 ). Many instances in ohe twisting 
or \vinding movements, difficult or careful movements , or the noise im oh ed 
in the movement. Often, the construction is used ' ith \erbs which denote 
force and violence (as above ), dishonesty, iJlegal acti' ities or stupidil). 

• people who bluff their way through music 
• politicians who cheated their lvay to gm ernment 
• 've muddled our 1vay through 

Another recurring use expresses the struggJe to reach the top, often m a 
career 

• fighting his way to the top of the greasy pole 
• he paid his mvn way through law schooJ 
• [the firm's] determination to claw its way to the top of the publishing 

industry 

However, the construction is very productive, and many other erbs occur. 
Francis et al. ( 1996) and Levin and Hovav ( 1996) document verbs of sound 
(we shall sing our 11Jay round the world). Francis et aJ . (1996: 331 ) also note 
just how much productivity the construction aUows, and the question arises 
as to whether there are any constraints on the verbs which could concei abJy 
occur, or whether any verbs (and sometimes even nouns ) are interpretable as 
verbs of motion in the given frame. All these are attested . 

• cooking and eating (and drinking) my 1vay th1·ough this book 
• he has tinkled his Jvay to fame on an old piano 
• I unpeeled my way through the sodden address book 
• Mrs Thatcher handbagged her way through Europe 
• they jackbooted their way through the crowd 
• oozing charm from ev'ry pore, he oiled his way around the floor 

The last is from a description of dancing in My Fair Lady (cited by Wray et al. 
1998: 83). 
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Superficially the structure i NP-\ - P where the econd NP (on.e)s way) 
looks like the direct obje t of the Yerb. It is s~ ntactically obligator) "ith 
MAKE, but al o '''ith other ,·erbs perhap especia.ll~ with the more innova­
tive erbs (where perhap more guidance is needed for correct interpret­
ation ): 

• he has tinkled his wa;r to fame on an old piano [A] 
• *he has tinkled to fame on an old piano [ M ] 

Howe\er, it can often be omitted as in 

• the road weaves its way through a patch\\ork of farms [A] 
• the road weaves through a patch,vork of farms [M] 

That is, the NP on.e }s JT'ay is semantically empty: it emphasizes the meaning of 
directionality which is often expressed in the erb and al\\ a) s expressed in the 
adjunct. 

In summary, the pattern in,olves: ( l ) Delexicalization: a single fixed word­
form (way) is semanticall) empty; it has a focusing function of repeating part 
of the meaning of the almost obligatory direction adjunct, and often of the 
verb. (2) Colligation: an obligatoq grammatical item (a possessive adjective 
corresponding to the subject NP)· and a direction adjunct, usually a preposi­
tional phrase. ( 3) Semantic preferences: sets of 'erbs which often denote 
difficulty and/or iolence and/or caution· the most frequent verbs can be 
specified, but the li tis open-ended and high!) productive. ( 4) An unpleasant 
discourse prosody in around half of all cases. There is a pattern of 
lexical, syntactic and semantic co-occurrence, but it is not possible to list 
the exponents, and it is not e en reall. possible to list sub-phrases. Even in 
sub- units such as MAKE one~s Jvay through, FIND otJ.e)s ·wa)' back and WORK 
one)s way along, both the lemma and m'le )s are 'ariables. In some cases even 
one)s way can be omitted: the pattern 'anishes like the grin on the Cheshire 
cat. 

Hopper and Traugott (1993: l 07) point out that lexical (content) words 
which indicate position are often candidates for becoming place adverbials: 

• way, away; back, back home; head ahead· shore, ashore; side, aside 

The delexicalization of way in the construction VERB plus one)s way is an 
indication of a much more general pattern. (The way-construction 
has also been of interest to scholars working within a post-Chomskyan 
framework: see Levin and Hova 1996: 493ff; Marantz 1992; and Israel 
1996.) 
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9.4 A .Note on Syntax 

In many syntactic descriptions, adverbials are regarded as optional. Hov. e\ er, 
Crystal (1979) points out that adverbials (including prepositional phrases) 
are much more common than such syntactic descriptions implv. In corpus 
data, he finds that nearly 60 per cent of clauses contain an adverbial. If clauses 
which do not show the full range of s ntactic variation are ignored (such as 
those introducing direct speech, e.g. He said X , or those composed of senli­
fixed phrases. e.g. and that was that), then the frequency rises to 66 per cent. 
He even suggests (p. 164), that an ad erbial might be regarded as an 
obligatory constituent of a clause, and that there has to be a special reason 
for leaving it out. I have shmvn that prepositional phrases almost always 
occur with ACCOST, LU~ LOITER, and the way-construction. For 
some of these cases, there is an obvious communicati\e reason for including 
a locative: if you are warning someone, then they need this information. 

A general finding of corpus linguistics is that words ,., hich share a meaning 
also share a pattern (Sinclair 1991: 53ff). This hypothesis of a close correl­
ation between meaning and lexico-syntactic form is thoroughly documented 
by Francis et al. ( 1996, 1998). In this chapter, I have shown this principle 
operating on a small class of verbs. 

9.5 A Cognitive View 

An unsolved problem for all theories of semantics is the inevitable circularity 
involved in using words to define the meaning of words. Metalinguistic 
labels for semantic features have to be used, and whether these are plausibly 
universal features (such as "animate" "inanimate"· "human" "non-' ' . ' 
human"; "female", "male"), or much more specific features of discourse 
prosodies, the labels are still words in English (or some other language). The 
first examples of discourse prosodies (Sinclair 1991; Louw 1993) were given 
general evaluative labels, such as "unpleasant" and "pleasant". Often the 
speaker is implying "disapproval" (more rarely approval) of some state of 
affairs, and this is frequently used as a pragmatic label in the Cobuild Dic­
tionary (1995a). But much more specific discourse prosodies have now been 
proposed (e.g. naked eye, "difficulty and size and/or distance": see chapter 
5.6.1; or budge, "failed attempt and frustration": Sinclair 1998). 

Little is known about how evaluative meanings should be labelled. When 
many more discourse prosodies have been analysed, generalizations may 
emerge about the kinds of meanings which speakers often express, as they 
talk about the world. For example, the way-construction expresses a meaning 



\.YORD PHR.t1.. E A D CONNOTATIONS 211 

which frequently recurs in human interaction: someone successfully com­
pletes a journe_, often b) struggling through difficulties. The use of 
UNDERGO (see chapter 4.4.1 ) expres es a related idea of people being 
forced to submit to and overcome difficult circumstances. The phraseologies 
around ACCOST, LURK and LOITER, along with non-literal uses of 
STREET, are aU used to tdl stories of the dangers "hich can lie hidden in 
people's paths, and to connote dangers in tales of cit) life. These proposals 
are speculative at present, but the~ contain the hint of a systematic way of 
analysing hovv speakers typicall) talk about the world and evaluate it. 
The notion of a jou.rne) in'' hich difficulties are o ercome is certainly central 
to manv of the stories which '' e tell each other (compare Lakoff and 
Johnson 1980 on the metaphor of life as a journey). It ma) e\entually be 
possible to show how recurrent meanings are t) picall) encoded in the Lexica­
grammar. As G. Francis (1993: 146, 155 ) puts it, ''e may be able to analyse 
'the t) pical meanings that human communication encodes', and 'recognize 
the untypical and hence foregrounded meanings ''hen '' e come across 
them'. 

This approach to meaning firs naturally into a frame semantics, in which 
phrases trigger 'agglomerates of ,cultural information' (Moon 1998: 166 ). 
Phrases such as 

• accosted by a stranger; lurking in the shadows; loitering on street corners; 
fighting one's wa) to the top· forced to undergo a serious operation 

activate stored scenarios of the things which t) pi call) happen to people. We 
know how the world works, and given such a phrase, we can predict other 
components of the stories in which they occur. These ideas are also compat­
ible with a theory of social cognition'" hi.ch sees linguistic repertoires (ways 
of talking ) as sustaining certain \iews of social reality. Condor and Antaki 
( 1997) give an overview. 

9.6 A Syntactic Example: BE-passives and GET-passives 

In this book, I am concerned with words and phrases, though I often 
emphasize that lexis and syntax are inseparable. It is usually assumed 
that connotations are conveyed by lexical units , but here is a clear 
example where an e\ aluati' e discourse prosody is conveyed by a syntactic 
structure. 

There are two main passive constructions in English, with BE and GET, 
and there is considerable O\ erlap in their uses, so that some verbs occur in 
both constructions. 
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• she thought she was going to be killed 
• it was mailed just before he got killed 
• three years later he Jvas arrested in Holland 
• I didn't get arrested for shop-lifting 

However, several independent studies have shown that the communicative 
motivation for using the GET-passive is its negative connotations. Quirk et al. 
(1985: 161) point out that it 'often reflects an unfavourable attitude towards 
the action'. For example, How did that windmv get opened? [I?] implies that the 
speaker thinks it should have been left shut. Francis et al. (1996: 58- 9 ) argue 
more explicidy that the GET-passive often indicates that 'something unpleas­
ant is happening'. It is therefore frequent with verbs such as 

• addicted, caught up in, criticized, distorted, frightened, injured, kicked 
out, mixed up in, picked on, turned down 

In corpus studies of the meanings of different passives (Hubler 1992; 
Collins 1996; Carter and McCarthy 1999), there is a consensus that the BE­
passive is usually more neutral in meaning, whereas the GET-passive more 
often expresses emotive or interpersonal meanings, and either the speaker's 
attitude to the events described, or a focus on the subject-referent's situation. 
The event may occasionally be advantageous to the subject of the passive 
clause, but is much more often disadvantageous: the event has unfortunate 
consequences for the subject-referent. A few typical examples are: 

• we nearly got chucked out 
• customers get embarrassed when talking about money 
• one child gets hurt 
• they got kicked out 
• they got separated from the others 
• I got walked on by a rather large and muddy boxer dog 

In a spoken corpus, Carter and McCarthy (1999: 49, 50) found "adver­
sative" meanings in nearly 90 per cent of GET-passives, and fewer than 5 per 
cent "beneficial" meanings. In a mixed spoken and written corpus, Collins 
( 1996: 52) found 67 per cent "adversative" and 23 per cent "beneficial". 
Absolute figures certainly depend on the data sample and on exactly how the 
construction is defined, but there is no doubt about the direction of strong 
regularities which emerge from independent studies of different corpora. I 
leave readers to examine the sample lines in concordances 9.1 and 9.2, and to 
check whether these percentages are confirmed in this small illustrative 
sample. 
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1. Knowing 111) luck I'll get crushed bv a bloody tractor. MX' Ll be shouting 
2. GY) you ' re more likelv to get hit bv a bus walking out this [FOX] Yeah 
3. ould ,., alk out of here and get hit by a car [ MO 1] Right [ MO X] I mean you 
4. ant. [MOl) That 's ·where I got rut by a car. Sec that on my knee there. 
5. you're afraid you might get ltit by a golf ball. Right? I think it's ti 
6. can the same argument get stopped by a policewoman then Frank you you yo 
7. only person I know who got sacked by a ps~chotherapist [F01) Mm [F03] 
8. n Bond Street and I got ' alked on b) a r-ather large and muddy boxer dog 
9. my mate ) esterday he got attacked by a terrier what was mooching around 

10. H\\ere a critique that got coopted b\ a verv different group of people m 
11 . oman she gets flatly contradicted by Bernard e cry time she opens her mou 
12. MOl] WeU things like getting hit b) cars . Falling off the back of a lor 
13. apists get fooled and manipulated b) clients who are not coming to thcra 
14. ay I've seen lambs getting kiUed b) dogs. Erm [F02] Killed by dogs [ M02 
15. dependency that ir gets activated b) doing a certain amount of drinking 
16. FOX] Mm. (FO I] Yeah we get funded b) er West Midlands Arts and the City 
17. scientists get er get pleased b) erm elegant solutions and things of 
18. rather do it erm and I get bored b, erm [ tc text= pause] because I mean 
19. chool gates and that she got struck by her mother for just going round the 
20. f it. Erm er if ) ou do get struck by Jerusalem recovery is not disastrou 
21. [ZGY] [MOl] do you get oftcnded by mother-in-law jokes? [F04] No. No 
22. and erm but it it got re\ iewed b musK critics on the "hole erm 
23. t I sometimes get a bit irritated by MX who he feels that er now we've g 
24. r reason why you would get teased b' other people [F04] Well [ ZF 1 ] some 
25. ep 111 his car and he got attacked by people with a baseball bat. And er 
26. Mm [F03] So she must get accepted by some people more because of that 
27. my Game Boy before it got stolen by some vtc10us bastard. [M02] Sorry. 
28. she 1s doing and she gets caught by somebody [FO I ] Mm [MOl] [ZGY] 
29. ed their tails if the) get caught by something [ZGY) [MOl] Uh huh. This 
30. name of pub] until we got overrun by students. [FOX] .Merchant bankers 
31. the ram forest gettmg destrO) ed by the acid ram. [ FO 1] And what is ac 
32. erm I think they got stopped by the army or something for just 
33. d up I had to go back and got hit by the bouncers. Now what has happened 
34. weren't gomg to ge get thumped by the er visiting supporters_ [MOl] M 
35. it don't you. And get frustrated by the fact that you can't do things a 
36. me of people just getting struck by the Holy Spirit. He told me of peop 
37. the fascist army and get captured by the partisans who decide to 
38. don't know whether they get paid by the patient or whether he's just 
39. when I went to my dad I got dared by the people that the girl that lived 
40. nipulated and getting manipulated by the pop charts and stuff Like that 
41. You \\ere just getting barbecued by the power of the Spirit weren't you 
43. F02] Oh (MOl) And No you get done by the teacher [F02] Oh (FOl) Well why 
44. ool and once again MX got branded by th.e teachers as lazy and the other 
45. e class. [FOl] Did you get teased by the teachers in the class? (F02] No 
46. jungle. Only we didn't get eaten by the tiger- [MOl] That's right. [M02 
47. most they mostly get influenced by their erm parents [FOX] Mm [FOS] wh 
48. X] Because the~r're getting backed by their governments to actually do it 
49. [FOX] Pervy dirty MX. He got done by t' cops right 'cos [FOX] Yeah. He d 
50. ads over there at erm get coached by well ordinary people er do you 

Concordance 9_1 Fifty examples of GET-passives 
Notes: The data are &om the Lund corpus and from the spoken language sub-corpus of the .Bank 

of English (Cobuild.Direct). [FOX] ,etc. are speaker identification codes. 
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1. he Dalkon Shield was manufactured by a company called A H Robbins in the 
2. one point it was going to be done b a Japanese company into a into a 
3. he and I were both interviewed by a man who wrote a book called The 
4. since been strongly corroborated by a number of studies [ZGY] "hich ts 
5. ho helped a man who'd been struck by a train near Harrogate and there ar 
6. gineering degrees are now awarded by about forry institutions and some to 
7. space has been rather compromised by an intrusi\e clutter of parapets 
8. and he said this kit can be made by any eleven-year-old bo). I'll go I ' 
9. generally I mean I was influenced by certain political peoples m my O\·\ n 

10. range of patterns which arc used by doctor and patient to discuss the 
Il. Is learn effectively being taught by dragons you know. So teaching style 
I2. of these assets has been claimed by emergent states and individual repu 
I3. nd how they might be being shaped by er changes m the NHS. I mean and 
14. airport and being body searched by cr the Revolutionary Guard . [MOl] 
15. ew of the mall which is dominated by erm high-level walk\ ays to left and 
16. t that we're now being surrounded by fumes 111 the J m this Little villa 
17. here heat is put m are separated by half ocean bases trom those places 
18. Yeah [F02] Selby. And I was told b) my mother I went with a friend of m 
19. hink that was probably stimulated by Nature Conservancy. [ MO 1] Yes I thi 
20. e alpha particle which IS stopped by only a few tens of microns [ZFl] of 
21. articular risks which are managed by particular companies where I think 
22. eenagers are now being questioned by police at Gosport m Hampshire abou 
23. they were short and I was invited by Professor MX to come down on a 
24. Hollingsworth are being comforted by relatives. This IS the update. It 's 
25 . of the deans were firmly squashed by Senate for one reason or another 
26. ndustries that are being replaced by some new ones not m wy vast 
2 7. Relations [MOl] This was produced by that public relations company 
28. r er when the police were misused by Thatcher's government. Er do you 
29. min which were to be administered by the benevolent city. In such an atr 
30. us mys er myself. One is employed by the community one ts employed by 
31. r bit [ MO I] The men were well led by the Company Commander Lieutenant MX 
32. what IS is actually commissioned by the controller and not for us for 
33. sions. We were terribly impressed by the courtesy of most of them. Er th 
34. hink that rhe course was affected by the death of FX's husband 
35. need that decisions that are made by the Development Corporation plannin 
36. that that confidence 1s confirmed by the events of nineteen-ninety-six a 
37. ar erm weapons that were supplied by the French governments were being 
38. elves and what they were supplied by the government so some authorities 
39. h erm you know our hands are tied by the National Curriculum [M02] Yeah. 
40. NCAR when IN CAR was solely funded by the National Science Foundation m 
41. s most of that is now been bought by the parish council and there's car 
42. ] I dunno whether this is written by the same author but I don't get the 
43. ] Yeah [MOl] And is that affected by the season? Do you do it at differe 
44. of us were at time being detained by the security police and spending rna 
45. isms they are are finally humbled by the smallest thing on earth [MOS] 
46. ones that are gomg to be cleared by the snow ploughs first and obvious] 
4 7. when this was officially approved by the university and thereafter it wa 
48. ] but not being openly advertised by the water company that the of-lice 
49. if you if you are frightened by this person then you have although 
50. Friend of Iraq and it IS launched by t\\ o Kurdish cousms. Their fam.ili.es 

Concordance 9.2 Fifty exan1ples of BE-passives 
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As is often the case , lexis and syntax aq according to text-type. In general 
the BE-passi' e i much more frequent but the BE-passi\ e is least frequent, 
and the GET-passi\e most frequent in spoken data. In table 9.1, I ha\e 
defined passives simply as BE or GET follo\\ ed b) a past participle. Occur­
rences in four sub-corpora were as foliO\\ s: 

Table 9.1 BE-passiH: and GET-passives: occurrence per million words 

BE-passive G ET-passi1'e GET as percentage of BE 

Brirish spoken 2 742 364 13.3 
British books 7,611 106 1.4 
The Times 8 896 88 l.O 
BBC ne\\S 11 212 55 0.5 

The very low frequenC) ofGET-passi' es in the up-market Times newspaper 
and in the BBC data refle·cts the strong prescriptions against the use of GET in 
general (in sentences such as The doctm· has got this poste1· in his su1;gery). 

In summary: There is no clear boundary between the BE- and GET­
passives, but they show strong tendencies to occur in different contexts. 
The main e\ idence of their different connotations is the co-occurrence of 
the GET-passive with lexis ' hich has unpleasant connotations. There 
are strong probabilistic relations ben een lexico-synrax (BE versus GET), 
semantics (different preferred collocates ), pragmatics (expression of speaker 
attitude ) and distribution across text-types (formal versus informal). 

9. 7 Summary and Implications 

In this chapter, I have argued as follows: 

( l) Evaluative meanings are com eyed not only by individual words, but 
also by longer phrases and syntactic structures, and by co-occurring node 
and collocates. Repeated instances of collocation across a corpus provide 
objective, empirical evidence fore aluative. meanings. 

( 2) Repeated patterns show that evaluative meanings are not merely 
personal and idiosyncratic, but widely shared in a discourse community. A 
word, phrase or construction may trigger a cultural stereotype. 

( 3) Since a speaker's evaluative stance is likely to be expressed in a 
prosody across stretches of text, this is an important mechanism of textual 
cohesion (see chapter 5 ) .. 

( 4) Evaluative and attitudinal meanings are often thought to be 
due to conversational inferences (Grice 1975 ); however, many pragmatic 
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meanings are conventionally associated with .Iexico-s ntactic structure . (This 
point is made in discussions of consuuction grammar: see Ka}' 1995. ) 

( 5) The over-emphasis on conversational inferences is probabl) due to a 
reliance on invented data, which have been stripped of markers of speaker 
attitude. Almost all the classic work on speech act theoq (Austin 1962; 
Searle 1969), conversational implicatures (Grice 1975 ) and rele ance theor) 
(Sperber and Wilson 1995) relies on invented data. 

However, there certainly remain unresolved questions 111 the approach 
which I have proposed: 

( 1) Evaluative connotations are more common than pre\ iously sus­
pected, but it is not yet clear how many lexical items and syntactic suuctures 
express evaluative meanings. 

(2) Semantics is inevitably circular, since some vvords are used to define 
the meanings of other words, and it is not yet clear what metalanguage 
should be used to describe evaluations. 

( 3) If descriptions of evaluative meanings and cuJ rural stereotypes can be 
made reasonably precise, it seems plausible that this will tell us about the 
important meanings expressed in a discourse community, but speculations 
here are at an early stage. 

9.8 Background and Further Reading 

At different stages in twentieth-century linguistics, lexis, semantics and 
pragmatics were variously ignored, or seen as an uns) stematic remainder, as 
opposed to syntax, which was seen as highly suuctured and rule-governed. 
However, a discipline progresses by turning chaos into order, and linguists 
and philosophers have had considerable success in showing that all of these 
areas are internally highly organized, and related to each other in principled 
ways. 

The view of corpus semantics represented in this book, and the neo­
Firthian uadition from which it has developed, has always been sceptical of 
separating the levels of lexis, syntax, semantics and pragmatics. A central 
argument is that 'there is a strong tendency for sense and syntax to be 
associated' (Sinclair 1991: 65). Hunston and Francis (1998), summarizing 
their experience of writing a major grammar of English verbs (Francis et al. 
1996), write that 'verbs sharing a pattern also [share] aspects of meaning' (p. 
46 ), and argue that 'syntax and lexis are completely interdependent' (p. 62 ). 
(See also Hunston and Francis 2000.) However, other traditions oflanguage 
study have proposed different relations between these levels. 
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Classic di tinctions ben' een S) ntax semantics and pragmatics ''ere drawn 
in the 1930s b) Morri (1938 ). S. ntax concerns ho\! linguistic signs relate to 

one another (in collocation and colli.gation semantics concerns hmv lin­
guistic signs relate to the external world (in reference and denotation ), and 
pragmatics concerns how linguistic igns relate to their users (in the expres­
sion of speaker attitude ). 

Lexis was long dismissed b~ grammarians as 'a collection of isolated facts' 
(Sweet 1899 ), or 'an appendix to the grammar, a list of basic irregularities' 
(Bloomfield 1933: 274 . This \rie'" was carried O\er into early models of 
transformational S) nta..,x \\here the lexicon pia) s no significant role. 
Chomsk (1957) initially argued that form and meaning are independent, 
and that synta..,x and semantics must be sharply distinguished: 

The notion grammatical cannot be identified with meaningful or significant in 
any semantic sense . . . ['iV]e are forced to conclude that grammar is autono­
mous and independent of meaning .. . [U]ndeniable, though onl) imperfect 
correspondence hold between formal and emantic features in language ... 
[ M ]caning \\ iU be relativel useless as a basis for gran1matical description. 

(Chomsk) 1957: 15, 17, 101 ) 

It ·was similarly long thought that semantics itself depended on non-linguistic 
knowledge and was therefore not amenable to linguistic description: com­
pare Bloomfield's pessimistic vie\"S on this topic (see chapter 2 .9.1). 

Since the mid -1960s, man) 'ie\ s ha\ e been put forward of the syntax­
semantics relation, from an insistence on a sharp distinction, to a complete 
denial of the di' ision. Discussions became part of broad programmes of 
work, linking .linguistic and philosophical approaches to language. Katz and 
Fodor ( 1963) and Katz and Postal ( 1964) made the first attempts to inte­
grate semantics into a transformational grammar; and in the first major 
collection of articles on semantics in a Chomskyan tradition, Maclay 
(1971) gave a useful ovenriev of these earl shifts in Chomskyan grammar, 
and Fillmore ( 1971) surveyed the generalizations about lexis which a gram­
mar has to contain. Katz ( 1981: 1-44) describes developments from Zellig 
Harris to Noam Chomsky. By the 1990s, one standard textbook (Haege­
mann 1991: 25) argues that 'sentence structure is to a large extent deter­
mined by lexical information', thus completely re\ ersing the early 
Chomskyan vie'"' that lexical items are inserted at a late stage into syntactic 
structures. Seuren ( 1998 ) also interprets Chomsk) an \\ark from the 1950s 
to the 1970s, and defends the 'semantic syntax' position which he has long 
advocated ( Seuren 197 4). The concept of autonomous S) nta..,x, at least mod­
ularity-plus-interaction, is still maintained in much work (for example, sev­
eral papers in Newmeyer 1988): the e idence is not only linguistic, but also 
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psychological and neurological, based on child language acqUisition and 
cases of Language pathology. However, what started as arguments for the 
autonomy of syntax has often developed into arguments for the isomorphism 
of syntax and semantics. 

The most problematic area has often been seen to be pragmatic , and Bar­
Hillel's (1971: 405 ) warning is often quoted: 

Be careful with forcing bits and pieces you find in the pragmatic waste-basket 
into your favourite syntactico-scmantic theory. It wouJd perhaps be preterable 
to first bring some order into the contents of this ' asre- ba ket. 

If semantics is seen to concern aspects of sentence meaning \ hich do not 
vary across contexts of use, then pragmatics concerns those aspects of utter­
ance meaning which differ across contexts. Seman.tics has often been seen as 
concerning truth conditions (but see chapters 1.2 and 1.10 ), '"hereas prag­
matics concerns everything else, because pragmatic meanings depend on 
local assumptions, beliefs or purposes (Levinson 1983: Sff; Kempson 1988: 
139). Much work therefore investigates whether it is possible to distinguish 
clearly between semantics (more linguistic aspects of meaning) and prag­
matics (including speaker attitude and hearer interpretation ). It was argued 
influentially by Grice ( 1975) that much interpretation relies on general 
principles of communicative cooperation and inference. It is often concluded 
that much relies on real-world knowledge and that pragmatics cannot there ­
fore be a well-defined module which relies on purely linguistic knowledge 
(Horn 1988: 115). Levinson (2000) provides a radical reinterpretation of 
Grice, and of the relation benveen sentence and utterance meaning. 

There is no clear consensus, but the current trend, in independent trad­
itions, seems to be towards a model oflanguage in which lexis plays a centra] 
role. The relations between lexis, syntax, semantics and pragmatics are 
receiving concentrated attention, but an) work in this area has its theoretical 
axe to grind. The following are useful brief statements, perhaps all the more 
valuable because they represent attempts to develop grammatical traditions 
which are slightly outside the mainstream: Fillmore (1985 ), Fillmore and 
Atkins (1994), Hopper (1991), Hudson (1995), Kay (1995 ). 

Fillmore and Atkins (1994) and Hudson (1995) contain detailed ex­
amples, and are particularly relevant to questions of lexicography. 

9. 9 Topics for Further Study 

( 1) The OED on CD-ROM or on -line enables the user to find words which 
have been used to define other words. For example: 
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• ACCOST occur in the definitions of TACKLE and WAYLAY 
• AMBUSH occurs in the definitions of LURK and WAlT 
• LOITER occurs in the definitions of DA\tVDLE and SAUNTER 
• LURK occurs in the definitions of AMBUSH and SKULK 
• SKULK occurs in the definitions of LURKING and MOOCH 
• WAYLAY occurs in the definitions of AMBUSH and WAIT 

This certain.l) does not prm ide an automatic method of identifYing sets of 
words with shared semantic features, since the OED does not have a 
restricted defining \ ocabular., and does not ha\ e a standardized semantic 
metalanguage for defining meanings. Ne\ ertheless, by using a bit of in tuition 
and guess\~ ork, it is pos ible to build up sets of'' ords \\ hich are related in 
meaning. Use a machine-readable dictionary '' hich allov. s such searches to 

investigate this set of related '' ords in more detail. Or investigate other such 
sets and semantic fields. 

( 2) Investigate whether there are any constraints on the verbs which can 
occur in the MAKE ones 1vay construction. For example,) ou might design a 
small experiment as follows . I opened a d.ictionar) at four random pages, 
took the first verb on each page, and tried to in ent plausible sentences. The 
following all seem interpretable: 

• I counted my' ay up the steps [I ] 
• they jeered their \\ay through the concert [I] 
• she practised her v. a through the exercises [I] 
• he shook his way down the line of outstretched hands [I] 

This is, of course , an intulti' e judgement on invented sentences. However, 
some attested examples of the construction do seem highly idiosyncratic, 
one-off creations. 
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Data and Dualisn1s: 
On Corpus Methods 
and Pluralist Models 

In each of the earlier chapters, I have given examples of patterns of language 
use, often comparing patterns in an individual text '"'rith wider intertextual 
norms of use. Many of the patterns I have illustrated are consistent and found 
in independent corpora: they are autonomous and independent of speakers. 
They are reproduced by speakers, though speakers are often unaware of 
them, and they are observable only across the language use of many speakers 
in a discourse community. It is this layer of organization ben:veen lexis and 
grammar which is the main finding of corpus linguistics. Computer-assisted 
methods have demonstrated order where previously onlv randomness or 
idiosyncrasy were visible. 

Corpus linguistics therefore provides a new point of view for stud) ing 
language, and the point of view allows new things to be seen. In a famous 
and influential statement, Saussure (1916) argued that 'far from the object of 
study preceding the point of view, it is rather the point of view which creates 
the object'. Due to advances in technology, new observational methods have 
made it possible to collect new types of data and to study patterns ,;.,,hich had 
previously been invisible, but the point of view does not create the patterns. 
What we see certainly varies according to our point of view, and it follows 
that any view is partial, but it does not follow that what we observe has been 
created by the point of view or by the observational tools. 

In this final chapter, I will try to assess some of the principles and problems 
of corpus linguistics, under three main headings: its central principles , fre­
quent criticisms and possible answers, and some implications of corpus study 
for classic problems oflinguistic dualism. 

10.1 Principles 

Corpus linguistics is based on two principles of empirical observational study: 
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( 1) The obsen er must not influence what is obsen ed . Data and analysis 
must be independent . \¥hat is selected for ob ervation admittedly 
depends on such factors a com enience, personal interests and prior 
hypotheses. Nevertheless , corpus data ·were part of natural language use 
and not produced tor purposes of linguistic anal~ sis. 

( 2 ) Repeated events are significant. The first task of corpus linguistics is to 

describe what is usual and typical. U nique n ents certainly occur, 
but can be described onl~ against the background of \\hat is 
normal and expected . The frequent occurrence of lexical or gramma­
tical patterns is good e\ idence of what is typical and routine in language 
use. 

Certain characteristics of corpus linguistics folio\\ from these principles. 
First, it is inherently sociolinguistic: the data are attested texts , real acts of 
communication used in a discourse communi() (Teubert 1999a, 1999b ). 
Second, it is inherend) diachronic: it studies what has frequentl) occurred in 
d1e past. Third, and more obvious!), it is inherently quantitative. It is 
surprising fiat many approaches tO language StUd) in the past have dismissed 
the idea of obsen ing language use or counting things, ) et much linguistic 
description contains no statements of proportions. It is as if chemists knev. 
about the different structure of i.ron and gold, but had no idea that iron is 
pretty common and gold is \ er~ rare ; or as if geographers knew how to 
compare countries in aU kinds of wa rs, but had never noticed that Canada is 
bigger than Luxembourg (Kennedy 1992: 339, 341 ). 

Corpus methods can organize huge masses of data, and make visible 
patterns \:vhich were only, if at all, diml) suspected. In gi,ing access to new 
data, the technology opens up research topics' hich \vere previously incon­
ceivable. We nm· ha e facts about language use which no amount of intro­
spection or manual anal sis could disco\ er, and it will take some time before 
d1is mass of new information can be correct!) interpreted . The computer will 
not do e\ erything, and Fird1 s ( 19 57: l ) '" arning is still rele\ ant: 

The passion for the accumulation of so-called facts, the piling-up of trivialities 
ro be treated statistically, perhaps '~ ith defective theoretical principles, are all 
too common symptoms among the scientific technicians multi pi) ing in our 
midst. 

l 0.2 Problems? 

Here are some frequent!) formulated objections to corpus studies (see also 
Partington 1998: 144ff). 
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Objection number 1. It is often objected that corpus data are decontextual­
ized. A concordance is also called a KWIC index (KeyWords in Context), but 
a concordance places words in very small contexts, often just one short 
concordance line. A KWIC index, it is argued, therefore ignores the context 
of communication. 

In fact, most concordance software allo-v' s the user to look at larger 
contexts, defined as sentences or paragraphs, or to scan up and dmvn a 
longer stretch of text. However, the main answer here is that it i.s not possible 
to look at everything at once, but that a focus on restricted collocational 
spans has revealed new patterns. 

Many studies can be accused of ignoring context because, howe\ er much 
context is studied, it is always possible to demand more. In a study of spoken 
language, a written transcription can only imperfectly represent intonation. 
An audio-recording ,~rill add intonation, yet ignore features of the visual 
context, and a video-recording will contain no information about the pre­
vious history of interaction of the participants. And so on. In any case, the 
claim that there is often evidence for the evaluative connotations of a node 
word within a short span on either side is an empirical finding which is open 
to test. Often a surprisingly small amount of context (co-text ) is required for 
such studies. In addition, corpus linguistics deman.ds that individual texts be 
interpreted against the usage of many speakers, and therefore against the 
intertextuaJ norms of general language use. This is an aspect of context which 
cannot be studied without computer-assisted methods. 

Objection number 2. It is often objected that, due to restrictions imposed 
by its technology, corpus linguistics over-emphasizes the importance of 
single word-forms and collocations. 

Word -forms and their co-occurrences are certainly simple for the compu­
ter to recognize in raw corpora: just strings of letters separated by spaces or 
punctuation marks. Technology increases our powers of observation, but 
every observational tool emphasizes something. We do not normally com­
plain that microscopes over-emphasize tiny little things, that telescopes only 
allow us to study far-away things, or that x-rays give too much prominence to 
the insides of things (Partington 1998: 144). The simple answer to these 
objections is, again, that one cannot study everything at once. There are 
always limits to what we can Jook for with observational hardware and soft­
ware. Different tools (computational or otl1erwise ) are good at doing different 
jobs, and no tool will do all jobs that might be desirable. It is best to look at 
things the other way round: if you want to study words and phrases, then 
corpus methods are a good way to do it, because they show that the vocabulary 
is not an unsystematic remainder. The patterns are made visible by the obser­
vational tools, but the evidence that they are not created by these tools is that 
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findings can be replicated aero independent corpora. This kind of replication 
is not possible in work based on introspecti\ e data (see chapter 6.1 and 6.7). In 
addition, it is precisely this level of organization (collocations plus other co­
occurrence phenomena ) which has previously gone unrecognized. 

Objection number 3. It is often objected that corpora are not representative. 
A corpus, it is argued cannot represent a \vhole language, and is therefore 
merely a collection of" hat it is convenient to collect. 

Corpus designs are often referred to as either opportunistic or balanced. 
At one extreme, texts are collected because they are easily available, and for 
practical reasons, many corpora are biased towards v. ritten language, because 
spoken language is so much more difficult to collect and record, and collec­
tions of written text are, in turn often biased towards journalism. At the 
other extreme is an approach '' hich tries to be principled by basing text 
collection on a theoretical model of language ariation . A corpus is here 
judged according to hov,r narrm ly or broadly it samples the language. 
Corpus size is usually cited as its number of running \.vords, but this should 
be combined ' ith d1e nwnber of different texts and text-types which are 
sampled. In practice, most large corpora are a compromise bet\x. een the two 
extremes. 

Some researchers also talk of a representative corpus, but the concept of a 
representative sample of the English language makes little sense. The popu­
lation to be sampled (uses of the English language) is huge, and even corpora 
which seem very large by today's standards (thousands of millions of words) 
are hardly a drop in the ocean, ''hen compared with the size of what is being 
sampled. In fact, the population to be sampled is potentially infinite. Not 
only are huge quantities of text being added eveq day, but the language is 
constantly changing, and new text-types are being created (1V chat shows 
are a relatively ne\v t~xt-type, but now comn1on ). A sample can be represen­
tative only if the population to be sampled is homogeneous , and this is 
possible only in special cases, sa with a specialized sub-genre corpus (such 
as editorials from quality newspapers or research articles on biochemistry). 
Every time we enlarge a corpus, "e increase the heterogeneity of the data, 
and there will always be text-types which we ha e not sampled, or which are 
arguably under-represented. Unfortunately, the same problem arises \Vith the 
concept of a balanced corpus: "ho is to Sa) \\hat percentage of the corpus 
should consist of weather forecasts lonely hearts ads, business reports, the 
lyrics of pop songs, or whate er? 

Here, the short ans\ er is that we can al" ays design bigger and better 
corpora- given unlimited time and money. We can wait for the perfect corpus, 
or we can go ahead, and thereby find out more about \\hat improvement 
could be made in the design of the next corpus. Corpus' ork is cumulative: 
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and for many of the more frequent features of language, relath ely modest 
corpora provide adequate evidence. In addition, a general principle should be 
not to rely on any single corpus, but to check results in independently 
designed corpora, which each have different biases. 

Objection number 4. It is often objected that corpus studies average awa) 
variation. Statements which make claims about the whole language are 
misleading, because language use is inherentl) \ ariable, but statements 
based on large corpora, it is argued, over-emphasize features which are 
frequent at the expense of less frequent features. 

This is a problem which has started to attract attention. Frequency counts 
from large corpora may \veil mean that the researcher does not notice uses 
which cluster in particular genres. For example, if a word frequenq anal) sis is 
based on largely automatic methods which are programmed to ignore low­
frequency items, then the words thou., thee, thy and thine wilJ probably be too 
infrequent to register. However, these words, which are infrequent in general 
English, are likely to be frequent and significant in religious texts. This 
provides another reason to check findings in different independent corpora, 
and to compare small specialized corpora (which can be designed by indi­
vidual reserchers) against large general corpora (which it is realistic only for 
large groups ro maintain ). 

Objection number 5. It is often objected that corpora provide only positive 
data. A corpus can reveal only v,rhat does occur and not what cannot occur. 
Only native -speaker intuition, it is argued, can tell us what is impossible . 

This is correct, but is true of any form of observational research. In any 
case, intuition might predict that some form never occurs: we can check in a 
corpus, and observations might either support or refute the intuition. Here is 
a simple example . The Linguistic Data Consortium makes available corpora 
for linguistic research and argues for the need for very large quantities of 
running text, hundreds of millions of words, to solve many problems in text 
processing. In a discussion of these topics, LDC (1999) argues that last year 
and lost year are both possible English sequences, but that last year is 
frequent, whereas lost year is 'vanishingly unlikely'. I checked this in a very 
large text collection . (I used the 200 million or so world-wide web docu ­
ments indexed by an internet search engine.) Certainly, last year was very 
common: about l ,600 times more frequent than lost year. Last year occurred 
around 2.36 million times. But lost year occurred 1,408 times, in phrases 
such as making up for a lost year. The LDC argument seems to have been 
based on a faulty intuition about what is likely to occur. 

In a syntactic case, which has important consequences for linguistic theory, 
Sampson ( 1996) discusses multiple central embedding, in sentenQes such as: 
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• but don't ) ou find that sentences [that people [ ou knmv] produce] are 
easier to understand 

Such sentences are often daimed not to occur, but Sampson cites several 
attested examples and comment (p. 2 5) on the ch;mge of intellectual 
direction \A. hich he was led to b) such clear counter-examples to a v\ idely 
held assertion in mainstream neo-Choms~ an linguistics: 

If intuition could get the facts of language as wrong as this, there seemed little 
purpose in continuing to pursue abstract philosophical arguments .. .. There 
had to be some " ay of engaging with tl1e concrete empirical realities of 
language . 

Objection number 6. It is often objected that corpus linguistics studies only 
performance. Corpora are e\ idence only about performance (actual language 
behaviour), and , so it is argued gi e no insight into competence (native 
speakers' knmvledge of the potential of their language ). 

This objection im ol es a misunderstanding: corpus linguistics does not 
study 'mere' performance data. The classic objection to performance data 
(Chomsky 1965: 3) is that the) are affected b) 'memoq limitations, distrac­
tions, shifts of attention and interest, and errors'. Ho\A. e\ er, there is a 
distinction between language use and performance . Corpus linguistics does 
not study idiosyncratic details of performance which are, by chance, recorded 
in a corpus. On the contrar), it reveals units \;.,,hich frequently recur, some­
times hundreds or thousands of times, and v .. duch cannot possibly be due to 
chance. Quantitative work \A.ith large corpora automatically excludes single 
and possibly idiosyncratic instances , in fa\ our of\\ hat is central and typical. 
Aarts ( 1991 ) discusses this distinction, and proposes an observation- based 
grammar in \vhich a criterion is the 'currency' of constructions. 

In addition, nothing I have said means that intuition should be ignored. 
Even if native speakers can often prO\ ide, from intuition, only a few accurate 
examples of collocates, these intuitions can be tested against attested data, 
and this can reveal a different type of introspecti' e knm\ ledge. It may not be 
possible to elicit from nati.' e speakers (many) collocates for a given node, but 
once attested collocates are listed, native speakers can recognize, in retro­
spect, that they are indeed characteristic. Indeed, if nati\ e speakers did not 
have this competence, they could not recognize untypical collocations in 
literature, advertising or jokes. Fox (1987) reports a small experiment in 
which she tried to elicit the t) pical collocates of common \:vords from native 
speakers. She concludes that, once they are told \ hat the most frequent 
collocate is, 'it is so obvious that no-one can imagine not guessing it cor­
rectly', but 'the important thing is that they had not' (p. 146). The 
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many examples I have given of collocations could be used in experiments of 
this kind. What requires to be im estigated in more depth is 
the relation between data from corpora elicitation experiments and intro­
spection. 

10.3 Dualisms and Monisms 

There is considerable contemporaq debate about the appropriate balance 
between corpus data and intuitive data, but this empiricist-rationalist debate 
goes back to discussions in ancient Greece. One 'iew \\as that grammar 
should be the empirical and observational stud. of the actual usage of the 
poets and prose writers. Another view held that the stud) "ould ha\ e hjgher 
esteem if it was based on logical and psychologjcal principles (Robins 1988: 
464-5 ). This argument is still unresoh ed , and much twentieth-century 
linguistics has been based on nvo related dualisms: langue-parole and com­
petence-performance, which have precursors in seventeenth -century French 
philosophy. 

10.3.1 Cartesian dualism 

A common view is that human beings are both body and mind, and can be 
understood only with reference to both their physical aspects ( \Ve have 
bodies and perform actions in the real physical \\ orld), and also to their 
mental aspects (we have minds, we think and feel ). Trus bod)-mind dualism, 
derives from a philosophical tradition de\ eloped by Rene Descartes in 
the seventeenth century. Some version of this distinction now probably 
seems common-sense to many people, although we do not have to 
propose, as Descartes did, a radical distinction between physical and mental 
substance. 

-

In his Discourse on Method, Descartes (1637) discusses a question which is 
nowadays much more urgent than when he asked it: is it possible to teach 
machines to use a human language? Descartes answers 'no', and argues that 
the linguistic ability of machines is in principle severely limited. Imagine, he 
says (in Part 5 of the Discourse), machines whose outward appearance exactly 
resembles human beings: 

[T]here would still be nvo absolutely reliable tests \\ hich prove that they are 
not really human beings. The first is that they could never use words or other 
signs which are organized in the ways that we express our thoughts to each 
other. We can easiJy imagine a machine which has been constructed so that 
it emits sounds ... for example, if we touched it in one place, it might ask 
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what we want it to sa~ · if we touched it Ollle\\ here else it might exclaim that it 
is hurt, and so on. But we cannot imagine it arranging the sounds differently, 
in order to rep l~ appropriately to what is aid in its presence, although 
even human being of the lowest level of intelligence can do that. 

(my translation) 

Descartes distinguishes sharply bet\\een external, observable behaviour (the 
machines look like humans), and internal unobservable mental acts. Exter­
nal aspects of language , such as sounds ignore an essential point about 
human language, "hich is that the sounds com C) thoughts between 
minds. He concedes that mechanical routine aspects of behaviour might 
be carried out b) machines, but this ,., ould be mere simulation (surface 
appearance ), since machines could not react appropriate!) to unpredictable 
behaviour from other people. 

Thus, Descartes ctistinguishes bem een ctifferent aspects oflanguage: exter­
nal.-internal , observable-unobsen able, ph) sical- mental and routine-cre­
ative. He is arguing that mental activities cannot be reduced to physical 
activities, and rejecting v. hat is usual! called (in t\\ entieth -century ctiscus­
sions) 'behaviourism'. This extreme rejection of reductionism leads to the 
problem of explaining how these n:~, o phenomena, '' hich are so profoundly 
different, could e'er interact. This is the general problem with dualisms: 
creating the two contrasting concepts seems to lea\ e them always in oppos­
ition to each other. 

There is a continuing line of thought in much of the nventieth-century 
debate about the essential nature oflanguage, which runs from Descartes on 
body- mind, via Saussure on pa1-ole-langue, to Chomsky on behaviour- mind, 
performance- competence, and E-language and 1-language. (See chapter 3.2 . 
Chomsky is the author of a 1966 book entitled Cartesian Linguistics.) Since 
Saussure, many linguists have used such oppositions ,., hen attempting to 
define the nature of language: its essential, as opposed to its merely acciden­
tal, properties. For example, all human languages ctisplay essential kinds of 
structural (syntactic) organization. HO\\ ever the fact that a gi' en language is 
in world-wide use, whereas another language is geographically restricted, is 
due to historical and social factors, and has nothing to do ,.,,ith its structural 
organization. 

Language can be concei' ed of in many different wa) s, depending on point 
of view. A standard \ie\\ has been that language has £'., o essential aspects. 
First, it is beha\ iour, individual and unprectictable in its details: this is parole 
or performance. Second, it is knowledge: it has an underl) ing organization, 
which is known w1consciousl) by indi idual native speakers, and shared to a 
large extent by members of a speech conununity. This is usually known as 
competence (if we are thinking of the indi,idual speaker), or as langue (if we 
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are thinking of the shared system). These dualisms have been e ·tremely 
influential and productive, but have been increasingl) drawn into question 
especially in sociolinguistics, discourse anal) sis, and corpus lingui tiCS 1 "hich 
have all shown that behaviour is much more highl) parrerned than pn::viousl) 
suspected. 

Hodge and Kress ( 1988: 16) sho' that , in Sa us ure 's conception 
different duaLisms are logically related to each other. Saussure most famous 
pairs of categories are often discussed in isolation but they are part of a 
rigorous scheme of successive stages of idealization. In his attempt to 
define the essential core of language, he distinguished first between '"hat is 
internal, and what is external (for example, political and social histoq , and 
geography). From this division, he retains only one half: the internal. He 
then divides this aspect of language again into l\ o: la.ngue and parole. He 
argues that parole is too idiosyncratic for systematic stud and discards it. 
He retains langue, and divides this again into t\\ o: the S) nchronic and the 
diachronic. He discards diachronic change (again as being piecemeal 
and irrational). He retains synchronic Language phenomena, and di' ides 
these again into t\vo axes: which were later renamed syntagmatic and 
paradigmatic. The schema then looks like this (Hodge and Kress 
1988: 17): 

l internal llangue l synchrony l paradigmatic 

(external) (parole) ( diachrony) ( syn tagmatic ) 

The bracketed topics in this schema indicate the contents of 'Saussure's 
rubbish bin'. 

These dualisms receive repeated discussion in much l\ventieth-century 
linguistics, albeit in different forms. For Saussure, langue is social, and parole 
is individual. For Chomsky, competence is indi,idual, and performance is the 
category to which the social is relegated, then to be ignored. These dualisms 
have also been resisted: by Hymes (1972), who opposes communicati'e 
competence to both performance and competence (see chapter 3.2 ); by 
Labov ( 1972: 18 5 ff) who discusses the Saussurian paradox; and by Halliday 
( 1978) and Sinclair ( 1991) who reject the competence-performance distinc­
tion outright. 

For those who see insoluble problems with dualism, there are only two 
ways out. A model of language must be based on either fewer or more 
contrasting elements. Fewer than two clearly means one, and monist pos­
itions have been proposed by Bloomfield and Firth. More than tv,,o includes 
three, and pluralistic positions (not exclusively concerning language) ha\ e 
been proposed by Popper and Searle. 
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1 0.3.2 Monism: venion 1 

A monist po ition must abandon one term of the dualism , either the physical 
or the mental. If we abandon the ph) sical then we have to adopt a position 
known as solipsism: all we can be sure of is that minds ex.ist, and we ma) just 
be imagining the existence of the external ph) sical " orld . I \:\ri ll not discuss 
this position, since I am not aware of any serious linguistic theory which 
proposes solipsism . 

In the uneasiness over dualisms, linguists ha\ e, ho'' e\ er, abandoned the 
mental. Related 'iews , more or less extreme , are kno\:\ n as physicalism, 
materialism, and (often within linguistics) beha\ iourism. An extreme view 
radically denies the existence of the mind. A less extreme 'ie\:~. concentrates 
on beha iour, and assumes, for theoretical purposes, that the mind does not 
exist. For example, Bloomfield ( 19 3 3: vii ) adopts a monist position in his 
famous abandonment of psychology in fa\our ofmechanism : 'Mechanism is 
the necessary form of scientific discourse.' Whether Bloomfield really 
believed that •,, e don't have minds' is not important. He was proposing 
the principle that a scientist 'must proceed as if he held the materialistic view' 
(p. 38, see alsop. 142 ). Another famous statement along these lines is: 'The 
scientific method is quite simpl) the com ention that the mind does not exist' 
(Twaddell 1935: 57 ). 

Bloomfield argued that language invol es observable behaviour, that 
science has to be based on obser able facts , that the mind is unobservable 
and therefore inaccessible , and that the admission of mental facts would 
therefore be an unnecessary complication. Quine takes a similar view: 'The 
bodily states exist anyway: v h. add the others?' (quoted by Popper 1994: 8). 
Thus Bloomfield appears to have been driven to making monist statements 
because of his assumptions about hm;v science must operate. (See chapter 
2.9.1 on problems wmch therefore arose in his approach to semantics.) 

People have strong intuitions that they have mental states (including 
thoughts, feelings and wishes), and that language involves essential mental 
processes of understanding. (These intuitions are themseh es mental states.) 
So, strictly behaviourist vie\vs are often felt to be strongl) counter-intuitive, 
even if many people would accept a partly reductionist iew that the mind is 
what the brain does. A major Chomsk) an contribution has been to show the 
richness of mental knowledge. 

1 0.3.3 Monism: ve1'sion 2 

The Firth-Halliday-Sinclair approach has also been explicitly monist. 
Firth ( 19 57: 2n) denounces dualisms as 'a quite unnecessaq nuisance', and 

-
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explicitly describes (1935: 53; 1957: 2 ) his position as monist , and both 
Halliday (1978: 38, 51) and Sinclair (1991: 103 ) reject the competence­
performance distinction. However, here the rejection of dualism argues that 
apparent dualisms are the result of an error in our thinking, namel) looking at 
the same phenomenon from different points of view. This variant of reduc­
tionism is a favourite H allidayan rhetorical mo\ e, though the \ iew that beha -
iour and knowledge run in parallel, and are aspects of the same thing, also has a 
long histoq. Popper (1 994: 109 ) points out Spinoza's argument in the 
seventeenth century: if we look at reality from the inside , then it is mind; if 
we look at it from the outside, then it i.s maner. 

Halliday ( 1991 , 1992 ) argues that the weather and the climate are the 
same phenomenon, regarded from different time depths. If\\ e are thinking 
of the next few hours, then we are thinking of the weather, and this perspec­
tive determines what kinds of actions we might take (for example , going to 
the beach, packing an umbrella ). If we are thinking of the next centur), then 
we are thinking of the climate, and this perspective determines different 
kinds of actions (such as legislating against industrial processes which destroy 
the ozone layer). If the climate changes, then obviously this affects the 
weather. Conversely, each day's weather affects tl1e climate, hm" ever min­
imally, either maintaining the status quo, or helping to tip the balance 
towards climatic change . Instance and system, micro and macro, are two 
sides of the same coin, relative to the observer 's position. Similarly, e\ ery 
instance in a text perturbs the overall probabilities of the system, if only to an 
infinitesimal extent: the system is inherent!) probabilistic (Halliday 1992, 
l993a). 

Halliday here builds in a time dimension. The term weather refers to 
short-term events (the sun is shining, it is ·windy), whereas the climate refers 
to long-term states (a maritime or continental climate). With reference to 
language, a further distinction seems necessary. An utterance (a behavioural 
event) is an event in time, but a sentence (a unit of langue) is timeless: it is 
an object which stands, not in temporal, but in logical relations (such as 
paraphrase and contradiction) to other sentences. Furthermore, a text is 
never just an instance: it has to be interpreted against the history of the 
discourse. Any stretch of language has meaning only as a sample of an 
enormously large body of text, and represents the results of a process, 
where each selection has meaning by 'irtue of all the other selections 
which might have been made, but have been rejected (Sinclair 1965: 76-
7 ). A crucial distinction here is between the potential of the system and the 
actual choice which is made. 

So, text and discourse (in Foucault's sense: see chapter 7.2 and 7.7 ) are 
names for different segments bet\veen instance and system. The data from 
large corpora put linguistics in an increasing}) good position to address the 
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dualisms of individual and social small-scale and large -scale, micro and 
macro. 

10. 3. 4 77Je Saus.rtt?'ian pa,~adox 

There are many aspect to the Sau surian paradox (Labm 1972: l85ff). 
Several of the dualism which trouble linguistics are present in Saussure's 
distinction bet\\ een langue and paP'ole. Langue is the abstract language 
svstem that is shared b. member of a speech community. Parole is the 
concrete language behaviour of individual speakers and writers. Saussure 
observes that language is a social institution, and not a creation of the 
individual speaker. Langue is la partie ociale du langage, exterieure a 
l'individu' . Societ) consist of individuals, but is external to indi' iduals. As 
Firth (1957: 29 ) puts it : 'V{e are in the \\Orld, and the \\Orld is in us.' As 
Bernstein ( 1990: 94 ) puts it : Hm: does the outside become the inside, and 
how does the inside reveal itself and shape the outside?' 

One of the most famous formulations of this problematic is by Marx 
(1852 ): 

Die Menschen mach en ihre eigene Geschichte , aber sie machen sie nicht a us 
freien Sti.icken , sondern umer unmirrelbar 'orgefundenen, gcgcbcnen und 
uberlieferten Umstanden. Die Tradition allcr toten Geschkchter laster '' ie 
ein Alp auf dem Gehirne der Lebenden. 

[Human beings make their own hi tOr) , )Ct the} do not make it of their own 
free will, but under directly encountered, given circumstances, v. hich have been 
handed dm n to them. The tradition of alJ the dead generations weighs like a 
nightmare on the minds of the living.] 

As Giddens ( 1984: :x...xi ) points out, attempts to work out what this statement 
implies about individual and societ), freedom and constraint, creativi.t)' and 
tradition, have shaped the social sciences. Linguistics (and other disciplines) 
have been constant!) beset by the dualisms ofsubject and object, internal and 
external, agency and structure, process and product, pamle and langue, 
language use and languageS) stem, creativit) and rules, intended action and 
tmimended consequences. 

In the tradition of autonomous linguistics from Saussure to Chomsky, 
langue or competence are conceived as systematic and as the onl) true object 
of study, although they are both unobsen able. Parole or performance are 
considered uns) stematic and idios ncratic, and therefore, at best, of only 
peripheral interest. In addition pa'role is b) definition obsen able only 
in passing fragments: as a whole, it is also unobservable. Mainstream 
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twentieth-century linguistics has therefore defined itself "~th reference to a 
dualism, both halves of \vhich are unobservable. Much of the significance of 
corpus linguistics lies in possibilities for breaking out of this impasse, since 
concordancers and other sofhvare allow millions of words of data to be 
searched for patterns which otherwise remain im isible. 

10.4 Pluralist Positions 

A theory of language use must account for both linguistic behaviour and 
linguistic knowledge, but we need more than this two-wa) distinction. At 
least a three-way distinction is needed, as follO\\S .. 

(I) We can observe the actual choice of vocabular) which a speaker /\Hiter 
has made in particular texts. 

(2) But suppose we say that the speaker has a large' ocabulary. Here we are 
referring to something quite different: not behaviour, but the know­
ledge of an individual. Linguists refer to the 'mental lexicon' (Aitchison 
1987) as something psychological and private . It is not directly obser­
vable, though we can carry out experiments and make inferences about 
its contents and organization. 

(3) And suppose we say that English has a large vocabuJaq. Here we 
are referring to something different again: something public, that is 
recorded in dictionaries. This does not correspond to the mental lexicon 
of any individual, since no-one knows all the words in a large dictionary. 
In addition, the meaning of the \VOrds is not something individual: I 
cannot decide to use words just to mean "'hat I \\ish. Although 
vocabulary in this sense is also not directly obsen able) word meaning 
is 'a public state of affairs' (Carr 1990: 42 ). 

In summary, we use the term 'vocabulary' to talk about three rather 
different things: something that is 

chosen and actually used in texts (observable); 
stored in the mind (private and unobservable ); 
recorded in dictionaries (public but also not directl) observable). 

10.5 Brute and Institutional Facts 

We therefore require distinctions between actual behaviour,. individual men­
tal phenomena and conventional social facts, and anempts to relate facts of 
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these ditlerent kinds place language within a broader theoq of social behav­
tour. 

Anscombe (1958 distingui -hes between ' brute facts' and facts which exist 
only 'in the context of our instirurions . Suppose he sa~ s, someone orders 
some groceries. If a grocer brings a bag of potatoes to my house then this is a 
brute fact. But if '"e talk of m. ordering the potatoes, the grocer supplying me 
with them his sending me a bill which I pa_'V, so that I then 01vn the potatoes, 
then these e ents are onJ~ interpretable in the context of a set of institutions. 
These include com enti.ons im oh · ng trust ben. een people (such as money) 
and social relations such as owner hip . Although giving someone a bill 
consists partly in an observable brute fact, name)~ handing over a piece of 
paper, this hardl~ explain the point of the event, \\ruch is unobser able, and 
depends on shared beliefs about mone~ comminnents to pa), and property. 
Along \\ ith many tCatures of the world O\\:nership is not observable, but,, e 
talk about it, and perceive the social world in terms of it. The unobservable 
facts include speech acts: it is a brute fact that I produce an urterance such as 
Could )'Ott. send 11'Z-C te1f kilos of potatoes but again this hardly expresses the 
point of the utterance, and the reciprocal obligations \\ hich it sets in train. 
Ra" Is ( 1955) argues that there. are rules of practices which are logically 
prior to particular cases. With reference to Anscombe's bag of potatoes: 
we can onl) talk of someone ordering and paying a bill for goods, if we 
presuppose the institutions of mone) buying and seUing, and property. 
Buying potatoes is a move in an elaborate game set within a legal fran1e ­
work). 

These ideas are best knm\ n to linguists in a form developed b) 
Searl.e ( 1969: SOff , who disposes of dualism as follows. There are brute 
(physical) facts and ps) chological (indi' idual, mental ) facts., but there also are 
'many kinds of facts \\ hich are not maners of individual opinion, and which 
do not fit this t\\ o-\\ ay picture. The. include getting married, being con­
victed of a crime and ' inning a game of baseball. (Baseball is also one of 
Rawls's examples.) Searle calls them institutional facts, because 
they 'presuppose the existence of c,ertain human institutions'. These institu­
tions depend, in turn on the distinction between regulati\ e and constitutive 
rules (Searle 1969: 33ft}. Regulati e rules regulate behaviour '''hich already 
exists independentl) of the rules e.g. 'Officers must \\Car ties at dinner'). 
Constitutive rules themsel es create or define the forms of behaviour (e.g. 
the rules of chess ). Thus it is only \\ .·thin the soci.al institution of marriage, 
which is defined b) a set of constituti e rules that uttering a certain sentence 
counts as a particular kind of promise and counts as getting married. The 
fact that two people have got married cannot be reduced either to a piece of 
behaviour (they both urrered some words or to individual mental feelings 
or opinions: there is a social reality \\ hich is irreducible to either of these 
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other sets of facts. Searle ( 1995 ) develops these ideas in a more recent book, 
in which his work on speech acts becomes the ba i of a theor ' of the 
construction of social reality. 

10.6 Physical, Psychological and Social 

A view of language can be based around a three-way distinction. Depending 
on how we look at it, language is ( l ) utterances (unique e' ents realized 
by actual physical behaviour), (2 ) indi idual knowledge (personal compe­
tence), or ( 3) social knowledge, shared across a communi(), and 
possibly recorded in dictionaries and grammars. We can make inferences 
about the third aspect from the patterns observable across the usage of 
many speakers, when their behaviour is recorded and made publicly access­
ible in corpora. 

It is often pointed out that Saussurian parole is equivalent to Chomskyan 
performance: both are actual, personal behaviour. Howe er, whereas 
Chomskyan competence is individual and psychological, Saussurian lang.ue 
is interpersonal and social: a social fact. (Though Saussure is notoriously 
vague on the ontological status ofthis social knowledge. ) If we put Saussure, 
Chomsky and Searle together, we have a three-part model. The first approx­
imation would be 

( 1) brute facts: parole/performance/behaviour; 
(2) psychological facts: individual competence; 
(3) social (institutional) facts: langue. 

In slightly different terms, Popper ( 1972, 1994) proposes a pluralist and 
interactionist theory of knowledge and the body-mind problem. He pro­
poses three spheres of experience. 

( 1) World 1 is the external world of physical bodies with their physical 
states and processes. It contains objects such as stones, trees and chairs. 

(2) World 2 is subjective knowledge: that is, the private, mental states and 
processes (thoughts, beliefs, feelings, intentions, etc.) of individual 
human minds. 

( 3) World 3 is objective knowledge. He uses the term objective, not to mean 
"objectively true", but to refer to the public products of human minds, 
including the contents of books, arguments, theories, problems, and 
critical discussions. World 3 is closely dependent on written language, 
since it is when arguments are written down and formulated clearly that 
they can most easily be discussed and criticized. 
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Searle's 'iev. of an objective \\odd (Searle 1995: l seems close to 

Popper's viev. of objective knov.l.edge . His di tinction (p . 7 ) between 
'physical particles in fields of force' consciousness' and social facts' also 
seems to parallel Popper s V\ odd l of ph) sical facts World 2 of mental 
phenomena, and World 3 of autonomous public knov.ledge. Further, Sear­
le's view (e.g. p. 37 ) that man~ institutional facts depend on prior linguistic 
forms seems related to Popper s vie" on the role of ( e.speciall_, written) 
language in creating World 3. 

Popper ( 1994: 3) points out that pri' ate ps) chologicaJ 'erbs can indicate 
subjecti e knowledge, but that when the) are used in projecting clauses, they 
can mark objecti e kno\\ ledge. When '' ,e say H e k1'z.en1 he was exceeding the 
speed limit, then \\e are talking of subjective World 2 kilO\\ ledge. But when 
we say It is lJ'ell ktwnm that water consists of h)rdrogen and oxygen, then we are 
talking of objective World 3 knowledge. One of Popper's favourite examples 
involves numbers. Arithmetic geometry and statistics originated in practical 
needs, such as commerce and ta.xation measuring land and na\ igation, and 
computing actuarial tables. Once these ideas exist (for example, the idea that 
the.re is a series of natural numbers which starts one, tJvo~ th1'ee and continues 
without end ), then, within this system problems and patterns are discovered. 

However, there are different kinds of objects in World 3. Searle (1995) 
gives an account of how social facts arise, which is much more detailed than 
Popper's account of World 3. Popper is specificall) concerned with forms of 
scientific knowledge, such as prime nun1bers which were discovered as an 
unintended consequence of the number system. Searle discusses a range of 
everyday social phenomena, and how they arise due to collective intention­
ality. There is a further logical difference. Popper's prime numbers continue 
to exist even if e eq one forgets about them: si.nC>e they were unintended, 
they do not depend on collective imentionality. Whereas, as Searle points out 
with reference to the ex-German Democratic Republic, if people just cease to 
believe in a state, then it 'anishes in a puff of smoke. Nevertheless, the two 
positions seem, in broad oudine, compatible. or complementary, in so far as 
they are both proposing a pluralist alternative to mind-body dualisms. 

Leech ( 19 83: 48-56) gives a S)'lllpathetic account of a Popperian position, 
and relates Popper and Searl.e. He argues that a missing link in Popper's view 
of Worlds l to 3 is a world of societal facts , "hich. is precisely what Searle 
discusses. This, argues Leech, intervenes between Worlds 2 and 3, to give 
this pluralist model: 

( l) a language as physical facts 
(2) a language as mental states 
(3) a language as social (institutional) facts 
( 4) a. language as an autonomous system 
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10.7 Worlds 1, 2 and 3 

Perhaps in the following section, I am pursuing the ob\ ious,. but I would like 
to try and make as clear as possible the concept of public, inter-subjecti e 
facts, which are distinct from the knowledge of an} individual . The'' ord book 
is ambiguous, as between book [ + concrete] and book [- concrete], and I can 
make two different statements about a book on my desk: 

[ l] This book belongs to me. 
[2] This book was written by Henry Sweet. 

In [ l], I am referring to an individual physical object, which sat in a book­
shop, before I bought it, and brought it home. This is a World l object, and I 
could use it as a paperweight or for propping open a window. In [ 2] , I am 
not referring to the physical object. Presumably Henry Sweet never saw this 
particular physical object, much less has he written it. What he wrote is 
something with an abstract status, which is embodied in the World 1 object 
on my desk, but also in many other objects, which can be stored in other 
forms, including microfiche and computer files . If any one of these World l 
objects is destroyed, this does not mean that we have lost Henry Sweet's 
ideas: we can go and read them in some other instantiation of the book. In 
[ 2], the book is a World 3 object, and [ 2] is a shorthand way of saying 
something like. 

[3] The content ofthis book was written by Henry Sweet. 

We can also phrase things the other way round. If I say [l ], then I do not 
mean that the ideas in the book belong to me. I can own the World l object, 
but not the World 3 object. Also, I can have a version of its content in my 
mind, as a World 2 object, but this will not be the same as the World 3 object. 
Even the author, Henry Sweet himself, did not have the whole content of the 
book in his mind. This may sound paradoxical. However, first, he probably 
wrote many details in the book, which he later forgot. Second, the argu­
ments in the book doubtless have many consequences (perhaps they contain 
logical entailments or contradictions) ofwhich he was not aware. Once ideas 
are written down, they take on a life of their own. 

Popper ( 1996: 101-2) phrases it in this wa). Books belong to World l, but 
their content belongs to World 3. Two copies of a book belong to World l , 
in so far as they are different physical objects, but they belong to World 3, in 
so far as they have the same content. Similarly, libraries and manuscripts of 
lectures belong simultaneously to World 1 an.d World 3. If someone picks up 
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a book or hears a lecture in a language the) do not understand, then they can 
see or hear onJy its World l aspect: marks on a page or noises passing 
ben,een people. lf the~ understand the language and make an attempt to 
follow the arguments, then it i the World 3 aspen which is important. 

Searle ( 1995 makes a related point. The book on m) desk is in one sense, 
a physicaJ object. I could use it as a paperweight, but it ''as not intended to 
be used in this'' a_. It was produced with the intention that it be read, and it 
is not just ffi) personal individual opinion that this is the intended function 
of books. It is 'matterofobjectivel) ascertainable fact (p. 10) that it is a book 
(and not a paper\\ eight}. Acruall)', Searle (1995: 9-10 ) makes the point with 
reference to an object with particular ph) si.cal properties: it is composed of 
wood and metal, but in addition ir is a sere\\ dri er .. This is despite the fact 
that a sere\\ driver could be used for other purposes (such as a weapon), and 
that other objects (such as a coin ) could be used as a screwdriver. Both the 
intentionality and the consensus about this intentionality are essentiaL 

One of my university colleagues has in her office a copy of Searle's (1995) 
book which has been badly chewed b) her dog. The dog had treated the 
book as a physical World l object and not appreciated it as a World 3 object. 
She has kept the book, because, although the World 1 object is badly chewed 
and in a pretty sorry state it is ne\ enheless readable and still has value as a 
World 3 object. The book (World 1 object) used to belong to the university 
library, so she had to pay for another World l copy of the book for the 
library. (This is a true story. The dog's name is Willie.) 

World 3 objects such as books come into existence only because an author 
has thoughts and ideas (which are states or events in World 2 ), which are 
then recorded, by writing them in. longhand or typing th.em into a word 
processor. The re,cording, in some World l form, is crucial, and written 
language has a crucial role to play in the creation of World 3 objects. Once 
the ideas are written down, the~ can be duplicated, and read by other people, 
and therefore criticized and improved. They have gained a life of their own, 
independent ofWorld 2 and of their creator. In this sense, Popper argues that 
World 3 is autonomous. 

There are certainly limitations to Popper's work in this area. He has only a 
rudimentary conception of language (Borha 1992: 188). He proposes a view 
of the biological bases of human language, but makes no reference to 
discussions of mind/brain relations in Chomskyan linguistics. Neither does 
he make any reference to work on language functions since Biihler (1934), 
and he discusses to onl) a limited extent the necessary interaction between 
Worlds 1, 2 and 3. 

However, we now have a series of distinctions on which an alternative to 
dualism could be based. On this account, utterances are physical World l 
phenomena, competence is a mental World 2 phenomenon, and languages 
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are World 3 objects (Popper 1972: 157; Carr 1990: 3 et passim). As I will 
argue below, corpora are also a different kind ofWorld 3 object. 

10.8 A Pluralist Model 

An alternative to both monism and dualism is an explicit!) pluralist position. 
In chapter 3.2, I discussed Hymes's ( 1972) pluralist revision of the two-way 
Chomskyan competence-performance opposition. A comparable model is 
proposed by Tuldava (1998: l3ff), from whjch figure 10.1 is adapted. First, 
Tuldava distinguishes between the potential of the S) stem (what is formally 
possible ) and the realization of the system (what actually occurs ). Second, he 
distinguishes between dynamic and static aspects of language and language 
in use: process and product. These aspects can vary independently~ giving us 
four ways of looking at language. 

A text is the only aspect of language wruch is rurectJy observable. It is the 
product of linguistic behaviour: a small set of choices out of what is possible, 
and a realization of the language system. A spoken text is a piece of behav­
iour; so also is a han.dwritten letter. We can look at a text as a static product 
(what has been chosen), and count the frequency of items in it. Or, as I did in 
chapter 6.6, we can look at it, from a different point of view, as the outcome 
of a process of linguistic behaviour in time, which involves a constantly 
changing choice of new and old vocabulary. Without computational help, 
we can look only at a small fragment of text. With computational assistance 
we can observe patterns which recur across many inruvidual texts. 

A text consists of a sequence, in time or space, of word-forms. These are 
word-tokens, which are repeated with different frequencies. A vocabulary 
consists of a timeless list of word-types, which can be word-forms, lemmas or 
other lexical items. A vocabulary is one part of the language system. This is a 

linguistic 
competence 

potential 

language 
system 

process ----------+-----------product 

linguistic 
behaviour 

actual 

text 

Figure 10.1 Process and product, potential and actual (based on discussion in 
Tuldava 1998: l3ff) 
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static In\entor fwhat i po ible: entiall) a \O abulary plus a List oflarger 
units and rule of combinati n. The y tern i o ial and intcr-subjecti\e and 
not known .in its entiret) by an. individuaL o single per on' s linguistic 
competence includes the whok vocabu.lar_ of the language, but speakers can 
learn new words and draw on thi \'ocabular~ if n:quired. The system cannot 
be obsened directJ_ , but nonn f u e -an be interred from obser ations of 
texts. Speakers intend to communicate with each oth.er but the) do not 
intend to produce and rnaimain a language. Thi is the unintended product 
of their Lingui ric behaviour and knm\ ledge. 

Sentences are types. They arc timeless units of the language system, but 
they are not events: they do not occur. Utterances are tokens. They are units 
of language behaviour, \\hich occur in time and space, and which are both 
caused (by mental intentions about \\hich ' e knO\\ \ef) Litrle ), and have 
causal effects. Linguistic competence i knowledge of types (such as lemmas 
and sentences). Language behaviour produces utterance tokens .. The lan­
guage system is inter-subjecti\e social. and public. Linguistic competence is 
individual, mental and private . 

Linguistic behaviour be.longs to World l e\ ents. The linguistic 
competence of an individual exists in World 2. The language system is a 
World 3 object. An individual text, such as specific spoken utterances or an 
individual written text is also a World l object. However, behaviour and 
texts can only be interpreted against norms so as soon as we start to discuss 
the meaning of a text, we are considering it as a World 3 object, and as soon 
as we record utterances, and collect them in a corpus then we are creating a 
different kind of World 3 object. What is still not entirely integrated into this 
account (as pointed out by Leech 1983: 54-5 ) is language as a social 
phenomenon. This is where a large corpus can help us to observe the 
patterns of repetition of micro-e' ents (individual utterances) across the 
behaviour of many speakers, and therefore to glimpse the macro-patterns, 
which we perceive as a language. 

10.9 Performance Data, Corpora and Routine 
Behaviour 

A corpus is a collection of texts, designed for some purpose, usually teaching 
or research. It does not fit directly into the four-way schema above, because it 
is neither linguistic behaviour, nor linguistic knowledge, nor a linguistic 
system. A corpus is not something that a speaker does or knows, but some­
thing constructed by a. researcher. It is a record of performance, usually of 
many different users, and designed to be studied, so that we can 
make inferences about typical language use. Because it provides methods of 
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observing patterns of a type which have long been sensed by literaq critics, 
but which have not been identified empirically, the computer-assisted study 
of large corpora can perhaps suggest a '' ay out of the paradoxes of dualism. 

It is often objected (see section l 0.2 above ) that a corpus is (mere) 
performance data, but this is a shorthand formulation which disguises 
important points. Utterances are actual beha\ iour, spoken or \Hitten: thq 
are acts performed by individuals, and ultimately they are physical events, 
noises made in the world or marks made on a page . A corpus is a collection of 
utterances and therefore a sample of behaviour. Howe\ er, a corpus is not 
itself the behaviour, but a record of this beha,iour. Or if you like: an 
utterance is an event in time, but a corpus is not an e\ ent. This distinction 
has crucial consequences. Popper ( 1994: 7) gives this example. Meteorolo­
gists make records of changes in temperature. The temperatures are physical 
states (in World 1), but the measurements ha\e been selected, and the record 
has been designed, for some purpose, by human beings. The sequence of 
temperatures cannot be directly studied for the patterns it displays: but the 
record can be. Through the intermediaq of the intentions and design of 
human beings (in World 2 ), the physical states in the world (in World 1) can 
be converted into a form of public knowledge (in World 3). Developing 
Halliday's analogy, temperature records can be used to study not only local 
variations in the weather, which might be directly obser able and remem­
bered in a rough and ready way, but also ro study longer-term variations in 
the climate, which are not directly observable, and need a record to replace 
individual human memory. 

A large general corpus is one stage further away again from a record of 
performance. First, it is a sample of the language use of many speakers, not of 
one individual's performance. Second, it is constructed according to a theory 
of language variation, which is open to discussion and criticism. Third, the 
corpus can exist in many copies, on paper and in computer-readable form. 
This makes the data oflinguistics publicly accessible, and otTers an alternative 
to the ultimately private data of intuitions. 

What is observed is always partly determined by the obsen ational methods 
used and by the available data: essentially by what it is possible and/or 
convenient to do. Thus, different aspects of reality are foregrounded b) 
different methods. Concordances make repetitions visible, and corpus Lin­
guists tend to emphasize the repetitive and routine nature of language use. 
However, these repetitions are really there, and can now be studied. So, \:vhat 
is it that corpora make visible? Saussure ( 1916: 171 ) distinguished syntag­
matic and paradigmatic (associative ) relations. A syntagmatic relation holds 
between items in praesentia, which co-occur in a linear string. A concord­
ance line is a fragment of parole, where a single instance of syntagmatic 
relations can be observed. We are interested in more, hO\'vever, than what 



DAT A AND D ALI MS 241 

happens to ha' e occurred once in uch a fragment. A paradigmatic relation is 
a potential relation be~\ e'en item i,z. a.bsentia, which ha' e a ps) chological 
realit) ('des terme irl absentia dan une serie mnemonique virtuelle'' 
p. 171). Since paradigmatic rdations are a virtual mental phenomenon, 
they are unobser· able. 

ln an indi' idual teXl neither repeat,ed syntagmatic relations, nor any 
paradigmatic relation at all are obscn able. Hm e\ er, a concordance 
makes it possible to obsen e repeated events: it makes visible at the same 
time, "hat frequentl~ co-occurs . ntagmaticall~ and ho\\ much constraint 
there is on the paradigmatic choices. The co-occurrences are visible on the 
horizontal (s magmatic axi of the indi\ ·dual concordance Lines. The 
repeated paradigmatic choice - what frequently recurs - are equally visible 
on the vertical axis : e peciall~ if the concordance lines are re-ordered aJpha­
beticall to left or ri gh r (T ognini-Bonelli 1996). 

Chomsk) an linguistics has emphasized cre.ativit) at the expense of routine, 
which is seen as habit and as the unacceptable face of beha\ 'ourism. Other 
linguists (such as Firth and Hallida) and sociologists (such as Bourdieu and 
Giddens ) have emphasized the importance of routine in e\eqday life. For 
example, Bourdieu ( 1991 develops a concept of habitus, as a set of disposi­
tions to act in certain ways, a myriad of ingrained mundane processes which 
become second nature: they are a product of history but they also reproduce 
history (pp. 12-13) in the routine flow of day-to-da) life. Giddens (1984) 
proposes a substantial theory of routine, which he sees as the predominant 
form of eveqda activit) · p. 282 ). The routines of social life are apparently 
minor and trivial but ha\ e a compelling force, such that daily life is incon­
ceivable without tradition and custom. Since daily life is reconstituted in 
repetition, there is an inherent relation bet\a,een routine, trust and confi­
dence. Giddens (1984: 68- 73 ) draws on work on ,discourse analysis for his 
discussions of how humans are constantly watchful ofd1eir own and others' 
beha\ iour. The routine character of e eq day encounters has to be "orked at 
in situations of co-presence. 

Corpus linguistics offers new ,,. a s of stud) ing linguistic routines: what is 
expected, predictable usual normal and typical in the utterance-by-utter­
ance flo\\ of spoken and written language in use. It has as yet onJy the 
outlines of a theory '' hich can relate individual texts to text corpora, which 
can use what is frequent in corpora to identify what is typical in the language, 
and which can use findings about frequentl) recurring patterns to construct a 
theory of the relation bet\\ ,een. routine and creati\e lan.guage use. However, 
we now ha\ e methods for studying patterns '' hich are not visible directly to a 
human obsen er but '' hich are ne' ertheless stable across the language 
performance of man) speakers. These methods make it possible to 
study patterns which are not Limited to "hat an individual can perceive or 
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remember, and offer new ways of studying the material base of many of 
society's activities. One of the most elegant defences of such study is by 
Burrows (1987: 2-3, see chapter 6.9 above ), who talks of'evidence to\ hich 
the unassisted human mind could never gain consistent, conscious access'. 

When Chomskyan linguistics took a decisi\ e step away from studying 
behaviour and its products, to studying the cogniti\ e system which underlies 
behaviour, this led to the discovery of many new facts about language. 
EqualJy, when corpus linguistics took a decisive step tov ards the study of 
patterns across large text collections, this also led to the disco ery of many 
new facts. The approaches are currently often seen as being in opposition, 
and the dualisms are perpetuated, but the long-term aim must be to integrate 
the insights from different approaches. 

10.10 Summary and Implications 

The kind of probabilistic model of language use, especially of collocations, 
which I have discussed throughout the book, has implications for several 
central areas of language study. 

( 1) A theory of language competence. Language use is a balance between 
routine and creativity. Concepts such as 'current' or 'natural' language 
(Sinclair 1991: 174) have intuitive plausibility, but are not well understood. 
Corpora can provide evidence about why some ways of saying things sound 
idiomatic, natural and native-like, whilst others do not: words are not learned 
individually, but in association with other words. 

(2) A theory of parole. Corpus study shows that language use is much 
more highly organized than previously suspected. It is governed, not by the 
kinds of categorical rules that linguistics has often dealt with, but by tenden­
cies and probabilities. Only with large corpora and appropriate software is it 
possible to observe repeated patterns across the language use of many speak­
ers and writers. 

( 3) A theory of texis-grammar relations. Such an approach gives lexis a 
much more central place in language use and a greatly expanded syntagmatic 
dimension (Hunston and Francis 2000). This is a very different orientation 
from much linguistic theory since the 1950s (see chapter 9.8 above), and it 
will take a long time before an approp.riately revised division of labour 
between an expanded lexis an.d a reduced syntax has been worked out. 

( 4) A theory of connotation. If all words have predictable collocates, 
then lexical meaning is distributed over several words, the meaning of an 
individual word is influenced by these collocates, and the balance between 
propositional and connotational meaning shifts towards the latter. Many 
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more words ha e evaluative connotation and discourse prosodies than pre­
viously recognized. Thi has implication \\hich I ha\e not discussed here, 
for the practice and theor~ of . ryli ·tics and of translating. ) 

( 5) A them·y oftextual cohesion. The findings presented about semantic 
feature sharing (especially in chapters 2.5 and 5.6 above ) ha e implications 
for the frequent semantic redundanc) oflanguage in use. A theor. oflexical 
collocation is a theory of the extent to "hich lexis is predictable and can 
therefore serve as one mechanism of te>..'tU3.1 cohesion. 

It is often thought that corpus anal) ses show that much of language use is 
made up of fixed phrases or prefabricat,ed chunks, but this is a misleading \:vay 
oflooking at things. There are certainly such fixed phrases, but it turns out to 
be surprising] difficult to find phrases '' hich are absolute! fixed. The 
finding is rather that there are very many recurring semantic panerns 
which have expected lexical realizations but \\ hich can be highl) ' ariable in 
their lexis. These patterns are often ery simple in their structure bur, due to 
contextual variables \ef) complex in their consequences. This is a finding 
which recurs across the whole of the natural sciences. Consider the parallels 
between corpus linguistics and geoloro. Both disciplines are based on an 
assumed relation bet\\ een process and product. By and large, the processes 
are not observable: the) must be inferred from the products. 

Geologists are interested in processes which are not directly observable, 
because they take place across 'ast periods of time. What is observable is the 
products of these processes: individual rocks and geographical formations. 
These products are the obsen able traces of processes which have often taken 
place a long time in the past. The~ are highly variable, because any specific 
instance is due to local environmental conditions. Nevertheless, these vari­
able products are due to highl) general processes of destruction (such as 
erosion) and construction (such as sedimentation; see Love 1991 ). 

Corpus linguists are interested in processes which are not directly obser­
vable because they are instantiated across the language use of many different 
speakers and writers. What is directly observable is the individual products, 
such as utterances and word combinations. (In addition, repetitions of such 
patterns, across time, can be made observable if different occurrences are 
displayed by concordancers and other software.) These individual word 
combinations are the obser able traces of general panerns of collocation 
and colligation. They are highl) 'ariable due to local sociolinguistic contexts. 
Nevertheless, these variable products are due to highly general processes of 
probability and expectation. 

There are several general tests of an approach to language study. Perhaps 
the most important is whether taking a particular point of view can help us to 
learn things: there is no doubt that corpus studies have provided many new 
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and surprising facts about language use . Another test is whether looking at 
things from a given perspective can suggest ways out of paradoxes which 
have plagued linguistics. Corpus study may eventually prO\ ide a wa) of 
avoiding unfortunate dualisms and of integrating different kinds of cognitive 
and behavioural data. 

l 0.11 Background and Further Reading 

On the relevance of Popper to linguistics, see Leech (1983: 54-5), Carr 
(1990) and Botha (1992: l83ff). Swales's (1990) \iew ofthe documentary 
world of science is an institutional variant of this World 3 view of knowledge 
(though Swales does not refer to Popper). 

Ideas similar to Popper's on World 3 are put forward b) Ziman ( 1978: 
l 06-8 ), who distinguishes between ( 1) the material domain of the external 
physical world, ( 2) the mental domain of perceptions and thoughts, and ( 3) 
what he caUs the 'noetic' domain, which depends on language in order to 
create and maintain knowledge as a social institution. Ziman refers to Pop­
per, and to similar ideas in Polanyi ( 1958 ). Searle ( 1969, 1995) distinguishes 
between physical, psychological and institutional facts. And Giddens's 
( 1984: 8-12) views on the importance of the unintended consequences of 
intentional actions for a theory of the social world also come close to 

Popper's views. Unfortunately, the major theorists, Popper, Searle and Gid­
dens, do not refer to one another's work, and, as far as I know, no systematic 
comparison of their ideas has appeared. 
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extended lexica] unit , 31-2 49, 59-60, 

63-5 , 87-9 96 109- 10 122 
see also collocation- delexicalization; 

lexica-grammar· meaning units of; 
semantic-feature haring 

false friends, 18 5-8 
see also loan words 

fixed phrase see extended lexical unit 
frame see schema 
frequency of words and phrases, 39-42, 

61-3 , 69-70 80-1 126- 32 160 
162-3, 184--5,206 224 

see also core \Ocabulary; statistical 
methods· typicality 

function word, 39-41, 126-7, 134 
see also content '' ord · lexica] density 

genre see text type 
grammatical '' ord see function word 

head-\\ord see lemma 
hyponymy, 39 

see also anton) my; synonymy 

idiomaticity, 57-9, 95, 120, 147, 242 
see also typicality 

! -language and E-Janguage, 60- 1 
instance and norm, 166, 192, 221, 230, 

239 
see also expectation 

institutional facts see brute and 
institutional fact ~ World 3 

inter text, l 01, 220, 222 
introspective data see intuiti\ e data 
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intuitive data, limitations of xiv, 7 1-2 
142, 166, 216 221 , 224-6, 240, 
242 

keywords (statistical ), 129-30 
see also cultural key" ord:s 

KWIC sec concordance 

langue and pa.1·olc, 101 , 104, 119-20 
227- 8, 230-1 , 234 

see also competence and performance 
lemma, xi\, 25-8 , 69 99 
lemmatization, 83, 125, 128 
Jexeme see lemma 
lexical density, 39-41 
lexical field sec lcx.ical set 
lexical item, 31 

see also collocation; extended lexical 
unit 

lexical profile , 84--7, 89- 96 
lexical set, 27-8 , 35-6,81,102 118-19 

121, 158 
lexical variation , 47, 92, 102, 119, 

243 
lexical word see content word 

see a.lso function \\ ord; lexical density 
lexico-grammar, 18-19, 153 156 197, 

199-210, 211-15,220, 242 
Little R ed Riditzg Hood, 161-4, 168-9 
loan words, 170, 174--84 

Arabic, 176 
Chinese, 176-7 
French, 175-6, 178 
German, 17 4-88 
Japanese, 177 
Russian , 179 
Yiddish, 183 
see also false fiiends 

meaning as use, 4, 13-16, 19-20, 50 
meaning, units of, 30-4, 58-60, 62-6 

see also anwnymy; denotation and 
com1otation; ev.aluati\ e meaning; 
extended lexical units; h) ponym) · 
lexical set; reference; synonym} 

methods 
comprehensive CO\erage of data, 84, 

89-95 
empirical and observational, 43-5, 50, 

61-2 143-4, 152, 166, 220-6, 
229 , 232 241-3 

see also corpus· data ; replication; 
statistical methods 

monism, 229-31 
see also dualism 

multi-word unit see extended lexical unit 

node see collocation 

observation see methods 
Oxfo,-d Erlfjlish Dictiotla1')~ 152, 155, 

157, 170-l , 173-7, 179- 85 , 188, 
192-3 218-19 

paradigmatic and S) magmatic, 228, 
240-1 

patterns 61-2 
performance see competence and 

performance 
phrase, 3, 24, 63 

see also collocation 
phraseology, 59 78 , 80 

see also extended lexical units 
pluralism, 2 32-9 

see also dualism; monism 
positional frequenq table, 95 

of p1·ope1·, 159 
of unde1'lJO, 94 

possible and actual 13-19, 230, 2 38 
pragmatics see semantics and pragmatics 
precision and recall , 70-1 
predictabiliry see expectation 
probability, 29 , 63-4, 230, 242-3 

see also expectation; frequency; 
typi.calit) 

process and product, 230-1, 238, 
243 

propositional meaning, 33 
see also denotation ; reference 

prosody .sec discourse prosody 
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real world knowledge see cultu r::tl 
knowledge 

recall see preci ion and recall 
reference, 34 

see also denotation 
replication, 16, 123-4, 140- 1 143, 167, 

212 223 
see also method empirical and 

ob ervational 
routine see creativiry and routine 

see also convention; expectation 

au surian puadox, 228 , 231- 2 
chema, l 0- ll , 96 
emanric-feature baring, 63 , 243 

sec also delcxicalization 
semantic field 3 5- 6 

see n lso lexi ·al set 
semantic preference, 65, 88 

emantic pro ody see di cour e pro ody 
cmantic and pragmatic , 2 17- 18 

span see collocation 
speech act, 6 , 8 , 21 
stati tical methods , 70- 1, 73-5, 126- 32, 

133-40,221 
see also frequency· probability 

synon_ my, 36- 9 , 7 1 102- 5 
see also ant nymy; hyponymy 

syntagmatic see paradigmatic and 
yntagmatic 

text and di course, 5-6, 230 
text structure, 124-5 , 135-40 
text-type, 20 , 23,97- 8 , 120- 1, 177- 8 

223 
lonely heari:S ads, 17- 19 , 22 
new text types, 5- 6 223 
recipe, 9 5- 6 
technical Engli h , 91 

token see type and token 
truth condition , 8- 9 
type and token, 133-4, 238- 9 
type-token ratio 134-5 
typicality, 58- 9 , 61 , 221, 239 

sec also expectation; frequency 

\'ague language , 9 
,.o abubry management pro ilk , 1 .., 3 0 

\\'Ord see contcn and fun ·tion w rd · 
frequency; lemma· rype and roken­
\\'ard -torm 

\\'Ord -form , Y - , 222 
see nlso lemma 

word and phra c analy cd, main 
example : 

T, 199-201., 211 
) 9 -9 

2 
l3 CKDROP 86 
B ~K 14-16 
BE -pa ive , 211 - 15 
BLITZ, 1 5-6 
BODILY 
BODY 
BIUDE and 
C RE 19 151-4 

E, 77 

-9 

4 

E 45- 9 65- 6 112 114.- 15 

co 
0 

147- 9., 166 
FLAK, 185-6 

154 

106- 7 

IAL and T RIB 

T-p iYe 211 - 15 
GO lP 7 22 

148-9 

AI etc. 9 107 
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HELUTAGE, 149- 51 166 
HIT i'viA H, et ., 11 - 19 
HITHERTO 6 
HORSE 35- 6 
LARGE , 65 
LAVISH , 106 
LITTLE, M.A L, ere. 12 162---± , 

166 
ll 

\". Y etc. 206- 9 

1 AKED EYE 108- ll 120 
PROPER, 154 156-60, 166 
PRO\ nDE 24 65 
RECKLE , 85- 6 

i\IB 5 

RO U~ D, 3---± 
ALT, 43- 5 
EEK, 1 - 19, 2 - , 63 
i\L\LL, 11 
Ol\1E\V1-L-\T, 0- 1 
T:\_ DARD, 154-6 
TREET, 203-~ 211 
U~D:\Y i\IOXDAY ere. 16- 17 

RG ERY, 1 1 - 14 
T -\KE "2 
TALK HAT ct · . . - 8 
TRL DY 160- 1 
U~DERGO 89- 95 97 115- 16 
~'TOLD 112 114 

\ orld .., 234-8 , 240 244 




