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CHAPTER 1 

Research Design and the Accumulation 
of Knowledge 

'My name is Ozymandias, king of kings: 
Look on my works, ye Mighty, and despair!' 
Nothing beside remains. Round the decay 
Of that colossal wreck, boundless and bare 
The lone and level sands stretch far away. 

- Percy Bysshe Shelley, "Ozymandias" 

The last thirty years have treated students of the politics of devel­
oping countries almost as unkindly as the years did Ozymandias. 
At precisely the moment when the impulse toward authoritar­
ianism had "been fully explained by a variety of converging 
approaches and [was] therefore understood in its majestic inevita­
bility and perhaps even permanence" (Hirschman 1979, 98), de­
mocratization began its sweep through much of the world. In a 
second and even more unexpected development, governments in 
every region began to abandon state interventionist economic 
policies in favor of greater market orientation. On top of every­
thing else, the Soviet empire collapsed. Though scholars have 
greeted most of these events with delight, few expected them, 
because theories dominant at the time these changes began did 
not predict them (cf. Remmer 1995, 103; and Kalyvas 1999).1 

Confronted by compelling and exciting events in the world, 
scholars quickly turned their attention to trying to understand 
them. One of the first fruits of these investigations was the recog­
nition that few of the theories dear to the hearts of students of 

I. A number of scholars had analyzed the fragilities and contradictions that even­
tually contributed to transitions in one or another kind of authoritarianism. See, for 
example, O'Donnell (1978, 1979) for analyses ofthe potentially destabilizing tensions 
among alliance partners within bureaucratic-authoritarian regimes; and Kalyvas 
(1999) for a summary of the many analyses of the weaknesses and dysfunctional 
aspects of communist regimes. To my knowledge, however, no one expected or 
predicted the sweep of democratization and economic reform across much of the 
developing world that we have witnessed. 
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comparative development offered much leverage for explaining 
recent events. The limited usefulness of old theories was noticed 
early on - sometimes by the authors of earlier studies them­
selves - in the study of transitions from authoritarianism. Neither 
the dependency-influenced arguments that had figured so large in 
explanations for the surge of authoritarianism during the 1960s 
and 1970S (e.g., O'Donnell 1973; Cardoso 1973a) nor historical 
accounts of democratization (e.g., Moore 1966) seemed to offer 
much help in explaining flip-flops between democracy and au­
thoritarianism.2 Guillermo O'Donnell and Philippe Schmitter elo­
quently express the inadequacy of standard interest group or 
class-based approaches. 

During these transitions ... it is almost impossible to spec­
ify ex ante which classes, sectors, institutions, and other 
groups will take what role, opt for which issues, or support 
what alternative. . . . [These are] choices and processes 
where assumptions about the relative stability and predict­
ability of social, economic, and institutional parameters­
and, therefore, of their descriptive and explanatory power­
seem patently inadequate. (1986, 4-5) 

Christopher Clapham and George Philip also highlight the ap­
parent indeterminacy of regime transitions: "Patterns of military 
regime succession are rather like paths through the jungle: there 
are various trails, all pretty rough going . . . , and most of them 
not leading where you want to go anyhow" (1985, 24). Processes 
appear complicated and unpredictable when we lack theories to 
explain them. 

The literature on marketization has faced similar difficulties. 
Empirical studies find that the staple causal factor for explaining 
economic policy - interest group influence - accounts for few of 
the policy changes associated with economic liberalization (see, 
e.g., Haggard 1990; Haggard and Kaufman 1992, 1995; and 
Bates and Krueger 1993). Yet no one has discovered or devised 
a theoretical approach that works better than interest group 
theories. As a result, analyses of economic liberalization, like 

2. Rueschemeyer, Stephens, and Stephens (1992) disagree with this otherwise 
generally accepted conclusion. They have tried to provide a life-support system for 
the tradition begun by Moore through a series of substantive revisions and the inclu­
sion of additional variables and contingencies. 
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those of democratization, remained largely descriptive for many 
years.3 

Students of the Soviet empire, in contrast, found it easier to 
explain its collapse. Their problem was not too few predictions of 
collapse, but too many. Since at least the 1950S, many analyses 
of communist regimes have stressed their inherent dysfunctions 
and contradictions. When the regimes finally broke down, these 
dysfunctions were invoked as causes. Yet these political systems 
had lasted forty years in Eastern Europe and seventy in the Soviet 
Union. An oddity of the transitions literature is that most early 
analyses of the breakdown of long-lived communist regimes em­
phasized their contradictions and weaknesses, while few discus­
sions of the collapse of military regimes - which last on average 
about nine years - focus on inherent sources of regime fragility. 4 

Since the cultural, social structural, and economic theories that 
had long informed the study of developing countries seemed to 
offer little help in explaining contemporary events, scholars 
turned to the study of politics for answers. But the theoretical 
cupboard was nearly bare. Because of our past failure to theorize 
the internal workings of political processes in developing coun­
tries, most analysts found themselves in uncharted territory when 
it came to building theories that use political causes to explain 
political outcomes. The result was the emphasis on contingency 
and voluntarism found in the early literature on democratization 
(e.g., O'Donnell, Schmitter, and Whitehead 1986; Diamond, 
Linz, and Lipsett 1989). 

Early analyses of economic liberalization suffered from some of 
the same rudderless quality, though scholars attempting to explain 
different countries' responses to the international economic crises 
of the 1980s and 1990S found more uses for traditional ideas than 
did those studying democratization. International factors, primar­
ily pressure from international financial institutions, continued 
to receive attention, as did pressures from domestic economic 
interests. Conjunctural country circumstances and the idiosyn­
cratic beliefs and commitments of decision makers, however, also 

3. Economists, for whom the puzzle is why does liberalization take so long, have 
proposed a number of subtle variations on interest-group theory to account for 
delayed reforms. See, for example, Alesina and Drazen (1991), Fernandez and 
Rodrik (1991), and Rodrik (1994). Political scientists, however, for whom the politi­
cal impediments to economic reform seemed obvious and the initiation of reform 
more puzzling, had more difficulty coming up with new theories or systematic revi­
sions of old ones. 

4. O'Donnell (1978, 1979) is the best-known exception. 
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played a large role in analyses (see Stallings and Kaufman 1989; 
Haggard and Kaufman 1992, 1995; Bates and Krueger 1993; and 
Haggard and Webb 1994). Despite some efforts at theory building 
(e.g., Frieden 1989), this literature, like that on democratization, 
remained largely descriptive and focused on the details of decision 
making in different cases. In short, scholars working on two of the 
topics of highest salience in the developing world during the last 
quarter century - democratization and economic reform - found 
old theories wanting. 

This did not result from acts of nature or of human contriv­
ance beyond our control. The point of departure for this book is 
that we have made our own fate through our inattention to basic 
issues of research design. To be successful, social science must 
steer a careful course between the Scylla of lovely but untested 
theory and Charybdis, the maelstrom of information unstruc­
tured by theory. Much of the field of comparative politics has 
failed to keep to this difficult course, veering instead from one 
catastrophic extreme to the other.5 The result is a modest accu­
mulation of theoretical knowledge in many parts of the field. 
Arguments, theories, and even paradigms tend to rise and fall in 
rapid succession, leaving behind little to show that they ever 
existed. Like elaborate sand castles, paradigms have been built 
with great effort and attention to theoretical detail, only to be 
washed away by the tide of the next generation of graduate 
students, whose research batters at the weak points of existing 
paradigms - as it should - until the theoretical edifice crumbles 
and disappears. 

The need to start over with every new current event cannot 
be attributed to any failure of theoretical imagination among 
comparativists. Rather, it is the result of our inability to build 
on, develop, and extend old theories instead of periodically dis­
carding them. This is not to say that we are promiscuous or 
disloyal to our theories. We cling to them with the same fervor 
and tenacity as do other scholars to theirs. The problem is that 
our theories-siren songs composed without systematic check­
ing against facts - eventually disillusion us. Cruel and inconve­
nient facts, often available at the time of composition but not 

5. There are many obvious exceptions to this criticism, including much of the 
work on West European democracies. Nevertheless, it applies to much of the field, 
especially that part of it that studies "big" questions such as democratization, develop­
ment, economic policy reform, and revolution. 
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used, eventually insist on our attention and force the abandon­
ment of our creations. 

As a consequence, we face new happenings in the world with 
few theoretical tools, condemned to begin from scratch with 
unstructured, inductive searches for patterns. At their best, 
such inductive explorations lead to generalizations and correla­
tions, which in turn give rise to theoretical speculations. More 
typically, however, inductive fact-gathering missions result in a 
disorganized mass of information. "Only very occasionally ... 
do facts collected with so little guidance from pre-established 
theory speak with sufficient clarity to permit the emergence of a 
first paradigm" (Kuhn 1970, 16). Though they need not be, in 
practice theoretical speculations arising from inductive studies 
tend to be marred by vague, unarticulated first principles and 
behavioral assumptions that have not been carefully thought 
through. Apparent relationships between cause and effect may 
be uncovered within the set of cases examined, but few efforts 
are made to find out if such relationships also occur among 
other cases. Sometimes historical detail substitutes for causal 
argument, and the adumbration of events leading up to out­
comes takes the place of explanation. Authors may carefully 
hedge their tentative arguments with caveats about the need for 
further testing, but most readers ignore the caveats and attri­
bute to such arguments the status of established findings. As a 
result, sturdy, long-lived theories all too often fail to emerge 
from inductive work. 

The central message of this book is that we could steer a 
course through that narrow channel between untested theory 
and atheoretical data more successfully, and thus accumulate 
theoretical knowledge more rapidly, if certain research norms 
were changed. Although research norms are changing, basic 
principles of research design continue to be ignored in many 
studies. Common problems include inappropriate selection of 
cases from which to draw evidence for testing theories and a 
casual attitude toward nonquantitative measurement, both of 
which undermine the credibility of evidence gathered to support 
arguments. The failure to organize and store evidence in ways 
that make it accessible to others raises the costs of replication 
and thus also slows theoretical progress. Uncritical acceptance 
by readers of theories that have not undergone systematic empiri­
cal tests exacerbates the problem. 
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Granted, we work in a harsh environment for the development 
of solid theory because of severe information limitations, but 
harsh environments sometimes lead to useful innovations. This 
study will suggest some innovations and some ideas borrowed 
from other fields. The book deals with several of the widespread 
methodological practices noted above, showing their unfortunate 
consequences and making suggestions for their improvement. It 
begins with a controversial subject: the translation of fascination 
with "big structures, large processes, huge comparisons" (Tilly 
1984) into useful and replicable research. It then moves to rela­
tively well understood issues such as case selection and concept 
operationalization. Finally, the book concludes with a discussion 
of the characteristics that a good theory should have and high­
lights the uses and limitations of the rational choice framework as 
one possible approach to theory building. 

The Rise and Fall of Paradigms: An Example 

Although a great deal of excellent research has been done on 
developing countries, the methodological faults noted above have 
also been quite common in the study of less industrialized coun­
tries. To illustrate how weak research norms can cause the sand­
castle effect, I sketch the history of one prominent theoretical 
tradition in the field of comparative development. The intellec­
tual history reprised here, of the rise and fall of the modernization 
and dependency paradigms, will be familiar to most comparativ­
ists. Hundreds of us reviewed it ourselves on qualifying exams. 
The basic arguments and concepts will be novel only to the young. 
I use an important and well-known, though now outdated, debate 
for this example in order to show the centrality of the problems I 
address later in the book. 

The history of the study of the relationship between economic 
development and democracy can be periodized by the rise and fall 
of paradigms in much the same way that the history of many 
developing countries themselves can be periodized by the rise and 
fall of regimes. My use of the word paradigm differs slightly from 
Thomas Kuhn's (1970), in that he defines a paradigm as the domi­
nant understanding of a particular class of phenomena at a parti­
cular time. As Mattei Dogan (2001) notes, political science is 
in Kuhn's terms pre scientific. Consequently, no Kuhnian hege­
monic paradigm has existed. The collections of theories, hypothe­
ses, applications, and favored methodologies I refer to as para-
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digms do, however, have most of the other features Kuhn attri­
butes to paradigms. They encompass a set of factual and explana­
tory knowledge claims, in other words, theories, that are widely 
accepted by adherents. And they structure further research: deter­
mining which facts are theoretically salient; defining what consti­
tutes a paradox and what questions urgently require answers; 
identifying which cases need to be examined and what kinds of 
evidence are considered meaningful. 

Like regimes, paradigms are sometimes overthrown by well­
organized, coherent, mobilized opposition - as, for example, 
modernization "theory" was toppled by dependency "theory." 
At other times, paradigms fall because of their own internal 
contradictions and their inability to deal with the inconvenient 
facts thrown up by the world - the fate of dependency theory in 
the early I980s. When this happens, paradigms, like regimes, are 
succeeded by periods of chaos and contention. Such a phase 
followed the fall of dependency theory. 

To achieve success, paradigms need to have the same character­
istics as successful ideologies. Ideologies simplify the world, ex­
plain what we see around us in a compelling way, and identify 
what needs to be done. The basic ideas need to be simple, yet 
applicable to a broad range of puzzling questions. They need to 
have the "aha!" factor- that is, to lead the newly exposed individ­
ual to exclaim, "That has to be right! Why didn't I think of it?" 
And finally, paradigms need to be fruitful; the theories they con­
tain need to explain previously unexplained regularities and to 
create new paradoxes and puzzles. As ideologies imply needed 
political action or policies, a successful paradigm implies a re­
search frontier of puzzles and paradoxes on which scholars need 
to work. Among the theory-induced paradoxes of note, the vast 
outpouring of work on voter turnout spawned by the theory of 
collective action plays the same role within its intellectual frame­
work as did the vast outpouring of work on false consciousness 
within the Marxist framework. In both instances, real-world phe­
nomena that might otherwise have been considered thoroughly 
unremarkable - that is, citizens vote and workers fail to rebel­
have been subjected to intense scrutiny and debate because basic 
theoretical premises render them puzzling within their respective 
theoretical worldviews. 

The brief history below demonstrates the relationship between 
evidence and paradigm shifts. Each paradigm lost its power to 
structure research when evidence of gross inconsistency between 
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expectations arising from theories within the paradigm and real­
world events became impossible to ignore. This is the usual mode 
of progress in science: earlier theoretical understandings are first 
undermined by inconsistent facts and then replaced by newer theo­
ries that can accommodate both old and new evidence. The claim 
here is thus not that theories or paradigms are overturned in some 
unusual way in the subfield, but rather that evidence was available 
that should have called them into question at the time of their 
creation. It should not have taken decades to notice the plethora 
of inconvenient facts. 

When developing countries first began to receive concentrated 
attention from political scientists after World War II, central 
questions for the emerging subfield were (and remain today): 
what causes democracy? and what impedes economic develop­
ment? Scholars not only scrutinized events and processes in de­
veloping countries themselves, but also returned to the study of 
the historical development of the more industrialized countries 
and compared different political and economic routes to develop­
ment. The paradigm that emerged was the loose collection of 
assumptions, generalizations, and hypotheses referred to, gener­
ously, as modernization "theory." I label modernization theory a 
paradigm because the generalizations, hypotheses, and theories 
of which it was composed formed a more or less consistent and 
logically coherent body. 

The modernization paradigm reflected the times in which it 
developed, as do all paradigms. Some of its central ideas drew on 
observations of the world during the 1950S, a time when technol­
ogy and democracy seemed to be spreading rapidly from the 
North Atlantic countries to the rest of the world. Observers as­
sumed they could extrapolate their own time into the future. 
Other ideas in this paradigm derived from contemporary aca­
demic theories, especially pluralist understandings of politics and 
neoclassical economics. 

The pluralist image of political life contributed to expectations 
that change would come about incrementally and peacefully 
through the interplay of societal interests (cf. Binder 1986). Neo­
classical economics supplied theoretical support for a view of the 
international economy as simply the medium through which 
trade could occur, enabling resources to flow to their most effi­
cient use and all parties to capture the gains of specialization 
based on comparative advantage. 

With nearly a half century of hindsight, we can see that the 
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parts of modernization theory that were tested carefully (by the 
standards of the 1950s) have survived the test of time fairly well, 
though they spent some time in the dustbin of history before 
being fished out, dusted off, and put back on the academic shelf. 
One of the most important of these is the correlation between 
democracy and economic development (Lipset 1959; Jackman 
1973), interpreted then as support for the argument that develop­
ment causes democracy.6 Many of the arguments drawn from 
economics have also survived. Quite a few of the most basic 
ideas of modernization theory were never tested, however. A 
central one was that the diffusion of values that had originated in 
Western Europe would lead to the rapid transformation of tradi­
tional societies and cultures into modern ones (Levy 1966). Ex­
pectations about the effects of diffusion were based on historical 
experience in northwestern Europe and the rapidity with which 
developing societies embraced certain material innovations, such 
as vaccinations and modern methods of transportation, during 
the immediate postwar period. Plausible as the values argument 
was to those steeped in Weberian ideas, it was never tested. That 
is, no one attempted to measure the diffusion of values and show 
that changes in them affected development.? 

Ideas about the effects of the diffusion of technological innova­
tions also remained untested. Observers believed that the diffu­
sion of technology, which they saw happening rapidly, would lead 
to quick economic development, and that cultural and societal 
modernization would follow automatically as a result of changes 
in status, expectations, and roles brought about by the resource 
mobility required by industrialization (Moore 1963). This em­
phasis on technological innovation as the deus ex machina that 
would bring profound social, political, and cultural changes was 
consistent with Marx's interpretation of European moderniza­
tion. The consequences of the real diffusion of technology, in 
which some innovations spread much faster than others - for 
example, vaccinations faster than birth control- were not mea­
sured, and the expectation that technological diffusion would 
cause cultural and social changes was not tested. 

6. The relationship between economic development and democracy is one of the 
most thoroughly tested in comparative politics. The interpretation of the relationship 
is still disputed, however (see Przeworski and Limongi 1997; and Przeworski et al. 
2000). 

7. A few pioneering studies did demonstrate the existence of differences in values 
between citizens in developing and industrialized countries (e.g., McClelland 1961). 
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Early modernization theorists differed from Marx in giving 
scant attention to the struggle among conflicting interests vested 
in different stages of development, or to the possibility of vio­
lence, rebellion, and revolution as means to overcome interests 
vested in the traditional order. Their expectations of incremen­
tal, relatively peaceful change reflected late-nineteenth-century 
experience in Britain and North America and were consistent 
with the pluralist image of politics dominant at the time. They 
failed to take into account the more violent and conflictual histo­
ries of most of the rest of Europe (and earlier periods in Britain 
and the United States), as well as the many examples of stalled or 
retarded development in other parts of the world. As with the 
diffusion hypothesis, the experience of a few developed coun­
tries made these expectations plausible, but neither the basic 
argument nor the mechanisms underlying it were tested. Not 
only was the number of cases examined small, but they were 
selected from among the most developed countries. As will be 
shown below, selecting cases for study from one end of the out­
come continuum we hope to explain increases the likelihood of 
reaching mistaken conclusions. 

The failure to subject many of the basic ideas of moderniza­
tion theory to careful empirical tests had two consequences. 
First, those aspects of the theory that were inconsistent with 
reality were not winnowed out from the parts of it that, fifty 
years later, continue to structure our thinking about develop­
ment. Second, anomalies that might have led to abandonment of 
some ideas and minor revision of others could instead be inter­
preted as challenging the whole paradigm. Because there was no 
large barrier of supportive empirical findings to be gotten over 
before jumping to that conclusion, the discovery of some anoma­
lies led to the repudiation of the whole paradigm by most schol­
ars in the field. The intellectual rejection of the paradigm also 
helped legitimize the abandonment by policymakers in most de­
veloping countries of economic policies supported by neoclassi­
cal economic theory. 

Challenges to modernization theory arose as a result of obser­
vations by scholars from developing countries and by Northern 
scholars engaged in research in these countries. The "moderniza­
tion" that the theory sought to explain did not seem to be occur­
ring. Instead of a new crop of prosperous and democratic soci­
eties, observers saw what they interpreted as the stunted and 
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malformed offspring of a careless and exploitative intercourse 
between advanced and backward nations. 

The uneven diffusion of innovations from advanced to develop­
ing countries had a number of consequences unforeseen by mod­
ernization theorists. Modern industrial techniques implanted in 
enclaves by foreign investors failed to spread to the rest of 
the economy. Agricultural production for the domestic market 
trailed behind industrialization and urbanization, leading to pres­
sure on food supplies and an increasing dependence on imported 
food. Industry drew too little labor out of the unproductive agricul­
tural sector to improve the distribution of income, and the income 
gap between the rural poor and the rest of society increased. 
Economic growth failed to generate adequate self-sustained do­
mestic investment, and consequently developing countries re­
mained dependent on foreign sources of capital and technology. 
Continued dependence on imports led to recurrent and increas­
ingly serious balance of payments crises. The spread of medical 
innovations without compensating increases in agricultural pro­
ductivity led to fears of deepening poverty as population out­
stripped growth. These things were happening as modernization 
theorists were producing and disseminating their ideas, but the 
unexpected outcomes were not incorporated into revised theories 
because so few of the early theorists engaged in careful efforts to 
test their ideas. 

In the political sphere, military interventions and the consolida­
tion of single-party rule outpaced the creation of stable democ­
racy. The introduction of Northern political forms into societies in 
which traditional modes of personal and political interaction still 
prevailed resulted in political systems characterized by nepotism, 
corruption, and clientelism even where democracy maintained a 
tenuous hold. In many countries, the line between public and 
private resources seemed hopelessly blurred. 

Scholars doing field research in particular countries noticed 
these developments and reported them in case studies that are still 
among the most useful sources of information about those times 
and places. Since research norms at the time did not stress the im­
portance of testing theories across a range of cases, however, their 
insights made little impression on those producing high theory. 

The very real ills afflicting developing countries discredited the 
benign expectations of modernization theory. The observation 
that many of the predictions associated with the modernization 
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paradigm were not being fulfilled - when this realization finally 
filtered into the halls of North American academe -left the para­
digm vulnerable to overthrow by a new approach that was, like the 
ancien regime, logically coherent, plausible, in tune with its times, 
and untested: dependency theory. 

Dependency theory turned modernization theory on its head. 
It attributed development problems to the consequences of inte­
gration into the international capitalist economy and to exploita­
tion by foreign economic and political interests. Dependency 
theorists hypothesized two broad causes of economic difficulties: 
impersonal economic forces arising from the dependent coun­
try's position in the international economy; and the pursuit of 
their own interests in opposition to national interests by trans­
national corporations and their domestic allies (see, e.g., Sunkel 
1972, 1973; dos Santos 1970; Frank 1967, 1970; Cardoso 1973b; 
and Brown 1963). 

The characteristics of a backward country's position in the 
international economy that dependencistas assumed to be detri­
mental to development included disadvantageous terms of trade 
for raw materials (Prebisch 1950; Cardoso and Faletto 1979, 
155), excessive vulnerability to changes in international prices of 
their few exports, and reliance on few trading partners and suppli­
ers of aid, investment, and loans. 

Dependency theory assumed a conflict between the interests of 
transnational corporations and the developmental needs of host 
countries. Often, dependencistas pictured transnationals and their 
host-country allies as the organizations and individual actors 
through whom international economic forces influenced domestic 
economic outcomes. Within the dependency paradigm, slow 
growth, bottlenecks in the economy, continued dependence, and 
balance of payments crises were attributed to the resource drain 
resulting from such transnational practices as repatriation of prof­
its, transfer pricing, preference for imported over domestic in­
puts, and the maintenance of a monopoly on new techniques and 
the development of innovations (Baran 1957; Evans 1979, 19-38; 
Leys 1974, 8-18). 

Dependency theory relied on the structuralist critique of neo­
classical economics for economic theory and interpretations. Cen­
tral to the structuralist critique is the claim that the distribution of 
the gains from trade between more and less developed economies 
disadvantages the less developed (Prebisch 1950; Singer 1950). 
The fundamental mode of analysis used by dependencistas draws 



Research Design and the Accumulation of Knowledge 13 

on Marx; dependency theory treats classes as the most salient 
social actors and class struggle as the means through which politi­
cal change occurs. Its view of the international economy descends 
from writings on imperialism by early neo-Marxists (e.g., Lenin 
[1916] 1968). 

Much of the evidence supporting these arguments was anec­
dotal. Where they were supported by quantitative evidence, ana­
lysts inferred far more than the data would actually support. The 
famous Prebisch thesis, for example, is supported empirically by 
a time series showing Argentine terms of trade during several 
decades when the international price of wheat, Argentina's main 
export, was falling. From the experience of one country, export­
ing a handful of agricultural products during one time period, 
came the argument that the terms of trade for primary products 
as a general category were falling and that international trade 
generally disadvantaged the exporters of such products. Analysts 
failed to notice disconfirming empirical studies.8 

The anomaly that eventually undermined the early stagna­
tionist version of dependency theory came not from scholarly 
studies but from events in the real world too large for the next 
generation of scholars to ignore. The early dependency para­
digm achieved its greatest influence during the 1960s and early 
1970S, precisely when most developing countries-contrary to 
the theory's expectations - were growing rapidly. Between 1960 
and 1979, the yearly GNP growth rate in Latin America, whose 
experience had spawned the dependency argument, averaged 
3.3 percent per capita. This compares favorably with an average 
in the industrialized countries (excluding Japan) during the same 
period of 2.9 percent per capita.9 Moreover, since the rate of 
population growth in Latin America was two to three times as 
high as in the industrialized countries, the difference in absolute 
as opposed to per capita growth rates was much greater. 

In other words, the stagnation and slow growth that early de­
pendency theory had sought to explain had certainly vanished 
from Latin America, if it had ever existed. Postindependence 
growth rates in sub-Saharan Africa came closer to fulfilling the 

8. Other studies show that the terms of trade for raw materials vary depending on 
which time period and which commodities are examined. The international economy 
does not invariably disadvantage the producers of primary products (Gon\(alves and 
Barros 1982; Brown 1974, 242-48; Haberler 1961, 275-97). A review of most of the 
early quantitative attempts to test arguments subsumed under the label dependency 
theory can be found in McGowan and Smith (1978). 

9. These figures were calculated from data in World Bank (1981, 134-35). 
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expectations of the dependency/neocolonialist arguments. The 
average annual per capita increase in GNP between 1960 and 
1979 (excluding South Africa) was only 1.6 percent there -low by 
international standards for that time period. Nevertheless, even 
in Africa, positive per capita growth rates disconfirmed the more 
extreme stagnationist predictions. Meanwhile, several trade­
dependent Asian countries were growing at remarkable rates. 
Those who had proposed the early dependency arguments had 
failed to do rudimentary fact checking, and many scholars in the 
comparative development field accepted their knowledge claims 
despite the paucity of systematic evidence to support them. 

In response to the incontrovertible evidence of growth in most 
developing countries, dependency theory was revised. Industrial­
izing countries continued to experience very serious economic 
and political problems despite respectable growth rates, and de­
pendency theorists were understandably reluctant to abandon 
such an intuitively appealing and deductively compelling set of 
ideas. Practitioners modified dependency-influenced arguments 
and used them to explain erratic and crisis-ridden growth, a dual 
economy resulting in unequal distribution, political instability, 
and authoritarianism. 

Analysts working in the dependency tradition argued that the 
"structural" causes of inflation and balance of payments crises 
inhere in the dependent relationship. Inflation, in the structur­
alist view, stems largely from two phenomena: reliance on the 
export of primary products to earn foreign exchange, and the 
existence of a dual economy in the developing country. Reli­
ance on primary product exports, they contend, carries inflation 
into the domestic economy and causes balance of payments 
problems as a result of deteriorating terms of trade and because 
primary products are subject to very wide and rapid interna­
tional price swings. 

Dependencistas linked the development of the dual economy 
to the history of foreign domination of production and trade in 
dependent countries. The defining features of a dual economy 
include low productivity in a large traditional agricultural sector 
and a severely skewed income distribution. The traditional agri­
cultural sector appears to ignore market incentives. In conse­
quence, food production lags behind industrialization, urbaniza­
tion, and population growth. The increased food imports that 
then become necessary contribute to the balance of payments 
problem. Profits in the traditional agricultural sector, which 



Research Design and the Accumulation of Knowledge 15 

should contribute to capital accumulation, remain low. The 
skewed distribution of income contributes to the balance of pay­
ments problem by intensifying the demand for luxury consump­
tion goods, which, even if manufactured inside the country, use 
imported inputs, imported technology, and imported capital. De­
pendency theory blamed the persistence of these problems, de­
spite rapid industrial growth, on the prevalence of foreign corpo­
rations in the economies of the dependent countries (Sunkel 
1973; Cardoso 1973a, 146-48). 

Most of these arguments were supported by illustrations rather 
than tests. A small number of cross-national statistical studies did 
confirm claims that economic dependence caused skewed income 
distribution and other problems (Chase-Dunn 1975; Bornschier, 
Chase-Dunn, and Rubinson 1978), but, as with earlier depen­
dency theory, cross-national studies that challenged the implica­
tions of the revised dependency paradigm were ignored (e.g., 
Kaufman et al. 1975; McGowan and Smith 1978; Jackman 1982). 
In fact, some prominent dependency theorists rejected the idea 
that testing was possible or desirable (Cardoso 1977).10 

When developing countries fell victim to dictatorship, de­
pendencistas and others influenced by their work blamed authori­
tarianism on conditions peculiar to dependent countries' interac­
tion with the international capitalist economy. Several arguments 
were advanced linking authoritarianism to dependency. The best 
known, often called the bureaucratic-authoritarian model, hy­
pothesized that late, dependent industrialization differed from 
industrialization in the early modernizers in that it encompassed 
two distinct economic-political stages: an easy phase of im­
port substitution based on the production of relatively simple 
consumption goods, during which the amount of capital needed 
to industrialize is small; and a "deepening" phase, when the 
demand for simple consumption goods has been met and opportu­
nities for further import-substitution industrialization lie in the 
production of goods requiring much larger infusions of capital. 
During the easy phase of industrialization, relatively small capital 
requirements allow workers to share the benefits of growth and 

ro. Duval (1978) argues that Cardoso and others who make similar statements 
mean that the situation of dependency (an unequal exchange relationship) deter­
mines the domain of a set of arguments, but that dependence itself should not be 
treated as a variable within arguments. Thinking of dependency theory in this way, 
however, does not imply that the arguments expected to apply within the domain 
should not be tested. 
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participate in the inclusive political systems that result. As the 
easy phase is exhausted and capital needs become more urgent, 
however, the interests of owners and workers diverge. Capitalists 
then support exclusionary authoritarian regimes that can repress 
unions and suppress wages in order to accumulate capital more 
rapidly (O'Donnell 1973). 

The interest of domestic capitalists in wage reduction coin­
cides with the interest of foreign corporations in a concentrated 
income distribution, which creates a larger market for their 
upper-income consumer products (Cardoso 1973a). Fear of com­
munism gives the military an interest in repressing working-class 
political mobilization and encouraging capital accumulation in 
order to increase the growth rate. Growth is doubly desired by 
the military. On the one hand, it is expected to undercut the 
appeal of communism to the poor; on the other hand, it is ex­
pected to lead to higher geopolitical status and a more secure 
base of military power (Stepan 1971). 

This convergence of interests provides the basis for a coalition 
of the domestic bourgeoisie, the international bourgeoisie, and 
the state - dominated by the military and technocrats - that sup­
ports the bureaucratic-authoritarian regime and its policies (Ev­
ans 1979). The bureaucratic-authoritarian argument thus offers 
an explanation for why several of the more advanced developing 
countries succumbed to authoritarianism in the 1960s and 1970S, 
when modernization theory would have predicted an increased 
likelihood of democracy. In contrast to much that had gone before 
it, O'Donnell's elaboration (1973) of the bureaucratic-authori­
tarian argument did not select cases for examination from only 
one end of the outcome continuum: he compared countries that 
had experienced military intervention with countries that had not. 
Re also showed evidence of various kinds to support his critique of 
modernization theory. This more rigorous research design greatly 
increased the persuasiveness of his argument. Though based on 
the experience of a small number of Latin American countries, 
the study was quite methodologically sophisticated. Many viewed 
it as a definitive disconfirmation of modernization theory. 

As can be seen even in this very incomplete sketch of scholar­
ship influenced by the dependency paradigm, this set of ideas 
was remarkably fruitful. By the early 198os, however, a plethora 
of inconvenient facts had forced themselves on scholars' atten­
tion. For neo-dependencistas, the most inconvenient facts came 
from the Asian newly industrializing countries, which, despite 
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being among the most dependent in the world, had experienced 
about twenty years of rapid, relatively stable growth unmarred 
by the severe inflationary and balance of payments crises that 
plagued other developing countries. What's more, they had in­
creased agricultural productivity and maintained relatively equi­
table income distributions while doing so. 

Meanwhile, the bureaucratic-authoritarian argument also faced 
a challenge: bureaucratic authoritarianism was vanishing. The 
original bureaucratic-authoritarian regimes were experiencing 
rapid democratization even though the capital squeeze that had 
been proposed as the underlying cause of their emergence had 
become far worse in the early eighties. 

Causes of the Fragility of Theories and Paradigms 

The main reason these appealing theories and paradigms were 
discarded in such rapid succession is, I argue, the unfortunate 
failure of many comparativists working on developing areas to 
make use of all available information in the formulation of theo­
ries in the first place, together with the willingness of consumers 
to accept theories without strong supporting evidence. Let me 
reiterate that the problem is not that new theories and paradigms 
supersede old ones as new information becomes available. That 
is the normal way the accumulation of knowledge progresses. 
Nor is it that researchers working in earlier decades failed to 
make use of analytical tools that have only more recently become 
widely used. Rather, it is that a bit more simple fact checking 
prior to the dissemination of theories and a bit more skepticism 
on the part of consumers of theoretical ideas prior to acceptance 
could have made possible more careful decisions about which 
theories to reject and thus a more rapid development of knowl­
edge. Perhaps we could have sifted through these ideas in a few 
years rather than taking decades to do it. The parts ofmoderniza­
tion theory that now appear robust might have remained stand­
ing during the heyday of dependency theory - as might the parts 
of dependency theory that may yet return to claim our attention, 
though they now lie discarded along the road to the Washington 
consensus. 

Analysts did not ignore evidence, but they used it selectively to 
develop, support, or test theories. Many of the arguments within 
the modernization paradigm, for example, used evidence from 
only a few North Atlantic countries. Early versions of dependency 
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theory, which sought to explain stagnation in developing coun­
tries, ignored readily available evidence of rapid growth. Later 
extensions of dependency theory recognized that growth was oc­
curring but ignored evidence from East Asia of growth without 
most of the crises and distortions associated with development in 
Latin America and Africa. Few scholars working on these issues 
either collected systematic evidence on the actual performance of 
countries in different situations or used such evidence as had been 
assembled by others. 

The general inattention to evidence slowed down the emer­
gence of a better understanding of economic development that 
might have usefully informed policy choice. It caused a failure to 
notice that policies commonly pursued as part of government 
strategies to foster industrialization actually caused many of the 
economic problems characteristic of late developing economies. 
Overvalued exchange rates, used to transfer resources from the 
agricultural to the industrial sector, caused recurrent balance of 
payments crises and decreased production for export. High tariffs 
encouraged the growth of internationally uncompetitive manufac­
turing sectors. Urban bias in policies aimed at fostering industrial­
ization worsened income distribution. By the late 1960s, some 
development economists understood the connection between 
import-substitution development strategies and these unintended 
consequences, and their arguments were readily available to poli­
tical scientists in published sources - though these arguments too 
were untested - (e.g., Hirschman 1968; Fishlow 1971; Leff 1968, 
77-88; Kuczynski 1977). Yet arguments in the dependency tradi­
tion continued to attribute these problems to structural features of 
the relationship between late developing countries and the inter­
national capitalist economy, and arguments in the modernization 
tradition continued to attribute developmental difficulties to cul­
ture. Because governments were assumed in both traditions to 
reflect societal interests, government actions and their conse­
quences rarely became the focus of research. 

As Robert Merton (1957, 16) observes, a paradigm can be 
transformed "from a sociological field-glass into a sociological 
blinker" (cf. Kuhn 1970). Observers may note the existence of 
some trait or phenomenon, describe it, perhaps discuss it at 
length in an ad hoc way, but never incorporate it or its implica­
tions into theories, because in the context of the prevailing para­
digm it is considered epiphenomenal or unimportant. 

Such was the case for both modernization and dependency 



Research Design and the Accumulation of Knowledge 19 

theorists who failed to treat systematically the effects of govern­
ment policy on economic performance, even though everyone 
recognized that nearly all Third World governments intervened 
heavily in their economies. Scholars described at length govern­
ment efforts to promote development. Descriptions of policies 
and their effects figure prominently in numerous case studies of 
developing countries. Observers also recognized that the inter­
ests and ideologies of state leaders affected the content of these 
policies and thus the distribution of the fruits of growth to vari­
ous groups. Both paradigms, however - drawing on pluralist and 
Marxist worldviews, respectively - assumed that these state inter­
ests and ideologies reflected societal interests. Hence, many ob­
servations languished as untheorized descriptions. 

Analysts from both schools, for example, interpreted popu­
list policies as reflecting the distribution of societal interests at 
the stage of development when the working and middle classes 
had reached significant size but could not yet threaten the most 
fundamental economic interests of property holders (e.g., di 
Tella 1965; Weffort 1965; Ianni 1968; Cardoso and Faletto 1979). 
Several studies described the role of parties and individual politi­
cal leaders in shaping and mobilizing the expression of popular­
sector interests (e.g., Powell 1971; Skidmore 1967; Collier and 
Collier 1979). But these descriptions did not find a place in 
dominant theories. Instead, theories continued to emphasize 
structural causes - especially the growth of the popular sector 
associated with industrialization - as leading more or less auto­
matically to government decisions to embrace particular devel­
opment strategies. 

When the economic outcomes that resulted from policies appar­
ently designed to appeal to the interests that made up the populist 
coalition failed to deliver all the benefits expected, causes for this 
failure were sought either in culture traits thought to be inhospit­
able to economic endeavor, or in the machinations of foreigners 
and small but powerful domestic interest groups able to pursue 
their goals through informal or corrupt means. The possibility that 
economic difficulties could be caused by honest policy mistakes 
was not seriously considered. Nor was the possibility that the 
political realm has a systematic rationality of its own, partly inde­
pendent of societal economic interests. Consequently, although 
"the state" figured in many dependency-influenced arguments as 
the enforcer of the "pact of domination" (Cardoso 1973a) or as 
a coalition partner with dominant interests during periods of 
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authoritarianism (Evans 1979; O'Donnell 1979), few political sci­
entists made any effort to assess the independent effect of state 
policies on economic outcomes. Instead, most analysts seem to 
have uncritically accepted governments' claims that import-sub­
stitution industrialization strategies served a national interest in 
development. 

Of course, one of the purposes of theory is to simplify the 
world and direct attention to some phenomena while leaving 
others in obscurity. Understanding is impossible without such 
simplification, and the theories embedded in the modernization 
and dependency paradigms did not differ from other theories in 
providing it. When theories are tested and found wanting, how­
ever, analysts feel driven to search for other explanations of the 
outcomes the theory had seemed to explain. In the course of this 
search for alternative explanations, they tryout the explanatory 
potential of other phenomena they have noticed. If students of 
developing countries had been more fully engaged in the normal­
science routine of proposing hypotheses, testing them with evi­
dence, revising or replacing initial hypotheses, testing again, re­
vising or replacing again, and so on, they might well have taken 
seriously the relationship between government policy and eco­
nomic outcomes much earlier. The real point, then, is that if 
analysts follow the standard prescriptions of research design, 
paradigms can serve as blinkers only temporarily. 

In this book I focus on research norms, but of course ideology, 
preconceptions, and aesthetics also contribute to the disregard for 
available information. As numerous indignant observers have 
pointed out, the ideological dispositions of scholars playa role in 
determining which theories they find inherently plausible. Mod­
ernization theory had considerable intuitive appeal for many 
North American social scientists but seemed ethnocentric, conde­
scending, and disingenuous to many Third World scholars, who 
saw it as a rationalization for an exploitative international division 
of labor. Dependency theory, in contrast, which placed the blame 
for underdevelopment on the shoulders of exploitative external 
forces, held much more appeal for many in the Third World. As 
Robert Tucker (1969) noted, Marx's most powerful image of soci­
ety as polarized between the property-owning few and the im­
mise rated masses has much more resonance for Third World ob­
servers who live in societies that approximate this description 
than for citizens of advanced industrial societies, who have 
greater familiarity with more complex class structures. 
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In short, the intuitive, emotional, and ideological appeals of 
different theories certainly increase their persuasiveness among 
different groups. When a theory fits with personal experience, 
preconceptions, and ideology, it seems highly plausible. Scholars 
feel less motivated to go to the trouble of digging up facts to 
confirm such a congenial theory and, as a result, fail to unearth 
the facts that would disconfirm it. Stronger research norms in the 
profession, however, would reduce the effects of ideology on 
scholarship. Although, as Dick Sklar has noted, theories are 
conceived in ideological sin rather than scientific virtue, II norms 
of testing and replication would cause the rapid abandonment of 
theoretical ideas inconsistent with evidence. 

A research community that rewarded the creation of theory 
but also had strong traditions of testing claims against the best 
available information - and of systematically collecting the evi­
dence needed to do so - would not so easily be led astray by 
elegant and ideologically appealing but also, unfortunately, 
wrong theories. Such a community would be more receptive to 
evidence when it surfaced, from whatever source. In short, al­
though ideology and taste will always play an important role in 
scholarship, strong research norms can keep their influence 
within bounds. 

The Uncertain Future of the Field 

For the last decades, no paradigm in the sense used here has 
prevailed in the subfield of comparative development. Instead, 
multiple "approaches" compete for adherents. The distinction I 
am making here between a paradigm and an approach hinges on 
the role of explanatory hypotheses in each. A paradigm, as I 
have used the term here, is a set of more or less consistent 
theories and hypotheses that explain various aspects of reality 
and which, taken together, form a coherent worldview. 

In contrast, an approach involves, first, a claim that certain 
factors - for example, states, classes, or political leaders - de­
serve attention, without articulating specific hypotheses about 
them; and, second, the belief that certain research methodolo­
gies are the most useful and appropriate means of gaining under­
standing. I would, for example, call historical institutionalism 
(sometimes called the new institutionalism), with its emphasis on 

II. Personal communication. For an elaboration of his views, see Sklar (2002). 
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the importance of the state and other institutions and its advo­
cacy of the comparative historical method, an approach rather 
than a paradigm. It identifies entities to examine and privileges 
certain techniques for doing so, but the hypotheses advanced 
about different aspects of reality need not form a coherent 
whole. Rational choice is also an approach. It emphasizes the 
centrality of individual actors and assumes they pursue their 
goals rationally, given a particular political and institutional con­
text. Its favored research style involves an initial elaboration of 
the deductive logic expected to determine individual behavior, 
followed by an empirical investigation of whether individuals 
actually behaved as expected. Rational choice is not a paradigm, 
as the term has been used here, and certainly not a theory, be­
cause it includes uncountable numbers of hypotheses and theo­
ries, many of which are inconsistent with each other. 12 

The current multiplication of approaches can be traced to two 
causes: the disconfirmation of many of the central arguments of 
earlier paradigms; and the emergence in the world of urgent 
questions that so far have seemed inexplicable by the kind of 
simple, elegant theories on which successful paradigms rest. 

As factual knowledge accumulates, it becomes harder and 
harder to come up with simple theories to explain the kind of 
large-scale, long-term outcomes on which comparative politics 
has traditionally focused. Advocates of comparative historical 
sociology accept this and, in consequence, defend complicated, 
highly contingent, inelegant explanations as the only kind likely 
to reflect accurately the causal complexity of the world. In my 
judgment, this position is tantamount to giving up on the "sci­
ence" in our ambitious name for ourselves; I do not think we 
should settle for such a compromise. 

We cannot avoid this compromise, however, unless we are 
willing to change some of our traditional practices. The difficulty 
accumulating theoretical knowledge will continue to plague us as 
long as we ignore the basic principles of research design. Al­
though much of this book focuses on the concrete details of 
empirical research, its primary goal is to aid theory building. 

A new theory is like a river in spring. Rushing down from the 
high ground, it cuts a narrow channel through the wilderness of 

12. One of the oddities of Green and Shapiro's critique (1994) of rational choice 
is that they sometimes treat it quite literally as a single theory and thus believe that if 
a particular rational choice hypothesis is disconfirmed, analysts should reject all 
possible rational choice hypotheses. 
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complexity. When it encounters factual obstacles too large to 
sweep along, it should be diverted into a new, equally rapid and 
narrow course. In our subfield, however, old theories, modified 
by many collisions with inconvenient facts, are like rivers that 
have reached the delta after crossing a broad, flat plain. They dis­
sipate into numerous small channels meandering through swamp 
until they merge gradually and imperceptibly into the "wide 
Sargasso Sea" of thick description. Better research practices offer 
a way out of the swamp. 

Plan of the Book 

Traditionally, comparativists have been fascinated by big ques­
tions of immense real-world importance such as what causes de­
mocratization, economic development, or ethnic conflict. These 
are the questions that attracted most of us into the field. The 
choice of a big question for study does not translate automati­
cally into a feasible research design, however. Chapter 2 deals 
with the relationship among questions of interest, research strat­
egy, and theory building. Among the methodological practices 
that most impede the development of a body of theoretical 
knowledge in comparative politics, I argue, is our standard ap­
proach to explaining these big, complicated outcomes. I suggest 
an alternative approach. When trying to get some theoretical 
leverage on compound outcomes (otherwise known as big ques­
tions), it is often more useful to divide the big question into the 
multiple processes that contribute to it and propose explanations 
for the separate processes rather than the compound outcome as 
a whole. Implications drawn from the explanations proposed can 
then be tested. Another way of putting this idea into words is to 
say that although multiple regression is an excellent tool for 
testing hypotheses, it is not always a good image to have in mind 
when trying to explain something complicated, because it focuses 
attention on the identification of causal factors rather than on 
how the causal factors work. Chapter 2 articulates a strategy for 
approaching big questions that focuses on the theorization of the 
multiple processes that combine to produce complex, world­
changing events. It then uses an extended example to demon­
strate how implications can be drawn from such theorizations 
and then tested. 

Another of the methodological practices that impede the accu­
mulation of knowledge is the selection of cases on the dependent 
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variable - that is, choosing cases for study that have all experi­
enced the outcome of interest, or that cluster at one end of the 
possible outcome continuum, rather than selecting cases that 
have experienced the full range of possible outcomes so that they 
can be compared. No amount of evidence gathered from cases 
selected on the dependent variable will confirm most hypotheses 
(King, Keohane, and Verba 1994). Chapter 3 deals with case 
selection and related issues. It demonstrates how selection bias 
has affected the conclusions in several well-known studies. It also 
discusses issues related to selection bias that can arise in time 
series and longitudinal case studies. The final section of the chap­
ter shows how regression to the mean - the inadvertent selection 
bias that occurs when only cases at the extreme end of some 
continuum of interest experience some event - can affect re­
search conclusions in comparative politics. 

Most of the examples in chapter 3 and elsewhere use quantita­
tive forms of evidence to demonstrate the claims I make. I use 
quantitative evidence because it often makes a point especially 
clear, not because I think this form of evidence is always superior 
to nonquantitative forms. In advocating greater attention to re­
search design and hypothesis testing, I am not suggesting that all 
comparativists can or should become number crunchers. In fact, 
chapter 4 explicitly focuses on nonquantitative hypothesis testing. 

Chapter 4 demonstrates how to use the kind of evidence found 
in case studies to test arguments. It also discusses deriving crite­
ria from the argument itself for setting the boundaries of the 
universe of cases within which an argument should apply. It 
delves into the intricacies of operationalizing complicated con­
cepts that have been expressed only verbally in the argument 
being tested. In addition, it considers the criteria for selecting 
appropriate time periods in which to assess concepts used as 
variables in the argument. In many comparative historical argu­
ments, decisions about which periods of time fit within the do­
main of the theory can be as difficult and contentious as decisions 
about operationalizing key concepts. 

The emphasis throughout chapter 4 is on the thoughtful elabo­
ration of concrete criteria for determining the cases and time 
periods to which an argument can be expected to apply, the 
concrete operationalization of concepts, and the careful delinea­
tion of categories to which nonquantitative variables are as­
signed. Informed scholars can disagree about such criteria, and 
in many situations the "correct" choice is not obvious. The crite-
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ria on which all of these decisions are based should be written 
down and made public along with the research conclusions, so 
that readers can, on the one hand, decide whether they consider 
the criteria appropriate and, on the other, replicate the study. 
Readers of the research conclusions should be able to see when 
and where conclusions depend on particular operationalizations 
and other choices, and they should be able to estimate how 
conclusions would be changed by modifying operationalization 
and classification decisions. Chapter 4 uses an extended example 
on party development to illustrate how this might be done. 

Chapter 5 moves from issues related to the testing of theories 
to those related to the creation of theories. If one accepts the 
argument that a focus on process and on the fundamental units of 
action - in most cases, individuals - will increase the likelihood 
of accumulating a sturdy body of theory, then rational choice, 
among the main approaches now competing for adherents, offers 
a good deal of promise. I would not argue that it is an ideal 
approach or the only possible one, but it is both simple and well 
developed. It thus offers not only the shoulders of giants (or at 
least tall people) to stand on, but a step stool to use to get up 
there. Of course, rational choice arguments, like those associ­
ated with any other approach, have their characteristic limita­
tions. They can cross the line from simple to simplistic, from 
"creative tautology" - in Brian Barry's words (1970) - to mere 
tautology. Rational choice arguments do, however, focus on indi­
vidual actors. They do lead to concentration on process rather 
than correlations. And they do routinely generate testable propo­
sitions, even though practitioners sometimes fail to engage in the 
arduous work of testing, as Donald Green and Ian Shapiro 
(1994) have noted. For these reasons, the rational choice ap­
proach has considerable potential for leading to development of 
theory. 13 Chapter 5 reviews the rational choice approach, identi­
fying the areas of inquiry in which it can be expected to offer the 
most and the least leverage. 

The main purpose of the chapter is to introduce the basic 
features of the rational choice approach to comparativists who 

13. Prospect theory may well supplant rational choice in time, since it combines 
more descriptively accurate assumptions about human motivations with deductive 
logic and a focus on individuals and process similar to that in rational choice. At 
present, however, most efforts to apply prospect theory to empirical situations in 
political science are at an early, ad hoc stage and are likely to remain that way for 
some time because of the daunting level of modeling skill needed to use it in a 
rigorous way. 
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may not have had much experience with it or who may have 
misconceptions about it. The chapter also reviews the many sub­
stantive areas in which rational choice arguments have been 
used, so that those interested will know where to find out more. I 
do not seek to proselytize for the rational choice approach. In­
stead, I use it as an example of an approach that incorporates 
many of the features that contribute to theoretical fruitfulness. 
We should keep these features in mind as we search for ap­
proaches that suit particular subjects better than rational choice 
does. 

The choice of approach logically precedes the proposal of 
hypotheses and testing, though one may, of course, test hypothe­
ses drawn from multiple approaches. If the order of chapters in 
this book followed this logic, the chapter on approaches would 
come near the beginning. I put it at the end, however, because I 
do not want rational choice to frame the whole book. I believe 
the methodological suggestions made here are relevant and use­
ful to anyone who seeks to explain political outcomes, regardless 
of approach. 

The book covers a narrow and perhaps idiosyncratic range of 
topics. Certainly there are other aspects of research design that 
deserve attention. I do not claim that if we follow the advice in 
this book, scholars in other disciplines will stop responding to the 
term political science with amusement. We have a long way to go 
before the wishful thinking embodied in that label approaches 
reality, and some believe that the aspiration displayed in that 
name is not only unrealistic but undesirable. For those who find 
"science as a vocation"14 a compelling goal, however, the advice 
in this book aims to prevent casual, uninformed, or unintended 
ventures off the long path leading to that goal. It aims not to 
provide a set of clear and mechanical rules of research design, 
but rather to foment thoughtful and innovative ways of using the 
inadequate and fuzzy evidence we actually have in order to build 
theories. 

14. "Science as a Vocation" is the title of Max Weber's inspiring essay on the 
pursuit of knowledge (Weber 1958, I29). 



CHAPTER 2 

Big Questions, Little Answers 

How the Questions You Choose Affect 
the Answers You Get 

For the scholar who wants to contribute to the accumulation of 
knowledge, the first step in the process is choosing a question to 
investigate. This chapter makes some suggestions about how to 
shape research questions to increase the likelihood that they will 
yield compelling and robust theories. The early part of the chap­
ter is an attempt to articulate some of the values and emotions 
that I believe motivate good scholars. These values and emotions 
undergird much research, but they are rarely expressed. On the 
contrary, the advice given to beginning scholars often implies the 
opposite values. Here I discuss the role of curiosity, indignation, 
and passion in the selection and framing of research topics. 

In the second and much longer part of the chapter, I suggest a 
change in the way we usually think about the kinds of big, world­
transforming subjects that comparativists often choose to study. 
Large-scale phenomena such as democratic breakdown, eco­
nomic development, democratization, economic liberalization, 
and revolution result from the convergence of a number of differ­
ent processes, some of which occur independently from others. 
No simple theory is likely to explain such compound outcomes. 
In principle, a complex, multifaceted theory might successfully 
do so, but in practice the task of constructing such theories has 
daunted most analysts. I propose changing the way we approach 
these questions. Instead of trying to "explain" such compound 
outcomes as wholes, I suggest a focus on the various processes 
that contribute to the final outcome, with the goal of theorizing 
these processes individually and generating testable propositions 
about them. In contrast to much of the methodological advice 
given in this book, the suggestions in this chapter do not derive 
from the logic of quantitative research. I cannot make any claim 
that this research strategy is more "correct" than any other. My 
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argument rests, rather, on the judgment that it is a more effective 
route to an accumulation of theoretical knowledge. The proof of 
the pudding is in the eating, however, and until we have some 
pudding, we cannot taste it. The last part of the chapter is an 
extended example of how to break up a big question into multi­
ple processes, theorize one of them, and then test one of the 
implications of the theory thus devised. 

"Science as a Vocation," Not Just a Job: Choosing a 

Research Topic 

Students are often advised to choose research topics by looking 
for holes in the literature or by reading the ads in the Personnel 
Newsletter of the American Political Science Association to see 
what topics are hot. This advice conveys the impression that the 
search for research topics can and perhaps should be methodi­
cal and instrumental. This impression is false, and the advice, 
if followed, leads to a number of perversities: taking The Lit­
erature seriously whether it merits it or not; the selection of a 
topic that will become outdated before the dissertation is done; 
boredom. 

Curiosity, fascination, and indignation should guide the choice 
of research topic. Emotion has been banned from most of the 
research enterprise, and properly so. But one place it should 
remain is in the choosing of research topics. The standard advice 
on how to choose a topic leaves out the role of such emotions as 
commitment, irritation, and obsession. 

An especially thoughtful version of the standard advice is ar­
ticulated by Gary King, Robert Keohane, and Sidney Verba 
(1994, 15-17), who advise students to pick topics that are impor­
tant in the world and that contribute to an identifiable scholarly 
literature. Beginning scholars are advised to: 

I. Choose a hypothesis seen as important by scholars in 
the literature but for which no one has completed a 
systematic study .... 

2. Choose a hypothesis in the literature that we suspect is 
false (or one we believe has not been adequately con­
firmed) and investigate whether it is indeed false .... 

3. Attempt to resolve or provide further evidence of one 
side of a controversy in the literature - perhaps demon-
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strate that the controversy was unfounded from the 
start. 

4. Design research to illuminate or evaluate unques­
tioned assumptions in the literature. 

5. Argue that an important topic has been overlooked in 
the literature and then proceed to contribute a system­
atic study to the area. (16-17) 

It would be difficult to disagree with any of this advice, and it is 
probably very useful to students in the sciencelike parts of social 
science. It assumes, however, that the relevant literature really 
does contain a considerable accumulation of theory and stylized 
facts. It thus fails to take into account the real state of a good deal 
of the literature in comparative politics. The literature on some 
subjects contains only a few arguments generally accepted as true; 
many controversies in which the hypotheses on both sides lack 
both clarity and strong empirical support; and large amounts of 
opinion and conjecture, unsupported by systematic evidence but 
nevertheless often referred to as theory. Such a literature creates a 
fuzzy research frontier. The reader finds not well-defined holes in 
the literature but swampy quagmires. Students who wade into 
these literatures often find themselves sinking into the quicksand 
of contested definitions and chasing after nebulous dependent 
variables that flit around like will-o'-the-wisps. 

Consequently, good research in the field is more often moti­
vated by curiosity about the world and intuition about cause-and­
effect relationships than might be true in a field with more accu­
mulated knowledge and a more clearly defined research frontier. 
Much of what is eventually judged to be exciting research in the 
comparative field either addresses subjects not covered in the 
literature or addresses old subjects in very novel ways, rather 
than extending the existing literature. 

Contrary to the advice about looking for holes in the litera­
ture, good research in the comparative field often begins either 
with an intense but unfocused curiosity about why some event or 
process has happened or with a sense of sputtering indignation at 
the patent idiocy of some particular argument advanced in the 
literature. Sometimes political commitments or an aroused sense 
of injustice drive this curiosity or indignation. Potential research­
ers who feel little curiosity, intuition, or indignation in response 
to the social world and the arguments published about it should 
consider the possibility that they have chosen the wrong job. 
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The literature does play a role in the choice of a research 
topic, but not in the mechanical way suggested by the standard 
advice. 

It stimulates the indignation, annoyance, and irritation that 
often fuel good research. When one reads an argument, finds it 
utterly implausible, and believes that one can find evidence to 
demonstrate that it is wrong beyond the possibility of refutation, 
one has indeed found a hole in the literature. Generally, how­
ever, these holes are not found through coolheaded searches. 
Instead, our gut-level response of irritation causes us to pause 
and notice them while we are reading for some other purpose. 
Moreover, such holes cannot be found unless the reader has 
sufficient background knowledge of facts to notice that the argu­
ment seems inconsistent with reality. 

Arguments in the literature also create expectations about 
how events will play out in as yet unexamined cases. When we 
have some information about such cases that leads us to believe 
they may not meet expectations, our curiosity is aroused. Cases 
and outcomes may capture our interest because they differ from 
other cases or from what theory has led us to expect. Such out­
comes call for explanation because they are anomalous when 
compared with other known or apparently understood instances. 
At this stage, the comparison may be entirely implicit, and the 
analyst may focus on the anomalous case; but without the im­
plicit comparison, there would be no basis for considering the 
case interesting or puzzling. 

I emphasize the emotional aspects of choosing research topics 
because these emotions contribute to the intense commitment to 
finding out what really causes things to happen that leads to good 
research. As Max Weber asserted, "Without this strange intoxica­
tion, ridiculed by every outsider; without this passion ... you 
have no calling for science and you should do something else" 
(1958, 135). 

Fostering Creativity 

In the same essay, Weber also stressed the importance of the 
nonmethodical aspects of thought - intuition and inspiration. He 
emphasized the importance of having ideas, that is, of creativity: 

Certainly enthusiasm is a prerequisite of the "inspiration" 
which is decisive. Nowadays ... there is a widespread no-
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tion that science has become a problem in calculation, fabri­
cated in laboratories or statistical filing systems just as "in a 
factory," a calculation involving only the cool intellect and 
not one's "heart and soul" .... [but] some idea has to oc­
cur to someone's mind ... if one is to accomplish anything 
worthwhile. And such intuition cannot be forced. It has 
nothing to do with any cold calculation. (1958, 135) 

Creativity is distributed as unequally among us as everything 
else, and very little is understood about it. Nevertheless, I be­
lieve that the way we train ourselves in graduate school and for 
the rest of our lives determines how much combustible material 
our creative sparks will find to ignite. Weber stressed that the soil 
in which ideas grow is normally prepared by very hard work. I 
will go further and suggest that some kinds of hard work are 
more likely to bear fruit than others. 

Original ideas grow out of having individual and autonomous 
reactions to the world. We can have such reactions only on the 
basis of our own inner sense of how the world works. The task of 
the apprentice scholar, therefore, is to develop this inner sense. 
This process can be helped along in a somewhat conscious and 
systematic manner. Good scholarship arises from the interaction 
of observation and conjecture. We can intentionally increase the 
amount of observation we have to draw upon and thus deepen 
our ability to speculate fruitfully; we do this by exposing our­
selves to large amounts of information, whether by wide reading 
about many countries and over long historical periods or via the 
scrutiny of masses of quantitative data. However it is done, the 
scholar is filling his or her stores with information within which 
to hunt for patterns and with which to probe the plausibility of 
hypotheses. I would urge all students to get into the habit of 
creating formal or informal "data sets," that is, collecting and 
storing in some place other than their own fallible brains large 
quantities of factual information. (For some kinds of informa­
tion, Excel spreadsheets are the perfect storage medium, but in 
other situations there may be no substitute for old-fashioned 
index cards.) 

The kind of information that should be collected, of course, 
depends on the scholar's interests. Whatever the topic, however, 
it is always useful to find out about it in countries and times 
outside one's primary area of expertise. For example, if the stu­
dent's interests center on how oil wealth has affected government 
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in Middle Eastern countries, he should also stockpile some infor­
mation on forms of government and uses of oil revenues in coun­
tries of other regions. The student interested in the effects of 
political institutions on the development of party systems in new 
democracies should resist the temptation to base her speculations 
on the experience of the countries most thoroughly covered in 
the literature - for example, Chile, Argentina, and Brazil- and 
should make sure she knows basic facts about electoral institu­
tions and party systems in the small, less studied countries of 
Latin America and, if at all possible, in the new democracies of 
the rest of the world. 

Having this kind of factual knowledge base helps the scholar to 
avoid making unfounded claims about the uniqueness of particu­
lar events, processes, or countries and also to avoid mistaking the 
simplified portraits of events often found in the literature for realis­
tic descriptions. Much of the literature on many subjects in the 
comparative field is dominated by descriptions of events in a few 
much-studied countries. Much of the transitions literature on La­
tin America, for example, focuses on Brazil, Argentina, and Chile 
(along with Spain). Scholars working on transitions in other parts 
of the world assume that this literature accurately describes the 
general transition experience of Latin America, but it does not. 
Transitions have also occurred in Bolivia, Ecuador, Paraguay, 
Peru, and most of Central America. In some ways, the transitions 
in most of these latter countries more closely resemble those of 
African countries than those of the more often studied and more 
industrialized Southern Cone countries. If one's knowledge of 
Latin American transitions comes solely from the best known 
transitions literature, conclusions about differences between La­
tin American transitions and those in other regions will be inaccu­
rate. Increases in factual information, however, improve the 
chance of finding the patterns that really exist. 

A second aid to creativity arises from becoming fluent in the 
use of various kinds of models. When models - even such simple 
ones as the prisoner's dilemma-enter our imaginative reper­
toires, they make possible interpretations of information that 
simply would not have occurred to us otherwise. 

A model is a simplified representation of a process. Its pur­
pose is to illuminate a basic logic underlying the process that 
might not be perceptible from observation of the entire compli­
cated reality overlaid, as all reality is, with multitudinous irrele­
vant details. A good model- one that is useful, fruitful, or 
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exciting - shows both its creator and those who are exposed to it 
something about the process that they had not perceived before. I 
When a model seems to fit the essential features of a situation, it 
enables the analyst to understand that situation more clearly and 
deeply than before. It also aids in communicating this under­
standing to others. 

The collective action problem, usually expressed in purely 
verbal terms, is probably the best-known example of a model 
that simply changed the way we understand the world. Prior to 
the dissemination of the idea that individuals will not find it 
rational to expend their own resources in order to secure public 
goods for groups of which they are members, the failure of vari­
ous disadvantaged groups to organize politically was considered 
puzzling. Much ink was spilled explaining false consciousness. 
Since Mancur Olson's very striking articulation (1965) of the 
collective action problem, our baseline expectations about politi­
cal mobilization have been inverted. We now find it puzzling, 
and hence worthy of explanation, when large groups do manage 
to organize in order to press for some public good. 

Another widely used model is the idea of evolutionary selec­
tion. The central idea here is that outcomes may occur in the 
absence of intentional decision making because the actors, orga­
nizations, states, parties, or other entities that fail to behave in 
certain ways will lose office or go out of existence. Thus the only 
ones that remain will be those that did behave as required, even 
though they may not have understood their situation or made 
conscious decisions about it. Probably the most famous example 
of the use of this logic comes from Richard Nelson and Sidney 
Winter (1982), who found that managers of firms do not really 
think much about maximizing profit. Nevertheless, they argue, 
firms behave as though their managers sought to maximize 
profit, because the firms of those managers who deviate greatly 
from what they would do if they were maximizing profit go bank­
rupt. The same logic can be used to explain the prevalence of 
contiguous territorial states as the main large-scale form of gover­
nance in the world today. At one time, many rulers laid claims to 
noncontiguous pieces of territory, and they did not decide to give 
up outlying bits in order to concentrate on consolidating their 
rule in the contiguous areas. Instead, wars, uprisings, and the 

1. For an extensive and wonderfully useful discussion of models in the social 
sciences, see Lave and March (1975). 
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spread of nationalism led to the consolidation of contiguous 
states that were relatively large (compared to what preceded 
them) at the expense of smaller and more scattered ones. In 
other words, even though rulers may not have consciously sought 
to limit their domains to contiguous areas, competition among 
them eliminated noncontiguous areas, which were much more 
difficult to defend militarily, and allowed the rulers of large con­
tiguous areas to consolidate their territorial claims at the expense 
of others'. 

The two models described here can be applied using only 
words. There are many others that usually need to be expressed 
mathematically or graphically because the processes they exam­
ine are too complicated to be captured easily by words alone. 
Widely used models include divide-the-dollar games, which illu­
minate how different rules and time horizons affect the outcome 
of bargaining over distribution; signaling models, which describe 
the effect of costly symbolic actions on the perceptions of others; 
information cascades, which describe the diffusion of changes in 
information or perception of risk; spatial models of preferences, 
used to think about voting behavior, policy choice by legislators, 
and lots of other issues; prospect theory, which models the effect 
of prior gains and losses on risk aversion; and contagion models, 
which can be used to think about anything from the diffusion of 
technological innovation to the spread of religious fundamental­
ism. The internal logic of these models is too complicated to be 
fully and simply articulated in words. In such arguments, equa­
tions and graphical representations are used in addition to verbal 
descriptions as a way of making all aspects of the logic precise 
and clear. 

Even if the student has no interest in becoming proficient in 
the use of such models, exposure to them enriches the theoretical 
imagination. It improves the quality of our speculations, which 
are, in the words of Charles Lave and James March (1975, 2), 
"the soul of social science." 

A form of hard work that seems to me much less likely to 
fertilize the soil in which the imagination may grow is the kind of 
reading that is often considered preparation for qualifying ex­
ams. Being able to read the introductions and conclusions of 
"great books" in order to summarize the main argument in a few 
sentences is a skill in its own right, a skill often rewarded in 
graduate school. But it does not seem to be correlated with the 
ability to do imaginative research. 
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When one reads, whether in preparation for qualifying exams 
or not, one should ponder and even brood over the discussions of 
why one thing causes another. This, not the simple identification 
of cause and effect, is the crux of a work of scholarship, and the 
reader needs to think about whether it rings true, whether it fits 
with what he thinks he already knows about the world. If indi­
viduals are not the unit of analysis in the argument, it is very 
useful to think through which individuals would have to be moti­
vated, in what way, and to do what in order for the argument to 
hold. If individuals are the main actors in the argument, it is 
useful to ask oneself whether the motivations implied by the 
argument seem to be plausible accounts of how, on average, 
people behave. 

Readers should also scrutinize the evidence the author offers 
to support the argument. They should never accept an author's 
assertion that evidence supports the claims made without looking 
at the evidence and thinking about it. One cannot assess the 
evidence supporting arguments without reading the middle parts 
of books. If one does not have time to read everything one 
should - and one never does - it is better to read carefully what 
one can of the evidence than to read only the introduction and 
conclusion for a summary of the argument. 

Although it is all-important to absorb both information about 
the world and models of how information can be organized and 
interpreted, this is not enough. Scholars must also constantly, 
though often implicitly, ask themselves the question, What do I 
think? Do I believe this? Students cannot develop an autono­
mous reaction to the world by constantly worrying about what 
others think. They must worry about what they think them­
selves, and make sure they think something. The vocation of 
science is not for the other-directed. The gradual accretion of 
thoughts entertained in response to information and models will 
be the basis of one's own creative ideas and scientifically impor­
tant discoveries. 

The Mentor's Role 

I turn now to the delicate subject of mentors. Having an appren­
tice relationship with an experienced scholar can be a very useful 
training experience. The student can learn how a seasoned scholar 
approaches intellectual puzzles and how to make practical use of 
the statistical and modeling tools acquired in classes. Typically, an 
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experienced researcher has figured out, stumbled on, and bor­
rowed lots of tricks and efficiencies over the years that can be 
passed on to students. The student also gains professional social­
ization and sometimes a leg up in the job market via coauthored 
publications. These are the advantages of a close mentoring rela­
tionship, and they are very substantial. 

The mentoring relationship can be intellectually seductive to 
the student, however. Graduate students, like the peasants de­
scribed by James Scott (1976), feel powerless in an unpredictable 
world. Among other survival strategies, students often attempt 
to cultivate patron-client relationships with faculty members, 
who they hope can protect them from the various hazardous 
forces of nature they face. 2 In this environment of situation ally 
induced dependence, students may become so imbued with the 
mentor's worldview and research project that they dismiss evi­
dence that conflicts with the mentor's arguments. Students may 
even experience something akin to hostage syndrome, in which 
they come to identify completely with the mentor's point of view, 
feeling that all the adviser's opponents and all other ways of 
thinking are wrongheaded or even contemptible. Such narrow­
minded partisanship is a rather common but perverse result of 
the mentoring relationship. Students should guard against it, and 
mentors should make all possible efforts to limit students' natu­
ral impulse toward partisanship. When students rely so heavily 
on the mentor, they may be unable to conceive of research proj­
ects other than subsets of the mentor's research. 

Advisers may, through inertia or inattention, seem to want 
students to defer to all their ideas, but what good advisers really 
want is for their students to be unafraid to challenge them in 
sophisticated and well-informed ways. The best scholars are not 
the best research assistants in graduate school, but rather those 
who challenge, extend, and go beyond their teachers, and good 
advisers know that. 

By the dissertation stage, a student should be perched on the 
mentor's shoulder, having absorbed what the mentor has to teach 
and poised to take off in independent flight. He should not be 
huddled under the mentor's protective wing. It is part of the men­
tor's job to push reluctant fledglings out of the nest if necessary. 

Just as young people in the West do not allow their parents to 

2. Students also make use of the "weapons of the weak" noted by Scott - gossip, 
slander, ostracism, and shirking - to punish the village notables who fail to perform 
their allotted roles in the departmental moral economy. 
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choose mates for them, students should not allow advisers to 
choose their dissertation topics. They should listen carefully to 
the adviser's advice, as one listens to parental advice, but ulti­
mately the scholar must feel an intense fascination in order to 
sustain the commitment needed for such a massive research en­
deavor. The average comparativist lives with a dissertation topic 
for between eight and twenty years, from starting to think about 
it to publication of the dissertation-book and possible spin-offs 
and extensions. That is as long as many marriages last. Many 
comparativists continue working on their dissertation subject for 
the rest of their careers. No one but the person who will be 
putting in this massive amount of time and effort is really quali­
fied to choose the subject. 

Romantic Questions, Reliable Answers 

Having allowed passion, fascination, or indignation to influence 
the choice of topic, the researcher then faces a very different 
kind of task: devising a research strategy. Many of the classic 
works in the comparative field focus on big, romantic questions, 
and the same kinds of questions draw many into the field. The 
choice of a strategy for investigating such topics requires methodi­
cal thought as well as romantic attraction. Outcomes such as 
democratization, the collapse of empires, and revolution result 
from the convergence of a number of different processes, some 
of which may occur independently of others. Insufficient atten­
tion to research strategy when approaching such big questions 
accounts for quite a few sand castles. 

Because the complex outcomes are rare and undertheorized, 
inductive research strategies prevail. Either researchers immerse 
themselves in the history and social structure of a few cases that 
have experienced the outcome of interest and come up with a list 
of events and characteristics that predate the outcome, or they 
cull indicators of potential causes from large public data sets and 
plop them into statistical models. Thus, the implicit or explicit 
model of explanation, even for those who reject quantitative 
research, turns out to be a kitchen-sink regression. But correla­
tion is not causation, even in nonquantitative research. 

At its best, this unstructured inductive approach to investigat­
ing complex social outcomes is analogous to that of medical re­
searchers who try to understand the onset of cancer by amassing 
data on all the dietary and environmental factors that correlate 
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with an increased incidence of the disease. These studies are 
useful. They lead to the accumulation of hypotheses, some of 
which are ultimately confirmed and some not. "But though this 
sort of fact-collecting has been essential to the origin of many 
significant sciences," Thomas Kuhn notes that anyone who exam­
ines famous instances of pretheoretic work "will discover that it 
produces a morass" (1970, 16). It does not by itself lead to an 
understanding of the process through which cancer develops. For 
that, researchers have had to step back from the aggregate out­
come, the diseased person, and focus instead on basic mecha­
nisms - for example, the factors that regulate cell division and 
death. They must concentrate on the units within which the pro­
cess occurs (the cell and the gene) rather than on the outcome 
(the diseased organism). 

In a similar manner, students of comparative politics need to 
seek to understand underlying political processes rather than to 
"explain," in the sense of identifying the correlates of, complex 
outcomes. What I am proposing here bears a resemblance to the 
research strategy that Robert Bates et ai. have called analytic 
narratives. I concur with their belief that we need to 

seek to locate and explore particular mechanisms that shape 
the interplay between strategic actors and that thereby gen­
erate outcomes. [We need to] focus on the mechanisms that 
translate such macrohistorical forces into specific political 
outcomes. By isolating and unpacking such mechanisms, 
analytic narratives thus contribute to structural accounts. 
(1998, 12-13) 

In order to unpack these mechanisms, we need to focus on the 
fundamental unit of politics, in most cases individuals. We need 
to break up the traditional big questions into more precisely 
defined questions about what individuals do in specific situations 
that recur often enough to support generalizations about them. I 
depart from Bates et aI., however, in that I see "analytic narra­
tives" as an essential part of the research enterprise, but not its 
end product. A carefully constructed explanatory argument built 
up from fundamentals usually has multiple implications, at least 
some of which are testable. The research effort is not complete 
until empirical tests have shown that implications drawn from the 
argument are consistent with reality. 

Figuring out the implications of an argument involves repeat-
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edly asking, "If this argument were true, what would I see in the 
real world?" Some scholars seem impelled by intuition to engage 
in this kind of reasoning, but anyone can train himself to do it as 
part of a regular routine. To demonstrate deriving implications 
from an argument, let us use Barrington Moore's famous apho­
rism "no bourgeois, no democracy"3 (1966, 418) as a simple 
example. Since there are no contemporary societies that are liter­
ally without a bourgeoisie, and since the aphorism is stated in 
absolutes but the world is probabilistic, it can be restated in 
social sciencese as: "The likelihood of democracy increases once 
the size of the bourgeoisie has passed a certain threshold." If 
bourgeois is taken to refer to the commercial and industrial bour­
geoisie but not government bureaucrats, the implications of this 
argument include the following: 

• Democracies would not be expected to occur before the 
industrial and commercial revolutions. 

• The establishment of democracies would be expected 
first in the countries that industrialized first . 

• In the contemporary world, democracy would be more 
likely in more industrialized countries. 

• Democracy would be less likely in countries in which 
wealth comes mainly from the export of mineral re­
sources (because comparative advantage might be ex­
pected to reduce industrial investment) . 

• The likelihood of democracy would decline as state own­
ership of economic resources rose. 

• Democracy would be less likely in countries in which 
foreigners or pariah capitalists excluded from the politi­
cal community own most enterprises. 

The point of this rather simpleminded exercise is that to test 
the famous aphorism, one need not count the members of the 
industrial and commercial bourgeoisie in each country and then 
correlate the count with the Freedom House democracy scale. 
Instead of, or in addition to, a direct test of an argument, one can 
figure out some of its observable implications and test them. 
Some of the implications of any argument will be consistent with 
more than one theory, but if enough implications can be drawn, 

3. This academic sound bite is Moore's summary of Marx, not of his own argu­
ment. It is useful in the current context because it is so simple, not because it captures 
Moore's argument. 
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not all will be consistent with both the proposed argument and 
the same rival hypothesis. Although one cannot test all argu­
ments and cannot always reject alternative interpretations for 
given sets of findings, one can, through tests of multiple implica­
tions, build support for a particular causal explanation one brick 
at a time. 

If instead of the aphorism - which is itself an assertion about a 
correlation - I had used an argument that, like those advocated 
by Bates et ai., showed the moving parts in the causal mecha­
nism, the number of implications would have been multiplied. 
Implications can be drawn from every link in the logical chain, 
not just from the hypothesized relationship between initial cause 
and final effect. Big, romantic, untestable ideas can be made 
amenable to rigorous investigation by first breaking them up into 
their component processes and then theorizing these processes 
one at a time. In the example below, I demonstrate drawing 
implications from causal mechanisms. 

Breaking up the traditional big questions of comparative poli­
tics into the processes that contribute to them would make pos­
sible the construction and testing of theories. I would not label 
this shift in the focus of analysis as a move from grand to mid­
range theory. A persuasive theory, backed by solid evidence, 
about one of the several processes that combine to lead to a 
transformational outcome strikes me as very grand indeed. 

An Example of Breaking Up a Big Question 

into Processes 

Abstract methodological prescriptions are rarely compelling or 
even fully intelligible. In an effort to move from the abstract to the 
concrete and thus make a more persuasive argument for a change 
in research strategy, the rest of this chapter focuses on transitions 
from authoritarianism as an extended illustration of both the prob­
lems associated with big questions and the usefulness of disaggre­
gation into multiple processes as a research strategy. It will also 
demonstrate the leverage that very simple models can bring to 
bear on a question and show the usefulness of collecting a large 
mass of information about a subject. 

When we read research results in books and journals, we usu­
ally see only the finished product reporting the encounter be­
tween argument and evidence. Often, however, the most diffi­
cult part of research comes before any evidence is collected, 
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during the stage when the analyst has to figure out how to think 
about the problem in a fruitful way. This example goes through 
those initial steps in considerable detail. 

I chose transitions as an example because of its normative and 
academic importance. During recent decades, the last authoritar­
ian holdouts in capitalist Europe, nearly all countries in Latin 
America and Eastern Europe, and some countries in Asia and 
Africa have democratized. At the beginning of 1974, the year 
identified by Samuel Huntington (199 I) as the start of the "third 
wave" of democratization, dictatorships of one kind or another 
governed 80 countries.4 Only 15 of these dictatorships still sur­
vived at the end of 2000. During these years, 93 authoritarian 
regimes collapsed (some countries endured more than one dicta­
torship during the period). These transitions had resulted in 40 
democracies that survived at the end of 2000, some quite flawed 
but many stable and broadly competitive; 9 democracies that 
lasted only a short time before being overthrown in their turn; 
and 35 new authoritarian regimes, 15 of which lasted into the new 
millennium.5 No one knows if these will be the last transitions for 
these countries, but so far, contrary to initial expectations, new 
democracies have proved fairly resilient. The study of these transi­
tions has become a major focus of scholarly attention. 

Some of the finest minds in comparative politics have worked 
on this subject. The body of literature on transitions now includes 
hundreds, perhaps thousands, of case studies of particular transi­
tions, dozens of comparisons among small numbers of cases, and 
at least half a dozen important efforts at theoretically informed 
generalizations. A number of descriptive generalizations have 
become rather widely accepted. One example is the observation 
that "there is no transition whose beginning is not the conse­
quence - direct or indirect - of important divisions within the au­
thoritarian regime itself" (O'Donnell and Schmitter 1986, 19); a 
second is that pacts between competing elites facilitate the success­
ful transition to democracy (Karl 1986, 1990; Higley and Gunther 
1992). 

4. Figures here and elsewhere in this chapter are drawn from a data set I have 
collected that includes all authoritarian regimes (except monarchies) lasting three 
years or more, in existence at any time since 1946, in countries with a million or 
more inhabitants. If monarchies and countries with less than a million inhabitants 
were included, the number of authoritarian regimes would be larger. See Geddes 
(1999a) for more details about the data set. 

5. Outcome numbers exclude regimes in countries created as a result of border 
changes during transitions, thus they do not sum to 93. 
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These and similar inductive generalizations emerging from 
studies of particular groups of countries have added to our fac­
tual knowledge, and they have forced the abandonment of some 
dearly held preconceptions. These are important advances. Nev­
ertheless, despite the passage of more than twenty-five years 
since the current wave of democratization began and the sacrifice 
of whole forests to the production of literature on the subject, 
few new theories of democratization have been created. When 
fine scholars - several of whom have in the past constructed theo­
ries of great elegance and plausibility - seem to have backed 
away from theorizing about this topic, it behooves us to think 
about why. 

A part of the difficulty, I believe, stems from certain common 
choices about research design. Of the fifty-six volumes on transi­
tions reviewed in the American Political Science Review between 
1985 and 1995, thirty-one were studies of single countries, and 
many of the others were edited volumes made up of individual 
case studies of several countries but lacking a theoretical synthesis 
of the different experiences. In nearly all these books, the cases 
were selected on the dependent variable; that is, authors sought 
to explain one or more cases of political liberalization or democra­
tization without comparing them to cases in which change had 
failed to occur. Many of these studies supply readers with valu­
able factual information, but the research design chosen prevents 
their authors from testing their theoretical claims. 

Furthermore, in the majority of the studies, the outcome of 
interest (liberalization, transition, or consolidation) had not yet 
finished happening when the study was written. The desire of 
authors to write about the most important political events of the 
time, and of publishers to publish things at the peak of interest in 
them, is understandable. This rush to publish, however, has dev­
astating effects on the accumulation of theoretical knowledge. 
There is no way to test causal arguments if the outcome being 
explained has not yet happened at the time the study is done. 
Becoming embroiled in controversies over the causes of some­
thing that has not happened is like arguing about what the angels 
dancing on the head of a pin look like without first having made 
sure that at least one angel really performs there. 

These would be short-term problems, with theories emerging 
over time, if analysts continued working on the same problems 
after the outcomes had become clear and if readers treated very 
tentative conclusions with appropriate skepticism, but most do 
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not. Around the time it became clear that transitions to democ­
racy really had occurred in a large number of countries, many 
scholars shifted their attention to trying to explain the consolida­
tion of democracy, which of course had not yet happened. Inter­
est in transitions declined at precisely the time when enough 
experience had accumulated to make theory building possible. 

The rush to publish is not unique to the study of regime 
change, of course, and thus cannot carryall the blame for its 
modest generation of theory. A further cause, I suggest, arises 
from the choice of a compound outcome - that is, an outcome 
that results from the confluence of multiple causal processes - as 
the object of study, while maintaining an approach more suited to 
simple outcomes. 

To show exactly what I mean, in the pages that follow I de­
velop a concrete research strategy that begins with the disaggre­
gation of the big question - why democratization occurs - into a 
series of more researchable questions about mechanisms. The 
second step is a theorization of the specific process chosen for 
study - in this case, the internal authoritarian politics that some­
times lead to transition. The third step is the articulation of 
testable implications derived from the theorization. Decisions 
about the domains of different testable implications constitute 
the fourth step. The fifth is the actual discovery or collection of 
evidence on which to test the implications; the sixth is the testing 
itself; and the seventh is the interpretation of and response to 
test results. 

What I am aiming for here, and in other examples in this 
book, is the self-conscious articulation of steps in the research 
process that, like the values discussed above, occur in the prac­
tice of good scholarship but are rarely described in detail. At 
various points, I shall step back from the description of the steps 
involved in setting up the research question to comment on why I 
made certain decisions, to mention where ideas came from, or to 
reiterate methodological points. The example in this chapter em­
phasizes steps one through three as outlined in the previous para­
graph, leaving detailed discussion of issues involved in testing to 
later chapters. 

Theory-Based Disaggregation 

The first issue that confronts the researcher attempting to follow 
the research strategy suggested here is figuring out how to 
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dis aggregate the processes leading to the compound outcome. 
There will always be multiple ways to do this, some more fruitful 
than others. The only general advice that can be given is that the 
disaggregation should be based on theoretical intuition and that 
more than one should be tried. The paragraphs below sketch an 
example of the process involved based on my theoretical intu­
itions and fairly wide reading about transitions. Another ob­
server's intuitions might be different and at least equally useful. 

The Intuition 

A regime transition is a change in the basic institutions that 
determine who will rule, how rulers will be chosen, and how 
basic distributive decisions will be made. When such a change in 
institutions occurs as a result of revolution or violent seizure of 
power, a standard way of simplifying reality for the purpose of 
theory building is to focus attention on the winning and losing 
groups in the power struggle, assuming implicitly that institutions 
chosen will reflect the interests of the winners and that any bar­
gaining that occurs over institutions is bargaining over details 
among winners. Then, to explain such regime changes, we try to 
understand why groups concluded that the old regime had be­
come intolerable and how they developed the organizational 
strength and popular support needed to overthrow it. 

Our intuitions about regime change in general seem to derive 
from observing such forcible seizures of power, but these are not, 
as it happens, very useful for understanding most transitions to 
democracy. The breakdown of an authoritarian regime need not 
lead to democratization, but when it does, the transition involves 
bargaining and negotiation. Unlike revolutionary victories and 
authoritarian seizures of power, transitions to more participatory 
forms of government cannot be accomplished entirely by force, 
and the institutions that emerge during such transitions reflect 
compromises among groups, not domination by a single group. 
Even when the authoritarian regime is overthrown by the mili­
tary, bargaining is necessary in order to complete the transition 
to democracy. No single group wins and imposes its institutional 
choices on all others. Furthermore, this bargaining occurs over a 
period of time, during which the identity of particular negotia­
tors can change. Institutional changes may be accomplished in 
increments. It is only at the end of the process that the observer 
can look at the set of institutional changes and make a judgment 
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about whether democratization has occurred. In short, bargain­
ing over institutions is a central feature of regime change. 

Several different processes can affect this bargaining. Political 
competition and rivalry within the authoritarian elite can cause 
splits that may increase the willingness of factions to bargain, as 
Guillermo O'Donnell and Philippe Schmitter (1986) have noted. 
Members of the upper class who had initially benefited from re­
gime policies may become critical of later policies or performance 
and may withdraw their support and their investments, thereby 
destabilizing the economy and the regime. Economic crisis or 
some other disaster may push ordinary citizens into clamorous 
opposition, despite its risks. Such societal changes can strengthen 
opposition bargainers and weaken elites. Changes in the interna­
tional economy or the influence of powerful neighbors may alter 
the cost-benefit calculations of both leaders and led about the 
feasibility of regime change. Not all these processes will be salient 
in every transition, but often several ofthem are. They may inter­
act with each other, but they may also be independent. 

The theoretical disaggregation that begins the research strat­
egy should focus on such possibly independent processes identi­
fied by the researcher. The disaggregation I suggest places the 
bargaining over institutions at the center of analysis and seeks to 
explain how these processes affected bargaining among different 
actors at different times during the transition. 

The Topics 

With these ideas in mind, a possible set of topics would include 
the following: 

I. The politics within authoritarian governments, that is, 
how political rivalries, policy disagreements, and bar­
gaining within different kinds of authoritarian regimes 
affect the incentives of authoritarian rulers to liberalize6 

6. Except for discussions of hard-liners and soft-liners who cannot be identified a 
priori (e.g., Przeworski 1992), this is a topic that received little attention in the early 
analyses of regime change. Przeworski (1991) has even asserted that characteristics of 
the old regime do not affect outcomes in the new one. Remmer (1989) and Bratton 
and van de Walle (1994, 1997), however, have argued that different kinds of authori­
tarian regimes dissolve in characteristically different ways, which has consequences 
both for the likelihood of transition and for the kind of regime likely to emerge as a 
result. For a review of some of these issues, see Snyder and Mahoney (1999). 
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2. The determinants of upper-class support for authoritar­
ian rule and the effects of loss of such support on bar­
gaining between government and opposition, and 
hence on regime maintenance? 

3. The causes and risks of mass expressions of discontent 
and the influence of mass mobilization on bargaining 
between government and opposition8 

4. The effect of the relationship between opposition 
elites and masses on bargaining between government 
and opposition9 

5. The relationship among (a) the timing of institutional 
choices, (b) the interests of the bargainers at particular 
times, and (c) extent of democratizationIO 

6. The relationship between economic modernization and 
citizen influence on regime choice II 

7. The effect of international economic and geopolitical 
shocks on the decisions and actions of regime leaders, 
regime supporters, and ordinary citizens 

7. Many case studies note the fickleness and ingratitude of bourgeois and other 
upper-class supporters of authoritarian regimes, along with the role these groups 
have played in opposition to authoritarian governments. Cardoso's study (1986) of 
the Brazilian bourgeoisie during democratization is one of the earliest and most 
insightful. 

8. Many case studies describe the effect of demonstrations and other mass ac­
tions on the decisions of authoritarian rulers. In addition, several authors have em­
phasized the importance of popular opposition in bringing about transitions (e.g., 
Bratton and van de Walle 1997; Casper and Taylor 1996; Collier 1999; Collier and 
Mahoney 1997; Bermeo 1997). These studies are largely descriptive, however. 
Though initial theoretical steps have been taken from several different directions to 
account for why large numbers of people, after having suffered oppression and 
poverty for long periods of time, suddenly rise up to voice their indignation 
(Przeworski 1986; Geddes and Zaller 1989; Lohmann 1994), much more work re­
mains to be done. Furthermore, to my knowledge, no one has offered a compelling 
explanation of why authoritarian regimes sometimes respond with coercion to mass 
protests and at other times hasten to compromise. 

9. It should be possible to extend work on nested games (Tsebelis 1990) to deal 
with this subject, though adaptation will be required to accommodate the institu­
tional fluidity characteristic of transitions. 

10. Much of the work on this subject has focused on pacts (e.g., Higley and 
Gunther 1992; Karl 1986, 1990). This topic has only begun to be more fully and 
systematically explored (e.g., Przeworski 1991; Geddes 1995, 1996; Mainwaring 
1994). 

II. The correlation between economic development and democracy is one of the 
best established in comparative politics (Bollen 1979; Bollen and Jackman 1985; 
Przeworski et al. 2000; Burkhart and Lewis-Beck 1994; Barro 1999). The causes of 
this relationship, however, continue to be debated. 
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Though different researchers would break up the big question in 
different ways, any disaggregation into constituent processes 
should have some of the characteristics of the topics on this list. 
Each topic is posed as a general comparative question. We would 
hesitate to propose an argument about any of these topics based 
on the experience of only one country. Research on these topics 
seems, on the contrary, to demand comparison across cases. 
None of these topics imply selection bias, that is, none imply 
limiting studies to those countries that have completed transi­
tions. All governments face opposition, and the absence of bar­
gaining in particular times and places requires explanation; it is 
not a reason to exclude cases from examination. I will return to 
issues related to appropriate selection of cases in later chapters. 
For now, the important thing to note is that each topic listed here 
is worthy of a project in itself. When processes are described 
separately in this way, it becomes clear why it might be difficult 
to theorize transitions as a whole. 

Some of these topics, especially 2 and 3, have received consider­
able attention in the case study literature. The next step in develop­
ing research strategies to investigate them would be to build theo­
ries that subsume and explain the observations made in the case 
studies. In the extended example below, I examine the first topic, 
to which somewhat less attention has been paid. I propose an 
argument about the incentives facing leaders in different kinds of 
authoritarianism that helps to explain, first, why some authoritar­
ian governments initiate liberalization when they face little soci­
etal pressure to do so; and, second, why and when the factions that 
always exist within dictatorships may contribute to democratiza­
tion. This argument thus offers an explanation for two elements in 
the process of regime change that a number of studies note with­
out explaining, but it does not try to account for the final outcome 
of democratization itself. 

A Theorization of One Process: Politics in 

Authoritarian Regimes 

O'Donnell and Schmitter's observation (1986) about the im­
portance of splits within authoritarian governments, noted 
above, alerts us to the importance of individuals near the center 
of power during the transition process. Although political fac­
tions and disagreements can be found within any authoritarian 
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government,12 every transition is not actually a consequence of "im­
portant divisions within the authoritarian regime itself" (O'Don­
nell and Schmitter 1986, 19). The Salazar-Caetano dictatorship in 
Portugal did not fall as a result of internal splits (though such 
splits existed, of course), unless that regime is defined as includ­
ing the midlevel military officers who had spent most of their 
careers in Africa and who forcibly overthrew the dictatorship. 
Arguably, a number of other dictators (such as Somoza in Nicara­
gua and the Shah in Iran) fell not because of divisions within the 
regime itself - meaning splits among those with decision-making 
power- but because of desertions from the societal and mili­
tary coalition originally supporting them. And, though O'Don­
nell and Schmitter had no way of knowing it at the time they 
wrote, the collapses of communist regimes in countries such as 
Bulgaria and East Germany were not caused by splits within the 
regime, unless those regimes are defined as including not only 
high officials of the Bulgarian and East German communist par­
ties but also their Soviet allies. Nor, according to Michael Bratton 
and Nicolas van de Walle (1992, 1997), has the initiation ofliberal­
ization in many African countries been a consequence of splits 
internal to regimes. 

It is nevertheless true that in a large number of the recent 
transitions from authoritarianism, the initial steps toward what 
became democratization were taken by those in power, for rea­
sons internal to the ruling elite rather than in response to pres­
sure from either supporters or opponents in the larger society. 
The observation of this pattern in a number of cases surprised 
observers who were accustomed to thinking of institutional 
changes as consequences of power shifts, not as the causes of 
them. 

One of the reasons that regime transitions have proven so 
theoretically intractable is that different kinds of authoritarian­
ism break down in different ways. The beginnings of some can be 
traced to splits within the regime, but others begin in other ways. 
Dictatorships can differ from each other as much as they differ 
from democracy, and these differences affect the way they col­
lapse. They draw on different groups to staff government offices 
and on different segments of society for support. They have 
different procedures for making decisions, different characteris-

r2. Numerous descriptions exist of factionalism within authoritarian regimes in 
every region of the world; see, for example, Stepan (r97r); Fontana (r987); 
Sandbrook (r986); and Waterbury (r973). 
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tic forms of intraelite factionalism and competition, different 
ways of choosing leaders and handling succession, and different 
ways of responding to societal interests and opposition. Because 
analysts have not studied these differences systematically, what 
theorizing exists about authoritarian regimes is posed at a highly 
abstract level, and few authors have considered how characteris­
tics of dictatorships affect transitions. These differences, how­
ever, cause authoritarian regimes to break down in systemati­
cally different ways, as I show below. 

To explain the first incremental institutional changes that set 
some countries on the path toward democratization, we need a 
theory of politics within authoritarian regimes. Where do we get 
one? Standard theories of politics in democratic regimes begin 
with two simplifying assumptions: first, that officials want to 
remain in office; second, that the best strategy for doing so is to 
give constituents what they want. Much of the literature on demo­
cratic politics concerns how different political institutions affect 
the survival strategies of politicians. The analysis of transitions 
requires an analogous investigation of the effects of differences 
among various kinds of authoritarian institutions. 

To begin the task of investigating the effects of authoritarian 
institutions, we need first to assess the plausibility of the standard 
assumptions, and then, possibly, to revise them. Most obviously, 
in the absence of routine ways for citizens to remove authoritar­
ian leaders from office, empirical investigation is needed to an­
swer questions about who exactly the constituents of dictators 
are, how satisfied they have to be, and what factors besides satis­
faction with regime performance affect constituents' acquies­
cence. These questions cannot be answered in the abstract, nor 
can answers be assumed, as in the study of democratic politics. 
Topics 2, 3, 6, and 7 as outlined above deal with these issues. 

Less obviously, it should not be assumed that the officers, par­
ties, and cliques supporting authoritarian leaders always want to 
remain in power. Military officers, in contrast to cadres in single­
party and personalist regimes, may not want to. If there are cir­
cumstances in which they can achieve their ends better while out 
of power, as I will argue there are, then we can expect them to 
return voluntarily to the barracks. Furthermore, the costs of 
leaving office vary for different kinds of authoritarian leaders. 
Military officers can return to the profession that called them in 
the first place, usually without suffering punishment for actions 
while in office. Cadres in single parties lose their monopoly on the 
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advantages of office, but they also usually remain free to compete 
for office after a transition and thus to continue their chosen 
profession. The allies of a personalist leader, however, generally 
find it hard to continue the life to which they have become accus­
tomed. Compared with other kinds of authoritarians, they are 
more likely to lose the opportunity for future office, and possibly 
also their property and lives, in the wake of a transition. 

To begin building an understanding of authoritarian politics, I 
focus on rivalries and relationships within the entity from which 
authoritarian governments are drawn: the officer corps, the 
single party, the clique surrounding the ruler, or some combina­
tion of these. Most of the time, the greatest threat to the survival 
of the leader in office - though not necessarily to the survival of 
the regime - comes from within this ruling group, not from out­
side opposition. In normal times, most of what we would call 
politics, namely, the struggle over office, spoils, and policy deci­
sions, takes place within this ruling group. 

Politics within the ruling group tells only part of the story of 
regime change, but it is a part about which we understand little. 
Opposition from outside the ruling coalition and exogenous 
shocks, such as the Soviet collapse, the international economic 
crisis of the 1980s, and the economic reforms induced by that 
crisis, have affected regime survival, sometimes decisively. By 
focusing on the political dynamics within different kinds of au­
thoritarian regimes, however, I aim to show why some forms of 
authoritarianism are more vulnerable than others to exogenous 
shocks and popular opposition. 

The Classification of Authoritarian Regimes 

Before we can use differences among authoritarian regimes as 
the basis for elaborating theoretical arguments about the conse­
quences of these differences, we need to develop a simplifying 
classificatory scheme of regime types and clear criteria for assign­
ing cases to categories. Without this kind of simplification of 
reality, we would be inundated by complexity and unable to see 
the patterns underlying it. The aim here is to "carve nature at 
its joints," that is, to find the places in the complicated whole 
at which elements seem to divide naturally. As with carving a 
chicken, we must know a fair amount about the basic structure of 
the beast in order to find the right places to hack. Because I 
consider the most important differences among authoritarian re-
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gimes to be qualitative, I create a typology for "measuring" re­
gimes rather than a scale or index. Typologies are theoretical 
constructs used when variables can only be measured nominally. 
Like other theoretical constructs, they are useful or not useful 
rather than true or false. To be useful, they have to capture 
differences that are essential to the argument being made. '3 

In this section, I discuss the bases for assigning regimes to one 
category or another. '4 I initially classified regimes as personalist, 
military, or single-party. In military regimes, a group of officers 
decides who will rule and exercises some influence on policy. In 
single-party regimes, one party dominates access to political of­
fice and control over policy, though other parties may exist and 
compete as minor players in elections. Personalist regimes differ 
from both military and single-party in that access to office and 
the fruits of office depend much more on the discretion of an 
individual leader. The leader may be an officer and may have 
created a party to support himself, but neither the military nor 
the party exercises independent decision-making power insu­
lated from the whims of the ruler (cf. Bratton and van de Walle 
1997, 61-96; Chehabi and Linz 1998, 4-45; and Snyder 1998). I 
had to add intermediate categories to this classification scheme 
after discovering how many of the cases simply resisted being 
crammed into one or another of the original categories. 

My initial guess about what kind of classification would best 
capture the important differences among authoritarian regimes 
grew out of reading about many such regimes. Let me again 
emphasize the importance of collecting information about a wide 
range of cases. Although I had to hunt for information in a much 
more systematic way further on in the research process, the ini­
tial ideas that motivated this study came from reading military 
sociology and descriptions of events in many countries during 
transitions just because I was curious. 

In this classification scheme, a military regime, in contrast to a 
personalist regime led by a military officer, is one in which a group 
of officers determines who will lead the country and has some 

I3. Typologies have been much and justly maligned in the comparative field 
because their creation was at one time seen by some as an end in itself, and scholars 
used to waste their time comparing them and arguing about them. They have a useful 
role, however, as a way of categorizing causes and effects that cannot be measured 
using numbers. 

14. The classification of individual cases is a "measurement" issue. Measurement 
will be discussed later in this chapter and in chapter 4. Here 1 am concerned with 
creating an overall "coding scheme." 
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influence on policy. In an institutionalized military regime, senior 
officers have agreed upon some formula for sharing or rotating 
power, and consultation is somewhat routinized. Examples of 
military regimes include that of Brazil (1964-85), in which senior 
officers, in consultation with a small number of civilian allies, 
picked each successive president in keeping with rules specified 
by the institutions of the authoritarian regime; and that of Argen­
tina (1976-83), in which, despite intense factional struggle and 
the efforts of some military presidents to renege on precoup agree­
ments establishing an elaborate arrangement for consultation and 
predictable rotation in office, senior officers did not permanently 
lose control of succession and policy. 

Many regimes headed by a military officer are not, however, 
really controlled by a group of senior officers. It is common for mili­
tary interventions to lead to short periods of collegial military rule 
followed by the consolidation of power by a single officer and the 
political marginalization of much of the rest of the officer corps. 
These are personal dictatorships, even though the leader wears a 
uniform. Regimes such as that of Rafael Trujillo in the Dominican 
Republic (1930-61) and Idi Amin in Uganda (1971 -79) are some­
what extreme instances of the transformation of a military inter­
vention into personal tyranny. Other regimes, such as that of Au­
gusto Pinochet in Chile (1973-89) and Sani Abacha in Nigeria 
(1993-99), are harder to classify; the military institution retained 
some autonomy and influence, but the concentration of power in 
the hands of a single man prevents them from being categorized 
simply as military. 15 I classify regimes on the margin between the 
two categories as military-personalist hybrids. 

Since most dictators form parties to support themselves, distin­
guishing between "real" and nominal single-party regimes in­
volves the same difficulties as distinguishing between military 
regimes and personalist regimes led by military officers. In real 
single-party regimes, a party organization exercises some power 
over the leader at least part of the time, controls the selection of 
officials, organizes the distribution of benefits to supporters, and 
mobilizes citizens to vote and show support for party leaders in 
other ways. Examples of single-party regimes include that of the 
Institutional Revolutionary Party (PRI) in Mexico, the Revolu­
tionary Party of Tanzania (CCM), and the Leninist parties in 

IS. This classification of Pinochet is supported by Renuner's analysis (1989) and 
by Huntington (1991). The classification of Abacha is supported by Obasanjo (1998). 
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various East European countries. Regimes in which the leader 
himself maintains a near monopoly over policy and personnel 
decisions despite the existence of a support party - such as those 
led by Manuel Odrfa in Peru and Etienne Eyadema in Togo - are 
personalist. 

Personalist dictators range from vicious psychopaths to benevo­
lent populists. Institutionally, what they have in common is that 
although they are often supported by parties and militaries, these 
organizations have not become sufficiently developed or autono­
mous to prevent the leader from taking personal control of policy 
decisions and the selection of regime personnel. The fear of poten­
tial rivals leads such rulers to undermine these and other institu­
tions that might serve as power bases for potential challenges. 
They rely instead on informal, and sometimes quite unstable, 
personal networks - sometimes based on kinship, ethnicity, or 
region - within which particularistic favors are exchanged for sup­
port. Typically, regime personnel are rotated frequently to pre­
vent them from developing autonomous bases of support, and 
erstwhile supporters who become rivals or dissidents are quickly 
and unceremoniously deprived of office, influence, and some­
times their lives (cf. Bratton and van de Walle 1994). 

Leaders' Interests and Intraregime Politics 

In order to build a theory about particular actors, one must first 
have some knowledge about their goals. I have argued that the 
goals of leaders in different kinds of authoritarian regimes typi­
cally differ from each other. In this section, I discuss their differ­
ent interests and the evidence supporting my assessment of these 
interests. 

The dictator who leads a personalist regime after having 
clawed his way to the top in intense and often deadly struggles 
among regime insiders can reasonably be assumed to have a 
strong and abiding determination to remain in office. No similar 
assumption can be made, however, about most of the officials of 
military regimes. Some individual leaders, especially those who 
have managed to scramble to the very top during the early chaos 
of military takeovers, undoubtedly feel as intense a desire to 
remain there as any other leader, but many officers do not. The 
discussion below describes the interests of members of the pri­
mary supporting institution or informal group in each type of 
regime, starting with military. 
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Research on the attitudes and preferences of military officers 
in many different societies finds that officers in different coun­
tries come from different socioeconomic, ethnic, and educational 
backgrounds. They have different ideologies and feel sympa­
thetic toward different societal interests. No generalizations can 
be made about the societal interests or policies they are likely to 
support. According to the scholarly consensus, however, most 
professional soldiers place a higher value on the survival and 
efficacy of the military itself than on anything else (Janowitz 
1960, 1977; Finer 1975; Bienen 1978; Decalo 1976; Kennedy 
1974; Van Doorn 1968, 1969). 

This corporate interest implies a concern with the mainte­
nance of hierarchy, discipline, and cohesiveness within the mili­
tary; autonomy from civilian intervention in postings and promo­
tions; and budgets sufficient to attract high-quality recruits and 
buy state-of-the-art weapons. Officers also value their nation's 
territorial integrity and internal order, but the effective pursuit of 
these goals requires unity, discipline, and adequate supplies 
(Stepan 1971; Nordlinger 1977; Barros 1978). Such preferences 
might result from socialization in military schools (Stepan 1971; 
Barros 1978) or from a rational calculation of the effect of the 
health of the military institution on the officer's own career pros­
pects. For the purposes of this study, the source of these prefer­
ences does not matter. 

In countries in which joining the military has become a stan­
dard path to personal enrichment (as, for example, during some 
time periods in Bolivia, Nicaragua, Nigeria, Thailand, Indone­
sia, and the Congo), acquisitive motives can be assumed to rank 
high in most officers' preferences. Such motives will occupy first 
place for some officers and rank second or third for others, if 
only because the continued existence of lucrative opportunities 
for officers may depend on the survival of the military as an 
effective organization. Where acquisitive motives have swamped 
concern for corporate survival and effectiveness, however, the 
professionalism of the military deteriorates, and the officer corps 
is less likely to serve as a successful counterweight to ambitious 
political leaders. 

Where corporate interests prevail, most officers agree to join 
coup conspiracies only when they believe that the civilian govern­
ment prevents the achievement of their main goals. Many offi­
cers, in fact, will join only if they believe that the military institu­
tion itself is threatened. These preferences are consistent with 
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the observations by Alfred Stepan (1971) and Eric Nordlinger 
(1977) about the importance of threats to the military as an 
institution in the decisions of officers to join coup conspiracies. 
They are also consistent with the observation that coups do not 
usually occur in fully professionalized armies until a consensus 
exists among senior officers (Stepan 1971; Valenzuela 1978), 
since the worst possible outcome for the military as an institution 
is a civil war in which part of the military fights on each side. 

Consequently, the most important concern for many officers 
in deciding whether to join a coup conspiracy is their assessment 
of how many other officers will join. What Nordlinger, Stepan, 
and others are describing resembles a classic battle-of-the-sexes 
game. The insight behind this game comes from the following 
scenario: One member of a couple would prefer to go to a movie 
and the other would prefer the symphony, but each would prefer 
doing something together to doing something alone. Going to 
either event together is a potential equilibrium, but no dominant 
strategy exists, since the best outcome for either player always 
depends on what the other chooses. 

The logic of decisions about seizing power or returning to the 
barracks is the same. Some officers always want to intervene, 
others have legalist values that preclude intervention except in 
the most extreme circumstances, and most are located some­
where in between - but almost all care most about the survival 
and efficacy of the military and thus want the military to move 
either in or out of power as a cohesive whole. Figure 2.1 depicts 
this set of preferences as a game. 

In the figure, the two numbers in each cell represent the re­
spective payoffs to the two factions, the first number being the 
payoff for the majority faction and the second number the payoff 
for the minority faction.'6 In the game depicted, the majority 
prefers that a united military remain in the barracks. The payoffs 
to both factions for remaining in the barracks are shown in the 
lower right cell. The upper left cell shows the payoffs for a suc­
cessful intervention carried out by a united military. The minor­
ity is better off than it was in the barracks, but the majority is 
slightly worse off since it would have preferred not to intervene. 

The minority faction prefers to intervene, but it would be far 
worse off if it initiated an unsuccessful coup without support 

16. I have used numbers in this and other matrices because I think they are easier 
to understand. The specific numbers used here, however, have no meaning. The logic 
of the game would be the same for any numbers that maintained the same order. 
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Minority Faction 

intervene barracks 

intervene 4, 5 2, -10 
Majority 
Faction 

barracks 3, -10 5,4 

Fig. 2.1. Game between military factions 

from the majority than if they remained unhappily in the bar­
racks (payoffs for this outcome are shown in the lower left cell). 17 

Participants in an unsuccessful coup attempt face possible demo­
tion, discharge, court-martial, or execution for treason, so their 
payoff is shown as negative. The majority faction that opposed 
the coup is also damaged by the attempt, since the armed forces 
are weakened and the government is likely to respond with 
greater oversight, reorganization, and interference with promo­
tions and po stings to try to ensure greater future loyalty, all of 
which reduce military autonomy. 

The final possible, though unlikely, outcome is a successful 
coup carried out despite minority opposition (payoffs are shown 
in the upper right cell).I8 In this event, the minority that remains 
loyal to the ousted civilian government is likely to face the same 
costs as unsuccessful conspirators: demotion, discharge, exile, 
prison, death. The winners achieve power, but a weakened mili­
tary institution reduces their chances of keeping it. Future con­
spiracies supported by those demoted or discharged after the 
coup become more likely. Once factions of the military take up 
arms against each other, it takes years or decades to restore unity 
and trust. 

This is a coordination game: once the military is either in 
power (upper left cell) or out of power (lower right cell), neither 

17. The use of majority and minority here is not meant to imply that the success of 
coup attempts is determined by which side has the most support. Support affects the 
likelihood of success but is by no means decisive. For ease of exposition, however, I 
describe the majority faction as successful if it attempts a coup and the minority 
faction as unsuccessful. A more realistic game would introduce uncertainty about the 
likelihood of a successful coup, but the payoffs in the off-diagonal cells would remain 
lower for both actors than those in the upper left and lower right cells regardless of 
the outcome of the coup attempt. 

18. Since the majority prefers not to intervene, it is hard to imagine anything 
other than profound misinformation that would lead to this outcome. Even if the 
majority preferred intervention, however, their payoff for intervening without full 
support would be lower than for remaining in the barracks. 
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faction can improve its position unilaterally. Each faction must 
have the other's cooperation in order to secure its preferred 
option. When the military is out of power, even if the majority 
comes to believe it should intervene, it cannot shift equilibria 
without cooperation from the minority. 

There are two ways to solve coordination problems: one is to 
negotiate until consensus is reached, and the other is to make a 
credible first move that confronts the second mover with the 
choice between joining the first mover or receiving the payoff 
associated with a divided choice. Some military decisions to seize 
power have been carefully negotiated over a period of months 
until rules for sharing power have been hammered out and the 
last legalist holdout has either given in or retired. Such negoti­
ated interventions occurred in Argentina in 1976, Brazil in 1964, 
and Chile in 1973 (Fontana 1987; Stepan 1971; Valenzuela 1978). 
Since extended negotiations carry considerable potential for dis­
covery, however, most military interventions have employed a 
first-mover strategy in which a small group of conspirators seizes 
the presidential palace, the airport, television and radio stations, 
military installations in the capital, and perhaps a few other key 
buildings. It then announces that it has taken power and counts 
on the rest of the armed forces to go along (Nordlinger 1977). 
They usually do - but not always. 

For the first-mover strategy to work, the first move has to be 
credible, meaning that other officers have to be convinced that 
the seizure of power is irreversible. The attempted coup of 1981 
in Spain is an example of a failed first-mover strategy. The coup 
plotters seized the requisite number of installations in Madrid 
and had reason to believe that garrison commanders in the rest 
of the country would go along with them. King Juan Carlos, 
however, immediately began telephoning the garrison command­
ers, telling them that he opposed the intervention and that if they 
joined it, they would be guilty of treason. He also went on televi­
sion to rally citizens against the coup. Once the king had taken 
such a strong stand, the first move lost its credibility, and most of 
the military refused to go along. Josep Colomer reports that one 
of the coup conspirators, when interviewed later, said, "Next 
time, cut the king's phone line" (1995, 121). Colomer suggests 
that had the king not been able to use television and the phone to 
rally support, the first-mover strategy might well have worked, 
because many in the officer corps sympathized with the goals of 
the conspirators (IIO-23). 
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When the military controls the government, the logic remains 
the same. Most officers will go along with a credible move by one 
faction to return to the barracks. Strong disagreements among 
leading officers over how to respond to economic difficulties or 
who among them will next occupy the presidency lead to intense 
factionalization. When this happens, one group is likely to prefer 
returning to the barracks as a way of avoiding institution-damag­
ing conflict. Observers see splits in the officer corps at the time of 
the first moves toward democracy because the concern over divi­
sions within the military causes some factions to prefer a return 
to the barracks. Both hard-line and soft-line factions can use 
the first-mover strategy, however. Military presidents can make 
quite credible first moves heading back toward the barracks, and 
most officers will go along. Hard-liners can also chance first­
mover strategies, ousting more moderate military presidents. 
Again, if the move is credible, most of the officer corps will go 
along. 

For the officer who ends up as paramount leader of the post­
coup junta, the game may change after a successful seizure of 
power, as it did for Pinochet and those like him in other countries 
who sought to concentrate power in their own hands; but other 
officers usually see their situation as resembling a battle-of-the­
sexes game, even in the most politicized and factionalized militar­
ies. Repeated coups by different factions, as occurred in Syria 
prior to 1970 and Benin (then called Dahomey) before 1972, 
would not be possible if most of the army did not go along with 
the first mover, either in seizing power or in handing it back to 
civilians. 

This analysis demonstrates the usefulness of having some 
simple models in one's theoretical toolkit. The military's concern 
about professional unity has been described verbally by a num­
ber of scholars, but using the game to show the logic of the 
situation demonstrates the consequences of this concern in a very 
clear and stark manner. The comparison between this game and 
the ones to be developed below will show the effects of differ­
ences in the interests of cadres in different kinds of regimes more 
clearly than could a verbal comparison alone. These models are 
not, of course, the endpoint of the analysis. After the models 
have been described, they will need empirical confirmation. 

The preferences of party cadres are much simpler than those 
of officers. Like democratic politicians, party cadres simply want 
to hold office. Some value office because they want to control 
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Fig. 2.2. Game between factions in single-party regimes 

policy, some for the pure enjoyment of influence and power, and 
some for the illicit material gains that can come with office. The 
game between single-party factions is shown in figure 2.2. The 
insight behind this game is that everyone's cooperation is needed 
in order to achieve a desired end, and no one can achieve it 
alone. In this game, no one ever has an incentive to do anything 
but cooperate to remain in office. 

In this game the best outcome for everyone is for both the 
majority faction and the rival faction to hold office (payoffs are 
shown in the upper left cell). The worst outcome occurs when 
both are out of power (shown in the lower right cell). The upper 
right cell shows the payoffs when the party has lost control of 
government but the minority faction still fills some seats in the 
legislature or holds other offices as an opposition to the new 
government. The minority's payoff when in opposition is lower 
than when its party holds power because the opposition has 
fewer opportunities to exercise influence or line pockets. In the 
lower left cell, the minority faction is excluded from office, but 
the dominant faction of the party still rules. In this case, the 
minority continues to receive some benefits, since its policy pref­
erences are pursued and party connections are likely to bring 
various opportunities, but members of the excluded minority 
receive none of the specific perquisites of office. The majority is 
also worse off, because exclusion gives the minority an incentive 
to try to unseat the majority. Combatting the minority is both 
risky and costly for the majority. 

Factions form in single-party regimes around policy differences 
and competition for leadership positions, as they do in other kinds 
of regimes, but everyone is better off if all factions remain united 
and in office. This is why co-optation rather than exclusion charac­
terizes established single-party regimes. Neither faction would be 
better off ruling alone, and neither would voluntarily withdraw 
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from office unless exogenous events changed the costs and bene­
fits of cooperating with each other (and hence changed the game 
itself). 19 

In contrast to what happens in military and single-party re­
gimes, the political fate of the close allies of a personalist dicta­
tor is tied to the fate of the dictator himself. "[I]nsiders in a 
patrimonial ruling coalition are unlikely to promote reform .... 
Recruited and sustained with material inducements, lacking an 
independent political base, and thoroughly compromised by cor­
ruption, they are dependent on the survival of the incumbent" 
(Bratton and van de Walle 1997, 86). Personalist dictatorships 
rarely survive for long after the death or ouster of the dictator, 
perhaps because dictators, in their efforts to defend themselves 
from potential rivals, so assiduously eliminate followers who 
demonstrate high levels of ability and ambition. 

In personalist regimes, one leader dominates the military, the 
state apparatus, and the ruling party, if there is one. Because so 
much power is concentrated in the hands of this one individual, he 
generally controls the coalition-building agenda. Consequently, 
the game between factions in a personalist regime must be de­
picted as a game tree instead of a two-by-two matrix in order to 
capture the leader's control over first moves.20 As shown in fig­
ure 2.3, the leader's faction has the initiative, choosing to share 
the spoils and perks with the rival faction or not. The choice I have 
labeled "hoard" can be interpreted either as limiting the opportu­
nities and rents available to the rival faction or as excluding some 
of its members altogether. In the example shown in this figure, the 
amount of hoarding is small (the payoff to members of the rival 
faction for continued cooperation despite hoarding by the ruler's 
faction is 6); perhaps members of the rival faction are not offered 
the choicest opportunities, or perhaps a few of its members are 
jailed but the rest continue to prosper. If the whole rival faction 
were excluded from all benefits, their payoff for continued co-

I9. The economic shocks of the I980s and I990S changed these costs and benefits 
in many countries, reducing the incentive of potential rivals to cooperate with ruling­
party leaders and thus destabilizing regimes. The game used here shows the incen­
tives to cooperate during good times. A different game would be needed to capture 
the choices facing single-party cadres after serious exogenous shocks. 

20. Two-by-two matrices, often used to depict simple prisoner's dilemmas, battle­
of·the·sexes games, chicken games, and so on, assume simultaneous decisions by the 
players or a lack of information about how the other has chosen. More complicated 
games, including those in which one player chooses first and the second chooses 
knowing how the first has chosen, have to be depicted using a game tree or equations. 
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Fig. 2.3. Game between factions within personalist clique 

operation would be much lower, but rarely lower than the payoff 
for refusing to cooperate. 

After the leader's faction has chosen its strategy, the rival 
faction must decide whether to continue supporting the regime 
or not. During normal times, it has strong reasons to continue. 
Because its members "face the prospect of losing all visible 
means of support in a political transition, they have little option 
but to cling to the regime, to sink or swim with it" (Bratton and 
van de Walle 1997, 86). 

Unlike in single-party regimes, the leader's faction in a per­
sonalist regime may actually increase benefits to itself by exclud­
ing the rival faction from participation. Where the main benefits 
of participation in the government come from access to rents 
and illicit profit opportunities, the payoff to individual mem­
bers of the ruling group may be higher if these benefits need not 
be shared too widely. It may also be easier to keep damage to 
the economy below the meltdown threshold, and thus increase 
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the likelihood of regime survival, if the predatory group is rela­
tively small. Hoarding by the leader's faction is thus likely. If the 
hoarding is not too extreme, as in figure 2.3, the rival faction is 
better off continuing to cooperate, and most of the time that is 
what they do. 

If the rival faction withdraws its support and begins to plot the 
leader's overthrow, its members risk life, liberty, and property. 
The rewards of a successful overthrow are high, but so are the 
costs of detection, betrayal, or defeat. In the game, the uncer­
tainty over the outcome of plots is shown as a play by Nature. 
The plot succeeds with probability p, usually a low number, and 
fails with probability I - p. The rival faction decides whether to 
continue its support for the leader's faction by comparing its 
payoff for support with its expected payoff from a plot. Two 
considerations thus affect the choice: the benefits being derived 
from the status quo and the potential plotters' assessment of the 
risk of plotting. As long as the personalist ruler seems powerful 
enough to detect plots and defeat coup attempts, the rival faction 
will continue to cooperate if it gets some benefits from the re­
gime. The leader's faction has an incentive to reduce the benefits 
to the rival faction to a level just above that needed to prevent 
plotting. This system is very stable as long as the ruler can distrib­
ute the minimum level of benefits needed to deter plotting and 
can maintain control over an effective security apparatus and 
loyal military. The situations in which these conditions become 
less likely are discussed below. 

By drawing on some rudimentary game theory, I have begun 
to develop insights into how the interests of cadres in different 
kinds of authoritarian regimes might play out in different con­
texts and how resilient to stress the cadres' loyalties to regime 
leaders might be. These insights motivate the analysis in the next 
section. 

The Consequences of Differences in Interests 

The interests described above provide a starting point for figur­
ing out whether the splits and rivalries that exist within all kinds 
of governments will lead to regime breakdown. Because most 
military officers view their interests as following a logic similar to 
that of a battle-of-the-sexes game, they acquiesce in continued 
intervention regardless of whether military rule becomes institu­
tionalized, the leader concentrates power in his own hands, or a 
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rival ousts the original leader. The officer corps will not, how­
ever, go along with disintegration of the military into openly 
competing factions. If elite splits threaten military unity and effi­
cacy, some factions will opt for a return to the barracks. If the 
soft-line faction can make a credible first move in that direction, 
most other officers will go along. 

Military regimes thus contain the seeds of their own destruc­
tion. When elite rivalries or policy differences intensify and these 
factional splits become threatening, a return to the barracks be­
comes attractive to most officers. For officers, there is life after 
democracy, because all but the highest regime officials can usu­
ally return to the barracks with their status and careers untar­
nished and their salaries and budgets often increased by nervous 
transitional governments (Nordlinger 1977; Huntington 1991). 

Leaders of single-party regimes also face competition from 
rivals, but most of the time, as in personalist regimes, the bene­
fits of cooperation are sufficient to ensure continued support 
from all factions. Leadership struggles and policy disagreements 
occur, but they do not affect the desire of most cadres to remain 
in office. For them, life after democracy would require some 
unpleasant changes in lifestyle. They would have to compete for 
the benefits they have become accustomed to monopolizing. Dur­
ing leadership struggles, most ordinary cadres just keep their 
heads down and wait to see who wins. Thus, leadership struggles 
within single-party regimes usually do not result in transitions. 

The close allies of personalist dictators have even less reason 
to desert the ship in normal times. If the ship goes down, they are 
likely to go with it. As long as the dictatorship is able to supply 
some benefits and has a sufficiently competent repressive appara­
tus to keep the probability of successful plotting reasonably low, 
they will remain loyal. 

These differences explain why the early transitions literature, 
drawing insights primarily from the transitions from military rule 
in Latin America, emphasized splits within the regime as causes 
for the initiation of democratization though later studies did not. 
In other parts of the world, where rule by the military as an 
institution is less common, factions and splits could be identified 
within authoritarian regimes, but they did not result in transi­
tions. Instead, observers emphasized the importance of other 
factors in bringing down long-standing dictatorships: economic 
crisis (Haggard and Kaufman 1995), foreign pressure (Hunting­
ton 1991), and popular protest (Bratton and van de Walle 1992, 
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1997; Casper and Taylor 1996). In short, the theorization of 
intra-authoritarian politics makes it possible to subsume the find­
ings of a number of studies with differing regional foci. In regions 
where the military led most of the authoritarian regimes that 
broke down, the first steps toward democratization could be 
traced to splits within the military leadership, but where single 
parties or personalist autocrats tended to rule, pressures of vari­
ous kinds external to the ruling party or clique played larger 
roles. 

The many studies of transitions, most of which draw essential 
insights primarily from one part of the world, bear some similar­
ity to the parable about five blind men encountering an elephant. 
Each offers a useful and insightful description of the part of the 
elephant he touches, but cannot describe the whole. The early 
studies could not do so because they were trying to explain a 
process that had barely gotten under way, though of course they 
had no way of knowing how many countries democratization 
would eventually affect. Later studies either have made no at­
tempt to survey all cases or, in their attempt to set their own 
region in the broader context, have misinterpreted studies of 
some of the most frequently examined cases in particular regions 
as being representative of the general experience of that region. 
To repeat two of the most basic pieces of advice in this book: lots 
of factual information is always good; and it is hard to explain an 
outcome that has not yet finished coming out. 

Drawing Testable Implications from the Argument 

In this section, I detail the derivation of testable implications from 
the analytic argument above. As is often the case in comparative 
politics, it is not feasible to test in a rigorous way the argument 
about cadre interests proposed here. To gather the necessary de­
tailed information about the internal politics of a large number of 
authoritarian regimes would require learning many languages and 
traveling to many places. Although numerous books and articles 
have been written about authoritarian governments in the larger, 
more developed, and for other reasons more "interesting" coun­
tries, it is difficult to find even detailed descriptions of events in 
smaller, less developed countries such as Burkina Paso, Niger, 
and Laos, especially those in which democratization has not taken 
place. In situations like this, one must rely on tests of the implica­
tions of the argument, which can sometimes be done with less 
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detailed information than would be needed to test the argument 
itself. Testing implications in this kind of situation can make it 
possible to avoid the selection bias that would almost inevitably 
arise in an attempt to test the argument itself. 

The argument sketched above claims that because officers 
see their interests in terms similar to a battle-of-the-sexes game, 
military regimes break down more readily than do other types 
of authoritarianism in response to internal splits, regardless of 
the cause of the splits. If that is true, we should expect mili­
tary regimes to last less long, on average, than other forms of 
authoritarianism. 

We should also expect economic crisis, which weakens support 
for all governments, to have a stronger disintegrating effect on 
military governments because of their underlying fragility. This 
suggestion might at first seem surprising, since most military 
governments hold no elections and tend to be more insulated 
from societal interests than other types of dictatorship. Thus, we 
might suppose them less vulnerable to pressures emanating from 
citizens unhappy with the regime's economic performance. 

The cadre-interests argument, however, implies that officers 
may decide to step down even without the inducement of overt 
public pressure. Officers and cadres are aware of their govern­
ment's economic performance, and they are linked to society via 
their families and friends. Typically, when officers perceive their 
government's performance as unsuccessful, some of them advo­
cate intensifying the economic strategy being pursued while oth­
ers advocate changing it. The backers of each policy prescription 
support the presidential aspirations of a different officer, and com­
petition between them intensifies, sometimes leading to coups 
and countercoups. A split over economic strategy has the same 
effect as any other kind of split: if it threatens to get out of hand, 
most officers prefer to return to the barracks. 

Observers such as Bratton and van de Walle (1997) note the 
importance of material inducements to loyalty in personalist re­
gimes. We might suspect that where loyalty depends on the 
leader's ability to deliver individual benefits, economic crisis 
would cause regime breakdown, but that would be an insuffi­
ciently cynical view. Run-of-the-mill poor economic performance 
hurts ordinary citizens but does not preclude rewarding support­
ers. It takes a true economic disaster to do that. We should thus 
expect personalist regimes to be destabilized by economic cata­
strophe but, in comparison to military regimes, less affected by 



66 Paradigms and Sand Castles 

ordinary poor economic performance. Recent African experience 
suggests that reforms reducing state intervention in the economy, 
and hence the rents and corruption opportunities often used to 
reward supporters, may be as destabilizing to personalist regimes 
as economic crisis itself. 

Because officers tend to decide to return to the barracks for 
reasons relating to internal military concerns rather than being 
forced out of office by popular protest or external events, we 
should expect them to negotiate their extrication. When officers 
decide to withdraw from power, they enter into negotiations with 
civilian political leaders to arrange an orderly transition and to 
safeguard, if possible, their own interests after the transition. We 
should thus expect that military regimes will be more likely than 
other kinds of authoritarianism to end in negotiation. 

Because of the internal sources of fragility in military regimes, 
we should expect them to be overthrown by armed insurgents or 
ousted by popular uprisings only rarely. Demonstrations against 
them occur, but most of the time such demonstrations persuade 
factions of the military to initiate a transition before popular 
opposition develops into rebellion. Coups are common in mili­
tary regimes, but they rarely end the regime. They are usually 
leadership changes, the analogue of votes of no confidence in 
parliamentary systems. Coups that bring a liberalizing military 
president to power often precede transitions in military regimes; 
such coups can be interpreted as first-mover strategies. They 
demonstrate that a shift in officer opinion has occurred and that 
a substantial faction prefers to return to the barracks. 

In strong contrast to military officers, the leaders of personal­
ist regimes generally fight tooth and claw to hang on to power. In 
Bratton and van de Walle's words, "They resist political open­
ings for as long as possible and seek to manage the process of 
transition only after it has been forced on them" (1997, 83). If 
they are forced - by foreign pressure, for example - to negotiate 
with opponents, they renege on agreements at the first opportu­
nity.21 Military governments rarely renege on the agreements 
they make, not because they cannot, but because agreements are 
made at a time when most officers want to return to the barracks. 

The cadre-interests argument claims that in normal times, the 

21. Note, for example, the way Mobutu of Zaire (now Congo), Eyadema of 
Togo, and various other long-ruling African leaders manipulated electoral rules and 
intimidated opponents after agreeing, under pressure from international aid donors, 
to initiate multiparty elections. 
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members of a ruling personalist clique have little reason to desert 
their leader or oppose the regime. We should expect to see elite 
desertions of the regime only if rents and opportunities can no 
longer be distributed to supporters or if the leader loses control 
over the security apparatus and armed forces, thus reducing the 
risk of plotting his overthrow. Loss of control of the security 
apparatus can happen for various reasons, but one obvious and 
usually insurmountable reason is the death or physical incapacity 
of the leader. Dead or incapacitated leaders are replaced in all 
political systems, but the demise of the leader does not usually 
end other forms of authoritarianism. Because control of the 
armed and security forces is usually concentrated in the dictator's 
hands in personalistic regimes, however, his death or serious 
illness often reduces the risks of opposition. A testable implica­
tion of this argument is that the death of the leader is more likely 
to lead to regime breakdown in personalist than in other types of 
authoritarian regimes. 

According to the cadre-interests argument, most of the mili­
tary prefers to return to the barracks in some circumstances. 
Even for those officers who would prefer to remain in govern­
ment, the cost for most of resuming a more ordinary military 
career is low. The cost of losing office is higher for cadres in a 
dominant party, but not, on average, devastating. Many promi­
nent politicians in post-transition democratic regimes were once 
cadres of the formerly dominant party. Although the cadres of a 
single-party regime cannot be expected to desert when times are 
good, if it looks as though the party's hegemony will soon end, 
those cadres who think they possess the skills to make a success 
of democratic politics and whose ambitions are frustrated within 
the ruling party can be expected to form or join opposition par­
ties. Even those who remain in the ruling party to the bitter end 
need not despair of life after democratization. Many previously 
dominant parties continue to function as effective political actors 
after democratization (cf. van de Walle and Butler 1999). In fact, 
in a number of ex-communist and African countries, such parties 
have achieved executive office in the second free and fair elec­
tion after democratization. 

The members of personalist cliques, however, have fewer op­
tions. Joining the opposition prior to a transition can have very 
high costs, and many who desert the regime must go into exile in 
order to protect their lives and liberty. From exile, they may plot 
and organize, but few who remain at home are willing to risk 
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public opposition. Those who stick with the regime to the bitter 
end are much less likely to find a respected place in the post­
transition political world than are the close supporters of single­
party and military regimes. For these reasons, the end of a per­
sonalist regime is more likely to be violent in one way or another 
than is the end of a single-party or military regime. Thus, an­
other testable implication of the cadre-interests argument is that 
personalist regimes should be more likely than other forms of 
authoritarianism to end in the assassination of the leader, popu­
lar uprising, armed insurgency, civil war, revolution, or armed 
invasion (cf. Skocpol and Goodwin 1994). 

Violence and upheaval do not segue naturally into democratic 
elections; consequently, transitions from personalist rule should 
be more likely to end in renewed authoritarianism than are transi­
tions from other forms of authoritarianism. Transitions accom­
plished by uprisings, invasions, or assassinations often allow the 
consolidation of power by those who overthrow the old regime. 
In contrast, negotiations during transitions usually set a time for 
elections and hammer out rules for how they will be conducted. 
Thus, competitive regimes are more likely to succeed military 
regimes than other forms of authoritarianism. 

Like members of personalist cliques, cadres in single-party 
regimes have few reasons to desert in normal circumstances. 
Furthermore, because power is less concentrated in single-party 
regimes, they are less vulnerable to the death or illness of lead­
ers. Thus, we should expect single-party regimes to last longer 
than either military or personalist regimes. 

Because the dominant strategy of the ruling coalition in single­
party regimes is to co-opt potential opposition, such regimes 
tend to respond to crisis by granting modest increases in political 
participation, increasing opposition representation in the legisla­
ture, and granting some opposition demands for institutional 
changes. They attempt to give the opposition enough to deter 
them from risky plots and uprisings while continuing to hang on 
to power. 

In the most common kind of regime crisis - one caused by 
poor economic performance leading to antiregime demonstra­
tions - the ruling elite in any kind of authoritarian regime tends 
to divide into intransigents and moderates as they struggle to 
respond. In military regimes, that division itself tends to per­
suade many officers that the time has come for a return to the 
barracks. In personalist regimes, the ruling coalition narrows as 
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the intransigents circle the wagons and exclude moderates from 
access to increasingly scarce spoils. Former regime moderates 
may then join the opposition because they have been excluded 
from the distribution of spoils (cf. Bratton and van de Walle 
1997). Ruling parties, however, attempt to distract citizens from 
their economic grievances by granting them modest political 
rights. This strategy works only sometimes, but it works often 
enough to extend the average life span of single-party regimes. 

Hypotheses Derived from Implications of 
the Argument 

To summarize, we can list a number of expectations about what 
we would see in the real world if the basic logic of how elite 
politics works in different kinds of authoritarian regimes were 
correct. Compared to other kinds of authoritarianism, 

• military regimes survive less long; 
• military regimes are more quickly destabilized by poor 

economic performance; 
• military regimes are more likely to end in negotiation; 
• military regimes are more likely to be followed by com­

petitive forms of government; 
• personalist regimes are more likely to end when the dic­

tator dies; 
• personalist regimes are more likely to end in popular 

uprising, rebellion, armed insurgency, invasion, or other 
kinds of violence; 

• personalist regimes are more likely to be followed by 
new forms of authoritarianism; 

• single-party regimes last longest, on average. 

Testing the Implications: "Measurement" 

Since this is a book on research methods, I include here many 
details about case selection and classification that might ordinarily 
appear in the appendix of an article or book. To test the implica­
tions discussed above, I have collected basic information about all 
authoritarian regimes (except monarchies) lasting three or more 
years that existed or began between 1946 and 1996, in countries 
with a population of more than a million that became independent 
before 1990. Authoritarian regimes already in existence in 1946, 
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such as those in the Soviet Union, Mexico, and Turkey, are 
included, with their length of time in office calculated from the 
time they actually took power. Countries that became indepen­
dent after 1945 enter the data set at the time of independence 
(if authoritarian). Countries that have achieved independence 
since 1990 because of the breakup of the Soviet Union and 
other communist states (and that remain authoritarian) have 
not been included, because the inclusion of a fairly large num­
ber of countries with severely truncated regimes might have 
biased conclusions. 

The purpose of the three-year threshold is to distinguish re­
gimes from temporary authoritarian interventions and periods of 
chaos. Regimes are defined as sets of formal and informal rules 
and procedures for selecting national leaders and policies. Under 
this definition, periods of instability and temporary "moderating" 
military interventions (Stepan 1971) are considered interreg­
nums, not regimes. That is, they are periods of holding customary 
rules in temporary abeyance, struggle over rules, or transition 
from one set of rules to the next. The three-year threshold is 
simply a way of excluding such periods from the data set. This 
cutoff was chosen - after considerable empirical investigation of 
very short-lived authoritarian interludes- because it introduced 
the least misclassification into the data. A lower threshold would 
lead to the inclusion of a few moderating interventions and 
interventions that never managed to establish a new set of rules. 
The military governed during most of these interregnums. If they 
were included in the data set, the findings I report below would be 
stronger. A higher threshold would lead to the exclusion of some 
authoritarian governments that have been included in other litera­
ture on transitions. 

I use a dichotomous measure of regime type (authoritarian 
versus not authoritarian) to identify cases for inclusion in the 
study, because the hypotheses I want to test require being able to 
identify the endpoints of regimes. Zachary Elkins (2000) argues 
that continuous measures of regime type are better, and for some 
purposes they are. In this study, however, they would add noth­
ing. The argument makes no predictions about whether regimes 
are moving incrementally toward somewhat more press freedom 
or allowing minority parties a few seats in the legislature. It does 
make predictions about the conditions that cause regimes to end. 
To test those, I need to be able to identify unambiguously when 
an authoritarian regime has ended. I could have dichotomized an 
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available continuous indicator such as the Freedom House index 
rather than "measuring" the cases myself, but Freedom House 
indices are made up of measures of citizens' political and civil 
rights. Since I define regimes as the sets of rules for choosing 
leaders and policies, Freedom House and other commonly used 
measures of democracy do not seek to measure the concept I 
have in mind. 

Measurement decisions should derive from definitions of con­
cepts in the theory being investigated and from the needs of 
particular tests of hypotheses. The usefulness of different indi­
cators depends on their purpose and cannot be judged in the 
abstract. 

In this data set, most decisions about whether governments 
were sufficiently authoritarian to deserve inclusion were easy, 
but a few were not. A significant complication was that norms for 
defining countries as democratic vary by region. Few Latin 
Americanists would classify Mexico as democratic before 1997, 
and some would not do so until the PRI finally lost the presi­
dency in 2000. Among Africanists, however, Botswana, in which 
the ruling party has never lost control of the executive and at 
least two-thirds of the seats in parliament, is always called demo­
cratic. Needing a single standard to apply across regions, I clas­
sify regimes as authoritarian if opposition parties have been 
banned or subjected to serious harassment or institutional disad­
vantage, or if the ruling party has never lost control of the execu­
tive and has controlled at least two-thirds of legislative seats in all 
elections before 1985. Once a regime is labeled authoritarian, I 
do not consider it fully democratized until one turnover of execu­
tive power has occurred. Where it appears that conclusions 
might be affected by the stringency of these criteria, I also show 
results using less demanding rules.22 

A basic point to be made about using concepts with contested 
definitions (such as authoritarianism) in research is that the con­
crete criteria used for classifying cases or observations need to be 
clear. The researcher must take care to apply the same criteria to 
all cases. Where these "coding" decisions are complicated or 

22. These regime type classifications are similar to those of Huntington (1991), 
and my "coding" judgments are very close to his. My decision rule for determining 
whether a political system had crossed the threshold to democracy is essentially the 
same as that of Przeworski and Limongi (1997). The biggest difference between my 
classification scheme and that of Linz and Stepan (1996) is that I collapse what they 
call "sultanistic" and "civilianized" regimes into one category-personalist. 
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require careful judgment, I suggest using a written coding 
scheme and reporting the classification of all cases along with the 
research findings. 23 If one suspects that the concrete criteria used 
to assign cases to categories will be controversial or that deci­
sions about classification drive results, one should also show re­
sults using alternative classificatory criteria. 

The rationale for the stringent classification rule used here is 
that a party (or clique) that has concentrated great power in its 
hands over the years can, like the current Malaysian govern­
ment, very quickly and easily reinstate strict limits on opposition 
when threatened. Such a regime contains few institutionalized 
limitations on the power of rulers, even if the rulers have not 
previously felt the need for repressive measures and hence have 
not relied on them. The consequence of this rule is that a few 
cases that are sometimes considered democratic-notably, Bo­
tswana, Tanzania, Malaysia, and Taiwan (before the election in 
2000) - are classified as single-party regimes here. Classifying 
these countries as democracies would reduce the average life 
span of single-party regimes by about a year. 

To classify authoritarian regimes as military, single-party, per­
sonalist, or hybrids of these categories, I relied on the following 
criteria. Military regimes were defined as those governed by an 
officer or retired officer, with the support of the military estab­
lishment and some routine mechanism by which high-level offi­
cers could influence policy choice and appointments. Single­
party regimes were defined as those in which the party had some 
influence over policy, controlled most access to political power 
and government jobs, and had functioning local-level organiza­
tions. Regimes were considered personalist if the leader, who 
usually came to power as an officer in a military coup or as the 
leader of a single-party government, had consolidated control 
over policy and recruitment in his own hands, in the process 
marginalizing other officers' influence and/or reducing the influ­
ence and functions of the party. In the real world, many regimes 
have characteristics of more than one regime type. When re­
gimes had important characteristics of more than one pure re­
gime type, especially when the area specialist literature con­
tained disagreements about the importance of military and party 
institutions, I put them in hybrid categories. 

In all cases, I attempted to rely on a regime's actual rules for 

23. Devising a "coding" scheme is discussed in more detail in chapter 4. 
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selecting leaders and making allocative decisions rather than for­
mal designations of regime type. In practice, many regimes have 
characteristics of more than one of these classifications, and 
many move from one category to another over time even though 
the same person holds the highest office. 

Dictators sometimes succeed in transforming the regimes 
they lead from one kind to another. As noted above, the transi­
tion from military to personalist occurs frequently. I did not 
count these transformations as regime changes, since that would 
artificially reduce the length of what we in everyday language 
call regimes, and one of the implications I want to test involves 
length of survival. If an early period of uncertainty or transition 
was followed by consolidation of a different regime type, I as­
signed the regime to the category in which it seemed to stabi­
lize. Some cases, however, had to be assigned to intermediate 
categories. 

In deciding whether a regime led by the single leader of a 
single party should be classified as personalist or single-party, I 
gave more weight to the party if it existed prior to the leader's 
accession to power, especially if it had organized the fight for 
independence, a revolution, or some equivalent mass movement, 
rather than being formed by the leader after his accession; the 
heir apparent or the successor to the first leader already held a 
high position in the party and was not a relative or a member of 
the same tribe or clan as the leader; the party had functioning 
local-level organizations that did something important, such as 
distributing agricultural credit or organizing local elections; the 
party either faced competition from other parties or held intra­
party competitive elections for some offices; and party member­
ship was more or less required for government jobs. I gave the 
party less weight if its membership seemed to be almost all urban 
(with little or no grassroots organization); its politburo (or equiva­
lent) served as a rubber stamp for the leader; all members of the 
politburo and assembly were in effect selected by the leader; its 
membership was dominated by one region, tribe, clan, or religion 
(in heterogeneous societies); and the dictator's relatives occupied 
high offices. 

To classify a regime led by an officer as either military or 
personal, I leaned toward military if relationships within the 
junta or military council seemed relatively collegial; the ruler 
held the rank of general or its equivalent; the regime had some 
kind of institutions for deciding succession questions and for 
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routinizing consultation between the leader and the rest of the 
officer corps; the military hierarchy remained intact; the security 
apparatus remained under military control rather than being 
taken over by the leader himself; succession in the event of the 
leader's death was in hierarchical order; the officer corps in­
cluded representatives of more than one ethnic, religious, or 
tribal group (in heterogeneous countries); and the rule of law 
was maintained (perhaps after rewriting the laws). I treated the 
following as evidence of greater personalism: seizure of execu­
tive office by an officer who was not a retired or active duty 
general (or the air force or navy equivalent); disintegration of 
military hierarchy; dissolution of military councils and other mili­
tary consultative institutions; the forced retirement or murder of 
officers within the leader's cohort or from tribes or clans other 
than the leader's; the murder or imprisonment of dissenting offi­
cers or of soldiers loyal to them; the formation of a party led by 
the leader as an alternative base of support for himself; and the 
holding of plebiscites to legitimize the leader's role. See appen­
dix A for a summary of the regime classification criteria. 

Most of the time it was not hard to distinguish between military 
and single-party regimes, though a few cases, especially in the 
Middle East, were problematic. Probably the most difficult deci­
sions in this data set involved the current Egyptian regime and 
post-1963 Syria. Egypt posed a problem because the regime that 
took power in 1952 has gone through a series of changes. In my 
judgment, it began as a military regime under Naguib and the 
Free Officers but was transformed when Nasser consolidated his 
personal power beginning in 1954. Though the military continued 
to support the regime, Nasser - and Sadat to an even greater 
extent-increasingly marginalized it (Springborg 1989). Begin­
ning under Nasser, efforts were made to create a single party; this 
party achieved some real importance in the mid-1960s but was 
then undermined by Nasser (Waterbury 1983; Richards and Wa­
terbury 1990). The Nasser period thus seems primarily personal­
ist. Under Sadat, the party became more important, though his 
government also retained large personalist elements (Hinnebusch 
1985). The dominant party has played a more important role as 
the regime has gone through a modest liberalization. In the Syrian 
case, some experts refer to the period after 1963 as a Ba'athist 
regime (Ben-Dor 1975; Perlmutter 1969; Richards and Waterbury 
1990), while others emphasize the personal power of Hafez al­
Asad until his death (Hopwood 1988; Ma'oz 1986, 1988; Rabino-
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vich 1972). As in the Egyptian case, the military is an important 
supporter of the regime but seems to have been excluded from 
most decision making. The best way to deal with these difficult 
cases seemed to be to put them, along with the regimes of Suharto 
in Indonesia, Stroessner in Paraguay, and Ne Win in Burma (or 
Myanmar), into a triple hybrid military/personalist/single-party 
category. The second section of appendix A lists all the regimes 
used in the data analysis and their classifications. 

How long an authoritarian regime lasts is not always obvious. 
The beginning is usually clear, because dictatorships start either 
with an illegal seizure of power or with a change in rules - such 
as the banning of opposition parties - that in effect eliminates 
meaningful competition for the top national office, though oppo­
sition parties may be allowed minority representation. But the 
end of an authoritarian regime may be less clearly demarcated. I 
counted an authoritarian regime as defunct if either the dictator 
and his supporters had been ousted from office or a negotiated 
transition resulted in reasonably fair, competitive elections and a 
change in the party or individual occupying executive office. 
Where ousters occurred, I used that date as the endpoint. Where 
elections occurred, I used the date of the election, but I did not 
include the case unless the winner of the election was allowed to 
take office. Elections did not have to be direct, but the body 
electing the executive had to be made up mainly of elected mem­
bers. Cases in which elections deemed free and fair by outside 
observers have been held but have not led to a turnover in 
personnel are not treated as transitions because, until they actu­
ally step down, we do not know if long-ruling parties such as the 
United Malay National Organization (UMNO) or the Revolu­
tionary Party of Tanzania (CCM) really will relinquish power 
if defeated.24 The 1992 Angolan elections were deemed free 
and fair by outside observers, but few would have called Angola 
a democracy in subsequent years. Several of the countries in 
which long-ruling parties have won officially free and fair elec­
tions, however, probably have taken irreversible steps toward 
democracy. Since observers disagree about the classification of 
these "free and fair" countries, tests should be done classify­
ing them first as continuing authoritarian regimes and then as 

24. In a study of transitions in Africa, van de Walle and Butler (1999) show that a 
strong relationship exists between executive turnover and scoring at the democratic 
end of the Freedom House scale, which suggests an additional reason for not treating 
democratization as complete until a turnover in power has occurred. 
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authoritarian regimes that ended at the time of the "free and 
fair" election. In this data set, these reclassifications make no 
substantive difference in the results. 

Some of the most difficult classification decisions involved 
judgments about whether successive authoritarian governments 
should be considered one regime (defined as a set of formal and 
informal rules and procedures for choosing leaders and policies) 
or not. Authoritarian regimes often follow one another, as, for 
example, the Sandinista regime followed the Somozas in Nicara­
gua. Data sets that simply identify regimes as authoritarian or 
democratic create the impression that authoritarian regimes are 
more stable and longer-lived than they really are, because they 
fail to note that one has broken down and another taken its 
place. This problem may undermine some of the findings in a 
series of studies by Adam Przeworski and coauthors on the rela­
tionship between regime type and growth (e.g., Przeworski and 
Limongi 1993; Przeworski et al. 2000). In putting together their 
data set, they simply coded each country as democratic or not in 
December of each year. If a country was coded authoritarian two 
years in a row, the regime was considered to have survived, 
regardless of whether one authoritarianism had been replaced by 
another or a democracy had been formed and then overthrown 
during the intervening year. 25 

I relied on a number of decision rules to avoid this problem. 
Where a period of democracy intervened between two periods of 
authoritarianism, I counted the authoritarianisms as separate en­
tities. Where one kind of authoritarian regime succeeded an­
other, as with Somoza-Sandinista, I counted them as separate. 
Some of these decisions were much more difficult. In a number 
of cases, periods of collegial military rule were succeeded by one 
officer's consolidation of his personal power. These I classified as 
single regimes undergoing consolidation, unless there was persua­
sive evidence that the support base of the regime had changed. 
Where a coup - especially if accompanied by a change in clan or 
tribal dominance or a substantial move down the military hierar­
chy (e.g., a coup by sergeants against a government led by the 

25. This coding decision does not affect their main finding about the robustness of 
democracy at high levels of development, but it does undermine conclusions about 
the effect of economic performance on authoritarian stability, since ousters of dicta­
torships followed by renewed authoritarian rule within the year are coded as on-going 
regimes. 
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high command) -led to the change in most of the leadership, I 
counted it as a regime change. Where one individual who was 
already part of a governing junta overthrew another but most of 
the rest continued, I counted it as a single regime. 

In any study, but especially when the project involves compli­
cated or contested decisions about how to classify cases, it is 
important to carry out the analogue of sensitivity analysis in 
statistics. That is, one should reclassify the cases and see if it 
affects conclusions. This might involve including or excluding 
cases from the data set, as in the decision about how many years 
a dictatorship has to survive in order to be classified as a regime. 
If I had followed the usual practice of including every period of 
authoritarianism that lasted a year or more, military regimes 
would appear even more fragile than they do in the results below, 
because most of these very short interventions are military. The 
three-year threshold seems to me theoretically correct in that it 
derives from the definition of a regime as a set of rules, but it is 
also a methodologically conservative decision. If the empirical 
investigation turns out to support the argument even though the 
most short-lived military interventions have been excluded from 
the data set, then we can have greater confidence in the argu­
ment, because changing that decision rule would only strengthen 
the findings. 

The reclassification of cases could, alternatively, involve mov­
ing them from one category to another on one of the variables. 
For this project, I classified a number of rulers who are often 
described as military - for example, Barrientos in Bolivia and 
Ershad in Bangladesh - as personalist because, although they 
were officers and came to power in coups, the military was not 
their primary constituency; they organized civilian support and 
held popular elections to legitimate their rule. If I were to elimi­
nate this criterion for discriminating between personalist and 
military rule, a certain number of cases would move from the 
personalist to the military category. The changes would not affect 
conclusions about the length of military rule, because most of the 
cases that would be affected were quite short-lived. The reclassi­
fication would, however, increase the number of regimes clas­
sified as military that ended in violence, and this could affect 
conclusions about another of the implications of the cadre­
interests argument not tested here: that personalist regimes are 
more likely than others to be violently overthrown. 
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TABLE 2.1. Durability of Different Types of Authoritarian Regime 

Average Percent 
Average Age of Regimes 

Length of Surviving Surviving 
Regime Type Rule (years)" Regimesb in 2000 

Military 9.5 10.0 5.7 
(33) (2) 

Military/personalist 11.3 12.7 20.0 
(12) (3) 

Personalistc 15.5 18.0 20.7 
(46) (12) 

Single-party hybridsd 19.6 25.2 30.0 
(14) (6) 

Single-party (stringent 29.0 34.0 38.2 
transition criteria)e (21) (13) 

Single-party (less stringent 27.9 35.4 27.3 
transition criteria) (24) (9) 

Triple hybrid 33.0 43.5 40.0 
(3) (2) 

Note: Regimes maintained by foreign occupation or military threat are excluded. Number of 
observations on which averages are based is shown in parentheses. 

"Includes only regimes that had ended by December 2000. 
bInciudes regimes in existence in 1946, or that have come to power since then, that still 

survived at the end of 2000. 
'The Rawlings government in Ghana held elections deemed free and fair by international 

observers in 1996 (and elections boycotted by the opposition in 1992), and voters reelected 
Rawlings. Many then considered Ghana democratic, but by the criteria used for this study its 
transition was completed in 2000. If Ghana were classified as having made a transition in 1996, 
this change would have no effect on the average length of personalist regimes. 

dCategory includes both military/single-party and personalist/single-party regimes. 
eSix countries in this category have held elections deemed free and fair but nevertheless 

returned the ruling party to power. The results if these countries are classified as having 
democratized at the time of the first free and fair elections are shown in the next row. 

Testing One of the Implications 

Here I describe a test of the first implication above: that mili­
tary regimes should be expected to survive less long than other 
kinds of authoritarianism.26 Preliminary evidence bears out the 
expectation that sources of fragility endogenous to military re­
gimes cause life spans shorter on average than those of other 
forms of dictatorial rule. Table 2. I shows the average life spans 
of both the pure and hybrid regime types. Among regimes that 
had ended by December 2000, military regimes lasted on aver-

26. Tests of some of the other implications of the cadre-interests argument are 
reported in Geddes (I 999a). 
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age 9.5 years,27 personalist regimes 15.5 years, and single-party 
regimes (excluding those maintained by foreign occupation or 
threat of intervention) 29 years.28 

Another way to assess the durability of different regime types 
is to compare their current survival rates. As shown in column 3 
of table 2. I, the proportion of surviving military regimes is 
quite low. Only 5.7 percent of those that once existed still sur­
vive. In contrast, 20.7 percent of personalist regimes remain in 
existence, and 38.2 percent of single-party regimes still sur­
vived in 2000 if stringent transition criteria are used to deter­
mine regime endpoints (27.3 percent if less stringent criteria are 
used).29 Military regimes that had come to power by 1997 and 
still survived had lasted an average of 10 years by 2000. Single­
party regimes that remained in power, on the other hand, had 
lasted an average of 34 years (35.4 if less stringent transition 
criteria are used). 

Although these differences in the average length of different 
types of regime are quite large, we cannot be sure that they are 
really caused by regime type. Military regimes are more common 
in Latin America, where levels of economic development are 
relatively high, and personalist regimes are most common in 
Africa, where countries tend to be poorer. It might be that the 
stronger demand for democracy by citizens of more developed 
countries accounts for the shorter duration of military regimes. 
Alternatively, it might be that military regimes last less long 
because they are responsible for worse economic performance 

27. Reminder: authoritarian interludes lasting less than three years have been 
excluded from the data set. The military ruled during most of these interludes. If they 
were included, the average length of military rule would be reduced. Nordlinger, who 
did not exclude them from his calculations, found that military regimes last five years 
on average (1977, 139). 

28. Regimes maintained in power by direct foreign occupation or the threat of 
military intervention have been excluded from the calculation of average life span 
here and from the statistical analysis below because their longevity depends on exter­
nal events. The excluded regimes are those in Afghanistan, 1979-92; Bulgaria, 1947-
90; Cambodia, 1979-90; Czechoslovakia, 1948-90; German Democratic Republic, 
1945-90; Hungary, 1949-90; and Poland, 1947-89. The average length of these 
regimes is 34 years. 

29. The stringent criteria for determining the end of an authoritarian regime re­
quire not only that competitive elections be held but also that the executive change 
hands. The less stringent criteria count authoritarian regimes as ended if competitive 
elections are held and are considered free and fair by outside observers, regardless of 
who wins. 



80 Paradigms and Sand Castles 

than other kinds of authoritarianism. To test for these possibili­
ties, I have carried out statistical tests of the effect of regime type 
on the probability of regime breakdown, controlling for level of 
development, growth rate, and region. 

I use a hazard model to assess these rival arguments. Hazard 
models are used in medical research and other areas to predict 
the survival of individuals with certain conditions, given various 
treatments. This type of model also seems appropriate for ex­
plaining the survival of a different kind of entity. A logit model 
produces the same substantive results, so they do not depend on 
the particular specification. 

To rule out the possibility that the apparent relationship be­
tween regime type and length of time in office might really be 
caused by level of development, the statistical analysis includes 
an indicator of development, the natural log of GDP per capita. 
Since a number of studies have found that current economic 
performance affects the likelihood of regime breakdown, an indi­
cator for growth is also included in the models as a control 
variable. The measure of growth used is change in GDP per 
capita in the prior year. I use the prior year because credit or 
blame for the prior year's economic performance is unambigu­
ous. In years in which a transition takes place, the outgoing 
regime might be responsible for only part of the year's perfor­
mance. Furthermore, economic performance is often erratic in 
transition years. It can plummet in response to government insta­
bility, but it can also improve rapidly during the euphoria that 
sometimes accompanies a transition. Thus, the previous year's 
growth seems a better indicator of the regime's recent economic 
performance. Adam Przeworski and Fernando Limongi (1997) 
also found, after trying a number of possibilities and lags, that 
growth during the prior year was the best predictor of regime 
change. 

Economic data are from the Penn World Tables, the longest 
time series for the largest number of countries I have been able 
to find. For most countries, it covers 1950-92, which means that 
regime years prior to 1951 and after 1992 are excluded from the 
statistical analysis. In addition, no economic data are available 
from Albania, Cambodia, Cuba, North Korea, Libya, Vietnam, 
and South Yemen, and there are some years missing from a few 
other countries. Since the period covered is quite long and I 
cannot think of any reason to believe that transitions during the 
years covered would be different from those in the years immedi-
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ately before and after, I do not think the years excluded intro­
duce bias into the results. 

The countries left out of the data set, however, differ from 
those included. Most had or have single-party or personalist/ 
single-party regimes. Their regimes have lasted an unusually 
long time (excluding Cambodia, 32. I years on average). Dicta­
tors still rule in five of seven, and nearly all the countries are very 
poor. If they were included in the data analysis, they would 
probably further strengthen the coefficient for the effect of 
single-party regime and reduce the effect of level of development 
on the probability of regime stability. Since the data set is large, 
however, and not very many cases have to be left out, I do not 
think their exclusion has much effect on conclusions. 

Region is used as a quasi-fixed effects estimator.30 Fixed ef­
fects estimators are used to hold constant aspects of history and 
culture that might affect the outcome of interest but that cannot 
be directly measured. I have used region to hold constant some 
of the possible effects of colonial history and cultural heritage. 

Because regime types are nominal categories, they are en­
tered into the model as dummy variables: if the regime is, for 
example, military, it is coded "one"; otherwise, it is coded 
"zero." The left-out regime type is personalist, the middle cate­
gory in terms of longevity. Thus, the hazard ratios reported 
should be interpreted as referring to differences between the 
effect of the type of regime associated with a particular ratio and 
the effect of personalist regimes. 

Hazard ratios have a simple intuitive interpretation. Ratios 
above one mean that the variable associated with them increases 
the probability of regime collapse. In the first column of table 
2.2, the hazard ratio for military regime is 2.8 I, which means 

30. Usually, country dummy variables are used as fixed effects estimators, but 
they could not be used to analyze this data set because they cause countries with only 
one regime to be dropped from the analysis. In this data set, half the countries have 
had only one authoritarian regime, either because one stable regime remained in 
power for several decades or because the country is usually democratic and had only 
one postwar authoritarian interlude. A more serious problem than the loss of cases 
per se is that regimes in the cases with only one regime, are, on average, unusually 
long-lived, and they are especially likely to be single-party regimes. The use of 
country fixed effects estimators eliminates 60 percent of the single-party regimes 
from the analysis. When the analysis was done using country fixed effects estimators, 
the coefficient for the effect of military regime was artificially strengthened (since the 
longest military regimes were eliminated), and the effect of single-party regime was 
greatly weakened (since most of the single-party regimes were eliminated, leaving an 
unrepresentative set of mostly African cases). 



82 Paradigms and Sand Castles 

that, all else being equal, military regimes are nearly three times 
as likely to break down as personalist regimes. Hazard ratios 
between zero and one mean that the variable reduces the proba­
bility of breakdown. In column I, the hazard ratio for single­
party regimes, .39, means that, all else being equal, single-party 
regimes have about 40 percent the chance of collapsing that per­
sonalist regimes do. 

As can be seen in column I, military regimes break down 
more readily than all other types. The hazard ratio for the mili­
tary regime variable is substantively large and statistically signifi­
cant. The two intermediate regime types, military/personalist 
and single-party hybrid (in which personalist/single-party re­
gimes predominate, since there are very few military/single-party 
regimes), are, not surprisingly, not very different from personal­
ist regimes. Single-party regimes, however, are more resilient 
than personalist regimes to about the same extent that military 
regimes are less resilient, and this difference is also statistically 
significant. Finally, the triple hybrid regimes, which combine 
characteristics of single-party, personalist, and military regimes, 

TABLE 2.2. Effect of Regime Type on Authoritarian Survival (Weibull 
regression, log relative-hazard form) 

Dependent Variable: Regime Collapse (hazard ratios) 

Modell Model 2 

Military 2.81 ** 2.83** 
Military/personalist 1.31 1.15 
Single-party hybrids 1.24 1.47 
Single-party 0.39** 0.38* 
Triple hybrid 0.04** 0.00 
Log GDP per capita 0.53* 0.54* 
Growth GDP per capita 0.02* 0.02* 
Asia 1.22 0.97 
Central America, Caribbean 0.99 0.98 
Eastern Europe" 0.18* 0.16 
Middle East 7.46 3.29 
North Africa 0.42* 0.15 
South America 3.44 3.95 
Sub-Saharan Africa 0.61 0.41 
Percent Muslim 1.01* 
Dependence on oil 
Dependence on minerals 
N of observations 1,694 1,627 

Note: Left-out regime category is personalist; left·out region is Southern Europe. 
"Excludes regimes maintained by foreign intervention. 
* Statistically significant at .05 to .01; "statistically significant at .01 or better. 

Model 3 

10.26** 
2.07 
3.44* 
0.59 
0.00 
0.40 
0.004** 
0.19 
0.23 
0.00 
0.40 
0.01 ** 
0.35 
0.05** 
1.02** 
1.02 
1.00 

861 
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are the strongest of all. An alternative to the substantive interpre­
tation of this category is that it simply serves the purpose of 
controlling for five very long-lived and unusual regimes that 
might otherwise inflate the apparent longevity of single-party 
regImes. 

The control variables used in the regression also show some 
interesting effects. As the level of development rises, authoritar­
ian regimes, like democratic ones, become more stable. This 
finding is consistent with that of John Londregan and Keith 
Poole (1990, 1996), who found that the best predictor of coups, 
in both democratic and authoritarian regimes, was poverty. It 
raises some questions, however, about traditional demand­
centered explanations for the relationship between increased de­
velopment and democracy. It is inconsistent with the idea that 
the citizens of more affluent countries are more likely to demand 
democratization. Rather, it suggests that when authoritarian gov­
ernments manage the economy well over the long term, regime 
allies remain loyal and citizens remain supportive, or at least 
acquiescent. That interpretation is reinforced by the very strong 
negative effect of short-term economic growth on the probability 
of regime breakdown. In other words, both long- and short-term 
economic performance affects authoritarian stability. 

In light of various arguments about the effects of religion, 
culture, and colonial heritage on the development of democratic 
values, it is somewhat surprising that most of the region variables 
show little effect. The left-out region here is southern Europe 
(Portugal, Spain, and Greece), and we might have expected the 
regions most culturally distinct from Europe to exhibit differ­
ences in the likelihood of regime transition. The only two regions 
with statistically significant hazard ratios in model I, however, 
are Eastern Europe and North Africa. Since the governments 
kept in place by the threat of Soviet intervention have been 
excluded from these tests, the East European region contains 
only the Soviet Union, Romania, and Yugoslavia (Albania had 
to be excluded because of missing economic data). Controlling 
for level of development, growth, and regime type, regimes in 
these countries were unusually resilient. There are internal rea­
sons for this resilience, but in the context of the full data set, this 
region dummy variable in effect controls for the very unusual 
longevity of the Soviet regime and prevents it from inflating the 
apparent effect of the single-party regime type. 

The unusual resilience of authoritarian regimes in North 
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Africa leads to speculations about other possible causes of au­
thoritarian stability that might have been left out of these tests. 
Several studies have shown that countries with large Islamic 
populations are less likely to be democratic, and Michael Ross 
(2001) shows that oil wealth is associated with authoritarianism. 
North African exceptionalism might be caused by Islam or by 
oil wealth, though it should be noted that the hazard ratio for 
the Middle East is not only insignificant but suggests the oppo­
site effect. 

The results of tests of these possibilities are shown in columns 
2 and 3 of table 2.2. For the hazard model used in column 2, the 
percentage of the population that is Islamic was added as an 
additional control variable. The first thing to notice is that the 
inclusion of this control variable has virtually no effect on the 
relationship between regime type and breakdown. Those rela­
tionships look as strong as ever, and the hazard ratios for growth 
and level of development are also unaffected. The absence of 
change increases our faith in the importance of the variables of 
interest. 

The effect of percent Muslim population on the probability of 
breakdown would be quite interesting in its own right if we be­
lieved it. It is statistically significant, though the effect is the 
opposite of that expected. As Muslim population increases, the 
probability of regime collapse becomes more likely. This finding 
does not, of course, mean that democratization is more likely in 
Islamic countries. Authoritarian regimes collapse and are fol­
lowed by other authoritarian governments. If this finding were to 
be replicated in additional tests, it would disconfirm the idea that 
authoritarianism is more stable in Islamic countries because of an 
affinity between Muslim culture and authoritarian values. The 
results so far have to be considered quite tentative, however, 
because of the exclusion of monarchies from the data set. Since 
most of the extant monarchies are both long-lived and in pre­
dominantly Muslim countries, their inclusion might well cause 
the disappearance of this finding. 

Adding dependence on oil and minerals to the model (col­
umn 3) reduces the number of observations by about half and 
causes the hazard ratios to bounce around quite a bit. Statistical 
significance is harder to achieve in the smaller data set. Because 
of peculiarities in the set of cases for which data on oil exports 
are available, findings from the third model should probably 
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not be taken too seriously.31 For what they are worth, however, 
the hazard ratio for military regimes is still statistically signifi­
cant and remarkably large, growth still reduces the likelihood of 
breakdown, and percent Muslim has about the same effect as 
before. Single-party regime and level of development still re­
duce the probability of breakdown but have lost statistical sig­
nificance. Dependence on oil apparently has no effect on au­
thoritarian stability, contrary to much that has been written in 
the literature on rentier states, though here also the exclusion 
of monarchies renders the conclusion suspect. In short, these 
findings are mostly consistent with expectations drawn from the 
cadre-interests argument, though if we had faith in the quality 
of the data on which the findings are based, the loss of statisti­
cal significance for the single-party variable would be cause for 
concern. 

To summarize the findings, the hypotheses about the average 
duration of different types of authoritarian regime have been 
mostly confirmed by statistical analysis, holding constant the most 
obvious challenges to the apparent relationship. Growth was 
found to have the expected effect of reducing the probability of 
regime breakdown. Higher levels of development also probably 
reduced the likelihood of authoritarian breakdown. In short, em­
pirical investigation of the first implication of the cadre-interests 
argument about authoritarian breakdown has failed to disconfirm 
expectations. 

A series of methodological observations can be made about the 
empirical test described above. The first observation, though 
obvious, may need restating: this was a test of an implication of 
the argument, not of the argument itself. The implication is quite 
simple and, once the data had been collected, easy to test. Never­
theless, its confirmation adds to the persuasiveness of the argu­
ment, and if the other implications listed above also proved con­
sistent with reality, we would be pretty much convinced that the 
argument captures a key aspect of the explanation of the break­
down of authoritarian regimes. 

31. For nearly all African countries, most years after 1983 are missing, which 
means that most African transitions are missing. In other words, the missing cases are 
almost all from the poorer half of the data set, which is probably the reason that level 
of development loses significance. The later years of a considerable number of long­
lived African single-party regimes are also left out. 
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Second, in order to test the implication, evidence had to be 
gathered about a large number of cases, although the kind of 
evidence needed was not complicated. It is not always necessary 
or feasible to include the whole universe of cases, as I did here. If 
examining the whole universe is infeasible, however, the whole 
universe nevertheless needs to be identified so that cases from 
within the universe can be selected at random or in some other 
way that does not bias conclusions. (Figuring out the domain of 
an argument is discussed in chapters 3 and 4.) Cases should be 
selected to ensure that the outcome of interest varies across 
them. (Case selection is treated in detail in chapter 3.) Cases that 
have been studied repeatedly by other scholars are, on average, 
larger, more developed, and more geopolitically important than 
the cases that have not been studied, and conclusions based on 
experience in such cases are therefore unlikely to be representa­
tive of the whole group. 

The number of cases used to test an argument needs to be 
reasonably large, since it is very hard to be sure that a result has 
not been caused by chance events when only a few cases are 
examined. The more arguments one can think of other than the 
one of interest that could also explain an apparent relationship, 
and the more factors one thinks need to be held constant in order 
to exclude the effects of irrelevant forces on the relationship of 
interest, the more cases need to be examined. The possibility of 
spurious correlation - that is, the possibility that what appears to 
be a relationship between some cause and effect really results 
from some outside factor that causes both of them - can rarely 
be dismissed without using statistics, and not always even then. 

All data sets, whether gathered by the researcher or taken off 
the shelf, contain some missing data and some mistakes. The 
researcher should always think carefully about how the missing 
cases differ from the cases included in the study and how their 
inclusion, if it could be managed, would affect conclusions. 
When using an off-the-shelf data set known or rumored to con­
tain mistakes, the researcher should try to figure out whether the 
mistakes are likely to affect conclusions. The Freedom House 
democracy indicator, for example, is rumored to contain a pro­
Washington bias, especially during the early years. For some 
purposes, this bias would not matter, but for others it might 
seriously undermine the credibility of findings. One would want 
to use a different indicator of democracy in the latter situation. 



Big Questions, Little Answers 87 

Conclusion 

This chapter began with the claim that one of the practices hinder­
ing the accumulation of theory in comparative politics is the way 
we usually go about trying to explain compound outcomes such as 
democratization. I argued that greater progress could be made 
toward actually understanding how such outcomes occur by exam­
ining the mechanisms and processes that contribute to them, 
rather than through inductive searches for the correlates of the 
undifferentiated whole. Coherent deductive arguments can be 
devised to explain constituent processes, and hypotheses derived 
from the arguments can be tested. 

I attempted to demonstrate the usefulness of this approach 
with an extended example. After identifying seven constituent 
processes of the large, complicated phenomenon of democratiza­
tion, I proposed a deductive argument based on the individual 
interests of regime insiders to explain why elite splits play a 
larger role in some instances of authoritarian breakdown than 
others, and why some authoritarian regimes initiate political lib­
eralization in the absence of societal pressure to do so. Although 
this argument as a whole is not testable, it was a simple matter to 
derive implications of the argument that could potentially be 
falsified. 

The only impediment to testing these hypotheses was the need 
to gather an appropriate data set. Data gathering was a major 
and time-consuming effort, but once the data had been gathered, 
it was possible to show not only that predicted differences ex­
isted, but that they were quite large and statistically significant. 

I make no grand claims for the cadre-interests argument itself. 
It may not be true. It is possible that when other variables are 
taken into consideration, the relationship that seems apparent 
now between regime type and longevity will disappear. Even if 
true, the argument explains only one element of the compound 
process of regime transformation. I do claim, however, that an 
argument from which an implication has been tested on evidence 
from a large number of cases is more likely to prove of lasting 
value than untested arguments induced from a handful of cases. 
And once data have been gathered, more implications can be 
tested. If those tests also conform to expectations generated by 
the argument, our confidence that the argument is true will in­
crease. I also claim that to tack down an explanation of one 
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process that contributes to a compound outcome of great theo­
retical and real-world importance such as democratization would 
constitute serious intellectual progress. 

While inductive explorations of instances of transition may 
have been the only possible research strategy at the beginning of 
the current wave of democratization, we now have enough basic 
information to move on to theory building. I have tried to show 
here that the theoretical edifice can best be built one deductive 
brick at a time, testing as many of them as possible using evi­
dence from a large number of cases. 



CHAPTER 3 

How the Cases You Choose Affect 
the Answers You Get 

Selection Bias and Related Issues 

Comparative politics, like other subfields in political science, has 
norms and conventions about what constitutes an appropriate 
research strategy and what kind of evidence makes an argument 
persuasive. Although the norm has begun to change, for many 
years one of our most durable conventions was the selection of 
cases for study from one end of the outcome continuum we 
wished to explain. 1 That is, if we want to understand something­
for example, revolution - we select one or more occurrences and 
subject them to scrutiny to see if we can identify antecedent 
events or characteristics as causes. 

Most graduate students learn in the statistics courses forced 
upon them that such selection on the dependent variable often 
leads to wrong answers, but few remember why, or what the 
implications of violating this rule might be for their own work. 
And so, comparativists often ignore or forget about it when un­
dertaking or assessing nonquantitative research. 

This chapter demonstrates the consequences of violating the 
rule. It does so by comparing the conclusions reached in several 
influential studies based on cases selected on the dependent vari­
able with retests of the same arguments using samples not corre­
lated with the outcome. All the studies discussed in this chapter 
are intelligent, plausible, insightful, and possibly correct in their 
knowledge claims. All have been advanced by highly respected 
social scientists. The effort here is not to discredit arguments or 
belittle authors - who are, after all, working within accepted 
conventions - but to demonstrate the deficiencies of the conven­
tions themselves. 

1. Comparative politics is not the only field bedeviled by problems with selection 
bias (see Achen and Snidal 1989). 
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These conventions affect not only authors but readers of com­
parative politics. Authors, including some of those discussed 
below, are frequently aware of the tentativeness of the evi­
dence supporting their arguments and indicate their awareness 
in the caveats they attach to them. Readers, however, tend to 
ignore the caveats and give greater weight to unsystematic evi­
dence than it deserves. Many studies in which authors have care­
fully hedged their explanatory claims are discussed in seminars, 
cited in literature reviews, and summarized in qualifying exams 
as though the tentative arguments advanced were supported by 
solid evidence. The purpose of this chapter is as much to de­
crease the credulity of readers as to increase the sophistication of 
researchers. 

The message of the chapter is not that the examination of 
cases selected because they have experienced a particular out­
come is never warranted, but rather that the analyst should un­
derstand what can and cannot be accomplished with cases se­
lected for this reason. Some kinds of tests of conditions proposed 
as necessary or sufficient for explaining outcomes can be carried 
out using only cases that have experienced an outcome, although 
assessment of what Braumoeller and Goertz (2000) refer to as 
trivialness requires at least some information about the rest of 
the universe of cases.2 

The close examination of an anomalous case with a particular 
outcome can also serve a useful role in either generating a pro­
posed revision of current theory or suggesting domain conditions 
not previously understood. A test of the proposed revision or 
domain condition would require examining a wider range of 
cases, however. Although the proposal of a revision is a useful 

2. As Dion (r998) has pointed out, selection on the dependent variable does not 
undermine tests of "necessary but not sufficient" or "necessary and sufficient" argu­
ments. Braumoeller and Goertz (2000) propose a series of tests that, taken together, 
would increase confidence in a necessary or sufficient argument. Carrying out these 
tests requires: (r) being able to estimate the error in the measurement of both 
proposed causes and effects; (2) including enough cases selected to have the outcome 
so that an appropriate statistical test can reject the null hypothesis (with no measure­
ment error, the minimum number is seven; as measurement error increases, so does 
the required number of cases); (3) collecting enough information about the full 
universe of cases to assure oneself that there is enough variation in both purported 
cause and outcome to avoid trivialness. The issue of trivialness is discussed below. It 
refers to proposed necessary conditions that are theoretically meaningless because 
they vary little if at all. Braumoeller and Goertz note, for example, that the argument 
that democratic dyads are necessary for peace is trivial before r800 because there 
were no democratic dyads then. 
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contribution to knowledge building, the revision should not be 
accepted until it has been tested and confirmed on a representa­
tive sample of cases. 

The Nature of the Problem 

The adverse effects of selecting cases for study on the dependent 
variable stem from the logic of inference. When one sets out to 
explain why countries A and B have, say, developed more rapidly 
than countries C through I, one is implicitly looking for some 
antecedent factors X through Z that countries A and B possess in 
greater degree than do countries C through 1. The crux of the 
difficulty that arises when cases are selected on the dependent 
variable is that if one studies only countries A and B, one can 
collect only part of the information needed, namely, the extent of 
factors X through Z in countries A and B . Unless one also studies 
countries C through I (or a sample of them) to make sure they 
have less of X through Z, one cannot know whether the factors 
identified really vary with the outcome under investigation. 

The problem becomes more obvious when shown in graphs 
rather than expressed in words. Suppose a universe of developing 
countries A through I, where A and B are among the fastest grow­
ing. On the basis of an intensive study of A and B, one concludes 
that factor X is the cause of their success. In concluding this, one 
implicitly assumes that if countries C through I were examined, 
they would turn out to have less of factor X than do A and B, and 
that one would observe the relationship shown in figure 3. I. 

Yet if one examines only countries A and B, it is possible that 
the full range of cases would look more like one of the scatterplots 
in figure 3.2. That is, it is possible that there is no relationship 
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Fig. 3.1. Assumed relationship between factor X and growth 
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Fig. 3.2. Alternative possible relationships between factor X and growth 

between X and the rate of development. The only things that can 
actually be explained using a sample selected on the dependent 
variable are differences among the selected cases. 

When one looks only at the cases above the broken line in 
figure 3. I, two kinds of mistaken inference can occur. The first 
involves jumping to the conclusion that any characteristic that 
the selected cases share is a cause. The other involves inferring 
that relationships (or absence of relationships) between variables 
within the selected set of cases reflect relationships in the entire 
population of cases. 

In the statistical literature, attention has focused on the sec­
ond kind of faulty inference (Achen 1986; King 1989). If the true 
relationship between factor X and the dependent variable is that 
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shown in figure 3.1 but one selects cases in a manner that results 
in the examination only of cases located above the broken line, 
statistical procedures carried out on the selected cases may indi­
cate that no relationship exists or even that the relationship is the 
opposite of the true one. Selection on the dependent variable 
biases statistical results toward finding no relationship even when 
one does, in fact, exist. 

In nonquantitative work, however, the first kind of faulty 
inference is at least as common as the second. If the main causes 
of the dependent variable are factors R through T, not including 
X, and one selects cases from one end of the dependent variable, 
X may appear to be important in the selected sample either 
because of random variation or because it explains some of the 
differences among cases still remaining in the data set even after 
the selection has limited it (or because it is correlated with some 
other factor that explains the remaining differences). In the 
former situation, the true relationship might look like one of 
the panels in figure 3.2, but the analyst - on the basis of bits and 
pieces of information rather than a systematic check - assumes 
that cases C through I are located in the lower left quadrant and 
concludes that factor X causes the outcome of interest even 
though, in fact, no relationship exists. In the latter situation, 
factor X makes a minor contribution to the outcome, but the 
analyst overestimates its importance. An example should help to 
make these points clearer. 

A Straightforward Case of Selection on the 
Dependent Variable 

Analysts trying to explain why some developing countries have 
grown so much more rapidly than others regularly select a few 
successful new industrializing countries (NICs) for study. Prior to 
the debt crisis, which began in 1982, the cases most often exam­
ined were Taiwan, South Korea, Singapore, Brazil, and Mexico 
(see, e.g., Haggard 1990). In all these countries, during the peri­
ods of most rapid growth, governments exerted extensive control 
over labor and prevented most expressions of worker discontent. 
Having noted this similarity, analysts argue that the repression, 
co-optation, discipline, or weakness of labor contributes to high 
growth. Chalmers Johnson (1987, 149), for example, asserts that 
weak unions and "federations of unions devoid of all but token 
political power are real comparative advantages in international 
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economic competition." Frederic Deyo (1984, 1987) argues that 
an export-led growth strategy depends on cheap skilled labor 
and, consequently, a disciplined and quiescent labor force. Ha­
gen Koo (1987) claims that labor control is needed in order to 
attract foreign investment) 

These claims draw additional plausibility from their conver­
gence with arguments made in studies aimed not at explaining 
growth but at understanding authoritarian interventions in the 
more developed countries of Latin America. Among the best 
known of these is Guillermo O'Donnell's argument (1973) that 
the transition from the easy stage of import-substitution industri­
alization to a more capital-intensive stage creates a need for 
reduced consumption and, hence, a demand for the repression of 
labor.4 In the same vein, Fernando Henrique Cardoso (1973a) 
and Peter Evans (1979) argue that labor repression helps attract 
foreign investment. 

Whatever the details of the argument, many scholars who have 
studied the NICs seem to agree that repression or co-optation of 
the labor force contributes to growth. Taiwan, South Korea (espe­
cially between 1961 and 1986), Singapore (after 1968), Brazil 
(1967-81), and Mexico (before 1982) all had repressed and/or 
co-opted labor forces and relatively high growth rates. In other 
words, all have the outcome of interest and all exhibit another 
common trait -labor repression - so analysts conclude that la­
bor repression has caused the outcome. 

But that conclusion is unwarranted. Perhaps there are other 
countries in which labor suffers at least as much repression as in 
the high-growth countries examined but that have failed to pros­
per. In order to establish the plausibility of the claim that labor 
repression contributes to development, it would be necessary to 
select a sample of cases without reference to their position on the 
dependent variable (growth), rate each case on its level of labor 
repression, and show that, on average, countries with higher 
levels of repression grow faster. 

To be persuasive, theories must be tested on at least a few 
cases other than those examined in the initial development of the 

3. Haggard (1986, 354-56) provides a careful and nuanced review of several of 
these arguments. 

4. The dependent variable in O'Donnell's study is regime type, not growth, and 
its research design is exemplary. O'Donnell compared the two countries that had 
experienced military intervention with a set of other Latin American countries that, 
at the time he wrote, remained democratic. 
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idea. At the stage of theory development, it is virtually impos­
sible to avoid "overfitting," that is, tailoring arguments to fit the 
circumstances found in particular cases. Testing arguments on 
other cases allows the analyst to discover which factors proposed 
as possible causes during the discovery stage of theory building 
really do have general causal influence and which should, in the 
context of a general argument, be thought of as part of the "error 
term." The "error term" contains all those serendipitous, con­
junctural, and other kinds of factors that contribute to particular 
outcomes in particular cases but that do not systematically influ­
ence outcomes. 

Domain of the Argument 

To test this or any other hypothesis, one must first identify the 
universe of cases to which the hypothesis should apply and then 
find or develop measures of the hypothesized causes and effects. 
The theory or hypothesis being tested determines the appropri­
ate unit of analysis and the universe of potential observations. 

If a theory suggests a relationship between some cause and 
individual behavior, the test of hypotheses derived from that 
theory should be based on observations of individuals. Where 
the unit of analysis is the individual, valid inferences can often be 
made in studies of single countries or even single towns, because, 
unless the town has been chosen precisely because the particular 
kind of individual behavior to be explained prevails within it, 
observing a range of individuals within a town does not entail 
selection on the dependent variable. The full range of individual 
variation may well occur within a town. Thus, for example, the 
research design used in William Sheridan Allen's The Nazi Sei­
zure of Power (1973) avoids selection bias by including both 
individuals who embraced Nazism and those who resisted, and 
also by including change in individual attitudes over time.5 

If, however, the hypothesis predicts country-level outcomes, 
as those linking labor repression and growth usually do, one 
should test it on a set of countries that reflects a reasonable range 

5. In his critique of King, Keohane, and Verba (1994), Rogowski (1995) has 
noted that Allen's thoughtful study of one town in which Nazism enjoyed an early 
and substantial success deepens and enriches our understanding of the rise of Nazism. 
In the comparative field, we are inclined to equate cases automatically with territorial 
entities, but the unit of analysis used by Allen is clearly the individual, not the town, 
and thus he did not select on the dependent variable. 
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of variation on the country-level outcome. In short, the cases on 
which an argument is tested should reflect the level of analysis at 
which the argument is posed. 

In everyday language, a case is a single entity, most often a 
country, but possibly a city, region, agency, administration, social 
movement, party, revolution, election, policy decision, or virtu­
ally anything else that involves interacting human beings. The 
more technical definition of a case is a unit within which each 
variable measured takes on only one value or is classified in only 
one category (Eckstein 1975). Many everyday language case stud­
ies include multiple technical cases, otherwise known as observa­
tions. Much of the disagreement in the literature over the useful­
ness of case studies has arisen from a confusion between, on the 
one hand, the everyday usage of the word case to mean (usually) 
a country; and, on the other hand, the more technical usage of 
case to mean an observation - the sense intended by those who 
give methodological advice, such as King, Keohane, and Verba 
(1994). 

The appropriate universe of observations on which to test a 
hypothesis depends on the domain implied by the hypothesis. In 
other words, the domain depends on the substantive content of 
the theory or hypothesis itself, not necessarily on the author's 
statements about where the argument should apply. If an analyst 
proposes a theory about the effects of industrialization on late 
developing democratic countries, then tests of the theory can and 
should be carried out on a sample of countries drawn from the 
universe of all late developing democratic countries. Theories 
can contain substantive elements that limit their domain to par­
ticular regions of the world or time periods, and, if so, those 
limitations should be kept in mind during testing. Theories are 
not, however, automatically limited to the domain within which 
they were first proposed. Authors sometimes fail to realize that 
their arguments might apply to countries with which they are 
unfamiliar. 

Well-intentioned scholars can disagree about what constitutes 
the appropriate domain of a theory, but their disagreements 
should derive from different interpretations of the implications 
of the theory. Tests of hypotheses in controversial domains can 
be useful in establishing clearer limits to the domain, extending 
it, and suggesting new hypotheses about why the domain has the 
limits it does. It is also legitimate to test arguments in domains 
outside those implied by theories to see whether the theories 
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have greater generality than their creators realized, though nega­
tive results in such tests fail to disconfirm the argument within its 
original domain. 

If the whole universe of cases is too large to study, examina­
tion of a random sample is usually recommended as a means of 
ensuring that the criteria of selection do not correlate with the 
dependent variable. One can, however, make valid inferences 
from any sample selected in a way that does not inadvertently 
result in a set of cases clustered at one end of the outcome 
continuum. Moreover, randomization does not guarantee the 
absence of correlation. If, at a particular time, the universe con­
tains only cases that have passed a certain threshold of success 
because "nature" has in some fashion weeded out the others, 
then even random or total samples will, in effect, have been 
selected on the dependent variable. If, for example, potential 
states that failed to adopt a given military innovation in the 
fifteenth century were later defeated and incorporated into other 
states, one would not be able to find evidence of the importance 
of this innovation by examining a random sample of the states 
that existed in the eighteenth century. All surviving states would 
have the innovation.6 

Some theories have implications that apply to only one end 
of the dependent variable. To test hypotheses based on these 
implications, the analyst must, of course, choose cases from the 
relevant part of the outcome continuum. This may appear at 
first glance to entail selection on the dependent variable, but it 
does not. The outcome relevant for the test of a particular 
implication is the outcome predicted by this hypothesis about 
that implication, not the outcome explained by the theory. The 
full range of variation in the outcome predicted by the hypothe­
sis may be contained at one end of the outcome predicted by 
the theory. For example, one of the implications of the cadre­
interests argument described in chapter 2 is that military govern­
ments are more likely to negotiate their extrication from power 
than are personalist regimes. One way to test this implication is 
to compare the incidence of negotiation by different kinds of 
dictatorship during the years in which breakdown occurs. In 
other words, only regimes that had experienced breakdown 
would be included in the test (one end of the breakdown versus 

6. An extensive and thought-provoking discussion of selection by nature can be 
found in Przeworski and Limongi (1993). 



98 Paradigms and Sand Castles 

persistence outcome continuum), but the hypothesis actually 
being tested is about the incidence of negotiation during transi­
tions, not about the causes of breakdown. The outcome contin­
uum relevant for testing this hypothesis is the negotiation versus 
no negotiation continuum, not the breakdown versus persis­
tence continuum. 

For the hypothesis that labor repression contributes to growth, 
different arguments about the specific reasons a weak labor force 
might have this effect imply different domains for the argument. 
One possibility is that the domain should simply include all devel­
oping countries. In one of the tests of the argument below, I have 
included all developing countries for which the Penn World 
Tables collected data between 1970 and 1982, except those with 
communist governments, those embroiled in civil war for more 
than a third of the period covered, and those that are extremely 
small (fewer than 500,000 inhabitants).? Communist countries 
are excluded because the various theories apply only to countries 
with capitalist or mixed economies. The other exclusions involve 
countries with characteristics not related to labor repression that 
could be expected to affect greatly their growth rates and thus 
might distort the apparent relationship between labor repression 
and growth. In the second test, I narrow the domain to conform 
to arguments associated with O'Donnell and others who expect 
labor repression to contribute to growth once a certain threshold 
of development has been reached. 

Measurement 

The outcome to be explained, growth rate, presents no measure­
ment problems; various measures are readily available. For this 
test, I used the Penn World Tables to calculate growth in GDP 
per capita between 1970 and 1982, since most of the studies of 
development strategies focus on the period before the debt crisis. 
A further test of the hypothesis that included economic perfor­
mance in the far more adverse post-1982 international economic 
environment would also be interesting and useful. 

The hypothesized cause -labor repression, co-optation, or 
quiescence - is more difficult to measure. Standard indicators 
are not available, and labor repression can take different forms 

7. Developing countries are defined as those with per capita income below $4,200 
in 1979. This cut-off point excludes wealthy oil exporters (per capita income above 
$4,200), Saudi Arabia, Kuwait, Libya, and the United Arab Emirates. 
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in different contexts, for example, state co-optation in one coun­
try and private violence against workers in another. To deal with 
this difficulty, I developed criteria for ranking each country on 
labor repression, using the Country Reports on Human Rights 
Practices prepared for congressional committees on foreign rela­
tions (U.S. Department of State, 1979-83), Amnesty Interna­
tional Annual Reports (1973-83), and many studies of labor in 
particular countries. 

Eighty-four developing countries were given scores between 
zero and one for every year between 1970 and 1981 on five 
factors expected to contribute to the ability of workers to defend 
their interests: 

• The extent to which unions are legal and free to 
function 

• The autonomy of unions from government or ruling­
party control or manipulation 

• The right to bargain collectively and to strike 
• The degree of political participation allowed to workers 

and the organizations that represent them 
• Freedom from violence, arbitrary arrest, and other 

forms of repression 

When these factors are combined, possible scores range from 
zero to five, with high scores indicating extreme control and 
repression and low scores reflecting freedom to organize, inde­
pendence from ruling parties, legal protection of the right to 
bargain and strike, freedom to participate in politics, and protec­
tion from violence and repression. Countries with very low 
scores include Fiji, Mauritius, and Jamaica. The highest scorers 
are Uganda, Haiti, and Iraq. The countries included and their 
average labor repression scores are shown in appendix B. 

In countries that experienced regime changes, policies toward 
labor usually changed along with the government. Yearly scor­
ing of each country allowed those changes to be tracked. The 
coding sheet that was used to keep track of information while 
consulting multiple sources is shown in appendix B, along with 
the coding scheme. The coding scheme gives careful rules for 
translating the information gathered into numbers. 

The purpose of coding sheets and coding rules, discussed at 
greater length in chapter 4, is to help make sure that the same 
factors are assessed in every case and that they are all judged 
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using the same criteria. While it is obvious that some such aid to 
memory is required for dealing with eighty-four cases, explicit 
coding rules also increase the precision of studies that focus on 
only a few cases. I would urge getting into the habit of writing 
down explicit coding rules, no matter what the number of obser­
vations. It helps the analyst stick to the same rules across coun­
tries and time, and it also helps readers understand exactly what 
the analyst means when she makes assessments of key causal 
factors. The phrase labor repression no doubt has somewhat 
different connotations for scholars with different areas of exper­
tise, but the person who has read the coding scheme in appen­
dix B will have a very clear idea of what is meant by the term 
here. 

Although the indicator of labor repression created in this way 
is an imperfect measure of a complex set of phenomena, and 
experts might have small disagreements about the placement of a 
few cases, this measure is at least as precise as the verbal descrip­
tions available in the literature. It seems, therefore, adequate to 
the present task of demonstrating a methodological point. 

Tests of the hypothesis linking labor repression to growth us­
ing these data are shown in figures 3.3, 3.4, 3.5, and 3.6. Figure 
3.3 shows the relationship between average labor repression and 
average growth from 1970 to 1981 for the sample of NICs most 
frequently studied (Taiwan, South Korea, Singapore, Brazil, and 
Mexico). This scatterplot reflects the most commonly chosen 
research strategy for studying the NICs in the 1970S and 1980s. It 
shows that repression and growth were both relatively high in all 
five countries. Analysts assumed, without checking carefully, 
that most of the cases they had not examined would lie in the 
lower left quadrant of the figure. From data like these - but in 
verbal form - researchers have concluded that labor repression 
contributes to growth. The plot shown here actually lends some 
plausibility to the argument because, using the quantitative mea­
sure of labor repression I created, it is possible to show small 
differences in labor repression that are not discernible in the 
verbal descriptions. Original statements of the argument did not 
distinguish levels of repressiveness among these cases of rela­
tively high repression. 

Note that the faulty inference expressed in the literature on 
the NICs is the opposite of the one that a thoughtless analyst 
using statistical methods would have drawn. A number cruncher 
might have concluded, on the basis of these data points, that 
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Fig. 3.3. Labor repression and growth in the most frequently studied 
cases, 1970-81. (GOP per capita from Penn World Tables.) 

5.0 

repression did not cause growth, because the variance in repres­
sion explained little of the variance in growth rate within this 
high-growth sample; on the other hand, the nonquantitative com­
parativist would conclude that since all cases are high on both 
growth and repression, repression must be a cause of growth. 
But, in fact, no conclusion can be drawn from figure 3.3. It 
simply contains too little information. 

Scholars working on East Asia, where the fastest-growing 
NICs have historically been located, played an important role in 
developing the argument linking labor repression to growth. If, 
rather than selecting the five industrializing countries most fre­
quently described in the literature, we examine the cases most 
familiar to East Asia specialists, it appears that repression does 
indeed contribute to growth, as shown in figure 3.4-

Based on an image of the world drawn from a few countries in 
one part of the world, some analysts advanced general argu­
ments about the role of labor repression in growth, implying that 
the relationship that seemed apparent in Asia would also charac­
terize the entire developing world. Such an inference cannot be 
justified, because the selection of cases by virtue of their location 
in East Asia biases the sample just as surely as would selection 
explicitly based on growth rates. This is so because, on average, 
growth rates in East Asia are unusually high. (See table 3. I.) 
Geographical area is correlated with growth, and consequently 
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Fig. 3.4. Labor repression and growth in the Asian cases, 1970-81. 
(GOP per capita from Penn World Tables; for Thailand, from World Bank 
1984.) 

the selection of cases by geographical location amounts to selec­
tion on the dependent variable. 

When one looks at the relationship between average labor 
repression and average growth for a larger sample of countries 
that includes slow-growing as well as fast-growing ones, the ap­
parent relationship shown in figure 3.4 disappears. As figure 3.5 
shows, the slope is approximately fiat, and the R2 is near zero. In 
other words, level of labor repression has no discernible effect on 
growth in the larger sample. 

It might be objected that several of the arguments linking 
labor repression to growth were never intended to apply to the 
entire Third World. Rather, their logic depends on tensions that 
develop only after industrialization has progressed to a certain 

TABLE 3.1. Average Country Growth Rates by Region 

East Asia 
South Asia 
Africa 
Latin America 
Middle East and North Africa 

1960-82 
(% per capita) 

5.2 
1.4 
1.0 
2.2 
4.7 

Source: Calculated from data in World Bank (1984, 1988). 

1965-86 
(% per capita) 

5.1 
1.5 
0.5 
1.2 
3.6 
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Fig. 3.5. Labor repression and growth in the full universe of developing 
countries, 1970-81. The countries included, and their labor repression 
scores, appear in appendix B. (GOP per capita from Penn World Tables.' 

stage. Since the literature is unclear about exactly what level of 
industrialization countries would need to achieve before labor 
repression would be expected to contribute to growth, I had to 
decide on a reasonable cutoff point. I used the level of develop­
ment in South Korea at the beginning of the 1970S as the thresh­
old, since South Korea was the least developed of the countries 
often discussed as successful examples of labor repression and 
growth. Figure 3.6 shows the relationship between average labor 
repression and average growth in the subset of countries that 
were at least as developed as South Korea in 1970. As figure 3.6 
shows, there is no linear relationship between labor repression 
and growth, even in this subset of cases. The slope is only slightly 
positive, and the R2 remains near zero. 

In this set of cases, the country with the lowest average growth 
is Iran, which also scores very high on labor repression. Since 
Iran's growth rate was depressed toward the end of this period by 
the revolution, it could be argued that it should be removed from 
the data set, even though its civil war did not last very long. If this 
is done, the slope coefficient rises to 0.27, but it remains far from 
statistical significance, and the R2 remains near zero. Thus, even 
with Iran removed, the analysis fails to support the claim that 
labor repression contributes to growth. 

It has been suggested that not labor repression per se but the 
repression of a previously well organized and mobilized working 
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Fig. 3.6. Labor repression and growth in higher-income developing 
countries. 1970-81. The countries included are those from appendix B 
whose GOP per capita in 1970 was greater than that of South Korea. 
(GOP per capita from Penn World Tables.' 

class would improve economic performance (O'Donnell 1973; 
Collier 1979). To test whether increasing repression increases 
growth, I have estimated time-series models of the effect of 
yearly labor repression on growth in the following year. In one of 
the models, two factors that might also be expected to affect 
growth - oil exports and level of development at the beginning 
of the period - are controlled for. In the other model, instead of 
trying to identify the various things that might be expected to 
affect growth, country fixed effects estimators are used to hold 
constant all the various country-specific factors that could affect 
growth rates. When country fixed effects estimators are used, 
coefficients can be interpreted as reflecting the effect of changes 
in the variable of interest - here, labor repression - within each 
country, rather than cross-country differences. 

Table 3.2 shows the results of these two regressions. In the 
model with control variables, the effect of labor repression on 
growth is both minuscule and statistically insignificant. In the 
model using fixed effects, the coefficient for labor repression is 
positive, but not statistically significant. If the coefficient were 
reliable, it would indicate that for each unit of increase in the 
labor repression score, a little under a third of a percentage point 
of extra growth could be expected. The low R2 for the model 
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TABLE 3.2. The Effect of Changes in Labor Repression on Growth 

Dependent Variable: Annual Growth in GDP Per Capita 

OLSwith 
Control Variables' 

Labor repression (range 0-5) 
Oil exports 
Development level 
R2 

'Panel corrected standard errors. 

Coefficient P > IZI 
.018 
.008 

-.000 
.000 

.917 

.850 

.751 

OLS with 
Fixed Effects' 

Coefficient P > IZI 
.288 .286 

.099 

shows that even with the inclusion of seventy-nine country fixed 
effects,8 the regression explains almost none of the variance in 
growth.9 

The point of this exercise is not to demonstrate that the hy­
pothesis that labor repression contributes to growth is false. It 
may have a small positive effect. It might be that the addition of 
appropriate control variables or an elaborate lag structure would 
make clear a relationship that does not show in the simple tests 
done here. These tests do show, however, that the strong relation­
ship that seems to exist when the analyst examines only the most 
rapidly growing countries is hard to find when a more representa­
tive sample of cases is examined. If analysts interested in the 
success of the NICs had examined a more representative sample, 
they would probably have reached different conclusions about 
the relationship between labor repression and growth. As figures 
3.5 and 3.6 show, labor is as often repressed in slow-growing 
Third World countries as in fast-growing ones. 

To sum up, the first example above (fig. 3.3) demonstrates 
selection bias in its simplest form: the cases are selected precisely 
because they share the trait one wants to explain. In the second 
example (fig. 3.4), cases are selected on the basis of a character­
istic - geographical region - that is correlated with the dependent 
variable. In both instances, the hypothesized relationship was a 
simple, direct one: a higher level of X (labor repression) seemed 
to result in a higher level of Y (growth). 

Not all causal arguments are so simple. Researchers some­
times posit arguments with complicated structures of prior and 

8. Four countries had to be excluded because of missing data. 
9. Other models were tried using different error specifications and corrections for 

autocorrelation, even though the regressions reported in table 3.2 disclosed no auto­
correlation. In none did the coefficient for repression reach statistical significance. 
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intervening variables that are more difficult to test rigorously. 
The consequences of selection on the dependent variable, how­
ever, are the same no matter how complicated the argument. 
The next section will consider another frequently encountered 
variation on this theme: selection on the dependent variable in a 
complicated, contingent historical argument. 

Selection on the Dependent Variable in a Complicated 

Historical Argument 

Theda Skocpol's stimulating and thoughtful book States and So­
cial Revolutions (1979) combines selection on the dependent vari­
able with a complex historical argument. She wants to explain 
why revolutions occur, so she picks the three most well known 
instances - the French, Russian, and Chinese revolutions - to 
examine in detail. She also examines a few cases in which revolu­
tion failed to occur, using them as contrasts at strategic points in 
her chain of argument. The use of cases selected from both ends 
of the dependent variable makes this a more sophisticated design 
than the studies of the NICs. 

Skocpol argues that external military threats cause state offi­
cials to initiate reforms opposed by the dominant class. If the 
dominant class has an independent economic base and a share of 
political power, its opposition will be effective and will cause a 
split in the elite. If, in addition, peasants live in solidary commu­
nities autonomous from day-to-day landlord supervision, they 
will take advantage of the elite split and rebel, which will lead to 
revolution. (This argument is schematized in fig. 3.7.) This expla­
nation, according to Skocpol, mirrors the historical record in 

External-------. 
Military 
Threat 

State -------. Opposition -------. Disintegration __ -----.~ REVOLUTION 
Officials by of Old Regime 

Initiate DO~!~~nt / 

-= "/ 

Dominant Class Has Independent 
Economic Base and Shares Power. 
Either through Representative 
Institutions or Decentralization 

Fig. 3.7. Schematization of Skocpol's argument 

r 
Peasant 
Rebellion 

r 
Village 
Autonomy, 
Solidarity 
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France and in the parts of China controlled by the Communists 
during Japanese occupation. The Russian case differs from the 
other two in that the upper class lacked the independent eco­
nomic base necessary to impede state-sponsored reforms. Conse­
quently, the elite remained unified, and revolution failed to oc­
cur after the Crimean War. Nevertheless, defeat in World War I 
caused elite disintegration, which opened the way for revolution 
in 1917. 

At two points in the chain of argument, Skocpol introduces 
contrasting cases to strengthen her contention that structural fea­
tures identified as causes in these three cases have general signifi­
cance. In an examination of Prussia during the late eighteenth to 
early nineteenth century and Japan during the late nineteenth 
century, she finds that dominant classes lacked the independent 
economic base necessary to obstruct state reforms. Both Prussia 
and Japan faced military threats at least as severe as that facing 
France, but elites remained unified, and revolution failed to oc­
cur. She also looks at Britain during the Civil War and Germany 
in 1848 and finds levels of village autonomy low. In both cases, 
elites split, but peasants failed to take advantage of the situation; 
as a result, revolutions did not occur. These comparisons are 
summarized in figures 3.8 and 3.9. As the figures show, the cases 
she examines appear to provide strong support for the argument. 

There is no question that the examination of contrasting 
cases makes the argument more persuasive than it would other­
wise be, though an assessment of the argument based on a few 
cases selected from the other end of the dependent variable 
carries less weight than would a test based on more cases se­
lected without reference to the dependent variable. Neverthe­
less, examination of contrasting cases is a solid step in the right 

Dominant Class Economically 
Independent, Shares Power 

Dominant Class Dependent, 
Excluded from Power 

Elite Split 

France 
China, after Taiping Rebellion 

Russia, World War I 

Elite Cohesive 

Prussia 
Japan 
China, before Taiping 

Rebellion 
Russia, before World War I 

Fig. 3.8. Given external threat. the effect of dominant-class power on 
the likelihood of an elite split 
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Fig. 3.9. Given an elite split, the effect of village autonomy on the 
likelihood of revolution 

direction and one of the reasons that Skocpol's study has been 
considered so persuasive. 

Skocpol makes no effort, however, to test other links in the 
chain of argument with comparable care. In particular, she offers 
no contrasting cases to strengthen her claim that 

developments within the international states system as 
such - especially defeats in wars or threats of invasion and 
struggles over colonial controls - have directly contributed 
to virtually all outbreaks of revolutionary crises. (23)10 

This claim, which looms large in the overall thesis, seems espe­
cially problematic if we accept her implicit definition of "threat­
ened," that is, as threatened as late-eighteenth-century France. 
France - arguably the most powerful country in the world at the 
time - was certainly less threatened than its neighbors. 

Most countries in the world have suffered foreign pressures as 
great as those suffered by prerevolutionary France, and yet revo­
lutions occur infrequently. This raises the question, Are revolu­
tions infrequent because of the absence of appropriate structural 
conditions, as Skocpol's argument implies, or because foreign 
threats have less causal impact than Skocpol believes? To distin­
guish between these two possibilities, one would need to choose 
a set of cases in which the structural conditions identified by 
Skocpol did in fact exist (in effect, holding the structural condi-

ro. Note that "contributed to virtually all" is a probabilistic statement, not a 
statement that foreign threat is necessary but not sufficient to explain revolution. 
Other statements of this argument, however, can be interpreted as meaning that 
external threats are necessary but not sufficient causes of revolution (Dion 1998). 
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tions constant). Within this set of countries, one would then need 
to assess the relationship between level of threat and revolution­
ary outcome. If threat and occurrence of revolution tended to go 
together in this set of cases, we would have greater faith in the 
correctness of Skocpol's argument. If, however, high levels of 
threat did not seem to increase the likelihood of revolution within 
this set of cases, we would feel more skeptical about it. 

To carry out this test, as with the prior one, we first need to 
establish the appropriate domain of the argument. The question 
of what would constitute an appropriate domain for testing Skoc­
pol's argument is controversial. Skocpol herself is extremely 
modest about the domain for her argument, stating at one point: 
"Can [the arguments presented in this book] be applied beyond 
the French, Russian, and Chinese cases? In a sense, the answer 
is unequivocally 'no' .... [T]he causes of revolutions ... neces­
sarily vary according to the historical and international cir­
cumstances of the countries involved" (288). Skocpol does not 
eschew generalizability entirely, however, since she evidently 
considers seventeenth-century England, eighteenth- and nine­
teenth-century Prussia, and mid-nineteenth-century Germany 
and Japan within the domain of her argument. But she does 
explicitly limit her argument to "agrarian states," which I take as 
including countries in the early stages of industrialization (since 
all the cases included in her study had begun to industrialize) but 
excluding fully industrialized countries and pre agrarian primitive 
societies. She also limits the argument to countries that have 
never been colonized; wealthy, "historically autonomous and 
well-established imperial states" (288); and countries "whose 
state and class structures had not been recently created" (40). 

In the face of such modesty, the rest of the scholarly community 
has two options in assessing the study. One is to accept the self­
imposed limitations suggested by the author and try to test the 
argument on the set of cases implied by them. The broadest inter­
pretation of these limiting criteria suggests that the appropriate 
universe thus defined would include, besides some (but not all) of 
those actually used by Skocpol, only the larger and wealthier pre­
World War I states of Europe: Belgium, the Netherlands, Spain, 
Portugal, Sweden, Lithuania before 1795, Poland before parti­
tion, Austria, the Austro-Hungarian Empire, and the Ottoman 
Empire. This universe includes a fair number of nonrevolutions, 
so it would be quite possible to retest the argument on this set of 
cases. 
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Limiting the argument to this domain does, however, restrict 
its interest, since twentieth-century revolutions, with the excep­
tion of the Russian revolution, have occurred in poor countries 
that had been at least partly colonized and would thus be out­
side the domain of Skocpol's argument. Moreover, Skocpol's 
own selection of cases casts some doubt on the appropriateness 
of the domain she describes. Japan was not a "well-established 
imperial state" in the mid-nineteenth century. Nor was China in 
the twentieth. Germany's state structure, though not affected 
by colonialism, had been recently created in 1848. China, Ja­
pan, and arguably Russia were poor. The time period and geo­
graphical location identified by Skocpol as those in which the 
Chinese peasantry had the autonomy to rebel were precisely the 
time period and area of Japanese colonization. In short, many 
of Skocpol's cases violate her own criteria for limiting the do­
main of her argument. 

The alternative approach is to derive the domain of the argu­
ment directly from the substantive claims of the argument itself. 
If we do this, the appropriate domain would seem to include all 
independent, not fully industrialized states (and possibly em­
pires). These restrictions are necessary because the argument 
seems to require (I) the existence of an indigenous state elite and 
dominant class; and (2) a peasantry. Skocpol herself is most ada­
mant about excluding colonized nations from the domain (288-
90). This seems a reasonable exclusion during the period of colo­
nization (when the state elite and often the dominant class as 
well are not indigenous) and perhaps for some limited time - a 
decade or two-after independenceY The claim that any coun­
try that has ever been colonized should be forever excluded does 
not seem to flow from anything in the argument itself, however, 
and also seems to ignore the role of conquest in the development 
of the states included in the original argument. After all, En­
gland was once colonized by the Normans, large parts of Russia 
by the Mongols and Tatars, and China by the Mongols. In all 
three, aspects of subsequent state organization and development 
are commonly traced to the effects of these conquests. 

I I. If we think of the domain as derived from the argument itself rather than from 
Skocpol's somewhat ad hoc comments about it, then her inclusion of China during 
the time that much of the country was colonized by Japan seems less puzzling. 
Throughout the Japanese occupation, an indigenous Chinese state elite and dominant 
class continued to exist in southern China, and it was they whom the Chinese Commu­
nists eventually defeated, not the Japanese. 
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Skocpol also argues that small countries should be excluded 
because revolutions in them may be caused or prevented by 
outside intervention (289). This is a legitimate concern. It should 
not lead to the blanket exclusion of all small countries, however, 
since we know that outside intervention has failed to prevent 
revolution in a number of them. Yet it might be reasonable to 
eliminate some cases in which a persuasive argument can be 
made about the decisiveness of intervention. 

Ideally, a test of Skocpol's hypothesis about the effects of 
military competition would examine all independent, not fully 
industrialized states characterized by the structural features­
village autonomy and a dominant class with an independent eco­
nomic base and access to political power - that she identifies as 
necessary to complete the sequence from military threat to revo­
lution. Then one could determine whether revolutions occur 
more frequently in countries that have faced military threats. 

In practice, identifying the universe of cases that meet these 
structural criteria is probably impossible. It would require exten­
sive knowledge about every country in the world from the En­
glish Civil War to the present. Nonetheless, moderately serious 
tests of her argument are possible, and one is shown below. 

As it happens, several Latin American countries (Mexico, Gua­
temala, EI Salvador, Honduras, Nicaragua, Ecuador, Peru, Bo­
livia, and Paraguay) have the structural characteristics she identi­
fies and so can be used as a set of cases on which to test the 
hypothesis linking military threat to revolution. These cases are 
obviously not selected at random, but since their geographical 
location is not correlated with revolution, geography does not 
serve as a proxy for the dependent variable (as occurred in the test 
of the relationship between labor repression and growth among 
the East Asian NICs). 

In all these countries, dominant classes had an independent 
economic base in land and/or mining from the nineteenth cen­
tury until well into the twentieth. They also shared political 
power. Thus, they had the economic and political resources that 
Skocpol identifies as necessary to oppose state-sponsored re­
forms successfully and so pave the way for revolution. 

These countries also all contained (and most still contain) 
large, severely exploited indigenous and mestizo populations, 
many of whom lived in autonomous, solidary villages. Spanish 
colonial policy reinforced, and in some areas imposed, corporate 
village structure. After independence, changes in property rights 
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reduced village control over land, but this reduction in the func­
tions that had contributed to building village autonomy and soli­
darity was at least partially offset by the increase in absentee 
landlordism that accompanied increasing commercialization. 

Much of the land in these countries was held in large tracts. 
Some peasants lived on the haciendas, but many lived in tradi­
tional villages, owned tiny parcels of land or had use rights to 
communal land, and worked seasonally on the haciendas. These 
villages often had long histories of conflict with large landowners 
over land ownership, water rights, and grazing rights. Villages 
governed themselves in traditional ways. Landlords have rarely 
lived in villages in these countries. In short, the rural areas of 
these Latin American countries approximate Skocpol's descrip­
tion of the autonomous, solidary village structure that makes 
possible peasants' participation in revolution. Differences of 
opinion are, of course, possible about whether peasants in these 
countries were really autonomous enough from day-to-day land­
lord control to enable them to play the role Skocpol allots to 
peasants in bringing about social revolutions. Perhaps the best 
evidence that they were is that revolutions have in fact occurred 
in several of these countries, and peasant rebellions have oc­
curred in most of them. 

With these structural features on which the outcome is contin­
gent held constant, it becomes possible to test the relationship 
between external threat and revolution. In the test below, I have 
used a higher level of threat than that experienced by France in 
the late eighteenth century. I wanted to choose a criterion for 
assessing threat that would eliminate arguments about whether a 
country was "really" threatened enough, and I found it hard to 
establish an unambiguous criterion that corresponded to the 
"France threshold." Consequently, the criterion used here is loss 
of a war, accompanied by invasion and/or loss of territory to the 
opponent. With such a high threat threshold, finding cases of 
revolution in the absence of threat will not disconfirm Skocpol's 
argument, since the countries may have experienced external 
pressures sufficient to meet her criteria even though they did not 
lose wars. If, however, several countries did lose wars (and the 
structural conditions identified as necessary by Skocpol are pres­
ent) but have not had revolutions, this test will cast doubt on her 
argument. 

Figure 3.10 shows eight instances of extreme military threat 
that failed to lead to revolution, two revolutions (if the Cuban 
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Defeated and Invaded or Lost 
Territory 

Not Defeated within 20 Years 

Revolution 

Bolivia (1935), revolution 1952 

Mexico, revolution 1910-17 
Nicaragua, revolution 1979 

No Revolution 

Peru (1839) 
Bolivia (1839) 
Mexico (1848) 
Mexico (1862-66) 
Paraguay (1869) 
Peru (1883) 
Bolivia (1883) 
Colombia (1903) 

All Others 

Note: The Cuban Revolution is not, in Skocpol's terms, a social revolution because it did 
not entail massive uprisings of the lower dasses. 

Fig. 3.10. Relationship between military defeat and revolution in Latin 
America (with Skocpol's structural variables held constant) 

revolution of 1959 is not counted, because it does not fit Skoc­
pol's definition of a social revolution as entailing massive upris­
ings of the lower classes) that were not preceded by any unusual 
degree of external competition or threat, and one revolution, the 
Bolivian, that fits Skocpol's argument. I do not think any foreign 
power deserves credit or blame for any of the revolutions that 
have occurred, and thus the finding that two revolutions oc­
curred without unusual foreign threat is not undermined by for­
eign influences on revolutionary outcome. The United States 
may deserve credit or blame for the nonoccurrence of revolu­
tion in EI Salvador and Guatemala, but if these revolutions had 
been successful, they would have increased the number of cases 
in which revolutions occurred in the absence of unusual foreign 
threat and thus added to the evidence undermining Skocpol's 
argument. In short, among these cases there is little support for 
the claim that foreign threat increases the likelihood of revolu­
tion. If we accept the idea that the domain depends on the argu­
ment itself, then these findings suggest that if Skocpol had se­
lected a broader range of cases to examine, rather than selecting 
on the dependent variable, she would have reached different 
conclusions. 

This test does not constitute a definitive disconfirmation of 
Skocpol's argument. Competing interpretations of all the con­
cepts used in the argument-village autonomy, dominant-class 
independence, military pressure - exist, and different opera­
tionalizations might lead to different results. In particular, my 
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operationalization of threat fails to capture the complexity of 
Skocpol's idea, and a different operationalization might put Nica­
ragua and Mexico in the threat-revolution cell. Any indicator of 
threat that identified Nicaragua in 1979 and Mexico in 1910 as 
threatened, however, would add hundreds of other country­
years to the threat-no revolution cell, because the amount of 
U.S. pressure experienced by these countries at these times was 
not at all unusual in the region. In short, despite some deficien­
cies in operationalization, this cursory examination of cases not 
selected on the dependent variable does cast doubt on the origi­
nal argument. 

Arguments about Necessary Causes 

Some have interpreted Skocpol's statements as meaning that she 
sees external threat as a necessary but not sufficient cause of 
revolution. As Douglas Dion (1998) and others have noted, the 
logic underlying tests of arguments about necessary causes dif­
fers from that described above. Methods for testing arguments 
about necessary causes have only begun to be developed, but 
Dion suggests a Bayesian approach.12 Bayesian analysis provides 
a way of assessing the impact of new information on one's prior 
beliefs about the likelihood that a particular theory is true. If, in 
order to keep things simple, we set aside the possibility of mea­
surement error and think of only one rival hypothesis to the one 
being tested, Bayes rule can be expressed as: 

P riorCWH) p(DIWH) 
P . (WHID) = ---=:....:..-'------'----'-------=-----,-----

ostenor P riorCWH)P(DIWH)+ PriorCRH)P(DIRH) , 

where 

Posterior (WHID) is the probability that the working hypothesis 
(the one being tested) is true, in light of the new evidence 
collected in a study. 

PriorCWH) is the analyst's belief about whether the working 
hypothesis is true before conducting the study. 

p(DIWH) is the probability that the data uncovered in this 
study would turn up if the working hypothesis were true. 

Prior(RH) is the analyst's belief about the likelihood that the 
rival hypothesis (the most likely alternative to the working 
hypothesis) is true prior to conducting the study. 

12. See Baumoeller and Goertz (2000) for a careful non-Bayesian approach. 
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p(DIRH) is the probability that the data uncovered in this 
study would have emerged if the rival hypothesis were true. 

If we interpret the Skocpol argument as one about the neces­
sity of external threat, then the appropriate initial research strat­
egy is to choose cases that have experienced revolutions and then 
check to see if an external threat preceded the revolution. The 
information about these external threats is the new data that will 
be used to update the assessment of the likelihood that the work­
ing hypothesis is true. Note, however, that the only way to assess 
the likelihood of observing the new data given that the rival 
hypothesis is true is to know enough about the whole relevant 
universe of cases (not just those that experienced revolution) to 
be able to estimate the probability of observing these events (in 
this case, external threats) if the rival hypothesis better describes 
reality. In other words, we need to know something about the 
frequency of the hypothesized preceding event in the universe as 
a whole. 

In order to use Bayes' rule, it is also necessary to state a level 
of prior belief that the working hypothesis is true. These prior 
beliefs come from prior research on a subject. When little prior 
research has been done on a subject, it has become conventional 
to treat prior beliefs as neutral between the two competing hy­
potheses, that is, to set P(WH) = P(RH) = 0.5. 

To return to the Skocpol example, if we use "as threatened as 
France" as the appropriate threat threshold, then I would esti­
mate that 95 percent of all countries that would otherwise fit 
within the domain of the theory have experienced such a threat 
at some time, many of them repeatedly. With this estimate, the 
probability of observing the data (external threat) in any particu­
lar country between 1600 and the present, given the rival hy­
pothesis that external threat does not cause revolution, can be 
calculated. 

Skocpol examined three cases and found external threats in 
all three. The probability of seeing these data, if the working 
hypothesis is true (and there is no measurement error) equals 
one. If the rival hypothesis is true and 95 percent of the coun­
tries in the domain of the argument have experienced similar 
levels of threat at some time, then the probability of observing 
three instances of threat if the rival hypothesis is true equals 
0.95 x 0.95 x 0.95 = 0.857. Plugging these numbers into Bayes' 
rule, we get: 
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Posterior (WHID) = [0.5(1)] / [0.5(1) + 0.5(0.857)] = 0.539 

In other words, when the hypothesized necessary cause is very 
common in the world, the increase in one's level of belief in the 
argument is increased only very modestly (from 0.5 to 0.539) 
when a few new cases are examined. If the hypothesized neces­
sary cause only occurred in ten percent of the cases in the appro­
priate universe, then examining three cases and finding the data 
expected would increase our prior belief in the argument to 
above 99 percent. Thus the number of observations needed to 
affect posterior beliefs about a hypothesis depends very dramati­
cally on the general distribution of the hypothesized necessary 
cause. 13 

From the point of view of research design, this discussion of 
Bayesian inference leads to two conclusions that have not been 
much emphasized in the literature on testing arguments about 
necessary causes. First, the Bayesian approach requires that the 
data used to assess the likelihood that the theory is true be newly 
observed. It must come from cases observed for the purpose of 
testing the argument, not from the cases from which the hypothe­
sis was induced. The original cases, along with other research 
and general knowledge about the world, influence the observer's 
prior beliefs about whether the argument is true. Bayes' rule 
provides a way of judging how much more convinced by an 
argument we should be after seeing new data, not how much 
faith we should put in a plausible but untested argument. 

Second, although arguments about necessary conditions can 
be tested using only cases selected on the dependent variable, 
the use of Bayesian logic to assess how much has been learned 
from the test requires gathering enough information about how 
often the hypothesized necessary cause occurs in the world more 
generally in order to estimate the probability that the data that 
were actually observed would have been observed if the rival 
hypothesis were true. In the non-Bayesian approach suggested 
by Braumoeller and Goertz (2000), this issue has been ad­
dressed under the label trivialness. Braumoeller and Goertz ar­
gue that to be non-trivially necessary, the hypothesized neces­
sary cause must be shown to vary more than a little in the full 

13. Dion (1998) provides a chart showing how many cases would be needed to 
reach 95 percent confidence that an argument is true, given different prior levels of 
belief and different estimates of the likelihood of observing the data if the rival 
hypothesis is true. 
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relevant universe. Whatever amount of variation is deemed suffi­
cient for non-trivialness, we cannot discover it without examin­
ing at least some cases not selected on the dependent variable. 
If the hypothesized necessary cause occurs infrequently, then 
examining only a few additional cases would suffice to meet 
their condition. 

Time Series, Case Studies, and Selection Bias 

Case studies, perhaps the most common form of research in the 
comparative field, can often be thought of as nonquantitative 
time-series research designs. They usually examine a single coun­
try over a period of time, often for the purpose of explaining 
some outcome at the end or showing the effects of some change 
that occurred during the time examined. Case studies are often 
criticized as single data points and hence incapable of reveal­
ing anything about cause-and-effect relationships, but most can 
be more reasonably thought of as a series of observations of the 
same case at different times. In fact, most of what are called case 
studies actually include unsystematic observations at multiple 
levels of analysis (for example, individuals, government adminis­
trations, and parties) and observations of multiple entities at the 
same level of analysis (for example, several parties in one coun­
try) as well as observations over time. For now, however, let us 
focus on the simplest kind of case study - say, a study of the 
evolution of one party over time. 

Such case studies are subject to several methodological pit­
falls, solutions to which are discussed at greater length in chapter 
4. Here I want to note the methodological issues related to selec­
tion bias that can arise in the context of case studies and single­
case quantitative time series. In the typical study of a single case, 
a country, organization, or group is chosen for examination be­
cause it has experienced something unusual, sometimes because 
it is considered typical of a group of cases that have experienced 
the unusual. The variation on the dependent variable is supplied 
by observations of the same case at other times (when it was not 
experiencing the unusual). Whether such a research design in­
volves actual selection bias depends on whether the variation 
over time within the case reflects the full range of outcomes in 
the relevant universe. Often it does not. When the selection of 
multiple observations of a single case results in a truncated sam­
ple relative to the appropriate universe, the result is inadvertent 
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selection on the dependent variable, and selection bias can be 
expected to have the same results noted above. 

The key concern for the researcher, then, is identifying the 
universe relevant to the question being asked or hypothesis being 
tested. Only when that has been done can he assess whether 
outcomes vary widely enough within the single case to avoid 
selection bias. Here, as elsewhere, the question under examina­
tion determines the appropriate universe. Sometimes one wants 
to understand the effect of a particular policy change in a particu­
lar setting. In this situation, one is not asking "What caused 
outcome Y?" but rather "What was the effect of cause X?" If 
cause X occurred only in one setting, then a one-country time 
series or case study is the appropriate research design (Campbell 
and Ross 1968). If X occurred in multiple places, the analyst 
would be wise to examine its effects in all of those places or a 
sample of them. Otherwise, he risks the possibility of attributing 
to X anything that might have happened in the chosen country 
during the time following X. When the analyst wants to know 
what caused outcome Y, it is always risky to examine only one 
entity in which Y occurred, even if he cares only about why it 
happened in a particular place and time. A case study of the 
particular place and time of interest may not provide the answer. 

The reason it might not is that it is quite possible that selecting 
multiple observations of the same case will have the effect of 
holding constant or near constant some of the true causes of the 
outcome of interest, even if the dependent variable spans a con­
siderable range. At the same time, whatever potential causal 
factors do vary within the single case over time will seem to 
explain differences in the outcome. These causes of the within­
case variation can be less important causal variables that belong 
in a complete explanation, or they can be idiosyncratic factors 
that affect this case but not others and therefore do not belong in 
a general explanation. The analyst has no way of knowing. Ei­
ther way, he will be tricked into focusing on these factors while 
giving short shrift to causal factors that may be changing slowly 
and not very noticeably during the time under study but that 
nevertheless explain the general trend in the outcome. 

This problem is caused by inadvertent selection on one or 
more causal variables. Case studies are highly vulnerable to inad­
vertent selection from one end of the continuum of potential 
causes because so many factors remain constant or change slowly 
over time in a single entity. In statistical work, selection on the 
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dependent variable leads to biased estimates of the effects of 
causal factors, but the practical result is usually a failure to dem­
onstrate a causal relationship that actually exists, because within 
the truncated sample there is little variation in the outcome for 
differences in the causal factors to explain. Selection on the inde­
pendent variable, as often happens in case studies, does not lead 
to biased estimates in statistical work. Nevertheless, in practice it 
is hard to show that a relationship between a cause and effect 
exists if the cause varies little within the sample. Whether obser­
vations are quantitative does not affect the logic of the research 
design. In either case, it is quite possible to overlook factors of 
real causal importance, because they do not vary much over time 
or follow an incremental trend that country observers take for 
granted. 

If one knows quite a bit about the underlying causal model, a 
single-case time-series design can be a good way to assess the 
effect of one potential cause while holding many other things 
constant (because they do not vary within the single case), but it 
will be less useful in the more typical situation where the analyst 
does not know the underlying model. The analyst will then fail to 
identify any causal factor that varies little within the case and will 
tend to overemphasize serendipitous contributors to the outcome. 

As an example, let us contemplate Albert Hirschman's careful 
and insightful study of inflation in Chile (1973). In this essay, 
Hirschman reviews Chile's major bouts of inflation between the 
nineteenth century and 1961. He reconsiders the role of foreign 
experts in Chilean policy formulation and shows the importance 
of dogmatic economic ideologies and policy mistakes in causing 
inflationary episodes. Hirschman argues in this study, and in the 
book of which it is a part, that policymakers gradually learn to 
resolve persistent problems, that the search for solutions has 
positive externalities in that it brings hitherto unnoticed issues to 
policymakers' attention, and that reformism, though messy and 
often emotionally unsatisfying, leads over time to significant im­
provements. Hirschman describes first the intermittent difficul­
ties with inflation that Chile experienced between 1870 and 1939, 
and then the persistent and worsening inflation of 1940 to 1959. 
At each point in the story, Hirschman, with his customary flair 
and sensitivity to detail and context, discusses the policy mis­
takes and other factors that increased inflation. During the early 
period, inflationary episodes were caused by wars and civil wars, 
serious policy mistakes, and business expansions, all of which 
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Fig. 3.11. Inflation in Chile. 1930-96. (Data for 1930-61 from Hirsch­
man 1973; 1962-63. Corbo Loi 1974; 1964-96.IMF 1997.) 

seem to have been largely self-correcting. Beginning in 1940, how­
ever, inflation became more persistent and more serious. It no 
longer returned to normal between episodes, and the trend line, 
though masked by zigzagging, began a determined upward slope 
(see fig. 3. II). Between 1940 and 1959, inflation averaged 28 
percent per year (Hirschman 1973, 160). Chilean inflation rates 
are shown in table 3.3. 

Hirschman attributes this worsening mostly to the effects of 
specific policies, especially the failure to restrict credit to the pri­
vate sector and the routinization of wage adjustments. The empha­
sis throughout the essay is on the details of policy and the political 
context that influenced them. In explaining the control of infla­
tion, which appeared to have been achieved in Chile in 1960-61, 
Hirschman stresses the intense political struggle over ending auto­
matic wage adjustments - accomplished during an inflationary 
peak in 1956 (203-5) - and strengthening the system of credit 
control under President Jorge Alessandri in 1959 (219). 

Although Hirschman mentions general economic factors such 
as fiscal deficits and exchange rates, the reader is left with the 
impression that Chilean inflation was caused by some fairly dis­
crete policy mistakes. This impression is strengthened by the low 
inflation rates of 1960 and 1961, caused by specific policy changes 
introduced by the Alessandri administration. The reader never 
sees the bigger and more general picture: that the policy strategy 
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of state-sponsored import-substitution industrialization (lSI), 
which was initiated in Chile in 1939 and varied little during the 
next thirty-five years, caused increasingly serious inflation. 

Although the general policy strategy remained stable and was 
not subjected to the kind of intense political debate that accompa­
nied the policy changes emphasized by Hirschman, its implemen­
tation over time entailed increasingly distortionary tariff and ex­
change rate policies. These policies led to the same problems with 
balance of payments crises and inflation that afflicted so many 
other developing countries. Inflation plagued all developing 

TABLE 3.3. Chilean Inflation, 1930-96 

Year Inflation Rate (%) Year Inflation Rate (%) 

1930 -5 1964 46 
1931 -4 1965 29 
1932 26 1966 23 
1933 5 1967 19 
1934 9 1968 26 
1935 -1 1969 30 
1936 12 1970 32 
1937 10 1971 20 
1938 2 1972 75 
1939 7 1973 361 
1940 10 1974 505 
1941 23 1975 375 
1942 26 1976 212 
1943 8 1977 92 
1944 15 1978 40 
1945 8 1979 33 
1946 30 1980 35 
1947 23 1981 20 
1948 17 1982 10 
1949 21 1983 27 
1950 17 1984 20 
1951 23 1985 31 
1952 12 1986 19 
1953 56 1987 20 
1954 71 1988 15 
1955 84 1989 17 
1956 38 1990 26 
1957 17 1991 22 
1958 33 1992 15 
1959 33 1993 13 
1960 5 1994 11 
1961 10 1995 8 
1962 14 1996 7 
1963 44 

Source: 1930-61, Hirschman (1973); 1962-63, Corbo Loi (1974); 1964-96, World Bank 
(2002). 
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countries that followed state-led import-substituting development 
strategies. The average inflation rate for low- and middle-income 
countries between 1970 and 1978, a time when virtually all but the 
most backward were following state-led lSI strategies, was 18 
percent per year, compared to about 9 percent per year for indus­
trialized countries (World Bank 1980, IIO-II). Hirschman is, of 
course, entirely correct in noting that discrete policy mistakes 
worsen inflation; they account for some of the zigzags so apparent 
in figure 3. I I. Nevertheless, the reader interested in under­
standing why Chile suffered from recurrent and worsening bouts 
of inflation for nearly four decades after 1939 will not have recog­
nized the main underlying cause after reading this essay. '4 

In fairness, let me note that Hirschman did not aim to explain 
inflation in this essay. Rather, he sought to show that inflation, 
like other seemingly intractable problems, could be gradually 
conquered as policymakers learned to understand it and took 
advantage of occasionally propitious political circumstances to 
initiate reforms. When the primary underlying cause of some­
thing has not been identified, however, identifying and "fixing" 
less important and less systematic causes may not result in long­
term improvement. The last measure of inflation in Hirschman's 
study is for 1961, when it appeared that policymakers had at last 
brought inflation under control. The apparent cure, however, 
turned out to be a very brief remission. 

As is apparent in table 3.3 and figure 3. I I, Chilean inflation did 
not begin its long-term downward trend until the abandonment of 
state-sponsored import-substitution development policies during 
the Pinochet administration. The extremely high inflation rates of 
the Allende years and their immediate aftermath cannot be 
blamed on development strategy, but if those years are excluded, 
it is still clear that the conquest of inflation in Chile began in the 
late 1970s. Current Chilean economic policy-making-and low 
inflation - demonstrates that Hirschman was correct in believing 
that human beings, including policymakers, learn. But in Chile, 
inflation was not finally conquered by reformist muddling through 
and discrete policy changes, as Hirschman had hoped. It was con­
quered by traumatic policy changes that reversed four decades of 
basic economic policy strategy. 

'4. In another essay, written a few years before the one on Chile and drawing on the 
experiences of several Latin American conntries rather than only one, Hirschman (1968) 
was one of the first to identify a number of the systematic ill effects of the import­
substitution strategy of industrialization, including its tendency to cause inflation. 
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The methodological point is that even if one cares only about 
what caused inflation in Chile, the best research strategy for 
discovering these causes may require examining other cases. Im­
portant causes, such as the basic thrust of development strategy, 
may not change very much within a few decades in a single 
country. Consequently, analysts may overlook their importance 
and instead concentrate attention on less important causes or on 
conjunctural factors that turn out to have no general causal ef­
fect. Case studies generally help to explain zigzags in the trend 
line, but they sometimes offer little leverage for explaining the 
trend itself. 

Case Studies, Time Series, and Regression to the Mean 

The remainder of this chapter focuses on some less obvious pitfalls 
that face the researcher who must choose not only which cases to 
examine but also the beginning and end points of the study. If 
either the starting or ending dates of a case study or time series are 
chosen because of their extreme scores, the analyst must be con­
cerned about the effects of regression to the mean, in addition to 
the other possibilities for mistaken inference associated with 
selection bias. Because extreme outcomes typically result from a 
combination of extremes in their systematic causes and extreme 
unsystematic influences (what would be called the error term in 
quantitative work), terrible conditions at the initiation of a study 
are likely to improve with the passage of time, and wonderful 
situations are likely to deteriorate - even if there has been no 
change at all in the systematic factors causing them. Such changes 
in the unsystematic influences on outcomes lead unwary analysts 
to attribute improvement or deterioration to their favorite hero or 
villain among intervening events, even though the only real 
change that has occurred is in the random factors that influence 
everything in social science and the rest of the world. 

Regression to the mean is the name given to the tendency of 
any extreme situation, score, outcome, or event to be followed 
by one that is less extreme simply because fewer extreme random 
factors happened to influence things the second time. Regression 
to the mean causes the mismeasure of systematic change in out­
comes over time. After having misunderstood the amount of 
change that has actually occurred, the analyst often then com­
pounds the mistake by building an argument to explain the 
changes that never occurred. 
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Regression to the mean has been most fully analyzed in the 
context of educational research. The classic example involves 
researchers trying to assess the usefulness of a new technique for 
teaching remedial reading. Students' reading ability is tested. 
Those who score below some threshold are selected to receive 
special help, using the new technique. After some time has 
elapsed, they are tested again, and the rest of the class is also 
retested as a control, since all students are expected to be increas­
ing their skill over time. The students who received special help 
always make greater gains than the group that did not receive 
help, no matter what technique is tried. Illiteracy has not disap­
peared, however, because at least some and perhaps all of the 
gain demonstrated by these students is an artifact caused by 
regression to the mean, not a genuine effect of the remedial 
reading techniques. The students who scored lowest on the first 
test did so for two reasons: they read less well than others; and, 
for unsystematic reasons such as being sick or tired, they did 
especially badly on the first test. The second test, like the first, 
measures both the systematic component of reading ability and 
also random factors such as sickness and tiredness. Since it is 
unlikely that the same children would be sick or tired during both 
tests, on average the scores of the remedial group would not 
include extreme unsystematic elements the second time, and 
thus they would score higher even if their reading ability had not 
improved. 

Regression to the mean has two sources, one conceptually triv­
ial but practically very important in the social sciences, and the 
other both conceptually and practically important. The first is 
that every measurement contains an element of error. For simple 
physical measurements of things, such as temperature and length, 
the small element of error in the measure is usually of no practical 
consequence, but in social science most of the things we want to 
explain can be "measured" only very inadequately. One of the 
unsystematic contributors to every outcome is thus measurement 
error - simply the inaccuracy of all measures, whether quantita­
tive or not. Every outcome is also affected by happenstance, by 
events that will never occur again and have no theoretical impor­
tance, by luck, by the particular skills, failings, and longevity of 
certain individuals, and so on. These unsystematic contributors to 
outcomes are also, if the research goal is systematic explanation, 
part of the "error term." That is, both real measurement error 
and serendipitous factors contribute to every assessment of an 
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outcome. They are the causes of the statistical artifact, regression 
to the mean. 

Any time that cases are selected for study or "treatment" on 
the basis of high (or low) scores on some variable, the analyst 
unintentionally selects a sample with unusually positive (or nega­
tive) "error terms," in both senses discussed above. When the 
selected cases are measured a second time, the inaccuracy in 
their measurement is no more likely to be positive than negative, 
and the serendipitous events that affect the outcome then are 
also no more likely to be positive than negative. In consequence, 
cases with especially positive outcomes in a first measurement 
will look as though they are doing less well in a second one, and 
cases with especially negative outcomes in a first assessment will 
seem to improve over time - even if nothing systematic has 
changed. 

Because most of the work on regression to the mean has oc­
curred in the context of educational and psychological testing, 
students of comparative politics are sometimes unaware of its 
implications for their own work. Consider the following hypo­
thetical study. The analyst wants to know what effect structural 
adjustment loans from international financial institutions have 
on the economic performance of developing countries. To an­
swer this question, she compares the growth rate per capita in 
the countries that have received such loans with the growth rates 
of developing countries that have not. She needs to compare the 
countries of interest with another set of countries during the 
same time period as a means of controlling for international 
factors that affect growth all over the world. Since, however, 
structural adjustment loans went to countries with economies in 
crisis, and since these crises are caused by bad luck, bad weather, 
and unrepeatable events as well as by more systematic factors, 
their economic performance can be expected to improve, on 
average, whether or not the loans help. Thus, the unwary re­
searcher who simply compares changes in the performance of 
countries receiving loans with changes in those that did not may 
be misled about the effect of the loans, since a certain amount of 
improvement in the countries with the worst performance could 
have been expected in any case. 

Whenever research focuses on comparison of growth rates 
over time, the analyst needs to be attentive to the possibility of 
regression to the mean. The underlying causes of economic per­
formance, such as resource endowment, human capital, savings 
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Fig. 3.12. Regression of growth in GOP per capita for 1991 on growth 
in GOP per capita for 1990 for developing countries. (GOP per capita 
from Penn World Tables.) 

rate, competence of policymakers, and basic thrust of economic 
policy, do not change much from year to year in most countries. 
Consequently, we would expect a high correlation between rates 
of growth from one year to the next, and our casual observation 
that most Asian countries grow rapidly almost every year and 
most African countries do not supports that expectation. At the 
same time, unsystematic factors and measurement error contrib­
ute to the observed growth rate in every country every year. This 
unsystematic component of measured growth always leads to the 
appearance of faster growth in countries with the worst perfor­
mance in an earlier time period and slower growth in countries 
with the best performance. 

Figure 3.12 shows the relationship between growth in 1990 
and growth in 1991 for developing countries. I5 The solid line is 
the regression line, which shows the estimated growth rate in 
1991 given any particular growth rate in 1990. The dashed diago­
nalline is the hypothetical relationship we would expect to exist 

IS. The data set used to construct this scatterplot includes all low- and middle­
income countries with more than a million inhabitants for which data were available 
from the Penn World Tables. Countries with fewer than a million inhabitants were 
excluded because their economies tend to be unusually volatile, and I did not want 
the results shown here to depend on unusual cases. The countries for which data are 
not available include most of those engaged in civil war during these years. 



How the Cases You Choose Affect the Answers You Get 127 

if all the causes of economic performance remained stable from 
year to year and therefore growth, on average, remained the 
same from year to year. The part of the regression line that 
reflects the performance of the countries with the highest growth 
rates in 1990 lies below the diagonal, showing that they tended to 
grow less rapidly in 1991 than they had in 1990. Meanwhile, the 
part of the regression line for countries with the lowest growth 
rates in 1990 lies above the diagonal, indicating that they grew 
more rapidly in 1991. Countries growing at above 5 percent per 
capita in 1990 grew, on average, only 3.7 percent in 1991. At the 
other extreme, countries with growth declining at 5 percent or 
more in 1990 were declining at only 2.8 percent per capita, on 
average, in 1991. 

These tendencies were not caused by some vicissitude in the 
international economy that for once advantaged the poor and 
disadvantaged the rich. (The reader who suspects that this might 
be the case is urged to try this regression on other years. In every 
single pair, the fast-growing countries will do a little less well in 
the second year, and the slow-growing ones a little better. This 
result does not mean that growth rates are gradually evening out 
among countries.) 

These tendencies are not caused by anything systematic, but 
rather by changes in the "error term." The countries with the 
highest scores at any time are those with not only good system­
atic economic performance but also, on average, those with posi­
tive error terms - either real measurement errors or serendipi­
tous events and luck that cannot be expected again the following 
year. In the subsequent measurement, economic performance is, 
on average, still good, but the unsystematic component of the 
outcome is, on average, neither positive nor negative, and thus 
the overall score is lower. As a consequence, any time one selects 
cases for study because they are doing especially well, one can 
expect that their subsequent performance will decline a bit, and 
the inverse is true for cases selected because they are doing 
especially badly. 

Regression to the mean is especially likely to interfere with 
reaching correct conclusions when one is trying to assess the 
effect of some "treatment," such as structural adjustment loans 
or aid programs aimed at meeting basic needs. This is because 
"treatments" are often provided only for those who donors think 
need them, usually those experiencing some sort of crisis. In such 
situations, the problem is not that the analyst selects cases from 
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one end of the continuum, but that the agencies supplying the 
"treatment" do. 

Regression to the mean can also affect one's ability to assess the 
effect of spontaneous "treatments" such as military interventions. 
If democratic breakdown usually occurs during economic crises, 
then a research design that compares economic performance be­
fore and after military interventions is likely to overestimate the 
beneficial effects of military rule on the economy, for exactly the 
same reasons that educational researchers might be tempted to 
overestimate the beneficial effects of a remedial reading tech­
nique. On average, the poor economic performance of the pre­
breakdown period was caused by both systematic and unfortunate 
serendipitous factors, but the serendipitous factors that affect per­
formance during the later period under military rule will, on aver­
age, be average. If, for example, one compares the growth rate in 
Argentina, Brazil, Chile, and Uruguay during the year prior to the 
most recent breakdown of democracy with the average during the 
first five years of military rule - as a number of authors attempting 
to assess the effects of bureaucratic authoritarianism did, though 
usually not quantitatively - one is tempted to conclude that mili­
tary rulers handle the economy better than do elected politicians. 
On average, per capita income declined by 1.5 percent during the 
year prior to breakdown in these countries, but it grew o. 8 percent 
per year, on average, during the first five years under military rule 
(not including the breakdown year itself). 16 

One cannot, however, conclude from these figures that mili­
tary regimes perform better. To assess that question, one would 
need to model the regression to the mean that would be expected 
in the relevant years and then compare economic performance 
under the military with that predicted by the model. Alterna­
tively, one might compare growth during military rule with long­
term growth in the same countries, since the ups and downs 
in the error term would be evened out by averaging over many 
years. Average growth in these four countries from 1951 to the 
year before military intervention ranged from 0.9 percent for 
Uruguay to 3.2 percent for Brazil, all higher than the average 
during the first five years of military rule. '7 A more careful test 
could certainly be done, but this simple one is sufficient to sug-

16. These percentages, as well as those in the following paragraph, were calcu­
lated from the Penn World Tables. 

17. Years included for Argentina are 1951 to 1965, because the military ruled for 
most of the tinIe after that. 
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gest that these military governments were not especially success­
ful at delivering rapid growth. 

Conclusion 

The examples in this chapter have shown that choosing cases for 
study from among those that cluster at one end of the outcome to 
be explained can lead to the wrong answers. Apparent causes that 
all the selected cases have in common may turn out to occur just as 
frequently among cases in which the effect they are supposed to 
have caused has not occurred. Relationships that seem to exist 
between causes and effects in a small sample selected on the depen­
dent variable may disappear or be reversed when cases that span 
the full range of the dependent variable are examined. Arguments 
that seem plausible if a historical study or time series begins or 
ends at a particular date may seem less persuasive if the dates of 
the study are changed. Regression to the mean can lead the un­
wary researcher into explaining changes that did not occur. In 
short, selecting cases without giving careful thought to the logical 
implications of the selection entails a serious risk of reaching false 
conclusions. 

This is not to say that studies of cases selected on the depen­
dent variable have no place at all in comparative politics. They 
are useful for digging into the details of how phenomena come 
about and for developing insights. They identify plausible causal 
variables. They bring to light anomalies that current theories 
cannot accommodate. In so doing, they contribute to the cre­
ation and revision of proposed theories. By themselves, how­
ever, they cannot test the theories they propose (cf. Achen and 
Snidal 1989). To test theories, one must select cases in a way that 
does not undermine the logic of inference. 

If we want to begin accumulating a body of theoretical knowl­
edge in comparative politics, we need to change the conventions 
governing the kinds of evidence we regard as theoretically rele­
vant. Conjectures based on cases selected on the dependent vari­
able have a long and distinguished history in the subfield, and 
they will continue to be important as generators of insights and 
hypotheses. Regardless of how plausible such conjectures are, 
however, they retain probationary status as accumulated knowl­
edge until they have been tested, and testing them usually re­
quires the thoughtful selection of cases from the full range of 
possible outcomes. 





CHAPTER 4 

How the Evidence You Use Affects 
the Answers You Get 

Rigorous Use of the Evidence Contained in Case Studies 

The New England Journal of Medicine carries a regular feature 
called "Case Records from the Massachusetts General Hospi­
tal." The articles have titles like "An 80-Year-Old Woman with 
Sudden Unilateral Blindness" and "A 76-Year-Old Man with Fe­
ver, Dyspnea, Pulmonary Infiltrates, Pleural Effusions, and Con­
fusion." These articles explore the progression and pattern of 
symptoms in cases that are not readily explained by existing 
medical theory. 

That the leading journal in a highly scientific field continues to 
devote space to case studies suggests that case studies will con­
tinue to playa useful role in comparative politics for a long time 
to come. Comparativists will continue to use case studies to estab­
lish facts, delve into anomalies, and try to develop promising 
theoretical ideas. 

In this chapter, I offer advice on how to create and use case 
study evidence in ways that increase the likelihood of achieving 
reliable contributions to knowledge. Many of the general meth­
odological prescriptions are the same here as in the rest of the 
book, but their application to the kinds of arguments and evi­
dence often found in case studies can be tricky. Figuring out the 
appropriate universe within which to test complicated historical 
arguments requires more thought than establishing the domain 
for a simpler argument. Defining complex verbal concepts in 
ways that allow unambiguous classification of cases into theoreti­
cally relevant categories takes more effort than downloading a 
standard data set from the Internet and choosing which variables 
to put into a multiple regression. Analysts can sometimes draw 
on standard nonquantitative operationalizations - for example, 
the classification of party systems into dominant-party, two­
party, multiparty, and fragmented categories - that have been 
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used often enough that they do not need to be reinvented. But 
much of the time, nonquantitative comparativists must create 
their own operationalizations and measurements of central con­
cepts. This chapter focuses on the steps necessary to do so. 

The chapter has three main parts. The first describes the con­
tinuing importance of case studies in comparative politics and 
reviews the logic of causal analysis as it applies to case study 
evidence, including the use of such evidence to test complicated 
historical and path-dependent arguments. The conclusion of this 
review is that comparativists need more, rather than less, case 
study evidence - enough that it can be used as the basis of struc­
tured comparisons among cases. 

Although increasing the number of cases examined is always 
a good idea, that is not the main emphasis in this chapter. 
Instead, I focus on the logic of how to select whatever number 
of cases can feasibly be studied. I emphasize two criteria for 
selection. First, cases should be representative of the domains 
of the theories they are intended to test. Second, cases used for 
testing arguments should be different from the cases from which 
the arguments were induced, because the analyst would not 
propose an argument in the first place if it did not fit the cases 
that generated it. 

The second section of the chapter focuses on nonquantitative 
operationalization and measurement. If case study evidence is to 
be used to test arguments, complex abstract concepts must be 
operationalized in concrete ways that reduce the ambiguity sur­
rounding their identification in real-world settings. Concrete and 
unambiguous criteria for assigning cases to different categories 
must also be devised. An example may make the potential prob­
lems with ambiguity apparent. 

A number of arguments in the literature highlight the causal 
importance of a divided elite in explaining various political out­
comes (e.g., Skocpol 1979; Yashar 1997). To test such argu­
ments, the analyst would need, first, concrete criteria usable 
in multiple settings for identifying which individuals or groups 
are members of the elite; and, second, unambiguous decision 
rules for deciding when an elite is divided. The second require­
ment might be quite difficult in practice, because all groups 
contain factions, disagreements, and divisions, and the analyst 
would have to determine the concrete criteria for judging some 
of these real-world divisions theoretically relevant and others 
not. Without unambiguous classificatory criteria, we cannot 
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know whether cases fit an argument or not, and thus we cannot 
use them to test it. 

The last and longest part of the chapter is an extended ex­
ample of how to organize and use historical case study evidence 
to test a complicated path-dependent argument. This section 
shows that it is possible to test a path-dependent argument on 
cases other than those from which it was induced without ignor­
ing the prior sequence of events and context that characterized 
the original argument. Using Seymour Martin Lipset and Stein 
Rokkan's hypothesis (1967) about the persistence of historical 
cleavages in modern party systems as an example, I go through 
the steps necessary to identify the appropriate universe for test­
ing their hypothesis and demonstrate the operationalization and 
nonquantitative measurement of concepts embedded in this com­
plicated historical argument. 

The Role and Appropriate Use of Case Study Evidence 

Case studies, whether single or multiple, continue to be one of 
the main forms of research in comparative politics. In a review of 
the contents of the main comparative journals, Adrian Hull 
(1999) finds that 53.8 percent of articles published between 1983 
and 1997 focus on single countries and another 15.7 percent on 
two to three countries. Case studies remain the primary way that 
arguments are suggested and evidence collected in the subfield. 
This is so mainly because much of the evidence used by compara­
tivists must be gathered through fieldwork or the study of ar­
chives country by country. Large-N data sources are becoming 
more common and easier to access, but available data sets have 
little relevance for many subjects and generally contain only su­
perficial information. Many analysts feel the need to collect their 
own information, and case studies are the most efficient way of 
doing that. 

Case studies have been subjected to considerable methodologi­
cal criticism. Most of it dwells on the impossibility of testing 
hypotheses when variables outnumber cases. Even studies based 
on several case studies typically include more potential causal 
factors than cases, and, as a result, the evidence marshaled can­
not confirm or disconfirm the hypotheses advanced (Lieberson 
1991). Other problems identified with the use of case studies 
include the inability to recognize and ignore idiosyncratic fea­
tures of the cases chosen - called overfitting theory to data in 
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quantitative work. Though these problems are not inherent in 
the use of case studies, they occur quite often in practice. 

Donald Campbell (1975) suggested that case studies can be 
made more useful if they are used to test multiple implications of 
a given theory. Whether the analyst tests one or many implica­
tions of the theory, however, the standard and unanswerable 
criticism of studies based on single cases, or observations, is that 
they cannot be used to confirm or disconfirm hypotheses. The 
graph of a hypothesis involving one cause of an outcome for 
which explanation is sought, tested on one case, makes the prob­
lem glaringly clear (see fig. 4. I). 

With evidence from only a single case, one has no information 
at all about whether the universe of cases about which one wants 
to generalize would, if examined, form a line of points from the 
origin to the upper right quadrant, a line of points from the 
upper left to the lower right, an amorphous blob, or any other 
imaginable shape. I In fact, without some knowledge about the 
values on the outcome and hypothesized causal variables for 
cases not explicitly examined, one cannot even tell if the case is 
"high" or "low" on either variable. In practice, of course, the 
analyst usually has informal knowledge about some other cases, 
although, as emphasized in chapter 3, it is a good idea to check 
such informal knowledge and make sure the cases with which the 
case under study is being implicitly compared are representative 
of the full universe to which the argument is expected to apply. 

Usually, the analyst can identify more than one important 
causal factor. If so, the single point can no longer be drawn 

1. See King, Keohane, and Verba (1994) for a very simple algebraic demonstra­
tion and more extensive discussion of this problem. 
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easily; but it is still a single point, giving no information about the 
direction or magnitude of a possible relationship between any 
hypothesized cause and the outcome. 

When only one hypothesized cause is being considered, two 
cases are sufficient to estimate the relationship between sug­
gested cause and outcome. When shown as a graph, a hypothesis 
about a single cause tested on two cases yields two points, 
through which a line can be drawn; the line gives the estimate of 
the direction and strength of the hypothesized relationship, as 
shown in figure 4.2. But, of course, a trend based on just two 
points is not very reliable. Ideally, we would like to see a hypothe­
sis about a trend supported by more data points so that we could 
feel more sure that we had identified a real trend, not some 
idiosyncracy of the two cases. 

More generally, as long as the analyst has at least one more 
case than the number of hypothesized causes, estimates of rela­
tionships can be made. But, again, an estimate based on only one 
more case than the number of possible causes will not be reli­
able. The more additional cases are included, assuming they 
have not been selected in ways that bias conclusions, the more 
reliable estimates become. 

The analyst who wants to keep the number of cases small might 
at this point be tempted to test hypotheses one at a time in order to 
keep the number of cases always larger than the (small) number of 
potential causes. In general, however, this does not solve the 
problem. Excluding possible causes that affect the outcome and 
are also correlated (as they almost always are in social science) 
with included causal possibilities will bias estimates of the relation­
ship between the included potential cause and the outcome. That 
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is, the cause examined will appear more important than it really is, 
because some of the effect of the unexamined cause will be attrib­
uted to it. An overly simple and unrealistic example may clarify 
the problem. 

Suppose the analyst wants to know what causes school achieve­
ment. He plans to examine two individuals, a low-income Afri­
can American student and a high-income white student. When 
he looks at the effect of race on achievement, he finds that it fully 
explains achievement differences. If, however, he had looked at 
the effect of income on achievement, he would have found that it 
also fully explained the difference between the two students. For 
each test, the analyst has more cases (tWO) than variables (one), 
but he cannot tell whether race, class, both, or something else 
that is correlated with race and class explains the difference in 
achievement. The problem is that testing the effects of correlated 
variables (race and class) one at a time does not provide a fair 
test of the effect of either variable. Whichever potential cause is 
included in the test will appear more important than it is, be­
cause it will serve as a partial proxy for the correlated potential 
cause that was left out. 

Nobody would really use case studies as a way of examining 
the effect of race and class on school achievement, and race and 
class in the United States are more highly correlated than many 
other potential causal factors. Nevertheless, many potential 
causes are correlated, and whenever they are, the same problem 
arises. It does not matter whether the cases are nations or indi­
viduals. To distinguish the effects of race and class on school 
achievement, the analyst would need to include at least some 
high-income African Americans and some low-income whites in 
his study, and he would have to test for the effects of both race 
and class at the same time on the full set of cases. Only then 
could he understand the separate effects of each. The surplus of 
cases over variables must be reasonably large in order to yield 
reliable results. 

The only real solution to the problem of more potential causes 
than cases is to increase the number of cases. The question for 
nonquantitative comparativists therefore becomes how to in­
crease the number of cases available for testing relationships with­
out losing the advantages of nuance and descriptive accuracy af­
forded by case study data. 

One simple way to increase the number of cases is to increase 
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the number of observations within the small number of everyday 
language cases being studied (cf. King, Keohane, and Verba 
1994). Recall that the technical definition of a case is different 
from the everyday language meaning of the word case. A case, in 
methodological terms, is a unit in which each variable takes on 
only one value or is classified in only one category, otherwise 
known as an observation. The number of observations within an 
ordinary language case study can be increased by, for example, 
looking at states or regions within a country, decisions within an 
agency, time periods within almost anything, individuals within 
any organization or territorial entity. Which, if any, of these 
dis aggregations of everyday language cases into multiple observa­
tions is reasonable depends on the argument being tested and the 
unit of analysis implied by it. 

In practice, most case studies in the everyday language sense 
include elements of this kind of disaggregation, though dis­
cussion of the multiple observations is often unsystematic in the 
sense that different potential causes are discussed and "mea­
sured" for the different observations. One of the purposes of 
this chapter is to encourage analysts to make the common prac­
tice of including multiple observations in a single everyday lan­
guage case self-conscious and systematic rather than ad hoc and 
casual. 

When each observation is measured in a different way, no 
general conclusions can be drawn from the study. Multiple obser­
vations within a few everyday language cases can be rendered far 
more useful by the systematic adherence to what Alexander 
George and Timothy McKeown (1985) call structured focused 
comparisons. In more standard language, the analyst examines 
the same potential causes and the same effects for each observa­
tion; uses the same categories for assigning values to variables­
that is, measures the same potential causal factors in the same 
way for each observation; and, in whatever other ways are appro­
priate in specific studies, strives to make analyses of observations 
comparable so that generalizations can be drawn from them. In 
the extended example in the third section of this chapter, I dem­
onstrate the mechanics of carrying out structured focused com­
parisons in the context of comparative historical research. 

In principle, the only constraint on disaggregation as a means 
of multiplying cases is that the analyst must be sure that the 
resulting technical cases are all really instances of the same 
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thing.2 In some investigations, this requirement poses few prob­
lems. A scholar interested in the political business cycle might, 
for example, want to investigate the effect of the legalization of 
executive reelection on budget deficits in Brazil, but she could 
not draw robust conclusions from looking at the only instance so 
far in which a sitting president has run for reelection. By examin­
ing all the state races in which sitting governors ran for reelection 
and comparing them to the earlier period when reelection was 
forbidden, however, the analyst could increase the number of 
cases and thus have considerably greater confidence in any con­
clusions reached in the study. This would be straightforward and 
unproblematic. 

Some research questions, however, pose more difficulties. 
The analyst trying to explain the effect of interest groups on 
economic reform policies in a particular country might decide to 
dis aggregate the reform policy package into a set of specific poli­
cies and look at what influences each of them separately. In this 
situation, however, the analyst ends up with many single-case 
studies of policy decisions rather than a single country study 
involving many cases, because different elements of reform pack­
ages are not usually instances of the same thing. Different spe­
cific policies have different costs and benefits to different groups; 
are made by different political actors, some of whose political 
careers depend on votes and some of whose do not; require 
different levels of public support; and differ in the extent of their 
visibility and intelligibility to affected citizens. For these and 
other reasons, different variables will be needed to explain out­
comes on different policies, and structured focused comparisons 
will not be possible. The researcher would be better off looking 
at similar policies in several countries than looking at several 
different policies within the same country. 

To sum up so far, the main shortcoming of case studies is often 
not the limitation of the study to one or a few everyday language 
cases, but rather the failure of practitioners to think through the 
methodological logic of their research strategies) Challenges to 

2. The question of whether potential cases are really instances of the same thing 
also arises in other circumstances. Bartels (I998) has suggested a statistical procedure 
for weighting the dubious cases more lightly than the unambiguous ones. Such a 
procedure would be useful for dealing with dubious cases, but not for dealing with 
cases better explained by a completely different model. 

3. A number of articles deal with methodologies for using case studies, especially 
the issue of choosing cases to use as controls. Among the most frequently cited are 
Lijphart (I97I, I97S); Meckstroth (I97S); Skocpol and Somers (I980); Frendreis 
(I983); and DeFelice (I986). 
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research designs based on case studies can often be addressed by 
increasing the number of observations within the everyday lan­
guage case and by "measuring" the same things in the same way 
for each observation. 

Measurement will be dealt with at length later in this chapter. 
First, let us consider the special role of case studies in path­
dependent arguments. 

Case Studies in Path-Dependent Arguments 

Although the first step toward more rigorous research strategies 
using case studies is to increase the number of cases one way or 
another, not every research design that includes multiple cases is 
equally useful. A practice that cannot be readily defended is the 
use of the same case histories to "test" the multiple hypotheses 
that make up complicated, path-dependent arguments at each of 
the several nodes of the argument. Typically, the research strat­
egy here involves the selection of several everyday language 
cases, usually countries. Historical events are then traced in each 
of the cases, often through centuries, until a final outcome to be 
explained, such as revolution or democracy, occurs. 

At various points, the cases take, or "choose," a particular 
path, which then precludes a later return to the paths not taken. 
These choices serve as intervening causes of the next choice 
points and of the final outcome. The key claim of path-depen­
dent arguments is that these earlier choices create legacies or 
institutions that last a long time and are very difficult to reverse. 

Thus earlier choices change the costs and benefits associated 
with later choices, and may even determine the existence of 
later choices. At each choice point, or node, the analyst pro­
poses hypotheses to explain choices. At the extreme, this kind 
of research design can mean "testing" dozens of hypotheses on 
the same three cases. It might seem that path-dependent argu­
ments could be dis aggregated by treating each node as an obser­
vation, but since actors, institutions, and hypotheses change 
with every node, they are not instances of the same thing. 
Rather, as in the example above about economic policy, each 
node can be an instance of something different, and thus many 
different arguments are tested on the same small number of 
cases. 

Some of the classics of comparative politics use this research 
strategy: Barrington Moore's Social Origins of Dictatorship and 
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Democracy (1966), Reinhard Bendix's Nation-Building and Citi­
zenship (1964), Seymour Martin Lipset and Stein Rokkan's Party 
Systems and Voter Alignments (1967). These are major works of 
impressive erudition and insight. But although this strategy in 
the hands of a brilliant practitioner may generate innovative argu­
ments, it runs into limits when trying to test them. 

Path-dependent arguments as used in comparative historical 
analysis face three methodological challenges to the knowledge 
claims they make. The first involves the question, How do we 
know that the proposed explanation of the outcome at a particu­
lar node is the correct one? This is the same challenge faced by 
any proposed explanation, and it can be met in the same way. 
The analyst must compare his proposed explanation with rival 
ones to see which seems most consistent with evidence. This 
generally cannot be done, however, without examining more 
cases than were included in the original study from which the 
analyst's argument was induced. 

A second, closely related challenge is, How do we know that 
the final outcome we observe (the legacy) was really caused by 
choices at the series of historical junctures that preceded it, 
rather than by something else? For example, how do we know 
that democracy was caused by historical developments in the 
relationship between lord and peasant, as Moore (1966) argues, 
rather than by bargaining over taxation, as Robert Bates and Da­
Hsiang Lien (1985) and Margaret Levi (1988) suggest? This kind 
of challenge is also no different from the challenges that any 
knowledge claim faces, and it also can be met in the same way. 
Implications can be drawn from both arguments and tested on 
appropriate sets of cases. Such testing, however, will necessarily 
involve examining some cases beyond those in which the pro­
posed causal process was originally traced. 

The third challenge concerns the identification of "critical junc­
tures," that is, the points in time when choices with long-term 
consequences were made. If two path-dependent arguments set 
out to explain the same outcome, and one argument concludes 
that choices made at one historical juncture determined the final 
outcome while the other identifies a different juncture as critical, 
how can we tell which is correct? For example, Deborah Yashar 
(1997) identifies the Depression as the critical juncture when deci­
sions were made in Costa Rica and Guatemala that determined 
subsequent outcomes for the rest of the twentieth century, but 
James Mahoney (2001) disagrees. He thinks that the critical junc-
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ture occurred during the liberal period of the nineteenth century 
and that decisions made during the Depression were already 
more or less preordained. I do not see how such disagreements 
can be resolved without the development of measurements of 
legacies (that is, the interests or institutions created by the earlier 
choice), a theorization of the effect of these legacies on later 
choices, and then a test of the theorization on additional cases. 
Hence, we again run up against a central difficulty in the use of 
case study evidence - that of simply not having enough of it. 

Note that none of these challenges to the knowledge claims 
advanced in comparative historical arguments arise from the 
logic of path dependence, which is quite straightforward and 
widely used in, for example, economics. They arise from two 
common features of the research design used in comparative 
historical studies: reliance on small numbers of cases, usually 
those from which the argument was induced; and vague or am­
biguous definitions and measurements, a subject to which I turn 
in the next section. 

What, then, should we do if we believe that complex, path­
dependent historical processes cause particular outcomes and we 
want to overcome these challenges? The first step is to rid our­
selves of primordial loyalty to the set of cases with which we began 
and from which we probably got the idea for the argument in the 
first place. Whenever possible, the big argument should be bro­
ken at its branching points, and hypotheses that purport to explain 
choices at different nodes should be tested on additional cases that 
fit appropriate initial conditions. Efforts should be made to see if 
hypothesized legacies also occur in these other cases. 

Authors who use and advocate the comparative historical re­
search strategy often maintain that particular histories determine 
particular outcomes and that, in consequence, more systematic 
tests of arguments cannot be used, since they cannot capture the 
full range of historical nuance (Evans and Stephens 1988). Never­
theless, authors who use this research strategy do make generaliza­
tions about the effects of particular historical events and character­
istics that they expect will apply to any country that experiences 
them. 

For example, in Social Origins of Dictatorship and Democracy 
(1966), Moore attributes the ultimate choice between dictatorship 
and democracy to the kind of relationship that had developed 
through history between lords and peasant village communities. 
Although Moore's argument takes the reader through a series of 
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historical turning points to explain the rise of commercial agricul­
ture and resulting changes in landlord-peasant relationships in 
different situations, he concludes with a series of causal generaliza­
tions, including: 

[T]he most important causes of peasant revolutions have 
been the absence of a commercial revolution in agricul­
ture led by the landed upper classes and the concomitant 
survival of peasant social institutions into the modern 
era. (477) 

From a logical point of view, if a scholar is willing to generalize 
conclusions drawn from a study, he is implicitly affirming that the 
same prior historical developments and characteristics have oc­
curred in other cases, since otherwise he would not expect the 
same outcomes. If such cases exist, then an argument induced 
from an examination of an original set of cases can and should be 
tested on those other cases. 

When the analyst has proposed a complex, path-dependent 
argument, it is necessary to find not just shared characteristics 
but also a shared sequence of events and characteristics in order 
to approximate the initial conditions necessary to test hypotheses 
about outcomes at particular nodes in the overall argument. This 
may sound difficult, but it turns out to be feasible more often 
than one would suspect-if one resolves to do it. The analyst will 
probably be unable to test the hypotheses proposed at every 
juncture in a long path-dependent argument, but she should al­
ways give serious thought to whether such tests are possible and 
carry them out whenever they are. 

Testing arguments of any kind requires not only appropriately 
selected cases, but also unambiguous measurements of key con­
cepts. These measurements need not be quantitative, but they do 
need to be clear. I turn now to the main subject of this chapter: 
how to ope rationalize and measure the kinds of concepts fre­
quently used in case studies so that the evidence from them can 
be used to test arguments as well as propose them. 

Nonquantitative Operationalization and Measurement 

Most nonquantitative comparativists spend the vast majority of 
their time "gathering data," though they rarely use this term to 
describe their activity. Each analyst works within a partly idiosyn-
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cratic theoretical perspective, so only some of the "data" col­
lected by one scholar can be used by others. Definitions of the 
most basic concepts vary across analysts,4 and most information 
is buried in long stories that have to be laboriously read in order 
to retrieve it. In consequence, all of us spend inordinate amounts 
of time collecting the specialized bodies of evidence needed to 
propose, and sometimes to test, our arguments. 

In response to the difficulty of gathering high-quality informa­
tion, we have developed a norm in the comparative field that 
every Ph.D. student should spend at least a year abroad, usually 
in a single country, gathering his or her own personal "data set," 
which will be of limited use and only partly accessible to others 
interested in the same topic. This norm ensures that many of the 
publications based on dissertations will be case studies. The field­
work norm contributes to the quality of scholarship in that it 
helps students to develop a deeper understanding of the societies 
they study and thus reduces the likelihood of factual and interpre­
tive error. Most importantly, researchers who know their cases 
intimately may see patterns that would be unlikely to emerge 
from more superficial examinations. 

The fieldwork norm also has disadvantages, however. If a simi­
lar norm existed in the political behavior field, every student inter­
ested in American political behavior would be expected to de­
velop his or her own survey instrument and then spend a year 
going door-to-door collecting the responses. If this were the 
norm, the quality of the surveys would tend to be low due to 
inexperience; some kinds of information would be collected over 
and over again; the wording of questions aimed at eliciting the 
same information would vary from survey to survey, so that it 
would often be impossible to make comparisons across data sets; 
the sharing of data would depend on networking; and the field 
would tend to attract those who enjoy chatting with people at their 
front doors rather than people who enjoy developing and testing 
explanations. These consequences of the norm would tend to slow 
the accumulation of theoretical knowledge. 

As long as most comparativists must spend most of their 
time gathering data, case studies will continue to be used to 
support most arguments. Case studies dominate the areas of 
empirical political science that have not developed systematic, 

4. See, for example, Collier and Mahon (I993) and Collier and Levitsky (I997) 
on issues that arise when definitions of concepts vary across analysts. 
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easily accessible data resources. They make evidence gathering 
efficient for the individual scholar, at least in the short run. Case 
studies minimize costs for the analyst, such as acquiring new 
languages and other context-specific skills and information. 
Thus, they serve the short-term interests of the data gatherer. 

But case studies also have disadvantages. Unless carried out 
with as much sensitivity to the norms of science as to the particu­
lars of the country under study, case studies may hinder the 
routinization of data collection and data sharing, and thus the 
accumulation of knowledge and the development of theory. With 
the same qualification, they may also discourage rigorous testing 
and replication. 

The purpose of this chapter, however, is to show that reliance 
on case studies for evidence need not undermine the analyst's 
ability to share data, test arguments, or replicate earlier tests. 
But doing so does require changing some practices that are now 
common. Most arguments that rely on case study evidence in­
volve complex causes, outcomes, and limiting conditions that 
must be operationalized and measured with great care if tests of 
the argument are to be persuasive. 

Operationalization, as used in quantitative research, refers to 
the choice of observable indicators that can be used as proxies for 
abstract and unobservable concepts. The concept of develop­
ment, for example, means a whole host of things, including the 
creation of an industrial economy, increased wealth, and a de­
crease in the ascriptive assignment of occupations, roles, and sta­
tuses. The standard operationalization of development, GDP per 
capita, captures little of the broad meaning of the concept, but it is 
an appropriate indicator because development implies a high 
GDP per capita. There are a few countries, mostly high-income 
oil exporters, that have high GDP per capita without being highly 
developed in the broader sense of the word, but analysts under­
stand this and can compensate for it in statistical work. 

In nonquantitative operationalization, instead of choosing one 
or a few off-the-shelf indicators to use as proxies for a more 
complicated concept, the analyst must specify clear, concrete cri­
teria for defining concepts. These criteria then serve as the basis 
for deciding which cases belong in the study, which time periods 
in the different cases can be appropriately compared, and how 
concepts are divided into nominal categories so that cases can be 
classified in an unambiguous way. Nonquantitative operationali­
zation offers both advantages and disadvantages when compared 
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to quantitative operationalization. On the advantage side, non­
quantitative operationalization allows the analyst to stick closer 
to the original meanings connoted by the concept. On the disad­
vantage side, carefully figuring out appropriate criteria can be a 
lot of work. 

Measurement involves the assignment of particular cases to 
particular values or categories of the operationalized concept. In 
quantitative research, interval or at least ordinal levels of mea­
surement are usually possible. If we take GDP per capita as an 
indicator of development, for example, each country can be given 
an interval level value on the indicator. If we were using the 
Freedom House scale as an indicator of amount of democracy, 
however, we might not believe that the difference between one 
and two on the scale was equivalent to the difference between 
four and five or six and seven, but we would believe that two was 
higher than one, five higher than four, and seven higher than all 
the others, so we would be able to give each country an ordinal 
rank on the indicator. In nonquantitative research, it is often 
impossible to assign interval or ordinal level values to cases.5 

Thus, nonquantitative measurement usually refers to the classifi­
cation of cases into nominal (that is, unranked) categories. The 
purpose of such classification, like the purpose of quantitative 
measurement, is to permit comparisons across cases and across 
time. To be useful for this purpose, classification criteria must be 
concrete, unambiguous, and public, so that other scholars can 
understand the basis for the analyst's judgments. Much of the 
discussion in this chapter focuses on measurement in complicated 
historical arguments, but the issues raised and solutions suggested 
are relevant for any study in which most of the evidence comes 
from case histories. 

The nominal classification of cases in different time periods 
or in different parts of the world is often difficult. The absence 
of quantification makes classification more complicated, more 
ambiguous, and more subject to dispute among scholars. Dis­
agreements over the use of value-laden labels such as "democ­
racy" probably cannot be avoided. For example, a colleague 
might object, "What you're calling democracy is not true democ­
racy; true democracy requires adherence to substantive as well 

5. One can sometimes approach ordinal measurement by developing precise crite­
ria for assignment of cases to categories such as nondemocracy, patrician democracy, 
bourgeoise democracy, and mass democracy, taking care in the conceptualization to 
explain why some forms of democracy involve "more democracy" than others. 
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as procedural norms!" Disagreement over whether a particular 
case meets criteria for classification into a specified category, 
however, should be largely avoidable, given clear criteria for 
measurement. A colleague who disagrees with your conception 
of democracy should nonetheless be able to say, "If I were to 
accept your idea of what democracy is, I would agree that this 
particular case is an example of it." If, having gotten this far, 
you can go on to show that your classification identifies a differ­
ence that helps explain something of interest, your colleague 
may learn something from your study, even while continuing to 
disagree with the conceptualization that underlies it. 

Measurement issues even affect the establishment of the do­
mains of arguments. When testing any argument, the scholar must 
first identify the universe of situations in which the argument 
would be expected to apply. In concrete terms, a set of criteria 
must be derived from the argument itself that determines the 
domain of the argument, and then the analyst must assign cases to 
one of two categories - in the domain or outside it - on the basis 
of these criteria. In other words, determining the domain of an 
argument requires measurement. Cases outside the domain get no 
further attention. The analyst must be careful, however, to select 
a representative sample from within the domain, as discussed in 
chapter 3. 

The analyst must next decide on the criteria for assigning cases 
to different categories of outcome. If the outcome of interest is 
democracy, for example, the analyst must first either choose one 
of the definitions of democracy available in the literature or 
devise one. Then he will need to articulate the concrete criteria 
that cases have to meet in order to be considered democratic. 
Finally, the cases will have to be assigned to whatever categories 
are deemed appropriate on a continuum of democracy to non­
democracy. With an outcome such as contemporary democracy, 
which has been studied by many others, it may be possible to 
sidestep these measurement decisions by using a publicly avail­
able assessment of democracy, such as that provided by Freedom 
House or the data set of Adam Przeworski et al. (2000). The 
analyst must compare the sometimes implicit criteria used to 
classify cases in these data sets with those that make sense for his 
own argument, however. All classification schemes are useful for 
some purposes but not others.6 

6. Elkins (2000) has attempted to show that continuous measures of democracy 
are better than dichotomous measures such as that used by Przeworski et al. (2000); 
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Finally, the analyst must decide on criteria for classifying 
cases with regard to potential causal factors. If, for example, an 
argument claims that the increasing inability of peasants to rely 
on landlord patrons for help in times of dire need increases the 
likelihood of rebellion, then the analyst must find some con­
crete indicators of reduced landlord help or participation in 
village life. 

If all these measurement issues are considered thoughtfully 
and reported in published studies so that readers can judge 
their appropriateness, then the evidence contained in case histo­
ries can be deployed in quite persuasive nonquantitative tests of 
arguments. 

Determining criteria to guide the kind of nonquantitative mea­
surement required to deal with the forms of information charac­
teristic of case study-based research can be an arduous task. But 
it is a task that rewards the effort put into it, because struggling 
over the conceptual issues raised by trying to measure the same 
causal factors in the same way across cases often deepens the 
analyst's understanding of the argument as well as the cases. As a 
means of disciplining oneself to stick to the same criteria across 
cases and over time, it is very useful to produce an analogue of 
the kind of coding scheme used to code open-ended survey ques­
tions, as well as a "codebook." The coding scheme is a very 
specific list of characteristics that will be "counted" as having a 
particular meaning. It should be sufficiently concrete and precise 
that if several analysts used it to classify the same phenomena in 
the same cases, their judgments as to the categories to which 
instances belonged would be very similar. The codebook is the 
report of the classification, categorization, or measurement of 
each potential cause and the outcome in each case. These tools 
help the analyst maintain the same definitions of basic concepts 
throughout a study,7 and they make it possible for others to 
replicate or extend the study. 

They also enable the researcher herself to remember what she 
has done. Experienced researchers do not need to be reminded 
how quickly one can forget almost anything, but the young often 

but which measure is "better" always depends on the theory or hypothesis being 
tested. 

7. Difficulty in maintaining the same definitions of concepts central to an argu­
ment might not seem to be a serious problem, but anyone who carefully reads book­
length arguments in comparative politics will see that in many of them, the meanings 
of central ideas vary from one section to another. 
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labor under the touching illusion that they will not only live 
forever but will remember everything they now know for the 
whole time. 

As an example of how to deal with the kind of measurement 
issues that arise in studies based on the comparative historical 
method, in the final section of this chapter I go through several 
of the steps involved in testing two of the best-known arguments 
proposed by Lipset and Rokkan (1967). In the context of this 
test, I slog through each step of the research process, noting 
difficult conceptual and nonquantitative measurement decisions 
and suggesting appropriate ways to handle them. I show how to 
determine the universe of cases to which a path-dependent argu­
ment should apply. I discuss the operationalization of a set of key 
concepts from Lipset and Rokkan that, like most concepts in 
comparative politics, originally were expressed with some degree 
of ambiguity. I demonstrate the creation of a coding scheme as a 
tool for ensuring that important concepts are handled in the 
same way in different cases and as an aid to future replication. 
The purpose of this example is to show how one should go about 
testing a path-dependent argument induced from one set of cases 
on another set. 

An Example from Lipset and Rokkan 

Seymour Martin Lipset and Stein Rokkan's 1967 study explains 
the emergence of particular cleavage patterns in modern party 
systems. Their argument about the translation of societal cleav­
ages into party systems prior to mass enfranchisement goes some­
thing like the following. The Reformation - the first choice node 
in the argument - produced three possible outcomes in Christian 
nations (and proto-nations such as Germany and Italy): an estab­
lished Protestant church and a predominantly Protestant popula­
tion; an established Protestant church and a population with a 
large Catholic minority; or an established Catholic church and a 
predominantly Catholic population. In Catholic countries, a fur­
ther struggle occurred during the nineteenth century over the 
privileges and property of the church and especially over control 
of education. This is the second node, or branching point. In 
some countries, secular interests won control of the state and 
reduced church powers and prerogatives; in others, the state 
remained allied with the church, and the church retained much 
of its property and influence. The industrial and commercial 
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Fig. 4.3. Historical antecedents of party systems. (Based on Lipset and 
Rokkan 1967.) 

revolution brought about the next struggle for dominance, consti­
tuting the third node. In some countries, commercial and indus­
trial interests achieved control; in others, traditional landed inter­
ests maintained their historic position. In all cases, interests allied 
with or in control of central governments attempted to achieve a 
greater centralization and standardization of the nation and faced 
opposition from left-out groups. These basic oppositions deter­
mined which interests coalesced into alliances in different histori­
cal settings and where cleavages developed in emerging party 
systems. A graphical version of this argument is shown in figure 
4.3. The countries examined by Lipset and Rokkan can be arrayed 
in a two-by-four table, as shown in table 4. I. 

It might be argued that Lipset and Rokkan's essay is not really 
an instance of the comparative historical method. They do not, 
after all, detail the history of each of the cases considered. The 
logic of the argument, however, is the same as that used in other 
comparative historical work. Cleavage patterns in twentieth­
century party systems depend on the paths "chosen" by countries 
at several historical junctures over a period of centuries. Case 
studies of many of the countries considered in the introduc­
tory essay are included in the edited volume as support for the 
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argument. I use Lipset and Rokkan's argument for this example, 
despite this possible objection, because they are more method­
ologically rigorous than many other practitioners of the compara­
tive historical approach. 

Lipset and Rokkan do not lay themselves open to the standard 
objections. They examine thirteen cases for the core argument 
and treat several others more briefly. Until the very last stage 
of the argument, they always have more cases than variables. 
Their cases span a range of outcomes on the dependent variable. 
And, compared to other practitioners, they use fairly well defined 
concepts, so that attempts to test their arguments are not doomed 
to bog down in futile debates about what they "really" meant. 
Because Lipset and Rokkan have done so many things carefully, it 
is possible for us to concentrate on operationalization and mea­
surement without being distracted by other methodological issues. 

Lipset and Rokkan make numerous arguments in their densely 
packed essay. I will concentrate on methodological issues relevant 
to the two arguments that seem to me most central: that three 
historical "critical junctures" determine the kind of party system 
that emerges prior to the extension of mass suffrage, and that "the 
crucial differences among the party systems emerged in the early 
phases of competitive politics, before the final phase of mass mobi­
lization" (35). 

The reason for giving so much attention to the emergence of 
party systems prior to widespread participation is the contention, 
frequently reiterated by Lipset and Rokkan, that these systems 
persist through time, despite changes in electoral rules, increased 
mobilization, economic development, economic crisis, and war. 

TABLE 4.1. Historical Cleavages in Nineteenth-Century European Party Systems 
(Lipset and Rokkan) 

Protestant 
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Suffrage brings the inclusion of working-class voters and in some 
cases adds an additional cleavage to the original ones, but it does 
not fundamentally change preexisting cleavages. 

Two of the cases examined, Italy and Spain, do not display the 
expected party system stability over time. To account for out­
comes in these cases, Lipset and Rokkan introduce additional hy­
potheses. After holding out for an admirably long time, they have 
now reached the point that practitioners of the comparative his­
torical method seem always to reach eventually: the variables out­
number the cases, and explanation degenerates into description. 

This degeneration occurs because of the failure to internalize 
fully the implications of the probabilistic nature of social science 
theories. We feel an intuitive need to explain outcomes incon­
sistent with theoretical expectations, even though we know that 
no theory will explain all the variation that exists in the real 
world. This need plays a useful role in the development of knowl­
edge in that it spurs examination of anomalous cases. Hypothe­
ses proposed to explain anomalies, however, are just like other 
hypotheses. They require testing on some other thoughtfully 
chosen set of cases. 

For the example here, I focus on the Lipset and Rokkan hy­
potheses that (I) "the decisive contrasts among the systems had 
emerged before the entry of the working-class parties into the 
political arena" (35); and (2) "the freezing of the major party 
alternatives [occurred] in the wake of the extension of suffrage" 
(50).8 The freezing hypotheses imply, first, that the basic cleav­
ages reflected in the oligarchical system that preceded mass en­
franchisement should persist; and, second, that the actual parties 
that consolidated in the decades immediately after the suffrage 
extension should survive indefinitely. 

Lipset and Rokkan's argument is path-dependent; therefore, 
in order to test it on cases different from those from which the 
initial insights were drawn, we need to find some cases that fit 
the initial conditions set out or implicitly assumed by Lipset and 
Rokkan. 

8. Many studies have tested and retested Lipset and Rokkan's arguments on 
European cases. These studies show substantial stability in European party systems, 
despite an increase in volatility since about 1970. See, for example, Rose and Urwin 
(I970); Pedersen (I983); Maguire (I983); and Bartolini and Mair (I990). These 
excellent studies have refined and developed Lipset and Rokkan's original argument, 
as well as providing support for, and raising questions about, various aspects of it. 
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The Potential Universe of Cases 

The first step in testing an argument is to determine the domain 
from which to draw the cases or observations to be used in the 
test. If we wish to test the argument rather than merely replicate 
it, we must identify the domain within which we would expect 
the argument to apply, excluding the cases from which the hy­
pothesis originally drew inspiration. Explicit or implicit initial 
conditions - including, in some instances, prior sequences of 
events - as well as attributes implied by the theory itself limit the 
domain within which we should expect the theory to explain 
outcomes. For complicated arguments, domain conditions can be 
extensive and complex, as they are for the Lipset and Rokkan 
argument that I test below. 

Lipset and Rokkan see the cleavages that underlie modern 
party systems as having arisen during the struggle to consolidate 
nation-states. The cases they examine had achieved national inde­
pendence by the early twentieth century, and thus it would seem 
reasonable to limit the domain within which their argument is 
tested to countries that became independent before 1940 and re­
mained independent thereafter. The same process that Lipset and 
Rokkan hypothesized may well be operating in newer states­
Lipset and Rokkan themselves certainly believed that it was - but 
the argument cannot be tested in them. Only in countries with a 
substantial independent history has a long enough period of inde­
pendent political activity occurred to test the freezing hypothesis. 
This restriction eliminates most of Africa and some Asian and 
Middle Eastern countries from the potential universe, because 
their party systems have not operated long enough. 

Countries in which boundaries changed dramatically at about 
the time suffrage was extended must also be excluded from tests 
of the persistence of presuffrage cleavages; and those in which 
such boundary changes occurred between the extension of suf­
frage and a time sufficiently recent to test the second element of 
the freezing hypothesis must be eliminated from both tests. The 
boundary criterion is included because in situations in which a 
large piece of territory has been added or subtracted, we would 
expect that the different interests of often ethnically different 
citizens in those irredentas might change basic social cleavages in 
ways not considered by Lipset and Rokkan. This criterion elimi­
nates virtually all of Eastern Europe from the set of countries on 
which the first hypothesis (persistence of cleavages based in the 



How the Evidence You Use Affects the Answers You Get 153 

oligarchical era) can be tested, because the establishment of the 
borders of most East European countries took place at the same 
time as the first experiments with mass suffrage. It also elimi­
nates Greece from tests of the first hypothesis, because Greece's 
boundaries and populations changed repeatedly during the pe­
riod when suffrage was expanding and immediately thereafter. 
Greece can, however, be included in tests of the second hypothe­
sis about post-enfranchisement party system stability. Greece's 
borders have remained stable from about fifteen years after the 
initiation of mass participation to the present. 

As a standard feature of the consolidation of nation-states, 
Lipset and Rokkan posit a struggle between centralizing nation 
builders and those defending the prerogatives of often culturally 
different peripheral localities. The political consequences of this 
struggle vary depending on the prior outcome of the conflict 
between Roman Catholicism and its challengers during the Ref­
ormation. Consequently, the domain of the Lipset and Rokkan 
argument must be limited to countries within the Christian his­
torical tradition. Lipset and Rokkan themselves seem to have 
thought their general argument would apply outside this domain, 
since studies of Japan and Africa were included in the original 
edited volume, but neither they nor the authors of these studies 
give many clues about exactly how the argument would play out 
in such areas. So I think it fairer to limit the domain for the test 
to the historically Christian countries. This restriction redun­
dantly eliminates most of the countries of Asia, Africa, and the 
Middle East. 

Lipset and Rokkan's argument also assumes the existence of 
some degree of political competition - usually the organization 
of proto-parties, parties of notables, or identifiable parliamen­
tary factions - prior to the extension of political participation to 
ordinary citizens. We would not expect the period of oligarchic 
competition prior to mass suffrage to structure politics during 
subsequent years if there had been no development of oligarchic 
competition. Thus countries that made a direct transition from 
despotism to mass democracy should not be expected to fit the 
argument. To judge by the histories of the countries centrally 
discussed by Lipset and Rokkan, however, countries need not 
have had a long or nonviolent period of oligarchic competition in 
order to be included. Certainly France, Spain, Germany, and Italy 
did not. The requirement that countries had to have experienced a 
period of oligarchic competition prior to mass enfranchisement 
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eliminates a few more countries with especially unfortunate histo­
ries, though this degree of despotism is somewhat rare among the 
countries that became independent before 1940. 

The freezing hypotheses can be tested only in countries in 
which suffrage has been extended to most (male) citizens. Since 
freezing implies stability over a fairly long period of time, to test 
it we need to eliminate any country in which suffrage had not 
been extended to most of the urban working class by about 1975. 
I suggest 1975 as a cutoff date so that we have a long enough time 
in which to see whether freezing has occurred since then.9 I focus 
on working-class rather than universal suffrage because Lipset 
and Rokkan's argument about freezing is an argument about 
what happens to party systems when the working class begins to 
participate. 

For suffrage to be meaningful, voters must have some choice 
among candidates. Thus, we would also want to eliminate coun­
tries that, despite broad suffrage, held uncompetitive elections. 
It is not obvious, however, how much time it takes to develop the 
party organizations and loyalties that the freezing hypotheses 
imply. In their discussion of Italy and Spain, Lipset and Rokkan 
suggest that the failure of those party systems to freeze as ex­
pected was caused in part by the very short periods of mass 
participation (three years in Italy and about five in Spain) before 
the overthrow of democracy. It is also not clear whether elections 
need to be fully competitive, free of fraud, and fair, or whether 
party loyalties and organization also develop when competition 
is limited and fraud widespread. These are empirical questions 
that it would be useful to investigate. 

In this study, I have included any country that had held two or 
more at least semicompetitive elections by 1975. These un­
restrictive criteria have two purposes: to keep the number of 
cases as large as possible; and to permit the investigation of 
whether the degree of competitiveness or length of democratic 
periods affects the development of stable party systems. Coun­
tries need not remain continuously democratic after the exten­
sion of suffrage in order to be included in the universe, because 
Lipset and Rokkan included in their analysis several cases that 
had experienced periods of authoritarianism, foreign occupa­
tion, and chaos. 

The final domain condition for testing the freezing hypothesis 

9. Rose and Urwin (I970) also used a twenty-five-year period for their assessment 
of West European party stability. 
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is that countries that have fulfilled all of the above conditions must 
also have experienced at least two competitive elections with 
broad citizen participation since 1985, so that we can assess con­
temporary party systems. 

The countries remaining in the potential universe but not part 
of Lipset and Rokkan's original study include many in Latin 
America, Portugal, and Bulgaria for the first test, with Greece 
added for the second. In all these countries, Lipset and Rokkan's 
initial conditions are met. Table 4.2 shows the list of countries 
not discussed by Lipset and Rokkan that are within the Christian 
historical tradition and had achieved independence by 1940, 

TABLE 4.2. The Potential Universe of Cases Not Discussed in Lipset and 
Rokkan (independent since 1940 and historically Christian) 

Country 

Argentina 
Bolivia 
Bulgaria 
Chile 
Colombia 
Costa Rica 
Cuba 
Czechoslovakia 
Dominican Republic 
Ecuador 
EI Salvador 
Ethiopia 
Greece 
Guatemala 
Haiti 
Honduras 
Hungary 
Mexico 
Nicaragua 
Panama 
Paraguay 
Peru 
Poland 
Portugal 
Romania 
Uruguay 
USSR 
Venezuela 
Yugoslavia 

Reason for Elimination from Universe 

No period of democracy since 1985 
Border and population changes 
No period of oligarchic competition before democratization 

No period of democracy 
Eliminated from first test because of border changes 

No sufficient period of democracy 

No democratic period prior to 1975 

Border changes 

Border changes 

No democratic period prior to 1975; border changes 

Border changes 

Note: Each of the countries listed had a population greater than one million in 1980. In 
addition to the countries shown in table 4.1, Lipset and Rokkan discussed Ireland, Switzerland, 
Germany, Canada, and the United States at various points in their essay. Other studies in their 
1967 volume discussed the United States; Britain; Australia; New Zealand; Italy; Spain; West 
Germany; Finland; Brazil; Norway; Japan; and, more sketchily, several West African countries. 
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along with the reasons for excluding any that could not be used 
to retest the Lipset and Rokkan arguments. 

A question might be raised about the inclusion of countries that 
experienced high levels of political violence or long, intense re­
pression either before or after mass enfranchisement. During the 
nineteenth century, when Latin American countries were consoli­
dating themselves as nation-states, many experienced periods of 
warlordism, several suffered civil wars, and several became em­
broiled in territorial wars with their neighbors. Since Lipset and 
Rokkan did not exclude from their set of cases European coun­
tries that had experienced revolution, civil war, and prolonged 
political violence, I have not excluded such cases either. 

Nevertheless, one might argue that political instability was so 
profound in some Latin American countries and violence so per­
vasive or dictatorship so oppressive that these countries could 
not have been expected to develop stable party systems. This is 
an empirical question that can be investigated within this set of 
cases, and I will return to it later in the context of conclusions 
drawn from an examination of the cases. For now, let me note 
my reason for including in the initial "data set" even the cases 
that experienced the most violence: several of the countries that 
suffered the highest levels of violence and oppression have had 
very stable party systems. In other words, casual observation 
provides no basis for thinking that a strife-filled history precludes 
the formation of a stable party system. In fact, Latin American­
ists have advanced the hypothesis that long, destructive, and 
recurrent civil wars between forces led by traditional parties 
caused mass identification with those parties and thus their per­
petuation into the twentieth century (Coppedge 1991). 

Early political cleavages in all the countries used for this test 
reflected struggles of center versus periphery, supporters of the 
established church versus secularists, and landed versus commer­
cial interests. In many of the countries, some of these fundamen­
tal issues had been settled before the extension of suffrage. That 
is, in many countries either a federal or a unitary system of 
government had been established and seemed likely to persist, 
and in most of them the church had lost its privileged position 
and seemed unlikely to regain it. 10 In some countries, traditional 

ro. In Bulgaria and Greece, the dominant religion was Orthodox rather than 
Roman Catholicism. Nevertheless, the struggle between secular and proclerical inter­
ests was extremely similar to that occurring in the Roman Catholic parts of Europe 
and Latin America. 



How the Evidence You Use Affects the Answers You Get 157 

landed interests controlled the state; in others, commercial inter­
ests did. If these cases were added to table 4. I, all would fall in 
either cell 4 or cell 7. In all of them, the earliest principal cleav­
age embodied in the traditional proto-party system was between 
traditional, landed, proclerical interests, often called Conserva­
tives, on one side, and commercial, anticlerical interests, often 
called Liberals, on the other. In several cases, regional hostilities 
reinforced these basic divisions. In other words, prior to mass 
enfranchisement, these mostly Latin American cases looked very 
much like some of the European cases examined by Lipset and 
Rokkan. 

Nonquantitative Measurement 

The essence of hypothesis testing is a judgment about whether a 
set of empirical observations meets theoretically derived expecta­
tions. In order to make such a judgment, we must have a way of 
evaluating the empirical observations that is precise enough for 
us to feel confident about the judgment and for others to be 
persuaded by it. This precision is achieved through careful mea­
surement. Nonquantitative measurement usually means the as­
signment of cases to nominal categories, but complicated histori­
cal arguments require some additional measurement decisions. 
Appropriate time periods within which to compare cases may 
need to be determined. This is a measurement decision in the 
sense that identifying the appropriate time also involves putting 
historical periods into nominal categories, such as oligarchic, on 
the basis of clear, theoretically relevant criteria. 

All these nonquantitative measurement decisions have in com­
mon the need for very unambiguous and invariant criteria for 
assigning cases to categories. Where basic concepts are compli­
cated and have multiple potential meanings, this can be a diffi­
cult and time-consuming task. In this section, I plow through a 
series of such operationalization decisions in detail in order to 
show the kinds of problems that arise and how they can be dealt 
with. 

Lipset and Rokkan's argument is posed verbally, and little of 
the evidence supporting it in the case studies is quantitative. The 
analyst who wants to conduct a test must find ways of assessing 
key concepts - that is, of "measuring" the variables - that are 
consistent with the spirit of the Lipset and Rokkan argument but 
also applicable across cases and capable of replication. This task 



158 Paradigms and Sand Castles 

involves a good deal of thought, because even the simplest and 
most apparently concrete ideas in the original argument could be 
operationalized in more than one way. 

The theoretical issues involved in determining the domain for a 
test of the Lipset and Rokkan argument were discussed above. 
Here I concentrate on how to assess whether those domain condi­
tions have been met. Some of the decisions about whether a 
country is part of the universe on which the Lipset and Rokkan 
argument could be tested, such as date of independence, are 
relatively straightforward. II The dates of oligarchic periods, how­
ever, are less obvious. To test the Lipset and Rokkan argument, 
we must have some criteria for determining when government is 
oligarchic so that we can know which presuffrage cleavages 
should be expected to persist. The definition of oligarchy used 
here follows the literature in considering it a period of time during 
which elite parties or proto-parties structured political competi­
tion and in which political participation was limited to a small part 
of the adult (usually male) population. Some oligarchies were 
monarchies, some were democracies with extremely restricted 
suffrage, and some were less institutionalized systems in which 
executive office was often seized by armed force, though elections 
were frequently held after seizures of power. As long as competi­
tion for high office was structured by somewhat stable proto­
parties, the means of choosing the executive does not seem rele­
vant to the definition of oligarchy, and the literature does not 
distinguish among these types. Periods are here considered oligar­
chic rather than despotic if elite political competition was public 
and organized into somewhat stable blocs, rather than occurring 
entirely within the coterie surrounding the ruler. 

In order to test the Lipset and Rokkan argument, it is also 
necessary to distinguish oligarchy from more competitive periods 
when the votes of ordinary citizens could be expected to affect 
politics. Periods were considered oligarchic rather than competi­
tive or semicompetitive if suffrage was legally limited by prop­
erty qualifications; or suffrage was formally broad but its exer-

I I. Even the decision to use date of independence as the beginning of a country's 
inclusion was not completely unproblematic, however, since a number of countries 
that had not attained independence by I940 (e.g., the Philippines and Jamaica) had 
important functioning party systems well before independence. I decided to use 
formal independence as the threshold criterion for inclusion in order to keep the 
decision uncomplicated, but a case could certainly be made for the inclusion of 
countries that, though not formally independent, had begun developing the party 
systems that would later structure their politics. 
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cise was restricted in practice by public voting; or participation 
was very low because ordinary people simply did not vote; or 
illiteracy was so extensive that literacy qualifications eliminated 
nearly all the working class; or heads of government were rarely 
chosen by voters. Any of these conditions would limit effective 
participation to a very small proportion of citizens. 

Decisions about which parties, proto-parties, and coteries of 
notables should be expected to persist through time also involve 
nontrivial problems. In the nineteenth century, as now, parties 
arose, disappeared, split, merged, and changed their names. 
Which ones should the analyst informed by the Lipset and Rok­
kan argument expect to persist? The substance-based strategy for 
making this decision begins with identifying the parties associated 
early on with the center-periphery, clerical-secular, and land­
commercial interest cleavages and following them through time, 
being careful not to lose them when they change their names or 
when one party replaces another representing the same collection 
of positions on the same basic cleavages. This strategy obviously 
requires a good deal of digging into the history of each country, 
but the digging is inherently interesting. It is rarely possible to 
obtain any kind of quantitative indicator of how much support 
these parties had, but the main competitors, their socioeconomic 
position, and the issues they fought over can be identified. 

Since we are interested in the effect of the enfranchisement of 
the working class on the party system, we also want to identify 
the parties that existed shortly before widespread suffrage. For 
many countries, quantitative measures of the strength or impor­
tance of parties during the last decade or so before enfranchise­
ment are available, which simplifies comparison. Where quantita­
tive measures are not available, verbal descriptions of which 
parties competed in and won elections can be found. 

An extremely difficult measurement issue involves the ques­
tion of when one party should be treated as a successor or descen­
dant of another. The strict substantive criterion derived from 
Lipset and Rokkan would require that the descendant represent 
the same sides of the same cleavages. Where possible, I have used 
this criterion. I do not, for example, count the Chilean Partido 
Dem6crata Cristiano (PDC) as a successor of the Partido Radical 
(PR), though both are generally considered middle-class par­
ties, because the PR favored secularization and the PDC has 
taken a more pro-church stance. On the other hand, I count the 
Partido de Conciliaci6n Nacional (PCN) in EI Salvador as a 
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successor to the Partido Revolucionario de Unificaci6n Demo­
cnitica (PRUD), because both were military support parties rep­
resenting similar interests and policy positions. When in doubt, 
I have tried to err on the side of permissiveness, that is, treating 
parties as successors when they might not be, in order to be sure 
that a disconfirmation of Lipset and Rokkan, should one occur, 
could not be blamed on overly strict criteria for party continuity. 
If I were testing an original argument of my own, I would try to 
err on the restrictive side instead, so that a positive finding 
could not be discounted as due to overly tolerant criteria for 
what would count as confirmation. (Coding decisions for most 
parties and countries are shown in appendix C.) 

In order to carry out a test of the Lipset and Rokkan hypothe­
ses, it is also necessary to decide on concrete operationalizations 
of the key outcome ideas: that "the decisive contrasts among the 
systems had emerged before the entry of the working-class par­
ties into the political arena" (35); and that "major party alterna­
tives" would be frozen "in the wake of the extension of suffrage" 
(50). Lipset and Rokkan expect one of three outcomes when the 
working class begins to participate in politics: working-class vot­
ers may be incorporated into preexisting parties; new parties 
may arise to represent working-class voters while the older par­
ties continue to survive; or preexisting parties can fuse into a 
single party representing elite interests in opposition to new 
working-class parties. Lipset and Rokkan interpret any of these 
outcomes as consistent with the notion of freezing. 

I have treated cases as conforming to the expectation of cleav­
age stability if maj or oligarchic parties (or their descendants) have 
(I) absorbed new interests and remained major parties; or (2) 
survived as somewhat important parties while new parties have 
been added to the system to reflect new interests; or (3) coalesced 
into a single party, fragmented into multiple parties, or taken on 
new names yet remained identifiable as representing similar inter­
ests, while new parties have been added to the system. This defini­
tion is far less restrictive than that used in most studies based on 
European cases (e.g., Rose and Urwin 1970; Maguire 1983), but I 
think it captures the various meanings of the idea found in Lipset 
and Rokkan. 

The expression of their ideas in this bald way makes it clear 
that Lipset and Rokkan conceived of persistence in very broad 
terms. It also leads to a quite simple way of testing the argument. 
All of these options imply the persistence of oligarchic parties (or 
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descendants representing the same sides of historical cleavages) 
and their continued ability to attract votes. If oligarchic parties 
absorb working-class interests, they will obviously remain large. 
If, however, competing parties arise to attract the new labor 
constituency, the traditional parties might attract a much smaller 
proportion of the total vote while still fulfilling Lipset and Rok­
kan's expectations. Although Lipset and Rokkan sought to ex­
plain the persistence of cleavages, not the vote for traditional 
parties, their argument implies some degree of continued elec­
toral success for these parties, and that implication can be tested. 
In the test below, if traditional parties or their descendants still 
attract a substantial part of the vote, regardless of whether other 
parties have arisen to compete with them, I will count the case as 
fulfilling Lipset and Rokkan's expectations. 

The definition of a party system frozen in the wake of the 
extension of suffrage is simpler, since here Lipset and Rokkan 
seem to be referring to party organizations themselves, rather 
than cleavages. I define a system as frozen if most of the major 
parties that emerged or existed during the first ten years after the 
extension of suffrage still exist as reasonably important parties 
today, whether or not other parties have arisen since then. 
Again, this is a less restrictive definition than that usually used by 
Europeanists. 

Operationalizations of other ideas also require careful thought. 
To begin with one of the apparently most simple, extensions of 
suffrage are often not clear-cut and unambiguous. Most disturb­
ing, from the perspective of someone trying to test Lipset and 
Rokkan, the legal extension of suffrage sometimes predates by 
decades the actual involvement of ordinary citizens in electoral 
politics or the establishment of competitive electoral regimes. 
Consequently, the analyst has to make some judgments about 
what counts as suffrage. The minimum criteria used in the tests 
below are legal elimination of property qualifications; enfranchise­
ment of at least 10 percent of the population; voter participation 
by at least 5 percent of the population; use of the secret ballot; and 
presidents or parliaments chosen by election (by popular election 
or an elected electoral college, but not some other body) rather 
than by force more than half the time for at least ten years at some 
time after the change in the suffrage law. 

I did not include the elimination of a literacy requirement be­
cause literacy requirements in the second half of the twentieth cen­
tury restrict the voting rights of the rural poor and the indigenous 
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or otherwise ethnically disadvantaged, not most of the urban work­
ing class. In some cases, the extension of suffrage took place in 
increments, as different qualifications were removed. In some 
countries, many decades intervened between the elimination of 
property and literacy qualifications. Where more than one wave 
of enfranchisement occurred, I have chosen the most important 
one in terms of numbers of workers affected and thus its expected 
effect on the party system. Here again, I have tried to follow the 
usage of Lipset and Rokkan. They emphasize the inclusion of the 
working class; consequently, where I have had to make a choice, I 
have treated late eliminations of literacy requirements, which af­
fect primarily the rural poor, as less theoretically relevant than 
earlier extensions leading to working-class participation. 

The Lipset and Rokkan argument assumes that enfranchise­
ment of the working class leads to the participation of a large 
number of new working-class voters in the political system. If 
universal suffrage is mandated when a country's economy is so 
undeveloped that there are few workers, or if literate male suf­
frage is granted when nearly all workers are illiterate, then the 
suffrage extension would not be expected by Lipset and Rokkan 
or anyone else to bring large numbers of workers into the politi­
cal system. Consequently, we need a rule for deciding when a 
formal suffrage extension would be sufficiently consequential to 
have effects. I have chosen a 10 percent enfranchisement thresh­
old. The choice reflects the following logic. In most countries, 
male workers gained the vote before women did. In such coun­
tries, males old enough to vote would make up about 25 percent 
of the population. Where the vote was limited to the literate, an 
enfranchisement rate below 10 percent would thus imply an illit­
eracy rate of more than 60 percent. In such circumstances, it 
might well be that a literacy requirement would disenfranchise 
most of the working class. Formal suffrage extensions were also 
not counted until the working class had become large enough to 
be modestly influential, which in a number of countries occurred 
many decades after the initial enfranchisement. Nor were they 
counted before electoral participation rose to more than 5 per­
cent of the population. Where citizens have the vote but do not 
use it, whether because they are excluded by coercion or because 
they live too far from polling places, suffrage would be expected 
to have little effect on party systems. 

The election requirement is included because a few Latin 
American countries formally extended suffrage several decades 
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before governments actually began to be chosen in elections 
rather than through violence or elite cabal. We would not expect 
working-class parties to develop if elections fail to occur or if 
their outcomes do not affect the composition of government. 

I have not taken into consideration whether widespread work­
ing-class mobilization actually occurred immediately after suf­
frage expansion or not. An argument could be made that it 
would have been more appropriate to consider periods of actual 
widespread mobilization rather than periods immediately follow­
ing legal enfranchisement. I have chosen the latter option be­
cause it seems to me most consistent with Lipset and Rokkan's 
actual usage. In discussing Norway, in particular, they begin their 
discussion with the legal extension of suffrage even though it 
preceded mass mobilization by several decades. 

The various measurement rules used here are summarized in 
the coding scheme in appendix C. No doubt some readers will 
disagree with some of these rules. There is no definitive, correct 
way to translate the kinds of concepts used by Lipset and Rok­
kan into clear coding criteria, and any particular translation will 
always provoke some disagreement. But one of the advantages 
of devising precise criteria, writing them down, and publishing 
them is that readers who disagree with some of them can check 
to see what, if any, difference in conclusions would result from 
changing them. 

It is important to maintain a record of all procedures used in 
creating data, even nonquantitative data. Other scholars, seek­
ing to replicate or simply evaluate your published work, may ask 
you for details that were too extensive to include in a publica­
tion. After a few months have passed, you will find yourself 
unable to supply these details unless you have written them 
down. 

The record of how data have been created is kept in a code­
book. A codebook should document how each variable in each 
case was coded. It should also contain information about sam­
pling and the universe of cases. In a nonquantitative study such as 
this one, the codebook allows readers to see how each case was 
classified. By scrutinizing the codebook, readers can assess the 
researcher's judgments about the measurement or classification 
of causal and outcome variables, as well as other key concepts 
embedded in the argument. In other words, it lays bare an as­
pect of nonquantitative research that usually remains hidden. If, 
after considering the codebook, readers find the researcher's 
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judgments biased or uninformed, they will discount conclusions 
based on those judgments. If, however, readers can find little to 
object to in the researcher's judgments, their belief in the conclu­
sions will be strengthened. 

If case studies are to be used as evidence for testing arguments, 
they need to contain the same information, measured in the same 
way, for each case. 12 Creating an explicit codebook helps to main­
tain that discipline. Appendix C contains the codebook for this 
study, with country tables showing the information that would 
need to be included in case studies used to test the Lipset and 
Rokkan argument. Each country table records the dates of the 
oligarchic period, formal enfranchisement of the working class, 
effective suffrage extension - the time after which working-class 
votes could really be expected to affect political outcomes - and 
the dates of the first competitive period. It identifies the oligar­
chic parties or proto-parties, the mass parties that competed dur­
ing the decades before and after effective enfranchisement, and 
the main contemporary parties. More recent parties that repre­
sent the same ends of the Lipset-Rokkan dichotomies as older 
ones are treated as descendants or descendant equivalents of the 
older parties and are not listed separately in the tables. Their 
votes are included with the votes for the parent parties. Average 
vote share is recorded wherever available. 13 Only parties that 
achieved at least 5 percent of the vote or were descended from 
older parties are included in these tables. Complete election re­
sults are available on my web site (see appendix C for further 
information). 

I2. It would be very unusual to include in a single publication as many case 
studies as there are countries included here. Where the universe implied by an 
argument is too large, the analyst can select a sample of cases for inclusion (see chap. 
3). Even if the analyst wished to do in-depth narrative case studies of only three 
countries selected from the full universe, however, the study would be more persua­
sive if the kind of summary evidence shown in the tables in appendix C were collected 
and shown for all of the countries in the universe, or a substantially larger sample of 
them. 

I3. Some past election results are simply not available by party; apparently they 
were never recorded in that form. In Peru, for example, contemporary newspapers 
reported the names of the winners of all legislative seats in the I939 election, but they 
did not report their party affiliations. Other sources identify the coalition to which 
winners belonged, but not the individual parties. Several other countries also record 
only votes for coalitions as a whole. It is always possible, however, to find out which 
parties won and which other important parties competed in elections. Although these 
data are not precise enough to permit a replication of the kind of studies of volatility 
done by Europeanists, they are adequate for drawing the inferences that need to be 
drawn in order to test the Lipset and Rokkan argument. 
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Nonquantitative Hypothesis Testing 

Although I have used numbers in the form of vote share to 
identify which parties attracted at least some mass support dur­
ing various time periods, the present analysis is not quantitative, 
and much of it could not be. Some vote share data are missing, 
though verbal descriptions exist, and presidential vote share or 
legislative seat share have been substituted for legislative vote 
share in a number of cases where records of old legislative votes 
were unavailable. Many of the cases would have had to be elimi­
nated from a quantitative study because of missing or incommen­
surable data, and the traditional cleavage-persistence argument 
actually could not have been tested due to insufficient data. So in 
this instance, a nonquantitative research design allows the test of 
an argument that otherwise could not have been tested and the 
inclusion of cases in another test (that of the postsuffrage freez­
ing argument) that otherwise would have to have been left out. 

Once the truly difficult operationalization decisions have been 
made, nonquantitative tests of these arguments are fairly straight­
forward. Let us consider first whether the historic cleavages that 
structured proto-party systems during oligarchic periods contin­
ued to structure party systems after the enfranchisement of a 
significant part of the working class. If Lipset and Rokkan's 
argument concerned only the period immediately after the intro­
duction of mass suffrage, it would not have inspired the lasting 
interest it has. It is the prediction, apparently consistent with 
decades of European experience, of the indefinite preservation 
of a set of pre-twentieth-century social cleavages in contempo­
rary party systems that gives the Lipset and Rokkan argument its 
fascination for scholars. Table 4.3 shows how the oligarchic par­
ties (including their descendants) fared in the decade prior to 
effective enfranchisement, the years immediately following it, 
and the current period. 

Lipset and Rokkan note that parties may persist either by ab­
sorbing new interests or by successfully competing against new par­
ties that arise to represent new interests. In table 4.3, the top row 
shows the persistence of parties that absorbed new interests. If we 
compare the fate of the parties that absorbed new interests (in Co­
lombia, Honduras, Paraguay, and Uruguay) with that of those that 
had to compete with new parties, we can see that the absorbent 
parties were much more likely to persist into the late twentieth cen­
tury than were those that tried to compete. Oligarchic parties 
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were still dominant in all these countries during the postsuffrage 
period, and they continue to attract over 75 percent of the vote in 
three of the countries today. Although Uruguay has recently fallen 
below the 75 percent threshold, the average vote for the combined 
oligarchic parties during the contemporary period in these four 
countries remains at 81. I percent. 

TABLE 4.3. Persistence of Traditional Cleavages 

Absorption of 
New Interests 
into Old Parties 

Addition of 
New Parties to the 
Political System 

Persistence of Traditional Cleavages from 
Oligarchic Period to: 

Just before 
Suffrage 

Extension 

Colombia 
Honduras 
Paraguay 
Uruguay 

Bulgaria 
Ecuador 
Nicaragua 
Panama 
Portugal 
Venezuelaa 

Argentina 
Bolivia 
Chile 
Costa Rica 
Perub 

El Salvador 
Guatemala 
Mexico 

Shortly 
after 

Suffrage 
Extension 

Colombia 
Honduras 
Paraguay 
Uruguay 

Bulgaria 
Nicaragua 

Argentina 
Chile 
Ecuador 
Panama 

Bolivia 
Costa Rica 
El Salvador 
Guatemala 
Mexico 
Peru 
Portugal 
Venezuela 

Present 

Colombia 
Honduras 
Paraguay 

Nicaragua 
Uruguay 

Argentina 
Bolivia 
Bulgaria 
Chilec 

Costa Rica 
Ecuador 
El Salvador 
Guatemala 
Mexico 
Panama 
Peru 
Portugal 
Venezuela 

Old Parties 
Remain Dominant 

(combined vote share 
greater than 75%) 

Old Parties 
Compete with 
Newer Parties 

(combined vote share 
between 25% and 75%) 

Old Parties 
Passing from the 
Historical Stage 

(combined vote share 
less than 25 % ) 

aNo competitive elections, but all seats in legislature held by oligarchic parties. 
bSeat share 26.4%; only 6.4% if presidential vote share is used. 
Clf the Uni6n Democnitica Independiente (UDI) were also counted as a descendant equivalent of 

the oligarchic parties, the total vote share for these parties would be 32.1 %, which would move Chile 
to the competitive category above. 
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The parties that failed to absorb new interests did less well. 
Even in the decade before effective enfranchisement, they re­
mained dominant in less than half the countries that saw the 
addition of new parties. By the decade following suffrage exten­
sion, parties reflecting traditional cleavages were able to attract 
less than a quarter of the vote in more than half the countries in 
which they had to compete with new parties. They have declined 
still further since then. During the time from 1985 to the present, 
the average combined vote for oligarchic parties and their descen­
dants in countries in which they had to compete with new parties 
is 7.7 percent. 

In the contemporary period (1985-2000), oligarchic parties 
continue to dominate the political system in only three countries, 
all of which had traditional parties able to absorb new interests. 
An institutionalist might note that the absorption of new inter­
ests into old parties was aided in the countries where it happened 
by such institutional devices as multiple lists or lemas within 
parties, which allowed discontented potential party leaders to get 
onto the ballot as leaders of their own factions rather than having 
to organize new parties in order to become candidates; fused 
ballots that impeded the emergence of small local parties that 
could not immediately compete in presidential elections; pacts 
that excluded other parties from participation; and authoritarian 
rules that prevented the formation of new parties. These observa­
tions, however, are peripheral to the Lipset and Rokkan argu­
ment and will not be pursued here. 

Oligarchic parties still attract more than half the vote, on aver­
age, in two additional countries, one of which (Uruguay) is the 
fourth in which the traditional parties were able to absorb new in­
terests. Among the other thirteen countries, oligarchic parties 
now attract less than 25 percent of the vote. Where electoral insti­
tutions have not created high barriers to the entry of new parties 
into the political system, traditional cleavages have blurred over 
time. In short, the Lipset and Rokkan argument about the persis­
tence of historical cleavages does not fare especially well in Latin 
America and the European periphery. Spain and Italy, as analyzed 
by Lipset and Rokkan, also fit the pattern shown here. Where 
cleavages have actually frozen, we can think of institutional rea­
sons for why parties in those countries have been more stable than 
parties in other countries, but since I have made no effort to test 
an institutionalist explanation, it remains speculation. 

Note that working-class participation is not the only challenge 
to cleavage stability suggested by the array of cases in table 4.3. 
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Some of the historical cleavages were headed toward the dustbin 
of history well before mass suffrage. In eight of the eighteen coun­
tries (Argentina, Bolivia, Costa Rica, EI Salvador, Guatemala, 
Mexico, Portugal, and Venezuela), one side of the old liberal­
conservative cleavage had ceased to exist as a major political force 
before working-class participation (see appendix C). In most of 
these eight countries, upper-class interests were represented ei­
ther in one party or by multiple ephemeral parties divided by con­
flicting personal loyalties more than by interests. Both the 
clerical-secular cleavage and the land-commercial divide had 
ceased to structure political competition in these countries. 

One of the most interesting findings to emerge from this exer­
cise so far is that party systems in this set of cases changed a great 
deal during the period before mass politics. In 44 percent of the 
countries, the vote for parties based on traditional cleavages had 
fallen below 75 percent even before suffrage was extended to the 
working class. In other words, the cleavage structures identified 
by Lipset and Rokkan were deteriorating in a number of coun­
tries even before the entrance of large numbers of new voters. 
The average vote for traditional parties that had previously domi­
nated the political arena in all countries for which the presuffrage 
vote share is available was only 62 percent in the decade before 
mass suffrage. In short, traditional cleavages themselves seem to 
have been less stable in these countries than Lipset and Rokkan 
would have expected. 

The second element of the Lipset and Rokkan argument main­
tains that "the freezing of the major party alternatives [occurred] 
in the wake of the extension of suffrage" (50). To test this argu­
ment, I examine the average vote share won in competitive elec­
tions since 1985 by parties that received 5 percent or more of the 
vote during the first decade after effective suffrage. This tests the 
organizational continuity of parties, which Lipset and Rokkan 
expected to be substantial once the working class had been incor­
porated. As can be seen in table 4.4, the party systems of some 
countries have certainly frozen. In three out of four of the coun­
tries in which old parties absorbed new interests, those same 
parties still dominate the political system. In only two of the 
fifteen cases in which the old parties had to compete with new 
ones, however, do the parties that dominated the political system 
during the postsuffrage years still attract more than 50 percent of 
the vote. The average vote share of all combined postsuffrage 
parties in countries in which the old parties had to compete is 26. 1 
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percent during the current period. The pattern of organizational 
persistence thus looks similar to the pattern of cleavage persis­
tence shown in table 4.3. Where parties were able to absorb new 
interests, they survived from the oligarchic period to the present. 
Where they had to compete, not only did many of them not 
survive as organizations, but the cleavage structures underlying 
the parties also tended to shift. 

TABLE 4.4. "Frozen in the Wake" of Working-Class Enfranchisement: 
Organizational Persistence 

Absorption of new interests into 
old parties 

Addition of new parties to the 
political system 

Colombia 
Honduras 
Paraguay 
Uruguay 

Average 

Argentina 
Bolivia 
Bulgaria 
Chile 
Costa Rica 
Ecuador 
EI Salvador 
Greece 
Guatemala 
Mexico 
Nicaragua 
Panama 
Peru 
Portugal 
Venezuela 

Average 

Combined Average 
Vote Share 

since 1985 for 
Postsuffrage 
Parties (%) 

81.9 
95.3 
89.1 
61.9 

82.1 

29.5 
29.8 
14.0a 
14.4 
42.8 
14.5 
33.6 
7.2b 
0.0 

73.4 
2.3 

19.9 
23.2 
32.1 
54.1 

26.1 

aInciudes votes for the Bulgarian National Peasants Union (BZNS), BZNS-Nicola Petkov, 
and People's Union (NS), and half the votes for the electoral alliance between the NS and the 
SDS (Union of Democratic Forces). The various permutations are generally considered succes­
sors of the postsuffrage Agrarian Union. The total also includes votes for the Bulgarian Social 
Democratic Party, successor of the postsuffrage Social Democratic Party. After World War II, 
the Social Democrats split under pressure from Soviet occupation forces, and the larger faction 
became the ruling Communist Party. A small faction continued to exist as Social Democrats. 
The small faction seems to reflect better Lipset and Rokkan's idea of organizational persistence. 
If, however, one were to treat the Bulgarian Socialist Party, the former Communists, as the 
successor of the Social Democrats, the total average vote share for successors of postsuffrage 
parties in the contemporary period would be 45 percent. 

blncludes votes for the Communist Party of Greece (KKE), KKE-NS, and half the vote for 
the Coalition ofthe Left (SIN). 
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Although the postsuffrage parties still play a role in most 
countries - a large role in about a third of them - the amount of 
persistence shown here does not seem sufficient to support the 
idea that the parties have been frozen in the wake of working­
class suffrage. Indeed, these figures do not convey the full fluid­
ity of postsuffrage party systems in these countries. Only forty­
six of the eighty-three parties that attracted at least 5 percent of 
the vote in a postsuffrage election even survived into the contem­
porary period. 

The two countries with the most solidly frozen party systems 
and cleavage structures are Paraguay and Honduras, in both of 
which traditional parties still get over 85 percent of the vote. 
Note that these are two of the poorest, least developed countries 
in the group considered here. Both have had extensive experi­
ence with dictatorship. Paraguay did not democratize until 1993 
and has held only two fully competitive elections with full suf­
frage in its entire history. The experience of these countries sug­
gests that poverty, lack of education, and a history of repression 
do not explain the more recent democratizers' lesser party stabil­
ity relative to Western European party systems. 

On the other hand, a long, mostly democratic history may 
contribute modestly to the persistence of party organizations. In 
the countries with the most democratic experience (Colombia, 
Uruguay, Chile, Costa Rica, and Venezuela), postsuffrage par­
ties still attract slightly more than half the vote, on average. 
Postsuffrage parties in countries with less democratic experience, 
in contrast, attract a bit more than a third. Of course, we do not 
know the direction of the causal arrow. It may be that institution­
alized parties contribute to democratic stability, as, for example, 
Scott Mainwaring and Timothy Scully (1995) have argued; but it 
seems equally plausible that stable democracy helps parties to 
remain stable. Even in the most democratic countries, however, 
the party systems can hardly be called frozen, with only about 
half the contemporary vote captured by postsuffrage parties. 

The evidence summarized here shows that party systems in 
these countries are much more fluid than those in Western Eu­
rope. Richard Rose and Derek Urwin (1970) consider that a 
party fulfills Lipset and Rokkan's expectations if its share of the 
vote changes, on average, less than a quarter of a percentage 
point per year, and most parties in West European countries met 
this criterion from 1945 to 1970. The only countries in the set 
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used for this test in which the main parties meet it are Paraguay 
and Honduras. 

This exercise has involved only the most preliminary and rudi­
mentary test of Lipset and Rokkan. It might be that if appropri­
ate controls were added, their claim about the lasting legacies of 
the historical junctures they identified as critical would appear 
stronger. It might be argued, for example, that some countries 
included in this test had experienced so little electoral competi­
tion both before the extension of suffrage and since that they 
should not be expected to have developed stable party cleavages. 
A preliminary assessment of that possibility can be undertaken 
here. In the countries that have endured the longest periods of 
dictatorship (Bolivia, Bulgaria, EI Salvador, Guatemala, Hondu­
ras, Mexico, Nicaragua, Paraguay, Peru, and Portugal), oligar­
chic parties (and their descendants) attracted 24.6 percent of the 
vote, on average, in elections after 1985. In countries with more 
democratic experience, they attracted 24 percent. Postsuffrage 
parties (and their descendants) in countries with more authoritar­
ian experience got 48.7 percent of the vote in recent elections, 
compared with 50.1 percent in the other countries. These very 
small differences do not support the conjecture that long periods 
of authoritarianism undermine cleavage stability. Although post­
suffrage party organizations are somewhat more stable in the five 
countries with the longest democratic histories (Colombia, Uru­
guay, Chile, Costa Rica, and Venezuela), underlying cleavage 
stability seems unaffected by regime experience. 

Other arguments might also be tested, of course. One of the 
advantages of having carefully defined and measured the con­
cepts used by Lipset and Rokkan is that quite a few other hy­
potheses can now be tested that we would not previously have 
been able to assess in a systematic way. 

The findings above must be considered tentative. But until 
future work demonstrates otherwise, we will have to consider the 
Lipset and Rokkan hypothesis about the persistence of historical 
cleavages as largely disconfirmed outside the set of cases from 
which it was induced. The postsuffrage party systems in these 
other countries tend to be slushy rather than frozen. 

The discovery that an argument generally considered to hold in 
Western Europe cannot be confirmed outside that area should not 
necessarily lead to its rejection, even if much more thorough and 
persuasive tests than those discussed above were done. Rather, 



172 Paradigms and Sand Castles 

the disconfirmation should lead to a search for the characteristics 
of West European countries conducive to party system stability. 
Such a search might lead to the discovery of causes of freezing 
unnoticed by Lipset and Rokkan because these causes did not 
vary within the set of cases they had selected for observation. It 
might also eventually lead to challenges to the original Lipset and 
Rokkan argument if causes were discovered that had nothing to 
do with historical critical junctures or the configuration of societal 
cleavages in particular countries. 

Conclusion 

This chapter began by noting that although case studies have at­
tracted a great deal of methodological criticism, they are the ma­
jor source of evidence in most studies in the comparative field, 
and that they need not have many of the shortcomings for which 
they have been criticized. It is possible to use them in a more 
methodologically careful way. The test of Lipset and Rokkan dem­
onstrated some of the features that should characterize analyses 
based on case studies: the inclusion of as many cases as possible in 
order to increase the robustness of findings; the use of "structured 
focused comparison," that is, measuring the same causal factors 
and outcomes in the same way in each case; and the use of cases 
other than those from which hypotheses have been induced to test 
arguments. 

The purpose of this exercise has been to demonstrate several 
widely known but often disregarded lessons. First, if one "tests" 
hypotheses on the same cases used to develop them, one will 
certainly confirm them. Such research designs do not subject 
arguments to the possibility of falsification. Second, the need to 
rely on "data" from case studies does not require reliance on 
vague or ambiguous measurement of basic concepts. Finally, 
when assessing a path-dependent argument, all stages of the argu­
ment need not always be tested on the same cases. It is often 
possible to find cases other than those in which the analyst was 
originally interested that have the initial conditions that make it 
possible to use them to test arguments advanced at particular 
nodes of path-dependent arguments. Such tests are not always 
possible, but a conscientious effort to find such cases should 
always be made. 

Often, analysts will know little about such cases - just as Lipset 
and Rokkan probably had little information about Latin 
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America - and may be reluctant to spend time learning about 
cases in which they feel no particular interest. Some would per­
haps go further, arguing that the exercise above is unfair, since it 
subjects an argument developed to apply to European cases to a 
set of cases mostly from a different region. I would take the 
opposite position. The compartmentalization of comparative poli­
tics into geographical areas may once have been necessary to 
facilitate gathering information that could be found nowhere but 
in the countries themselves, but it has no theoretical justification 
and, in fact, hinders the development of theory. To the extent that 
the field develops a norm that hypotheses need to be tested on 
cases different from those that inspired them, practitioners will be 
induced to transcend this compartmentalization and take a step 
toward becoming broad comparativists rather than specialists in 
regional detail. 

Such tests would make a twofold contribution to the develop­
ment of hardier theories. First, "theories" capable of explaining 
only the few cases from which they were induced could be dis­
carded quickly - a maj or efficiency gain for the field. Second, 
modification and the specification of theoretical, not geographi­
cal, domains will improve theories such as Lipset and Rokkan's 
that seem to fit cases in one region pretty well (Rose and Urwin 
1970; Bartolini and Mair 1990), but do not fit other cases that it 
seems they should. Analysts will search for the general conditions 
that limit the domain of the theory, rather than offering case­
specific reasons for exceptions, as Lipset and Rokkan do for Spain 
and Italy. The result will be better and more durable theories. 





CHAPTER 5 

How the Approach You Choose Affects 
the Answers You Get 

Rational Choice and Its Uses in Comparative Politics 

As the new millennium begins, feuding seems to be dying down 
between advocates of traditional comparative approaches and 
those who have embraced rational choice. Those of us who use 
rational choice learn continuously from those who do not, and 
many of those who find the approach uncongenial have neverthe­
less been influenced by the insights it has brought to light. This 
interaction among approaches has been fruitful, if occasionally 
acrimonious. 

Nevertheless, a tension remains between the traditional values 
of the comparative field and rational choice scholarship as it is 
usually practiced. Rational choice arguments are being applied 
in more and more substantive areas, a development that has 
been seen as threatening to the most basic values of the compara­
tive field by some and as scientific progress by enthusiastic con­
verts. Comparativists have always prized the acquisition of deep 
and thorough knowledge of the politics, society, and history of 
the countries they study, and they have invested heavily in the 
fieldwork and language training necessary to gain this depth of 
understanding. This kind of knowledge, however, often seems to 
have no place in rational choice arguments. Nothing in the ra­
tional choice approach requires ignoring context or relying on 
superficial knowledge of politics and history, but both often oc­
cur in practice, as comparativists have noticed. This is a real 
shortcoming in a good deal of the rational choice literature and 
one that comparativists cannot take lightly. 

On the other side of the scales, however, rational choice pro­
vides some intellectual tools for theory building that are currently 
unmatched by other commonly used approaches. Although imagi­
native scholars can build theories within any research tradition, 

175 
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the tools of rational choice make it easier. Rational choice has 
spread from one research domain to another in the same way that 
other efficiency-enhancing innovations spread, and for the same 
reasons. It helps those who use it accomplish something they want 
to accomplish: creating theoretically cogent and empirically test­
able arguments. In addition, it is relatively easy to use. It requires 
only a little specialized knowledge and no great mathematical 
ability, so the "start-up" costs are low. 

Decisions about what approach to take to particular research 
questions should be based on assessments of what kind of lever­
age different approaches offer for answering the question of inter­
est. Research approaches are not religions or parties to which we 
owe lifelong loyalty. They are tools we should pick up as needed 
and lay down when they do not suit the task at hand. All have 
strengths and weaknesses. Of the sets of research tools currently 
used in comparative politics, rational choice seems to be the one 
most often misunderstood by those who do not use it (and by 
some of those who do). 

The reason for this misunderstanding is largely accidental. 
Rational choice entered political science through the study of 
democratic politics in general and American politics in particu­
lar, at a time when many comparativists were focused on coun­
tries mired in poverty and authoritarian rule. Although issues 
relevant to developing countries have always been amenable to 
research using the rational choice approach, I they are quite dif­
ferent from those studied by most early rational choice scholars. 
Only a decade or so ago, Robert Bates (1990, 46) lamented that 
due to the dearth of democracies in the developing world, knowl­
edge of the advances made by rational choice theorists in explain­
ing democratic politics merely added to the frustrations facing 
students of developing countries. Now, however, with demo­
cratic processes squarely at the center of politics in most of Latin 
America and Eastern Europe and becoming important in more 
and more parts of Africa and Asia, many more students of devel­
oping countries have begun to find rational choice a useful way 
to approach the study of politics. 

The main purpose of this chapter is to offer a clear introduc-

1. See North (1979); Levi (1988); and Olson (1993) for examples of important 
rational choice arguments about economic transformation and the development of 
democracy. But the immense proliferation of rational choice explanations has oc­
curred in the context of democratic politics. These theories have only recently been 
applied to current political processes in developing countries. 
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tory description of the rational choice approach, in the process 
dissipating some widespread misunderstandings. The first sec­
tion of the chapter concentrates on this. Rational choice argu­
ments offer more leverage for answering some kinds of questions 
than others, and the discussion below shows how these differ­
ences derive from the assumptions on which rational choice argu­
ments are based. The next section describes some of the most 
important contributions of rational choice to the study of politi­
cal science and offers some suggestions for their further exten­
sion into areas of interest to comparativists. The last section 
addresses the question, What characteristics should an approach 
possess in order to be useful? This chapter is not intended to 
proselytize for rational choice, but rather to explain its appeal, 
give it its due (but no more than its due), and note the substan­
tive areas in which it has been especially fruitful. 

Distinguishing Features of Rational Choice 

In contrast to most arguments in the dependency, historical in­
stitutionalist (as defined by March and Olsen 1984), and compara­
tive historical sociology traditions, rational choice arguments use 
the individual, or some analogue of the individual, as the unit of 
analysis. They assume that individuals, including politicians, are 
rational in the sense that, given goals and alternative strategies 
from which to choose, they will select the alternatives that maxi­
mize their chances of achieving their goals. Institutions, other 
structural characteristics such as ethnic divisions or the size of the 
peasantry, and immediate political circumstances enter rational 
choice arguments as factors that shape second-order preferences 
(that is, strategies employed to attain goals). These contextual 
factors determine the alternatives from which individuals may 
choose their strategies and the costs and benefits associated with 
strategies. Factors that shape first-order preferences - what I am 
here calling goals - are outside the deductive structure of ra­
tional choice models (that is, the models do not attempt to ex­
plain their origins), but goals nevertheless playa crucial role in 
rational choice arguments. The most compelling use of this ap­
proach results from the creative synthesis of the rational actor 
assumptions with, first, a plausible attribution of goals and, sec­
ond, a careful interpretation of the effects of institutions and 
other factors on the feasible strategies available to actors for 
achieving these goals. 
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Misperceptions about Rational Choice 

Many who have worked outside the rational choice tradition hold 
misperceptions of it that interfere with their ability to use the 
insights and methods associated with it. So, before considering 
the applicability of some of these ideas outside the context in 
which they emerged, I discuss some of the most common misper­
ceptions so that they can be set aside. They include contentions 
that rational choice arguments 

• are inherently conservative; 
• assume that all people are motivated by material inter­

ests (the economists' famous homo economicus); 
• assume that people's preferences are stable or 

unchanging; 
• are based on unrealistic assumptions, since people are 

not really rational, and they lack the information and 
calculating ability assumed by rational choice theory; 

• are ahistorical and fail to take context into account; 
• are deterministic; and 
• cannot be used to explain path-dependent situations. 

In the following paragraphs, I discuss each of these mis­
perceptions in turn, including the grain of truth upon which each 
pearl of misperception has been accreted. This section aims to 
clear away some misunderstandings and to delimit the domain in 
which rational choice arguments are likely to be useful. Al­
though none of the statements listed above is generally true, 
some are true in some instances; and, when they are true, ra­
tional choice arguments are not likely to provide much leverage 
for understanding events. 

Ideology 

Although a number of scholars whose sympathies cluster to the 
left of the political spectrum use rational choice models (e.g., 
John Roemer, Amartya Sen, Michael Taylor, Adam Przeworski, 
David Laitin, and Michael Wallerstein), one continues to hear 
the claim that rational choice arguments have a conservative 
bias. Apparently, this stems from the prominence of University 
of Virginia and University of Chicago economists in the develop­
ment of the public choice subfield, which often focuses on the 
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economic inefficiencies caused by government interventions in 
markets. It is true that many economists, especially those associ­
ated with the public choice literature, show a touching faith in 
markets and a deep suspicion of government involvement in eco­
nomic matters. And some of these economists have helped to 
build the current economic liberalization orthodoxy that is hav­
ing such a major impact on developing-country economies. Pub­
lic choice is only one subfield, however, in what has become a 
very large field of rational choice arguments applied to many 
aspects of politics. As the work of the individuals listed above 
shows, the tools of the rational choice approach can be used to 
serve many different ideals (cf. Barry 1982). 

Goals 

A second misperception is that rational choice arguments assume 
that material interests motivate human beings. This is simply 
false. The "rationality" assumed by rational choice arguments is 
of the narrowest means-ends kind. Assumptions about the goals 
held by individuals are supplied by the analyst, not by the ap­
proach. The approach only assumes that people (I) choose the 
means they consider most likely to result in desired ends; (2) can 
weakly order their goals (that is, given any set of alternatives, 
they will prefer one to the other or be indifferent between the 
two); and (3) hold consistent preferences (that is, if they prefer 
chocolate to strawberries and strawberries to cabbage, then they 
prefer chocolate to cabbage). Although one can think of situa­
tions in which the second or third condition might not hold, they 
are not common. If one limits the domain of rational choice 
arguments to areas in which these conditions seem plausible, the 
domain remains extremely broad. 

Because the rational choice approach makes no assumptions 
about goals, the analyst who seeks to apply it to a particular prob­
lem must identify the goals ofthe actors involved. The analyst can­
not usually offer direct proof, such as survey data, to show that 
actors really do have the goals imputed to them, since such data 
may not be available and, even if it is, actors may have good rea­
sons to lie about their goals. Nevertheless, checks on the analytic 
imagination are built into the rational choice approach: if the ana­
lyst misspecifies actors' goals, then their behavior will differ from 
that predicted. Inconvenient facts will cast doubt on the argu­
ment, as they would within the framework of any other approach. 
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In practice, analysts often make plausible assumptions about 
the goals of actors, but these assumptions are supplied by ana­
lysts, not by the approach per se. For most arguments in econom­
ics, and for some in political science, it is entirely plausible to 
attribute goals of material self-interest to actors. If one wants to 
explain how firms set their prices or which industries lobby for 
tariffs, it is reasonable to assume that material interests shape 
these decisions. There is, of course, nothing unique to rational 
choice in the idea that material interests motivate much of hu­
man behavior. It is an idea shared by most Marxist, neo-Marxist, 
pluralist, corporatist, ad hoc, and journalistic accounts of politi­
cal behavior. 

Many of the most interesting rational choice arguments about 
democratic politics, however, do not conceptualize the salient 
actor as homo economicus. Instead, they attribute to democratic 
politicians the goals of reelection, political survival, and career 
advancement. In some countries, the advancement of a political 
career may be the surest road to amassing a fortune, but, more 
commonly, officeholders could make more money doing some­
thing else. A rational choice argument might not offer a satisfac­
tory account of why certain individuals choose politics while oth­
ers choose business or professional careers. Once the choice has 
been made, however, it seems reasonable to attribute the goal of 
survival in office to those who have previously demonstrated a 
preference for officeholding, and rational choice arguments have 
had substantial success using this assumption to explain the be­
havior of politicians. 

The theoretical bite of rational choice arguments depends 
both on the plausibility of the goals attributed to actors and on 
the ability of analysts to identify the goals a priori, that is, 
without reference to the specific behavior to be explained. Most 
of the time, analysts are on firm ground when they assume that 
actors prefer more material goods to less or that politicians 
prefer continuing their careers to ending them. It is obviously 
not true that all politicians prefer continuing their careers, since 
some retire before every election; but if the average politician 
has this goal, then the argument that assumes this goal will 
explain average behavior. Rational choice arguments tend to 
become less persuasive and less useful as the real goals of actors 
become more idiosyncratic. Thus, rational choice arguments do 
a good job of explaining why most members of the U.S. Con­
gress cater to the interests of their constituents; but they would 
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not, in my view, do a good job of explaining why a few Russian 
intellectuals joined Lenin in his apparently hopeless struggle to 
overthrow the czar. It is possible to construct a rational choice 
explanation for this behavior if one begins by attributing to the 
followers some very idiosyncratic goals. Such an explanation is 
not satisfying, however, because it leaves unexplored one of the 
most puzzling factors needed to explain Lenin's followers: the 
origin of their unusual goals. 

The ability of the analyst to attribute plausible goals to actors 
a priori thus limits the domain within which rational choice argu­
ments are useful. Because the approach sets no limits on what 
the goals may be, it is possible to construct rational choice expla­
nations for apparently irrational (in the everyday sense of the 
word) behavior by claiming that actors were rationally pursuing 
their own (peculiar) goals. The person who, for instance, gives 
all his or her possessions to a religious cult can be said to be 
rationally pursuing the goal of self-abnegation. But when goals 
are directly inferred from observed behavior, rational choice ar­
guments slide from "creative tautology," to use Brian Barry's 
phrase (1970), into mere tautology. 

Rational choice arguments are not usually useful for explain­
ing acts of extraordinary heroism, stupidity, or cruelty, which 
are often motivated either by highly idiosyncratic goals or by 
lapses of means-ends rationality. (They can, however, deal rea­
sonably well with run-of-the-mill cruelty and stupidity, such as 
that which occurred during the war in Bosnia.) They are not 
useful in situations in which goals must be inferred from the 
specifics of the behavior one seeks to explain. Such "explana­
tions" are vacuous. 

Some examples from the study of revolution may help to clar­
ify when plausible goals can be attributed to actors a priori, thus 
making rational choice arguments useful, and when they cannot. 
Powerful rational choice arguments have been suggested to ex­
plain why peasants, who can plausibly be assumed to wish to 
maximize their own welfare, sometimes join revolutionary move­
ments (Popkin 1979); why members of radical organizations, 
who can plausibly be assumed to try to maximize their chance of 
achieving power, choose particular political strategies (DeNardo 
1985); and why postrevolutionary regimes, which can plausibly 
be assumed to seek to maximize survival in power, choose par­
ticular economic policies (Colburn 1986). In these instances, the 
analyst can identify goals that, on the one hand, are plausible 
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and that, on the other, motivate many behaviors besides the one 
the analyst seeks to explain. 

In contrast, there is, to my knowledge, no rational choice 
argument to explain why a few educated, comfortably middle­
class individuals ignore family responsibilities and more secure 
and lucrative career opportunities in order to join nascent revolu­
tionary movements in which the likelihood of achieving power is 
far lower than the likelihood of ending up dead or in j ail. We 
know that such individuals play an important role in the early 
stages of revolutionary movements, regardless of objective 
chances for the movement's success. They can be incorporated 
within the rational choice framework as people who have un­
usual goals, and they are sometimes taken as a given in rational 
choice arguments that explain why people with more average 
goals sometimes join movements (e.g., Lohmann 1992, 1993). 
But rational choice arguments have not offered, and I suspect 
never will offer, a persuasive explanation for the behavior of 
such exceptional individuals. Only their strategies, given their 
goals, are grist for the rational choice mill. 

Stable Preferences 

The claim that rational choice arguments assume unchanging pref­
erences is a misunderstanding born of a failure to distinguish 
everyday language from technical language. Rational choice argu­
ments require only that preferences or goals remain stable during 
the time it takes actors to choose strategies. This can be for the 
minute or two it takes an actor to decide how to vote in a commit­
tee, or it can be for a period that covers many years, if the analyst 
believes that actors faced the same situation repeatedly over a 
long period of time. The duration of stable preferences depends 
on how the analyst interprets the situations facing actors. If the 
analyst's reading of history suggests that goals changed over time 
or in reaction to external shocks, then he could incorporate such 
change into the rational choice argument through a change in 
payoffs. Since the preferences that are assumed - for example, 
the preference for more over less material goods or for remaining 
in power as opposed to losing office - are so basic, however, they 
actually tend to remain stable. 

Many discussions of the implausibility of unchanging prefer­
ences arise from a confusion between the term preferences as 
used in the rational choice idiom - what I call "goals" here in 
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order to avoid this confusion - and the everyday language use of 
the word preferences. The latter has a much broader meaning 
than the rational choice word preferences. The everyday meaning 
includes both the kinds of underlying goals that are referred to as 
preferences in the rational choice idiom and also attitudes to­
ward (preferences about) choices or activities that would help 
achieve the goals. These attitudes are not referred to as prefer­
ences in the rational choice idiom; they are called strategies, 
strategic choices, or, occasionally, second-order preferences. 
They include policy preferences, institutional preferences, and 
most other preferences about real-life choices. Second-order 
preferences are choices of strategies for achieving first-order pref­
erences. Within rational choice arguments, politicians' policy 
and institutional preferences (in everyday language) are strategic 
behaviors aimed at achieving their goal of remaining in office. 
Policy preferences may alter radically in response to changed 
circumstances, but this does not imply that preferences, in the 
rational choice sense, have changed. The politician's first-order 
preference for remaining in office remains unchanged, but he 
rationally picks the policy or institutional strategy he considers 
most likely, in the circumstances he faces, to help him achieve 
that goal. Policy and institutional preferences are virtually always 
endogenous in rational choice arguments, as critics claim they 
should be; but they are called strategies, not preferences. 

In short, the objection that rational choice arguments make 
implausible assumptions about unchanging preferences arises 
from a misunderstanding. The assumptions actually necessary to 
rational choice arguments about the stability of preferences are 
minimal and substantively innocuous in most situations. 

Information and Calculating Requirements 

A fourth objection to the use of rational choice arguments is that 
they make unrealistic assumptions about human calculating abil­
ity and information acquisition; it is argued that although people 
may try to pursue their goals efficiently, they lack sufficient infor­
mation and calculating ability to do it. There is a sizable grain of 
truth in these claims, but it is mitigated by three circumstances. 
First, the information requirements are more implausible in 
some situations than others. Rational choice arguments are most 
likely to be useful in situations in which these requirements do 
not strain credulity, and it is in these areas, as I show below, that 
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they have been most successful. Second, for several reasons (also 
discussed below), people can sometimes behave as if they had 
sufficient information and calculating ability even when they do 
not. That is, they make the same choices they would have made 
if they had had full information and unlimited mental ability. 
Rational choice arguments also work pretty well when the ana­
lyst can demonstrate reasons to believe that people behave as if 
they were making rational calculations even if they are not. Fi­
nally, although the simplest rational choice arguments usually 
assume complete information, techniques exist for incorporating 
incomplete information into models. Models that assume incom­
plete information can get complicated, but they pose no problem 
in principle. 

Rational choice arguments are easiest to devise in situations in 
which actors can identify other actors and know their goals, and 
in which the rules that govern interactions among actors are 
precise and known to all (Tsebelis 1990, 32). Many situations in 
democratic politics exhibit these characteristics; consequently, 
rational choice arguments have successfully explained a number 
of democratic processes. Interactions in legislatures, between 
legislatures and the bureaucracy, within party leaderships, within 
ruling coalitions, and in other political bodies established in 
democratic settings tend to involve easily identifiable actors 
whose goals are easy to establish and whose interactions are 
governed by precise, well-known procedural rules. 

Rational choice arguments can even be used successfully in 
democracies that differ substantially from the ideal, as do many of 
the democracies in developing countries. Limitations on effective 
participation, representation, or party competition do not reduce 
the usefulness of rational choice arguments, as long as there is 
some competition in the system and as long as interactions among 
political actors remain reasonably predictable and transparent to 
all involved. 

Rational choice arguments are also more likely to be useful 
when explaining outcomes of high salience to the individuals 
involved. People spend more time and effort acquiring informa­
tion when the results of their decisions have important conse­
quences. The average citizen is often "rationally ignorant" about 
politics; her vote will have almost no effect on political out­
comes, and therefore it would not be rational to spend time 
learning all about the issues and candidates. In contrast, the 
average legislator, whose career depends on making electorally 
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correct choices, has good reason to use time and energy to stay 
well informed. Because of the visible and well-structured nature 
of governing institutions in established democracies and the im­
portance to the careers of elected officials of making the right 
decisions, rational choice arguments have proved especially use­
ful in explaining behaviors in these institutions.2 

Whether rational choice arguments can be used successfully to 
explain decision making within authoritarian regimes depends on 
the regime's level of transparency, stability, and predictability.3 
Rational actor assumptions are likely to be plausible in regimes 
in which the rules governing survival and advancement are clear 
to both participants and observers and are relatively unchanging, 
but not in regimes in which many decisions are made in secret by 
a small group of individuals and in which rules and rulers change 
frequently, radically, and unpredictably. 4 

Rational choice arguments can be useful in some circum­
stances even when actors lack crucial information. Actors can 
sometimes learn through trial and error to choose the same strate­
gies that they would have chosen if they had had full information 
and an unlimited ability to calculate. Thus, if situations are re­
peated over and over again, people can be expected to learn over 
time to understand them and to make more effective decisions. 
The more important the outcome to the person, the more effort 
will be expended on learning. It has been suggested that rational 
choice arguments will not work in very new or transitional democ­
racies, because the rules and players have not become estab­
lished and actors have had no time to learn about the new sys­
tem. Recent research suggests that this concern is overstated. 
The electoral incentives created by democracy are so powerful 
and transparent, and the results of decisions so important to 
hopeful politicians at the birth of democracy, that they spend 

2. See, for example, Ferejohn (1974); Fiorina (1977); Fiorina and Noll (1978); 
Hammond and Miller (1987); Mayhew (1974); and Shepsle and Weingast (198Ib). 

3. The point being made here has to do with the plausibility of the information 
requirements of the rational choice model for individuals operating in different kinds 
of political systems. When the analyst treats the state itself as a rational actor, 
authoritarianism has little effect on the plausibility of assumptions about information 
and may make more plausible the unitary actor assumption implied by treating the 
state as an actor. 

4. Smith (1979), for example, has used motivational assumptions consistent with 
the rational choice approach (though without explicit rational choice jargon) to ex­
plain the behavior of officials in Mexico's PRI (Institutional Revolutionary Party). 
The Idi Amin government in Uganda, at the opposite end of the predictability 
continuum, would have been much harder to analyze in this way. 
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whatever effort is necessary to acquire information and update it 
constantly to keep up with the fluidity of the political situation. 
To judge by their decisions, they are about as well informed and 
can calculate about as well as politicians in more institutionalized 
democracies (Frye 1997; Geddes 1995, 1996). 

A plausible argument can be made, however, that voters in 
new democracies have fewer incentives than would-be politi­
cians to learn about the options available in the new system and 
thus learn more slowly. As a result, substantial numbers of new 
voters may fail to vote for the parties that would best represent 
their interests in early elections. Modest support for this argu­
ment can be found in analyses of early electoral behavior in 
Eastern Europe. Before the first democratic election in Hun­
gary, voters told survey researchers that they preferred social 
democratic policies, but they did not vote for parties that offered 
this option (Kolosi et al. 1992). Most Russian voters polled be­
fore the 1993 parliamentary elections preferred centrist policy 
options, but centrist parties lost to more extreme parties on both 
the left and right (Treisman 1998). The strongest vote for commu­
nist successor parties in Bulgaria, Romania, and Poland has come 
from the most backward rural areas, not from the regions with a 
concentrated blue-collar vote that former communist parties have 
tried hardest to attract. In general, the association between socio­
economic status and party vote is substantially lower in Eastern 
Europe than in Western Europe. Although the evidence is not 
strong enough to prove that this is caused by incomplete informa­
tion, and various other explanations have been suggested, incom­
plete information is a plausible contender.s If so, then the gen­
eral tendency of rational choice arguments to be more useful for 
predicting elite behavior (because elites are more likely to ap­
proximate the information requirements of the model) than mass 

5. Some have contended that East European voters have longer time horizons 
than are usually attributed to voters in the West, and that they vote for candidates 
who offer radical reform despite short-term costs because they expect that they or 
their children will benefit in the long run. This argument seems less plausible now 
than it did a couple of years ago, since the vote for candidates and parties that 
actively support radical economic reform during their campaigns has fallen in more 
recent elections. Other analysts, most notably Jowitt (1992), argue that citizens in 
the new democracies of Eastern Europe have goals different from the essentially 
materialist ones usually attributed to voters in established democracies. If Jowitt's 
view is correct, East European voters are not inefficiently pursuing the goal of 
policies that will improve their material situations because they lack sufficient infor­
mation about the new system; rather, they are pursuing, perhaps efficiently, other 
goals. 
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behavior may be more marked in transitional or fluid political 
situations. 

Actors may also behave as if they were rational without con­
scious learning if some selection mechanism exists to weed out 
behaviors that lead to outcomes different from those a rational 
actor would have chosen. Just as differential survival rates elimi­
nate less-efficient mutations in evolutionary theories, they can 
eliminate actors in other arenas who follow strategies that fail to 
converge with the outcomes that would have been produced by 
rational (that is, efficient) choices. It has been argued, for ex­
ample, that firm managers do not actually think about profits 
when they make most decisions (Nelson and Winter 1982). Never­
theless, existing firms behave as though they were profit maximiz­
ers, because competition drives out of business those that deviate 
too far from profit-maximizing behavior (Alchian 1950; Winter 
1964). The same kind of argument can be made for politicians. 
Politicians may sincerely believe that they are ignoring constitu­
ency and interest group pressures and voting according to con­
science, but if they deviate too far from behavior that maximizes 
their chances for reelection, they are likely to be defeated in the 
next election. As with learning, natural selection requires repeti­
tions. Neither learning nor evolution can be used to support a 
claim that actors behave as if they were rational in unrepeated 
situations. 

To summarize, the information and calculation requirements 
of the rational choice model are stiff. Rational choice arguments 
are more likely to succeed in explaining behavior when actors 
closely approximate these requirements. The appropriate domain 
of rational choice arguments thus includes situations in which 
outcomes are very important to actors, since that impels the gath­
ering of knowledge; situations in which the rules governing inter­
actions are clear and precise; and situations that occur repeatedly 
so that actors can learn or so that efficient strategies can evolve 
even in the absence of conscious learning (Tsebelis 1990, 31 -39). 
Where choices have few consequences (e.g., "cheap talk," such 
as survey responses) or little effect on overall outcomes (votes in 
elections), we should expect scant investment in information gath­
ering, and rational choice arguments may not predict actors' be­
havior very well. Where information is kept hidden from actors or 
the rules that govern interactions change frequently and unpre­
dictably (as in some dictatorships), rational choice arguments will 
probably not be useful. When it is not reasonable to think that 
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individuals can actually figure out their own best strategy, when 
situations are not repeated, and when no plausible selection 
mechanism can be identified, rational choice arguments are likely 
to offer less explanatory leverage. Despite these numerous limita­
tions, however, much of politics remains inside the rational choice 
domain. 

History and Context 

The claim that rational choice theories ignore history and context 
is true to the same degree that it is true of all theories. All 
theories identify causes that can be expected to have the same 
effect, with some probability, within a specified domain. History 
and context may determine the domain within which a theory is 
useful. Or they may determine the values of the variables that 
enter the theory as purported causes. Or they may supply the 
other variables that impinge on the relationship of interest and 
thus affect the probability that the cause will actually have the 
predicted effect. History and context enter into rational choice 
arguments in the same ways. If there is any difference, it is that 
the rational choice approach provides criteria for selecting spe­
cific elements from the vast rococo of reality for use in argu­
ments, rather than leaving the choice entirely to the observer's 
intuitions. 

Contrary to the claims of critics, most rational choice argu­
ments about political behavior actually give primacy to institu­
tions and other contextual circumstances as causes of outcomes. 
"The rational-choice approach focuses its attention on the con­
straints imposed on rational actors - the institutions of a soci­
ety .... Individual action is assumed to be optimal adaptation to 
an institutional environment, and interaction between individu­
als is assumed to be an optimal response to each other. There­
fore, the prevailing institutions . . . determine the behavior of 
the actors, which in turn produces political or social outcomes" 
(Tsebelis 1990,40). 

A couple of examples may clarify the integral relationship 
between context and rational choice arguments. In an article that 
treats Catholic hierarchies as rational actors attempting to maxi­
mize the number of the faithful, Anthony Gill (1994) finds that 
the amount of competition from Protestant evangelists, along 
with a few characteristics of the historic church-state relationship 
in each country, predicted whether the Catholic Church opposed 
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authoritarianism. In other words, the behavior of interest (oppo­
sition to authoritarianism) is explained by a circumstance (level 
of Protestant competition) and a small set of institutions (that 
structure church-state relations) in conjunction with the assump­
tion that the church hierarchy acts rationally to pursue its goal (of 
maximizing the faithful). The goal is shared by church leaders in 
all countries. Their strategies for achieving it, however-support 
for or opposition to military governments - depend on circum­
stances and institutions that vary across countries and affect the 
costs, benefits, and feasibility of different strategies. These cir­
cumstances and institutions thus cause differences in behavior. 

A second example explains the initiation of land reform. Us­
ing an argument that treats Latin American legislators as rational 
actors bent on reelection, Nancy Lapp (1997) finds that institu­
tional changes that increase the importance of the peasant vote 
(e.g., illiterate suffrage, secret ballot, or easy registration) in­
crease the likelihood of land reform. The goal of legislators in all 
countries is assumed to be the same: remaining in office. They 
attempt to do this by voting for policies for which constituents 
will reward them at election time. When literacy requirements 
prevent most peasants from voting, rational politicians have no 
reason to provide them with policies that would benefit them, 
but when peasants are enfranchised, incentives change. An insti­
tutional change thus leads to a change in legislators' strategies for 
pursuing an unchanging goal. 

In these and other rational choice explanations of political 
phenomena, variations in institutions (in the example above, 
changes in electoral laws ) and other contextual circumstances (in 
the first example, the amount of competition from Protestants) 
cause differences in the incentives faced by rational actors, who 
then make decisions in accordance with the incentives they face. 
Far from being ahistorical and acontextual, rational choice argu­
ments about politics depend heavily on context. 

Determinism 

The rational choice model, that is, the deductive logic that con­
nects the choice of means to preexisting goals, is deterministic. 
This does not, however, imply that rational choice arguments 
make deterministic predictions of behavior. The most useful way 
to think of rational choice arguments is as if-then statements with 
the following form: if the actors have the goals the observer 
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claims, and if the information and calculation requirements are 
plausible (for any of the reasons noted above), and if the actors 
actually face the rules and payoffs the observer claims they do, 
then certain behavior will occur. 

Some slippage can occur at each if without necessarily eviscer­
ating the whole argument. A few actors may have goals that 
differ from the majority's. For example, a few members of Con­
gress may not care about reelection. If most do, however, the 
argument will still explain the behavior of most of them and 
therefore the outputs of the legislature. Some actors may lack 
information or the ability to calculate. For example, freshman 
legislators may not yet have learned the ropes, but if most legisla­
tors are not freshmen, the argument will still hold, on average. 
Or the observer may misunderstand the situation that faces some 
actors even though the situation facing most of them has been 
correctly interpreted. For example, the observer may incorrectly 
assume that payoffs to members of small parties are the same as 
payoffs to members of large parties. If so, the argument will still 
explain the behavior of members of large parties. In all of these 
examples, an empirical test of the argument (if one is possible) 
should show that the argument explains a substantial part of the 
outcome, though not every individual action. In other words, the 
argument results in probabilistic predictions and explanations, 
just as other social science arguments do. 

Path Dependence 

The concept of path dependence was invented in economics to 
explain situations in which choices at time I affect the costs, 
benefits, and availability of options at time 2. It thus offers a 
rational explanation for behavior at time 2 that at first glance 
appears irrational. It is rather ironic, given the genesis of the 
idea, that the notion has arisen that rational choice is not useful 
for explaining path-dependent phenomena. The claim that path­
dependent situations require a different form of argument seems 
to have sprung from a combination of two of the misperceptions 
noted above: the idea that rational choice approaches ignore 
history and context, and the misunderstanding of the meaning of 
the word preference in the rational choice idiom. Once these two 
misperceptions are abandoned, it is clear that rational choice 
arguments often provide sufficient leverage for explaining path­
dependent outcomes. 
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This section has dealt with a series of misconceptions about 
rational choice arguments. It has shown that several of them are 
simply that: misunderstandings that should not be permitted to 
muddy the waters any longer. Other misperceptions bring to light 
serious impediments to using rational choice arguments to ex­
plain all conceivable human behaviors. I have argued that these 
objections should be taken seriously and used to delimit the do­
main within which rational choice arguments can be expected to 
be useful. I now turn to a different question: What distinguishes 
the rational choice approach from others? 

What Really Distinguishes the Rational Choice Approach 

The defining features of the rational choice approach are (I) meth­
odological individualism, usually applied to individual people but 
sometimes also to organizations that can plausibly be expected to 
behave as unitary rational actors;6 (2) explicit identification of 
actors and their goals or preferences; (3) explicit identification of 
the institutions and other contextual features that determine the 
options available to actors and the costs and benefits associated 
with different options; and (4) deductive logic. The rational 
choice approach has no monopoly on any of these features. Fur­
thermore, most arguments originally posed within other frame­
works can be translated into rational choice idiom. Advocates of 
structuralist arguments, for example, believe that structural condi­
tions such as terms of trade or the distribution of income cause 
outcomes. They consider it unnecessary to spell out explicitly how 

6. In my judgment-not shared by all practitioners-a further limitation on the 
appropriate domain of rational choice arguments is that they are only likely to be 
useful when the unit of analysis is either the individual or a hierarchical and well­
organized group. The reason for the need for hierarchy and organization is that, as 
Arrow (1950) and McKelvey (1976) have shown, nondictatorial methods for aggregat­
ing preferences within groups lead to cycles and thus violate the consistency require­
ment of rationality. See also Elster (1986, 3-4). Extensive research on the U.S. 
Congress shows that institutional arrangements within groups can prevent cycling and 
lead to stable outcomes, and thus it may be reasonable to treat even democratic states 
as unitary actors in some circumstances. But these kinds of institutions do not exist in 
unorganized groups such as classes. It seems reasonable to treat unions, states in the 
international arena, and parties (in some circumstances) as rational unitary actors, 
since the analyst can usually discover the institutions that lead to preference stability. 
In general, however, unorganized groups such as classes or interest groups do not 
behave as rational unitary actors. One can use rational choice arguments to explain 
the behavior of members of these groups and the behavior of groups as aggregates of 
these individuals, but not the behavior of such groups as though they were corporate 
units. 
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structures determine the incentives facing particular individuals 
and thus determine their choices and, through their choices, social 
outcomes. Nevertheless, the analyst who wants to incorporate 
these intervening steps into a structuralist argument usually has no 
trouble doing so. 

In short, there is nothing very unusual about the assumptions 
or structure of rational choice arguments. Nevertheless, the fo­
cus on the incentives facing individuals, the ruthless pruning of 
extraneous complexity, and the use of deductive logic have to­
gether resulted in a cluster of theoretical results both novel and 
fruitful (discussed below). 

The Uses of Rational Choice 

The rational choice literature in political science is now so enor­
mous that it is impossible to catalog it even briefly. One major 
strand uses economic incentives to explain economic and politi­
cal outcomes. This strand simply extends standard economic 
theories into areas where their implications had not previously 
been fully understood (e.g., Przeworski and Wallerstein 1988). 
Many Marxist and pluralist arguments, if carefully articulated, 
could be subsumed into this category of rational choice, since 
they expect people to pursue their material interests through 
political action. Standard spatial models of policy choice, a rigor­
ous articulation of the pluralist conception of politics, fit within 
this strand. Recent creative applications of this venerable ap­
proach often highlight the implications of some hitherto un­
derappreciated element of economic theory. Thus, for example, 
Ronald Rogowski (1989) derives expectations about coalition 
formation and change from the Stolper-Samuelson Theorem 
about the differential effect of changes in international prices on 
the political interests of holders of scarce and abundant factors. 
Jeffry Frieden (1991) argues that asset specificity, that is, the 
costliness of moving capital or skills from one use to another, 
explains why some business interests have more policy influence 
than others. 

Other applications of the rational choice approach depart fur­
ther from its roots in economics. Rather than attempting a com­
prehensive survey, I focus here on the developments within ra­
tional choice theory that demonstrate the kinds of insights that 
emerge as a consequence of the rigor and deductive logic of 
rational choice arguments. The applications of rational choice 
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that have most changed the way political scientists think about 
the world have been those that show the nonobvious effects of 
aggregation and interaction among rational individuals. It was 
not the assumptions about self-interest and the rational pursuit 
of goals that distinguished the analyses that produced these 
worldview-changing ideas, but rather the careful articulation of 
the logic that underlies aggregation and interaction. Many other 
analyses have assumed, though often implicitly, that people are 
rational and self-interested, but they lacked the conceptual tools 
to see that the behavior of groups cannot be directly inferred 
from the interests of individuals in the group. 

I deal here with three categories of argument: those that dem­
onstrate the unintended and nonobvious results of aggregating 
individually rational choices; those that unpack the black box of 
the state by looking explicitly at the individuals who actually 
make state decisions, at the goals that shape their behavior, and 
at the incentives they face; and those that treat political decisions 
as strategic interactions among actors rather than decisions un­
der external constraint. There is a great deal of overlap among 
these categories; in fact, nearly all the studies discussed below 
treat political outcomes as the result of strategic interactions 
among actors. For substantive reasons, however, it seems useful 
to discuss some strategic interactions under the rubric of aggrega­
tion and others elsewhere. 

The Consequences of Aggregation 

The theoretical development within the rational choice frame­
work that has had the most radical and far-reaching effect on our 
understanding of the political world is the series of proofs that 
group decisions will not necessarily, or even usually, reflect the 
interests of the majority in the group, even if members of the 
group are entirely equal and decisions are arrived at democrati­
cally. Among a number of nonobvious and sometimes perverse 
aggregation effects, two stand out in terms of their political and 
theoretical consequences: the proof that majority rule does not 
necessarily result in policies that reflect majority preferences; 
and the demonstration that individuals who would benefit from 
public goods usually will not, if they are rational, help achieve 
them.7 

7. See Schelling (1978) for other aggregation effects. 
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Cycles under Majority Rule and the Effects of 
Intralegislative Institutions 

Kenneth Arrow (1950) developed the original proof that the 
aggregation of preferences through majority rule (given a set of 
plausible and unrestrictive conditions) may lead to policy cycles.8 

The theoretical work in this area is mathematical, and I am not 
the person to summarize it adequately. Instead, let me note some 
of the substantive implications that flow from it. 

First, majority rule is no guarantee that the interests of the 
majority will be reflected in policy. A series of votes in a represen­
tative institution, such as a legislature, can result in any possible 
policy outcome, depending on the sequencing of votes on differ­
ent options (McKelvey 1976; Schofield 1976). Hence the impor­
tance of agenda control, since those who control the agenda 
control the order in which measures are brought to a vote. Given 
the Arrow and McKelvey results, one need not posit powerful 
interest groups that buy votes through campaign contributions or 
hegemonic classes that control governments to explain the fail­
ure of legislatures to represent the interests of the majority of 
voters. Powerful groups may greatly influence policy - whether 
they do is an empirical question - but the mere existence of un­
representative policies does not demonstrate that they do. The 
consequence of this result is to focus attention on the leadership 
and institutions within representative bodies in order to figure 
out who controls the agenda and how, and to figure out what 
causes policy stability when Arrow's proof leads to the expecta­
tion of cycling. 

An enormous rational choice literature has arisen, most of it 
focused on the U.S. Congress, that seeks to explain how congres­
sional institutions and procedures lead to relatively stable policy 
outcomes (Shepsle 1979; Shepsle and Weingast 1984, 1987a, 
1987b; Denzau and MacKay 1981, 1993).9 Implicitly or explicitly, 
these arguments also address the question of how representative 
legislatures are likely to be under different institutional arrange­
ments (especially rules governing the role of committees, assign­
ment to committees, and amendments from the floor). Some 
comparative work on the effects of intralegislative institutions 

8. These ideas are further developed in McKelvey (1976, 1979); Sen (1970); and 
Schwartz (1986). 

9. See Krehbiel (1988) for an extremely useful review of some of the most impor­
tant arguments and how they fit together. 
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has been done (e.g., Huber 1992; Tsebelis 2002), but not much 
on legislatures in developing or former communist countries.1o 

Research in this area could help to explain differences in repre­
sentativeness across countries, tendencies toward immobilism 
versus legislative effectiveness, and biases in policy outcomes. It 
would also, by broadening the range of institutions across which 
comparisons could be made, make an important contribution 
toward the development of theories about the effects of in­
tralegislative institutions. In order to apply these models to legis­
latures in developing countries, assumptions about the function­
ing of the institutions themselves would obviously have to be 
revised. Since a number of presidential systems in new democra­
cies resemble the U.S. system in terms of the fundamental divi­
sion of power between the president and legislature, however, 
there is reason to believe that models developed to explain out­
comes in the United States would provide a useful starting point 
for the study of intralegislative institutions in the new systems. 

Collective Action Problems 

More than thirty years ago, Mancur Olson (1965) demonstrated 
the political consequences of combining standard assumptions 
about individual rationality with the notion of public goods devel­
oped by economists. Public goods have the following properties: 
once supplied to a target group, no member of the group can be 
excluded from enjoying them, whether the person helped to cre­
ate them or not; and use of the good by one individual does not 
reduce its availability or usefulness to others. The standard ex­
ample is clean air. Once laws limiting pollution have been passed, 
clean air (the public good) can be enjoyed by all. Whether or not 
specific people do anything to bring it about - work to pass a 
clean-air law, for example, or pay for antipollution devices for 
their cars-they cannot be denied its use, and, in most circum-

ro. The first steps in this direction have been taken by Londregan (2000); Ames 
(199Sa, 1995b); Remington and Smith (1998a, 1998b, 1998c, 2000); and Baldez and 
Carey (1999). Ames (1987) contains some discussion of the committee system and 
procedures for appointing committee members and chamber leadership in Brazil 
between 1946 and 1964. A number of descriptive studies of Latin American legisla­
tures were carried out during the I97os-for example, Hoskin, Leal, and Kline 
(1976); Agar (1971, 1972); Packenham (1970); and Smith (1974). Many observers 
currently follow legislative activities closely in their respective countries. Only a few 
efforts have begun, however, to adapt the models developed to explain the effects of 
legislative institutions in the United States to conditions in the legislatures of develop­
ing and former communist countries. 
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stances, the fact that many other people are breathing it does not 
crowd anyone out or reduce the air's healthful effects. Conse­
quently, it is not rational for any individual to contribute toward 
attaining the good. If, on the one hand, enough people are already 
willing to do the work or pay the cost to bring about the public 
good, there is no reason to do anything oneself, since one will en­
joy its benefits when it arrives regardless of whether one worked 
for it. If, on the other hand, there are not presently enough indi­
viduals at work to produce the public good, there is still no reason 
to contribute, since anyone person's efforts are extremely un­
likely to make the difference in whether the public good will be 
produced. There are, as it turns out, certain conditions under 
which it is rational for individuals to band together in collective 
action, but the conditions are somewhat stringent and often go un­
met. Hence, effective collective action toward a commonly held 
goal often fails to develop, even when it seems to a casual observer 
that it would be in everyone's interest to cooperate. 

The logic of collective action leads to devastating revisions of 
some standard ideas about politics. It breaks the link between 
individual interests and group political action that underlies virtu­
ally all interest-based understandings of politics, from Marxist to 
pluralist. The failure of lower-class groups to organize to defend 
their interests, for example, is transformed from an anomaly to 
be explained by false consciousness or Gramscian hegemony into 
the behavior expected of rational lower-class actors. 

The effects for democratic theory are equally serious. The 
logic of collective action leads to the expectation that the inter­
ests of average citizens are unlikely to influence policy-making, 
since ordinary people are unlikely to organize to express their 
interests effectively. In general, government policies that supply 
benefits to groups are public goods for the group, even if the 
goods themselves are privately consumed. Organizing to press 
for benefits is costly to the individuals who could benefit from 
the goods if they were supplied, and, because the goods are 
public, it is not rational for individuals to bear these costs if they 
can free ride instead. 

The logic of collective action has a number of frequently ob­
served but-prior to Olson-misunderstood substantive conse­
quences. Groups in which resources are distributed unequally, 
for example, are more likely to be able to organize than are 
groups in which members are more equal; inequality increases 
the likelihood that one member of the group will receive enough 
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benefits from a public good to be willing to shoulder the costs of 
lobbying, regardless of the free riding of others. This argument 
has been used to explain why industries that contain one or a few 
very large firms are more likely to be protected by tariffs. 

Small groups are more likely to be able to organize to press for 
the policies they prefer than are larger groups. In small groups, 
members can recognize whether others are contributing and pun­
ish those who free ride. As a result, they can solve the collective 
action problem by changing the incentives facing individual mem­
bers. This explains why special interest groups are often effective 
in the policy arena even when most citizens disagree with them 
or could benefit from different policies. The relationship be­
tween group size and the ability to organize also helps explain 
the prevalence of agricultural pricing policies in Africa that bene­
fit the relatively small number of urban consumers (and their 
employers, since low food prices reduce the demand for wages) 
at the expense of large numbers of rural producers (Bates 1981). 

Previously organized groups are more likely to achieve the 
policies they want than are the unorganized. Because organiza­
tion is costly, groups that have already paid start-up costs have an 
advantage over groups that have not. It is easier to change the 
purpose of an existing group than to form a new one. This argu­
ment has been used to explain why political leaders in new states 
often mobilize followers along ethnic lines. It is more difficult to 
form new groups than to turn existing ethnically based organi­
zations to new purposes (Bates 1990). 

Most of these substantive arguments were originally made in 
the context of either the United States or Africa. Nevertheless, 
their implications for other countries are obvious. Tariffs else­
where have also tended to protect large industries. Pricing and 
other policies affecting the relative welfare of urban and rural 
dwellers have, on average, disadvantaged the less well organized 
rural inhabitants of most developing countries. Barriers to the 
entry of new parties representing recently enfranchised groups 
have, on average, been high. The logic of collective action implies 
that policies, even in fair and competitive democracies, will tend to 
benefit the rich and well organized at the expense of the more 
numerous poor and unorganized, simply because the former are 
more likely to be able to exercise their rights effectively; it thus 
offers a possible explanation for one of the central characteristics 
of policy choice in most of the world. 

The closely related tragedy of the commons, or common pool, 
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logic explains why resources held in common by a group will 
often be overexploited. Unless institutions have been established 
and enforced to allocate rights and responsibilities, rational indi­
viduals will use as much as they can of the common pool, since 
they know that if they do not, others will; and they will not invest 
in maintaining it, since the fruits of their investment would be 
shared with many others. The obvious examples of common pool 
problems come from the environment. Common pool logic ex­
plains why the oceans tend to be overfished, why lands bordering 
the Sahel are overgrazed and turning into desert, and why many 
large mammals were hunted to extinction by early humans. As 
with Arrow's paradox, understanding the common pool problem 
has led to an interest in discovering how people have solved 
common pool problems (Ostrom 1990; Ostrom, Schroeder, and 
Wynne 1993; Ostrom, Gardner, and Walker 1994). Recently, this 
logic has been used to show why tax collection is inefficient in 
Russia (Treisman 1999) and in Argentina (Jones, Sanguinetti, 
and Tommasi 2000). Although the details differ because of differ­
ences in political system and circumstances, in both cases, access 
to the common pool of revenue via revenue sharing creates incen­
tives for provincial governments to overspend and to underinvest 
in revenue collection. 

Inside the Black Box of the State 

Most of the paradoxical effects of aggregation result from the 
pursuit of individual interests by actors in society. Their represen­
tatives in government are either assumed simply to reflect constitu­
ency interests (as in the cycling and intralegislative institutional 
literature) or never discussed with care (as in the collective action 
literature). In the collective action literature, elected representa­
tives are usually assumed to reflect the interests of whichever 
groups lobby hardest or make the largest campaign contributions. 

A second stream of rational choice theorizing focuses explic­
itly on the actors inside the black box of the state. II This strand 
differs from the first in that political leaders are not assumed to 
reflect the interests of constituents or dominant coalitions. In-

11. The word state is not often used in literature dealing with the United States. 
Within the standard terminology of comparative politics, however, the kinds of argu­
ments prominent in the study of politics in the United States that focus on the causes 
of decisions by presidents, legislators, and government bureaucrats open up the black 
box of the state to see how the mechanisms inside work. 
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stead, explicit attention is given to the ways that institutions 
affect which interests politicians find it politically useful to repre­
sent and how the struggle for survival in office affects not only 
policy choice but institutional choice and other behavior of politi­
cal leaders. Societal interests form a backdrop to the interactions 
among politicians but do not dominate them. 

Despite the emphasis placed on the state by new institu­
tionalists and others, rational choice arguments are more likely 
to make systematic links between particular institutional charac­
teristics of states and the behavior of elected and appointed offi­
cials. Practitioners of rational choice were not the first to notice 
the autonomy of the political realm (or the state), but they have 
been quite successful at producing theories that use state or politi­
cal characteristics to explain policy outcomes. Two major re­
search traditions have provided the intellectual foundations for 
much of the current work in this vein: Douglass North's seminal 
arguments (1981, 1985, 1989a, 1989b, 1990) situating the causes 
of institutional change in the struggle over revenue between rul­
ers and major economic interests; and work aimed at explaining 
the behavior of legislators in the United States (e.g., Downs 
1957; Mayhew 1974; Fiorina 1977; Jacobson and Kernell 1983; 
Shepsle and Weingast 1981b, 1987a, 1987b). 

Rational choice arguments about state or government actors 
begin with explicit attention to their goals and then consider the 
ways that various behaviors and choices can affect the achieve­
ment of goals in given institutional settings. The keystone of the 
approach is a simple model of politicians as rational individuals 
who attempt to maximize career success. In the U.S. context, this 
is often simplified to maximizing the probability of reelection, 
but somewhat broader conceptions of what it is that politicians 
maximize have been suggested and successfully used by compara­
tivists (Rogowski 1978; Ames 1987). Using this one simple as­
sumption about goals and a small number of characteristics of 
the U.S. political system, rational choice arguments have ex­
plained many of the behaviors that characterize members of Con­
gress: the devotion of large amounts of resources to constituency 
service; the preference for pork; position taking and credit claim­
ing; the avoidance of votes on controversial issues; and the as­
siduous pursuit of media coverage (Mayhew 1974; Ferejohn 
1974; Shepsle and Weingast 198Ia). 

Other rational choice arguments link election seeking or sur­
vival maximizing to particular kinds of policy outcomes. Anthony 
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Downs (1957) has argued that parties trying to maximize the 
probability of election in a two-party system offer policy platforms 
that converge to the center of the electorate's preferences. James 
Buchanan and Gordon Tullock (1962), followed by along series of 
books and articles in the public choice tradition, have claimed that 
various inefficient government interventions in the economy can 
be explained as results of the efforts of election-seeking politicians 
to secure support from constituents and campaign contributions 
from special interests. 

Comparativists have built on, extended, and adapted these 
arguments to other political contexts with different and often 
more fluid institutions. The literature on rent seeking (Krueger 
1974) uses politicians' interest in holding on to office to explain 
why they choose policies that create rent-seeking opportunities 
that reduce growth. Certain government policies create mo­
nopoly rents by limiting competition in certain endeavors, and 
rent seekers attempt to buy their way into these protected niches 
through campaign contributions and bribes. These attempts di­
vert resources out of productive investment and result in an ineffi­
cient allocation of scarce resources (Buchanan, Tollison, and 
Tullock 1980). Robert Bates (1981, 1983) shows that agricultural 
policies chosen to consolidate political support lead to reduced 
food production, reduced agricultural exports, and recurring bal­
ance of payments crises. His argument that the fall in African 
agricultural production can be explained by government policies 
aimed at keeping the price of food low and at capturing the 
surplus generated by production for export has been one of the 
most influential in this category. Recent work by Bates (1989) 
and Michael Lofchie (1989) has further explored the nuances of 
African agricultural policy using the same logic and assumptions. 
Forrest Colburn's explanation (1986) of postrevolutionary agri­
cultural policy in Nicaragua follows a similar line of argument. In 
short, politicians' interest in political survival explains why in 
both Africa and Latin America, policies have been pursued that 
have impoverished peasant farmers and reduced food produc­
tion. Politicians have courted the support of urban dwellers, who 
have more political clout than rural people, by keeping food 
prices low. These low prices reduce the income of small farmers 
and decrease their incentives to produce for the market. In all 
these cases, analysts have shown how political incentives lead 
state actors to adopt economically inefficient policies. Barry 
Ames (1987) goes a step further to claim that presidents in Latin 
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American countries generally choose policies in order to maxi­
mize their chances of survival in office. Similar arguments have 
been used to explain policy choices in communist countries (An­
derson 1993) and in Japan (Ramsayer and Rosenbluth 1993; Noll 
and Shimada 1991; Cox and Thies 1998, 2000; Cox, Rosenbluth, 
and Thies 1999, 2000). 

An important innovation in rational choice explanations of 
policy outcomes is the veto players model developed by George 
Tsebelis (1995, 2002), which shows how political institutions 
change the policy outcomes expected in standard spatial models. 
Each branch of government that must agree to a policy before it 
can become law and each party that is a member of the ruling 
coalition and must therefore also agree to a policy is counted as a 
veto player. Tsebelis shows that the more veto players there are 
in the political system and the more dispersed they are in the 
policy space, the less likely it is, all else being equal, that policy 
will be changed. 

The comparative study of the effects of political institutions 
has a long and distinguished history (Duverger 1954; Lijphart 
1990; Lijphart and Grofman 1984; Rae 1967; Taagepera and 
Shugart 1989). But until recently, most of this literature focused 
on the effect of electoral institutions on either the number of 
parties in the system or the fairness of the translation of votes 
into seats,12 and these were not issues of great interest outside 
Western Europe. Now, since democratization and other constitu­
tional changes have taken place in so many developing and 
former communist countries, institutional questions have taken 
on new salience among scholars who work on these areas. 

The literature on the effects of political institutions in new 
democracies that has blossomed so profusely since the "third 
wave" implicitly, though not always explicitly, assumes rational 
office-seeking politicians (e.g., Shugart and Carey 1992; Carey 
and Shugart 1998; Jones 1995; Ordeshook and Shvetsova 1994; 
Remington and Smith 1998b). It investigates the effects of differ­
ent electoral rules and other political institutions on the kinds of 
parties that develop and the behavior of politicians. Virtually all 
of these studies, contrary to claims made by Green and Shapiro 
(1994), include serious empirical tests of arguments. Although 
some of these arguments are not expressed in rational choice 

I2. Exceptions are Cain, Ferejohn, and Fiorina (I987); COX (I990); Shugart 
(I995, I998); and Shugart and Carey (I992). 
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idiom, their logic depends on implicit assumptions that politi­
cians seek office and rationally choose strategies for achieving it. 
Electoral rules and political institutions have the effects they do 
because they determine the feasible set of strategies for seeking 
office and the costs and benefits of each option. This literature 
extends arguments originally developed to account for party sys­
tems in Western Europe to new, mostly presidential systems in 
developing countries. These analyses offer general answers to 
questions about how many parties are likely to exist in particular 
systems, how easy it is for new parties to form, and how broad a 
range of interests is likely to be represented in legislatures. 

Another strand of rational choice literature addresses the ques­
tion of why ethnic parties have become so important in a number 
of newly independent or democratizing countries. Several observ­
ers have argued that would-be political leaders make ethnic iden­
tity salient and mobilize it because the preexisting organizations 
and personal networks within ethnic groups reduce the cost of 
organizing from scratch (Cohen 1974; Laitin 1986, 1998; Bates 
1990). Where many members of an ethnic group feel disadvan­
taged and discriminated against because of their ethnicity, or 
where stories of violence and atrocities committed against mem­
bers of the group remain vivid in the memories of many, mem­
bers of the group would be especially responsive to these efforts. 
The point of the arguments, however, is that lasting ethnic mobili­
zation is rarely spontaneous. It is fomented and institutionalized 
by politicians who see it as the best strategy by which to pursue 
their own quest for political power. 

Still other rational choice arguments examine coalition forma­
tion. William Riker's seminal analysis (1962) of coalition forma­
tion began a long and fruitful inquiry into the study of coalitions. 
Most of this work focused on European parliamentary systems, 
but it is now being extended to Japan and, with some revisions, 
to presidential government in multiparty systems. 

A variety of rational choice arguments have shown that the 
relationship of election-oriented politicians to self-interested bu­
reaucrats affects legislative oversight, policy implementation, 
and the supply of both public goods and constituency services 
(Niskanen 1971; Arnold 1979; Fiorina and Noll 1978; McCub­
bins and Schwartz 1984; Geddes 1994). Other studies have ex­
plained government corruption and reforms aimed at ending it 
(Manion 1996; Shleifer and Vishny 1993; Geddes and Ribeiro 
1992; Geddes 1999b). 
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Buchanan and Tullock (1962) were the first to argue explicitly 
that political institutions are politically motivated creations, and 
that their establishment and operation can be understood only by 
understanding the individual purposes they serve. Since then, 
changes in many other political institutions - innovations in the 
committee system of the U.S. Congress (Cox and McCubbins 
1993), changes in nominating procedures for British members of 
Parliament and in French electoral laws (Tsebelis 1990), and the 
choice of representative institutions and electoral rules in West Ger­
many (Bawn 1993), Latin America, and Eastern Europe (Frye 
1997; Geddes 1995, 1996) - have been explained as results of the 
efforts of politicians to maximize their long-term electoral success. 

In short, a set of extremely simple arguments that begin with 
the assumption that politicians are self-interested maximizers of 
the probability of political success, along with a context supplied 
by the institutions of a given political system, provide explana­
tions of many of the political outcomes scholars would most like 
to understand. Solid empirical evidence supports most of these 
arguments. 

Strategic Interactions among Political Actors 

Most of the arguments discussed above examined the interactions 
of rational actors, even though most did not explicitly use game 
theory to do it. In this section, I describe game theory as an 
additional tool for illuminating the logic of interactions among 
rational actors. To the standard apparatus of rational choice argu­
ments, in which individuals respond to a particular set of institu­
tional incentives, game theory adds the idea that individuals strate­
gically interact with each other to produce social outcomes. That 
is, game theory "seeks to explore how people make decisions if 
their actions and fates depend on the actions of others" (Orde­
shook 1986, xii). In non-game theoretic arguments, individuals 
are assumed to pursue their goals within constraints imposed by 
the environment. In game theory, actors decide how best to pur­
sue their goals after taking into account both environmental con­
straints and the equally rational and strategic behavior of other 
actors. Since strategic behavior and interdependence are funda­
mental characteristics of politics, game theory offers a particularly 
useful approach to understanding political actors and processes. 13 

13. Extremely good, moderately technical introductions to game theory can be 
found in Ordeshook (1986) and Moulin (1982). 
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Game-theoretic explanations of politics have emerged from 
the study of elections and legislative decision making, mostly in 
the United States. Much of this literature, like that on intra­
legislative institutions, is both abstract and highly technical, and 
I do not discuss it here. Indeed, a shortcoming of many game­
theoretic studies is that, because of the great complexity of inter­
actions among strategic players, they are heavy on mathematical 
theorizing and short on credible empirical results. Thus, I focus 
here on less technical and less abstract applications of game 
theory that have proved fruitful in substantive terms. 

One of the most important contributions of game theory to 
thinking about politics is the prisoner's dilemma, which is a gener­
alization of the collective action problem discussed above 
(Hardin 1982). The prisoner's dilemma describes the logic of 
situations in which two or more individuals would all end up 
better off if they could agree among themselves to cooperate, but 
if binding agreements are impossible, each will be better off if he 
or she chooses not to cooperate. Since it is rational for each 
individual to refuse to cooperate, none do; the goal is not 
achieved, and all are worse off than they might have been had 
they cooperated. Much of the work on prisoner's dilemma games 
has focused on the difference between single interactions and 
interactions that are repeated (or iterated) over time. Although 
it is always rational for all players to defect in single games, 
under some circumstances cooperation is rational when games 
are repeated. 

Prisoner's dilemma games have been used to explain many 
situations in international relations. They can also offer leverage 
for explaining domestic political outcomes - for example, interac­
tions among coalition partners; pacts such as the Colombian Na­
tional Front, in which traditional enemies agree to cooperate to 
limit competition in order to secure the democratic system that 
benefits both and to exclude other potential competitors; and the 
pervasiveness of patron-client relationships. Other simple games 
illuminate the logical structure of other situations.14 

One of the earliest nontechnical game-theoretic arguments of 
relevance for students of developing countries is Guillermo 
O'Donnell's analysis (1973) of the game between Argentine par­
ties between 1955 and 1966, in which he demonstrates the per-

14. See Tsebelis (1990) for a description of the most commonly used simple games 
and the relationships among them. 
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verse consequences of the military's ban on the Peronist party. 
Tsebelis's game-theoretic analysis (1990) of interactions first be­
tween party elites and masses and then among elites of different 
parties, though focused on Belgium, has clear implications for 
understanding politics in other divided societies. It can be used 
both where divisions are ethnic and where they are based on 
class. His treatment of electoral coalitions in France should be 
read by anyone interested in countries that have multiparty sys­
tems and runoff elections, such as Poland and Brazil. Game 
theory has also been used to illuminate aspects of regime change 
(Przeworski 1986, 1991, 1992; Colo mer 1995; Cohen 1994; Ged­
des 1999a, 1999c). 

In my opinion, game theory is the most potentially fruitful 
strand of the rational choice approach. Its strategic and interac­
tive image of politics is realistic, and it can be used to illuminate 
political situations without recourse to advanced mathematics. 
Although theoretical developments in game theory will continue 
to be made by the mathematically gifted and trained, interesting 
substantive insights can arise from quite simple and tractable 
games. 

Rational Choice and the Research Frontier in 

Comparative Politics 

To some extent, the choice of which intellectual perspective to 
embrace is simply a matter of taste. A taste for rational choice 
arguments may involve little more than a preference for the 
austere over the rococo. It is often suggested that an attraction to 
the rational choice approach implies a (naIve) belief in human 
rationality, or at least a belief that if people are not rational, they 
should be. Some practitioners may feel this way, but I, at any 
rate, do not. The appeal of the rational choice approach, in my 
view, lies in its substantive plausibility in numerous political situa­
tions; its theoretical coherence; the fruitful simplification of 
"buzzing blooming" reality it offers, which facilitates compara­
tive work; and its capacity to explain puzzling outcomes and 
generate non obvious conclusions. 

Rational choice arguments deal only with systematic patterns 
of incentives that lead to systematic patterns in outcomes. In 
contrast, more contingent political arguments, such as those that 
characterize the Juan Linz and Alfred Stepan series (1978) on the 
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breakdown of democracy and the Guillermo O'Donnell, Phi­
lippe Schmitter, and Laurence Whitehead series (1986) on 
redemocratization, focus on the specific conjunctural circum­
stances that make particular decisions understandable. The 
strength of such contingent political explanations is that they 
offer a very complete description of events. Their weakness is 
that they do not easily lend themselves to the construction of 
general theories because they do not distinguish between system­
atic and idiosyncratic causes. Rational choice arguments have 
the opposite strengths and weaknesses. They invariably omit 
from the analysis colorful and arresting details that some observ­
ers consider important. But by abstracting from the specifics of 
particular cases, they make theory building possible and facili­
tate comparisons across cases that may at first appear too differ­
ent to compare. 

Many criticize rational choice models on the grounds that they 
simplify reality to such a degree that the model seems to bear no 
resemblance at all to the real world. And some work unquestion­
ably deserves this stricture. Rational choice arguments can easily 
cross the line from simple to simplistic. Persuasive and useful 
applications of the rational choice approach, however, take into 
account the most important features of the social and institu­
tional setting. They also draw insights from important abstract 
arguments. The bite of good rational choice arguments comes 
from the synthesis of empirical evidence from the cases under 
examination and abstract deductive logic. 

Using rational choice models requires the analyst to identify 
relevant actors, to determine their preferences, and to present a 
plausible justification for the attribution of preferences. Observ­
ers can, of course, make mistakes in their attribution of prefer­
ences, but rational choice models do "have the advantage of 
being naked so that, unlike those of some less explicit theories, 
[their] limitations are likely to be noticeable" (Schelling 1984). 
The rational choice approach does not prescribe any particular 
methodology for testing hypotheses, but persuasive work com­
bines deductive rational choice arguments with examinations of 
evidence to see if it conforms to the expectations generated by 
the deductive model. 

This summary of rational choice explanations has dealt only 
with some of the best-known arguments that directly address 
questions fundamental to understanding politics. Even this brief 
survey shows that there is a well-developed rational choice litera-
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ture replete with theories that have only begun to be extended 
and modified for use in newly democratic countries. Analysts 
have so far made use of only the simplest of the theories about 
parties and legislatures that have been proposed in the context 
of U.S. and West European politics. With spreading democrati­
zation, this literature has begun to seem more relevant to schol­
ars interested in understanding politics in countries outside the 
North Atlantic core. 

Recent events have set the agenda for future applications of 
the rational choice approach. Because institutions determine 
available options and affect strategic choices, the institutional 
fluidity of democratizing and recently democratized countries 
poses a challenge and an opportunity for the rational choice 
approach. Two areas seem to me especially overdue for system­
atic attention from rational choice practitioners. 

The first is the emergence and consolidation of democratic 
political processes. The analysis of legislatures and party systems 
in new democracies is at the forefront of the research agenda in 
comparative politics. The institutionalist approach to post-transi­
tion politics takes the transitions as given, thus bypassing the 
consolidology cul-de-sac, and seeks to analyze current political 
processes. One of the advantages of this approach to thinking 
about the development of democratic processes is that it avoids 
the value-laden arguments about what consolidated democracy 
should be and how far some competitive but flawed real political 
systems deviate from whichever definition is chosen. Instead, 
analysts draw expectations about the effects of particular politi­
cal practices from theories developed in the study of democratic 
politics elsewhere; if outcomes in new democracies differ from 
expectations, existing theories must be modified. This more de­
tailed and theoretically informed examination of political pro­
cesses results in a more accurate assessment of exactly how and 
why the differences affect outcomes, if they do. 

Scholars writing about many different countries have produced 
an impressive body of literature on the effects of the institutional 
variation in new democracies, in the process adding considerably 
to preexisting literature on the consequences of electoral institu­
tions. I5 Most new democracies have presidential or semipresiden­
tial systems. Presidential elections create centripetal incentives 
in party systems in the same way that single-member legislative 

IS. For a very useful summary, see Carey (1998). 



208 Paradigms and Sand Castles 

districts do. 16 Where legislators are elected by proportional repre­
sentation (PR), as they are in most new democracies, the electoral 
system is pulled in both directions - toward a two-party centrism 
by presidential elections and toward more ideologically dispersed 
multipartism by PR legislative elections. 

Work on the Latin American presidential systems has discov­
ered that rules that affect the size of presidential coattails deter­
mine which pull is stronger. Where presidential and legislative 
elections occur at the same time, presidential coattails are 
strong, and parties that cannot compete for the presidency tend 
to fade away; in these cases, two-party systems tend to emerge. 
Where elections for different offices occur on different sched­
ules, parties that have no hope of winning presidential elections 
can nevertheless continue to do well in legislative and municipal 
elections, and thus they can survive (Shugart 1995; Shugart and 
Carey 1992). Presidential runoffs also encourage the persistence 
of small parties. Rather than forming preelection coalitions, 
small parties enter the first round in order to establish their 
bargaining power as coalition partners for the second round. 
Moreover, legislative elections occur at the same time as the first 
round of the presidential election (if they are concurrent), which 
means that small parties run in them as well. For these reasons, 
party fragmentation tends to be greater in countries with presi­
dential runoffs.17 In parliamentary systems, district magnitude 
has the greatest effect on party fragmentation, but in presidential 
systems, district magnitude has less effect than runoffs and elec­
tion schedules (Jones 1995). 

The effects of a number of electoral rules have been pretty 
thoroughly worked out. These include, as noted, the effect of 
presidential runoffs and different election schedules on party 
fragmentation; the effect of ethnic heterogeneity on party frag­
mentation (Ordeshook and Shvetsova 1994); and the effect of 
preference voting, term limits, and running multiple lists under 
the same party label on party discipline in the legislature and on 
candidate campaign strategies (e.g., Ames 1995a, 1995b, 2001; 
Carey 1996; Taylor 1992; Archer and Shugart 1997; Cox and 

r6. But see Ordeshook, Shvetsova, and Filippov (r999) for a more nuanced view. 
q. There has been some controversy over the effects of runoffs, but the balance 

of the evidence at this point supports the claim that they encourage party fragmenta­
tion. It is very hard to disentangle this question empirically, because runoffs have 
generally been initiated in countries with fragmented party systems, so it is hard to 
judge whether the runoffs are cause or effect. 
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Shugart 1995; Morgenstern 1999). These are the nuts and bolts 
of democratic politics, and a great deal of progress has been 
made in figuring them out. 

The first steps have also been taken toward figuring out some 
more complex institutional issues. Scholars are beginning to 
build an understanding of presidential powers and the relation­
ship between presidents and legislatures. Many of these studies 
begin from the premise that the probability of democratic break­
down is increased by conflict between the president and the legis­
lature. I8 Scholars have explored two factors that might contrib­
ute to potential conflict or stalemate. The first is divided or 
minority government. Conflict or stalemate is obviously less 
likely if the president's party has a majority in the legislature, so 
analysts pursuing this line of thought emphasize the electoral 
rules that increase fragmentation in the party system, which in 
turn increases the likelihood of minority presidents. 

The second involves the president's constitutional powers to 
set the legislative agenda, veto legislation, and issue decrees, 
that is, the president's power to pursue his own agenda even 
without legislative support. The implicit idea here is that stale­
mate is less likely if the president can do much of what he wants 
without legislative support. John Carey and Matthew Shugart 
(1998) have proposed an index to measure these presidential 
powers, though they have not shown what effects they have. A 
recent discussion of presidential powers by Scott Mainwaring 
and Matthew Shugart (1997a, 1997b) attempts to combine the 
constitutional powers emphasized by Carey and Shugart in ear­
lier work with what Mainwaring and Shugart call partisan pow­
ers, meaning essentially the amount of support the president has 
in the legislature. This addition brings the notion of presidential 
powers closer to what we think of intuitively as strong presidents. 
At this point, these arguments have not gone very far either in 
terms of theorization of the relationship between presidents and 
legislatures or in terms of showing clear empirical effects of differ­
ent arrangements, and this subject remains central to the re­
search agenda. 

Legislatures in developing and ex-communist presidential sys­
tems have received much less attention than presidents because 
analysts have considered them less influential. Legislatures are 

18. This is a widely believed but, until recently, untested idea. Cheibub (2001) 
shows that party fragmentation in presidential systems, contrary to much that has 
been written, does not increase the likelihood of democratic breakdown. 
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beginning to be taken more seriously, however, and some path­
breaking work has recently appeared. John Londregan's study 
(2000) of the Chilean Senate is the first to offer an in-depth analy­
sis of legislative committees in a contemporary Latin American 
legislature. '9 Thomas Remington and Steven Smith have done a 
series of studies (1995, 1998a, 1998c, 2000) that draw on the litera­
ture on the U. S. Congress in order to analyze the Russian Duma 
and its relationship to the president. Legislative studies are on the 
research frontier for those working on new democracies. 

The work noted above focuses on the effects of political 
institutions, but such analyses always lead back to the prior 
question: What caused the institutions in the first place? The 
second area for new research seeks to explain the creation of 
new institutions. Rational choice arguments about the creation 
of institutions are in their infancy. Most explanations of institu­
tional change by economists assume that efficiency gains ex­
plain changes, without considering who reaps the benefits of 
efficiency gains and who loses. The challenge for rational choice 
theorists is to revise such economic arguments by incorporating 
the effects of different actors' pursuit of their own, often incon­
sistent, goals and the non obvious effects of the aggregation of 
multiple individual choices. 

The period of transition has been a good time to investigate 
this question, because a large number of countries have chosen 
new democratic institutions or modified old ones. Scholars ana­
lyzing these choices have shown that in both Latin America and 
Eastern Europe, new political institutions have been chosen to 
further the electoral interests of those who served on the round­
tables, legislatures, and constituent assemblies that picked them 
(e.g., Frye 1997; Remington and Smith 1996; Colo mer 1997; 
Geddes 1995, 1996). These studies are a beginning, but a great 
deal remains to be done. 

The convergence to mainstream theories and methodologies 
for analyzing politics in democratic developing countries is occur­
ring because a very large body of theory on democratic politics 
exists, and those who are making use of it can see that it gives 
them leverage for understanding a good deal of what is going on. 
Once the countries that analysts were interested in had democra­
tized and politics had become more rule bound and transparent, 

19. Ames (1987) analyzes the role of committees in the Brazilian Chamber of 
Deputies between 1946 and 1964. 
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useful theories were available as a starting point for understand­
ing political processes. Democratization opened up niches for 
certain kinds of work, and scholars, many of them young and 
well-trained, moved into them. As the tools of rational choice 
have become more familiar, scholars have also found other cre­
ative uses for them, outside the areas with long traditions of 
rational choice scholarship. 





CHAPTER 6 

Conclusion 

Creating theories that will explain aspects of the real world is the 
central task for social scientists. We may at times think it useful 
or enjoyable to describe important events or create elegant theo­
ries with no relevance to the particular planet we live on, but 
these activities are peripheral to the main task. Theory building 
requires interaction between theoretical speculation and reality 
checks. This book has discussed both. 

Much of the book has focused on the importance of trying to 
test arguments so that the theories we propose and come to be­
lieve will have some lasting value. Of course, all theories are 
eventually challenged, revised, and discarded. But they should be 
challenged by evidence discovered later, not by evidence available 
at the time they were proposed. With this goal in mind, I have 
emphasized very basic features of research design: the routine 
search for observable implications of arguments so that empirical 
tests can be devised, regardless of whether the argument as a 
whole can be tested; the selection of cases to use for tests from the 
full range of possible outcomes for the implication being tested;I 
testing arguments on cases different from those from which the 
arguments were induced; the careful and concrete operation ali­
zation of concepts; the development of concrete criteria for non­
quantitative measurement; and the publication of criteria for op­
erationalizing and classifying, or measuring, concepts along with 
research conclusions. 

The parts of the book that deal with efforts to check theoreti­
cal speculations against reality draw their arguments directly 
from the logic of statistics, but this should not be taken to imply 
that problems arising from the need to test arguments can be 

1. Implications do not always refer to the same set of cases as the original argu­
ment. Sometimes theories imply particular outcomes for subsets of cases, and some­
times they imply outcomes for cases at different levels of analysis or aggregation. In 
such situations, the implication must be tested on the set of cases to which it applies, 
not the set to which the theory applies; but the principle that the full range of 
variation in outcomes should be considered remains the same. 
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solved by quantification. Quantification by itself solves few of 
the problems discussed in this book. In fact, quantitative work in 
practice very often suffers from weaknesses analogous to those 
discussed here. 

The operationalization of complex or nuanced concepts can 
be problematic in both quantitative and nonquantitative re­
search. In nonquantitative studies, the most common problem, 
as noted in chapter 4, is insufficiently precise indicators that 
undermine the ability to assess whether cases fit theoretical ex­
pectations. Quantitative work, in contrast, has most often been 
criticized for its tendency to use easily available indicators that 
measure precisely but fail to capture the full meaning of con­
cepts. This problem is not the most serious to arise from oper­
ationalization in quantitative studies, however. If we remember 
that what we are testing is not the argument itself but implica­
tions of the argument, then an indicator's failure to reflect all 
aspects of a concept need not trouble us as long as we think the 
argument in which the concept is embedded implies a relation­
ship between the indicator and a particular outcome. For ex­
ample, the argument that modernization increases the likelihood 
of democratic governance implies that as GDP per capita rises, 
the probability of democracy should also rise. If a statistical test 
of the relationship between GDP per capita and some measure 
of democracy shows that a relationship does indeed exist, we 
should take this result as modest confirmation of the argument, 
even though GDP per capita is, as many have noted, a very 
imperfect indicator of modernization. We should not, however, 
take it as the be-all and end-all of confirmations. We should see 
it as a confirmation of one implication, and we should try to 
think of other implications - preferably, others that are not so 
closely correlated with GDP per capita that we can be certain 
how they will come out before we start. 

The more serious danger that arises from operationalization 
decisions in quantitative work is that off-the-shelf indicators, 
used because they are readily available, may in fact mainly mea­
sure something other than the concept of interest. In statistical 
terms, the indicator is highly correlated with a left-out variable. 
Researchers believe they have found a relationship between an 
outcome and the concept for which the indicator has been used 
as a proxy, but in reality it is the left-out factor that is responsible 
for the correlation found. In other words, the analyst has a par­
ticularly insidious problem with spurious correlation. 
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Consider this example from the study of the effects of ethnic 
conflict. Analysts have hypothesized that countries in which eth­
nicity is highly politicized will experience especially intense, 
even violent, distributional struggles, and that growth will be 
reduced in consequence. The image of politics in this argument 
is one of fierce competition between two or three large ethnic 
groups. The argument is supported by a number of quantitative 
studies of economic development that have shown that ethnic 
heterogeneity seems to reduce growth.2 The measure of ethnic 
heterogeneity used, however, is the one produced by Soviet 
researchers in the I960s, and it identifies dozens of language­
based ethnic groups in some countries. This measure has been 
criticized on the grounds that it does not measure the kind of 
ethnic differences that are politically relevant. Concerns about 
what this indicator really measures have been reinforced by the 
finding that if a dummy variable for Africa is added to the re­
gressions, the effect of ethnic heterogeneity disappears. One 
possible interpretation is that ethnic heterogeneity is one of the 
underlying causes of slow growth in Africa. Another, however, 
is that African economies have grown slowly for reasons unre­
lated to ethnic differences, but that because African countries 
have more different language groups on average than countries 
in other regions, ethnic heterogeneity appears to slow growth. 
To discover which of these possibilities is correct would require 
other tests of the various arguments about the effects of ethnic 
heterogeneity, including intraregional tests. Until these are done, 
the possibility that the ethnic heterogeneity index is really serv­
ing as a proxy for some collection of left-out causal factors 
cannot be ruled out. 

Of course, quantitative studies have no monopoly on spurious 
correlation. In fact, spurious correlation is even harder to guard 
against in small-N studies. It might be the case, for example, that 
the European party stability that Lipset and Rokkan attributed 
to the persistence of historical cleavages was really caused by a 
set of stability-inducing electoral institutions. If so, then the rela­
tionship they found is spurious. In both kinds of research, spuri­
ous correlations are often uncovered by other researchers whose 
intuitions suggest different causes of the outcome being ex­
plained. In large-N research, the next step is to add variables 
reflecting the rival argument to the statistical model. In small-N 

2. See, for example, Easterly (2001) and studies he cites. 
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research, it may be necessary to add more cases to the research 
design before rival hypotheses can be assessed. 

Measurement problems also affect both quantitative and non­
quantitative studies. Large-N studies had a bad reputation 
among comparativists for a long time because of the poor quality 
of most of the data available and because of the feeling that most 
quantitative work was mechanistic, with values assigned to vari­
ables failing to reflect what the analyst claimed to be measuring. 
These issues remain challenges with which those doing large-N 
cross-national studies must contend. Some of the off-the-shelf 
data sets available have flaws that should, but do not always, give 
analysts pause when they decide to use them. The Soviet mea­
sure of ethnic heterogeneity referred to above is a case in point. 
Those who are familiar with it note that different counting rules 
seem to have been used in different countries, and that a number 
of country scores seem surprising (Laitin and Posner 2001). Nev­
ertheless, it is the only measure of ethnic heterogeneity available 
for a large number of countries, and it continues to be used. 

The measurement problem in the Soviet ethnic heterogeneity 
index is the same as that facing scholars doing nonquantitative 
research. Potential causal factors, such as ethnic heterogeneity, 
need to be measured in the same way in each case or each time. If 
the Soviet researchers had been able to follow the advice given in 
chapter 4 about creating clear coding criteria and a written coding 
scheme to be used by all researchers who take on the task of 
assigning cases to measurement categories, their index would 
have fewer problems) Nonquantitative researchers do not have 
the lUxury of using off-the-shelf data sets, so they are not tempted 
to ignore measurement problems known to exist in them; but 
unclear, nonpublic criteria for classifying cases - that is, "mea­
surement" rules that seem to vary across cases or over time - are 
a common failing of nonquantitative work. 

Quantitative studies also face case selection problems. Al­
though outright selection on the dependent variable is rare, the 
exclusion of a few cases - often because data are not easily 
available - from one end of the distribution of outcomes can bias 
results. We might wonder, for example, whether the inclusion of 
a couple of additional European countries that were growing 
very rapidly during the period under study would have changed 

3. Soviet researchers could not use the same coding criteria in each case because 
they relied on census data, and countries do not use the same rules for judging 
languages and ethnicity in their censuses. 
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the conclusions reached by Geoffrey Garrett and Peter Lange 
(1986) about the relationship between the partisan composition 
of government and growth rates. Quantitative studies, like non­
quantitative ones, can be unpersuasive when we suspect that if 
the author had included other cases or a different time period, 
the results would have been different. 

In short, quantitative and qualitative studies suffer from some 
of the same kinds of weaknesses. Those who do quantitative 
work also need to think through the issues of case selection and 
measurement emphasized in this book. Off-the shelf data sets 
may need to be revised or even rejected. At the very least, the 
probable effects of their deficiencies need to be considered and 
reported in conclusions drawn from analyses that use them. 

Plodding through all the steps of doing nonquantitative tests of 
the Lipset and Rokkan hypotheses had two goals: to illuminate 
some of the measurement and coding issues that arise in both 
quantitative and nonquantitative research; and to show that even 
if one cannot, for whatever reason, carry out statistical tests of an 
argument, some kind of test of its implications is nearly always 
possible. Nonstatistical tests provide less information and less 
clear decision rules about whether to reject arguments than do 
statistical tests. They are not as precise. They cannot tell if chance 
can be ruled out as the cause of differences in outcomes between 
cases that have some antecedent condition and cases that do not. 
They do not provide a precise estimate of the size of the effect of 
the antecedent condition on the outcome. Often, they cannot 
hold constant irrelevant factors that affect the outcomes so that 
the independent effect of the factor of interest can be assessed. 
Nevertheless, they can demonstrate in a broad-brushstroke way 
whether the theoretical speculation seems to be consistent with 
reality. They can thus be used to eliminate some theoretical specu­
lations that imply outcomes inconsistent with the pattern of real­
world events. This might sound like a modest accomplishment, 
but I believe that a number of the arguments most of us read in 
graduate school would have been disconfirmed by such nonquanti­
tative tests. 

Although nonstatistical tests provide what is in some ways a 
weak foundation for theory building, they have two points in their 
favor. First, they are better than nothing. They facilitate the elimi­
nation of unviable theoretical speculations, and they encourage 
further and more rigorous examination of arguments that survive 
these tests. Perhaps if we did not require graduate students to 
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spend their time reading and thinking about untested arguments 
on this side and that side, the time it takes to finish a Ph.D. in 
political science could fall below its current average of about seven 
years. In short, nonstatistical tests of arguments, though time­
consuming for the analyst, would increase aggregate efficiency in 
the discipline. 

Second, carrying out nonstatistical tests requires so much dig­
ging into the details and circumstances of each case that the 
problems that arise in statistical work from the use of quantita­
tive indicators that measure something other than the concept 
the analyst wants to measure are unlikely to occur. Where the 
analyst has undertaken this digging, defining, and categorizing, 
he could then carry out some statistical tests if the study included 
enough cases. Since time and resources are scarce, however, 
analysts may feel that they cannot make a major investment in 
digging up information and then also learn statistical methods. In 
less accessible research areas, there may be exactly the trade-off 
that traditional comparativists have always emphasized between 
precise statistical tests using imprecise and possibly biased indica­
tors of underlying concepts, on the one hand, and imprecise tests 
using more carefully devised indicators on the other. Where the 
analyst faces such a trade-off, an argument can be made for the 
nonstatistical test using high-quality indicators. Serious nonstatis­
tical reality checking, however, is quite different from what has 
sometimes passed for evidence, namely, descriptions of the way 
purported cause and effect unfolded in the cases that inspired the 
argument. 

The strictly methodological suggestions in this book are quite 
simple and are drawn from some of the most basic insights of 
statistics. I expect them to be uncontroversial,4 even if difficult to 
carry out in practice. In contrast, I have no shoulders of giants to 
stand on when addressing the question of how to increase the 
likelihood of generating fruitful theoretical speculations. I have 
tried to articulate an alternative to what I think is the dominant 
but unspoken model of explanation in comparative politics: a 
multivariate regression equation. It is one of the ironies of con­
temporary comparative politics that although many have resisted 
the pressure to use statistics in their research, regression as a 
model of explanation nevertheless permeates the field. 

By a regression model of explanation, I mean an understand-

4. But see Rogowski (1995) and Collier and Mahoney (1996). 
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ing of explanation as the discovery and listing of all the causal 
factors that contribute to some outcome. The causal factors are 
usually discovered through an inductive search during fieldwork 
or immersion in archives, guided by some loose theoretical ex­
pectations. These qualitative inductive searches resemble the 
atheoretical search for patterns in statistical data referred to as 
data grubbing. If the analyst were doing statistics, all the possible 
causal factors would be shoveled into a regression as indepen­
dent variables, and those that achieved statistical significance 
would be reported as causes. 

The alternative understanding of theory creation I suggest has 
two elements, one having to do with how we approach big ques­
tions and the other being a more general strategy for disciplining 
speculations into more fully coherent theories. Chapter 2 sug­
gested a shift in focus from attempting to identify factors that 
contribute to outcomes to trying to explain the relationships 
among the moving parts of the processes leading to outcomes. 
My attempt to articulate this shift in focus stresses the need for a 
new way of thinking about "big questions," but others have ex­
pressed what I think are the same concerns in different ways. 
The Analytic Narratives of Robert Bates and his colleagues 
(1998) are efforts to articulate a different model of explanation 
that focuses on process rather than outcome. Andrew Abbott 
complains that "'theory' comprises only a few narratives of 'pos­
sible mechanisms' .... [A]ction and contingency disappear into 
the magician's hat of variable-based causality, where they hide 
during the analysis, only to be reproduced with a flourish in the 
article's closing paragraphs" (2001, 98). Elinor Ostrom thought 
in 1982 that the era of the dominance of what I am calling the 
regression model of explanation, which she associated with the 
hegemony of behavioralism and quantitative methods, was end­
ing with "a whimper." Whimpering or not, however, the regres­
sion model still seems to be going strong. Much of the discomfort 
with standard methods expressed by champions of the small-N 
approach also arises from a feeling that process is being short­
changed in large-N studies (for example, Mahoney, 2000). 

Both Ostrom and Bates et al. emphasize the failure to theo­
rize processes leading to outcomes, a failure that, I claim, arises 
from the conception of explanation as a list of causes. Neither 
rejects the testing of theories, but both prioritize the careful 
elaboration of theory. Bates et al. stress the usefulness of theo­
ries drawn from economics in explaining a wide range of 
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nonobvious subjects. Ostrom, in contrast, emphasizes the possi­
bility and need to develop theories of individual decision making 
that rely on more realistic assumptions about motivation, infor­
mation, and calculating ability than do rational choice argu­
ments. Both express a concern that the emphasis on falsifica­
tionism in social science leads to a rejection of theories that 
cannot be translated directly into regression equations, and this 
leads both scholars to give little attention to testing. 

My own view, which will come as no surprise at this point, is 
that testing is an essential aspect of theory building. Sturdy theo­
ries are created through the repeated interaction between deduc­
tively rigorous theoretical speculations and careful reality checks. 
In contrast to what I think has become the standard unexamined 
idea of testing, however, I emphasize the importance of looking 
for implications of arguments that can be tested rather than assum­
ing that arguments themselves must be tested. 

One of the problems with seeing explanation as analogous to a 
multivariate regression is that this view confuses tests of argu­
ments with the arguments themselves. Some arguments can be 
translated directly into regressions and tested, but others cannot. 
In general, analysts seeking to test arguments should try to dis­
cover as many observable implications of the argument as pos­
sible and then test whether the pattern of real-world events is 
consistent with multiple outcomes implied by these implications. 
One of the observable implications of an argument may be a 
simple restatement of the argument itself, but this is unlikely to 
be the only implication. Some of the implications of an argument 
will be much simpler and easier to test than the argument itself­
as, for example, the implication of my argument about authoritar­
ian breakdown that military regimes should last for shorter peri­
ods than other kinds of authoritarianism. 

The larger the number of implications that are tested and 
shown to be consistent with reality, the more persuasive an argu­
ment becomes. Given the poor quality of data and measurement 
we comparativists have to deal with, it is often more persuasive 
to show multiple flawed tests of an argument than to aim for 
one perfect one. Each flawed test may be a weak reed to lean 
on, but eventually a hut that will withstand a mild storm can be 
built of them. 

I am certainly not the first to articulate this understanding of 
testing. It is a standard idea in economic modeling and game 
theory and is expressed very clearly in King, Keohane, and 
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Verba (1994), but it does not seem to have percolated through 
the comparative field. I emphasize this idea here because, once 
internalized, it opens up many possibilities for testing and can 
have a dramatic effect on research design. 

Up to this point, I have emphasized tests of theoretical specu­
lations, but we would also like to improve the quality of the specu­
lations we test. The standard line on theoretical speculations 
is that they can come from anywhere: they can arise from unstruc­
tured inductive research; they can be derived from other theories; 
they can pop into the mind during a shower. The standard line is, 
of course, true. But I believe that some ways of approaching the 
research enterprise are more likely to be theoretically fruitful than 
others. I suggest that the likelihood of making progress in theory 
building can be increased by going through the following con­
scious steps aimed at turning casual speculations into more disci­
plined ideas about cause and effect: Begin with the basic units of 
action and decision making - usually individuals, but if not, be 
explicit about what the unit is. If the unit is an aggregate of indi­
viduals, think about how the group is organized and whether there 
are formal or informal rules for aggregating preferences into 
choices. Make explicit statements about the motivations and ca­
pacities of the units of action. If you believe choices are not goal­
oriented, describe in a logically rigorous way what is going on 
instead. Think through the logic of how contextual factors such as 
institutions are likely to affect choices. In addition, think through 
the logic of how other units with whom actors interact will affect 
their choices and the effects of their choices. 

Currently, the easiest way to follow this advice is to adopt the 
rational choice approach. The advice can be followed without 
using rational choice, however, and I would urge those working 
on subjects that do not seem amenable to the rational choice 
approach to resist the temptation to follow the well-trodden 
path. The important features of the advice are the following. 

• Methodological individualism, unless there is a good rea­
son to use some other unit of analysis and the mecha­
nisms that allow the alternative unit to make decisions 
as though it were an individual can be described. The 
reason for prioritizing individuals is that arguments that 
turn out not to make sense at the individual level, re­
gardless of how plausible they otherwise seem, never 
survive the test of time and closer scrutiny. 
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• Explicit attention to the psychological and cognitive 
mechanisms that underlie individual action. Within the 
rational choice tradition, this means making explicit 
statements about actors' motivations. If the analyst be­
lieves the action under investigation is not goal­
oriented - as in most learning models of how values are 
acquired, for example - then she needs to make clear 
what actors are doing instead. If the analyst believes 
action is goal-oriented but that the self-interest assump­
tion used in the rational choice approach does not de­
scribe reality, then she needs to articulate explicitly 
what does motivate actors and think through how these 
motivations will affect decisions in different circum­
stances. If the analyst believes that actors are self­
interested but, in the situation under investigation, pur­
sue goals other than the standard rational choice goals 
of increasing their wealth or maximizing the likelihood 
of winning the next election, the analyst needs to show 
evidence to support the attribution of a nonstandard 
goal. The more idiosyncratic the goal, the more evi­
dence is needed. Goals cannot be inferred from actions 
taken. To do so renders the explanation built on this 
inference vacuous. 

• Explicit attention to the attributes of actors that affect 
decision making - notably, access to information, cost of 
information, capacity for processing information, and atti­
tude toward risk. Rational choice arguments usually as­
sume that individuals are risk-neutral, but considerable 
research in psychology suggests that most people's atti­
tude toward risk depends on circumstances. Prospect 
theory models individual behavior using an assumption, 
more consistent with research findings, that individuals 
are more risk-accepting when facing losses than when 
contemplating the possibility of gain. Prospect theory can 
be used in situations in which the assumption of risk 
neutrality seems implausible. 

• Identification of contextual factors that systematically in­
fluence actors' behavior and an explanation of how and 
why these factors affect actors . 

• Consideration of the effect of other actors' behavior on 
the actions and decisions of the actors under scrutiny. 

• Investigation of whether unforeseen outcomes occur as 
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a result of the aggregation of many individual choices 
or actions. 

If the analyst takes a somewhat inchoate speculation - the sort 
likely to pop into the head during a shower-and subjects it to 
serious thought along the lines noted above, with luck by the end 
of an hour or so, a clear speculation with lots of moving parts 
from which implications may be derived will have emerged. The 
speculation will contain holes, but they will be obvious and can 
be patched by a very focused search for information. The specula­
tion will also contain mistakes, some of which will be discovered 
as the analyst hunts up evidence to use for testing various implica­
tions. It will gradually be improved, even before explicit testing. 
The tests themselves will probably lead to at least minor revi­
sions, if not total rejection of the idea. It is both useful and 
possible to get into the habit of going through these steps when­
ever an interesting idea appears on the horizon. 

In this book, I have approached theory building from two direc­
tions, neither of which can be neglected if we wish to improve our 
understanding of the world. On the one hand, I have urged that 
attention be focused in a disciplined way on building theories of 
the processes that contribute to the complicated, compound out­
comes we hope to explain. On the other hand, I have argued that 
we need to abide by standard norms of research design if we want 
our theories to be more than artful sand castles. 

Though the sand-castle metaphor emphasizes the transitory 
nature of untested theories and the paradigms to which they con­
tribute, their short life spans are not the real problem. The real 
problem is that when one untested theory succeeds another, we do 
not get closer to truth over time. Instead, we waste our lives in 
fruitless, often ideologically weighted debates, and we make little 
contribution to the human community. We were called to science 
as a vocation for something better. 
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Classification Scheme for Coding 

Authoritarian Regimes 

Each regime used in the data analysis receives a score between 
zero and one for each regime type; this score is the sum of "yes" 
answers divided by the sum of both "yes" and "no" answers. A 
regime's classification into a nominal category (see the next sec­
tion in this appendix) depends on which score is significantly 
higher than the other two. Hybrids are regimes with similar 
scores for two or more regime types. 

Is it a single-party regime? 
Did the party exist prior to the leader's election campaign or 

accession to power? 
Was the party organized in order to fight for independence or 

lead some other mass social movement? 
Did the first leader's successor hold, or does the leader's heir 

apparent hold, a high party position? 
Was the first leader's successor, or is the current heir appar­

ent, from a different family, clan, or tribe than the leader? 
Does the party have functioning local-level organizations that 

do something reasonably important, such as distribute 
seeds or credit or organize local government? 

Does the party either face some competition from other par­
ties or hold competitive intraparty elections? 

Is party membership required for most government employ­
ment? 

Does the party control access to high government office? 
Are members of the politburo (or its equivalent) chosen by 

routine party procedures? 
Does the party encompass members from more than one re­

gion, religion, ethnic group, clan, or tribe (in heteroge­
neous societies)? 
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Do none of the leader's relatives occupy very high govern­
ment office? 

Was the leader a civilian before his accession? 
Was the successor to the first leader, or is the heir apparent, 

a civilian? 
Is the military high command consulted primarily about secu­

rity matters? 
Are most members of the cabinet or politburo-equivalent 

civilians? 

Is it a military regime? 
Is the leader a retired or active general or equivalent? 
Was the successor to the first leader, or is the heir apparent, 

a general or equivalent? 
Is there a procedure in place for rotating the highest office or 

dealing with succession? 
Is there a routine procedure for consulting the officer corps 

about policy decisions? 
Has the military hierarchy been maintained? 
Does the officer corps include representatives of more than 

one ethnic, religious, or tribal group (in heterogeneous 
countries) ? 

Have normal procedures for retirement been maintained for 
the most part? (That is, has the leader refrained from or 
been prevented from forcing his entire cohort or all offi­
cers from other tribal groups into retirement?) 

Are merit and seniority the main bases for promotion, rather 
than loyalty or ascriptive characteristics? 

Has the leader refrained from having dissenting officers mur­
dered or imprisoned? 

Has the leader refrained from creating a political party to 
support himself? 

Has the leader refrained from holding plebiscites to support 
his personal rule? 

Do officers occupy positions in the cabinet other than those 
related to the armed forces? 

Has the rule of law been maintained? (That is, even if a new 
constitution has been written and laws decreed, are 
decrees, once promulgated, followed until new ones are 
written?) 
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Is it a personalist regime? 
Does the leader lack the support of a party? 
If there is a support party, was it created after the leader's 

accession to power? 
If there is a support party, does the leader choose most of the 

members of the politburo-equivalent? 
Does the country specialist literature describe the politburo­

equivalent as a rubber stamp for the leader? 
If there is a support party, is it limited to a few urban areas? 
Was the successor to the first leader, or is the heir apparent, 

a member of the same family, clan, tribe, or minority eth­
nic group as the first leader? 

Does the leader govern without routine elections? 
If there are elections, are they essentially plebiscites, that is, 

without either internal or external competition? 
Does access to high office depend on the personal favor of 

the leader? 
Has normal military hierarchy been seriously disorganized or 

overturned? 
Have dissenting officers or officers from different regions, 

tribes, religions, or ethnic groups been murdered, impris­
oned, or forced into exile? 

Has the officer corps been marginalized from most decision 
making? 

Does the leader personally control the security apparatus? 

Coding of Regimes 

Afghanistan 
1973-78, personalist, 

Daoud 
1979-92, personalist/single­

party (foreign 
maintained), Karmali 
Najibullah 

1992-95, personalist, 
Rabbani 

Albania 
1946-91, single-party 

Algeria 
1963-92, militarylsingle­

party 
1992-, military 

Angola 
1976-, single-party (free 

and fair elections, 1992) 
Argentina 

1943-46, military 
1949-55, personalist, 

Per6n 
1955-58, military 
1966-73, military 
1976-83, military 

Bangladesh 
1971 -75, personalist/single­

party, Mujib 
1975-82, personalist, Zia 
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1982-90, personalist, 
Ershad 

Benin 
1965-68, military 
1972-91, personalist, 

Kerekou 
Bolivia 

1943-46, military 
1952-64, single-party 
1964-69, personalist, 

Barrientos 
1971-78, military/ 

personalist, Banzer 
Botswana 

1966-, single-party 
(free and fair elections, 
1966) 

Brazil 
1964-85, military 

Bulgaria 
1947-90, single-party 

(foreign maintained) 
Burkina Faso 

1966-80, personalist, 
Lamizana 

1983-87, personalist, 
Sankara 

1987-, personalist, 
Campaore 

Burundi 
1966-87, military /single­

party 
1987-93, military 
1996-, military/personalist, 

Buyoya 
Cambodia 

1953-67, personalist, 
Sihanouk 

1967-75, personalist, 
Lon Nol 

1975-79, single-party 

1979-90, single-party 
(foreign maintained) 

1997-, personalist/single­
party, Run Sen 

Cameroon 
1961 -83, single-party 
1983-, personalist, 

Biya 
Central African Republic 

1960-66, personalist, 
Dacko 

1966-79, personalist, 
Bokassa 

1981-94, military/ 
personalist, Kolingba 

Chad 
1960-75, personalist/single­

party, Tombalbaye 
1975-79, military 
1982-90, personalist, 

Rabre 
1990-, personalist, Deby 

Chile 
1973-89, military/ 

personalist, Pinochet 
China 

1949-, single-party 
Colombia 

1953-58, military/ 
personalist, Rojas Pinilla 

Congo 
1963-68, personalist/single­

party, Massamba-Debat 
1968-92, military/single­

party 
1997-, personalist, 

Sassou-Nguesso 
Cuba 

1952-59, personalist, 
Batista 

1959-, personalist/single­
party, Castro 



Czechoslovakia 
1948-90, single-party 

(foreign maintained) 
Dominican Republic 

1930-61, personalist, 
Trujillo 

1966-78, personalist, 
Balaguer 

Ecuador 
1963-66, military 
1972-79, military 

Egypt 
1952-, military/personalist/ 

single-party, Nasser/ 
Sadat/Mubarak 

El Salvador 
1931-48, military 
1948-84, military/single­

party 
Ethiopia 

1974-91, military/ 
personalist, Mengistu 

1991-, single-party 
Gabon 

1960-, personalist/single­
party, Bongo 

German Democratic Republic 
1945-90, single-party 

(foreign maintained) 
Ghana 

1960-66, personalist/single-
party, Nkrumah 

1966-69, military 
1972-79, military 
1981-2000, personalist, 

Rawlings (free and fair 
elections, 1996) 

Greece 
1967-74, military 

Guatemala 
1954-58, personalist, 

Castillo Armas 
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1963-66, military 
1970-85, military 

Guinea 
1958-84, single-party 
1984-, personalist, Conte 

Guinea-Bissau 
1974-80, single-party 
1980-99, personalist, Vieira 

Haiti 
1950-56, personalist, 

Magloire 
1957-86, personalist, 

Duvalier family 
1991-94, military 
1995-, personalist/single­

party, Aristide 
Honduras 

1933-56, personalist/single­
party, Carias/Giilvez/ 
Lozano 

1963-71, military/single­
party 

1972-81, military 
Hungary 

1949-90, single-party 
(foreign maintained) 

Indonesia 
1949-65, personalist, 

Sukarno 
1967-98, military/ 

personalist/single-party, 
Suharto 

Iraq 
1958-63, personalist, 

Qasim 
1963-68, personalist, Arif 
1968-79, personalist/single­

party, Takriti clan 
1979-, personalist, Saddam 

Hussein 
Ivory Coast 

1960-99, single-party 
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Kenya 
1963-, single-party 

Korea, North 
1948-, personalist/single­

party, Kim family 
Korea, South 

196 I -87, military 
Laos 

1975-, single-party 
Liberia 

1944-80, personalist, 
Tubman/Tolbert 

1980-90, personalist, 
Doe 

Libya 
1969-, personalist, Qadhafi 

Madagascar 
1960-72, single-party 
1972-75, military 
1975-93, personalist, 

Ratsiraka 
Malawi 

1964 -94, personalist, 
Banda 

Malaysia 
1957-, single-party 

Mali 
1960-68, single-party 
1968-9 I, personalist, 

Traore 
Mauritania 

1960-78, personalist, 
Daddah 

1980-, military/personalist, 
Taya 

Mexico 
1929-2000, single-party 

(free and fair elections, 
1997) 

Mozambique 
1975-, single-party (free 

and fair elections, 1994) 

Myanmar 
1962-88, military/ 

personalist/single-party, 
NeWin 

1988-, military 
Nicaragua 

1936-79, personalist, 
Somoza family 

1979-90, single-party 
Niger 

1960-74, single-party 
1974-93, military/ 

personalist, Kountche/ 
Sai:bou 

1996-99, personalist, 
Mainassara 

Nigeria 
1966-79, military 
1983-93, military 
1993-99, military/ 

personalist, Abacha/ 
Abubakar 

Pakistan 
1958-69, personalist, 

Ayub Khan 
197 I -77, personalist, 

Bhutto 
1977-88, military/ 

personalist, Zia 
Panama 

1968-8 I, personalist/single­
party, Torrijos 

1981-89, military/ 
personalist, Noriega 

Paraguay 
1940-47, personalist, 

Morinigo 
1949-54, personalist, 

Chavez 
1954-93, military/ 

personalist/single-party, 
Stroessner 



Peru 
1948-56, military/ 

personalist, Odria 
1968-80, military 

Philippines 
1972-86, personalist, 

Marcos 
Poland 

1947-89, single-party 
(foreign maintained) 

Portugal 
1932-74, personalist, 

Salazar/Caetano 
Romania 

1945-90, personalist/single­
party, Gheorghiu-Dej/ 
Ceau~escu 

Rwanda 
1962-73, single-party 
1973-94, military/single­

party 
1994 -, military 

Senegal 
1960-2000, single-party 

Sierra Leone 
1968-92, single-party 
1992-96, military/ 

personalist, Strasser 
Singapore 

1965-, single-party 
Somalia 

1969-90, personalist, 
Siad Barre 

Soviet Union 
1917-91, single-party 

Spain 
1939-79, personalist, 

Franco 
Sudan 

1958-64, military 
1969-85, personalist, 

Nimeiri 
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1989-, military/personalist, 
Bashir 

Syria 
1949-54, military 
1963-, military/personalist/ 

single-party, Asad 
family 

Taiwan 
1949-2000, single-party 

(free and fair elections, 
1996) 

Tanzania 
1964-, single-party (free 

and fair elections, 1995) 
Thailand 

1948-57, military 
1958-73, military 
1976-88, military 

Togo 
1967-, personalist, 

Eyadema 
Tunisia 

1957-, single-party 
Turkey 

1923-46, single-party 
1980-83, military 

Uganda 
1966-71, personalist, 

Obote 
1971 -79, personalist, 

Amin 
1986-, personalist, 

Museveni 
Uruguay 

1973-84, military 
Venezuela 

1948-58, military/ 
personalist, Perez 
Jimenez 

Vietnam 
1954-, single-party 
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Vietnam, South 
1955-63, personalist, 

Diem 
Yemen 

1962-78, military 
1978-, personalist, Salih 

Yemen, South 
1967-90, single-party 

Yugoslavia 
1945-89, single-party 

Zaire (Congo after 1997) 
1965-97, personalist, 

Mobutu 
1997-, personalist, Kabila 

family 
Zambia 

1964-91, single-party 
Zimbabwe 

1979-, single-party 
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Labor Repression Coding 

A labor repression score was calculated for each year for each of 
eighty-four developing countries. The factors that contribute to 
the labor repression score are shown below on the labor repres­
sion information sheet. This information sheet was used to keep 
track of data on a large number of countries from multiple 
sources, but also to ensure that the same criteria would be used 
to assess all the countries. 

The information thus collected was transformed into numbers 
using the coding rules. For each of the five separate elements 
that contribute to the final labor repression score, each country 
was given a score between zero and one, with one meaning more 
repression and zero meaning that unions are more able to repre­
sent workers' interests. Not all information was available for all 
countries for all years, but estimates could be made from what 
was available. The five scores were then added to create the final 
labor repression score. 

Labor Repression Information Sheet 

Country name· ___________________ _ 
Date Source _______________ _ 

I. Are unions legal and free to function? 
Unions legal? 
All unions legal, or only those affiliated with the government 

or ruling party? 
Are they actually allowed to meet and carry out normal day­

to-day activities? 
Can government dissolve unions? 
Are registration rules, if any, intrusive or used to control, 

fragment, or eliminate unions? 
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2. Are unions autonomous from the government and ruling 
party? 
Are independent unions free to organize? 
Are unions free to choose their own leaders? 
Must union leaders be members of the ruling party? 
Are unions dependent on the government or ruling party for 

finance? 
Are unions free to affiliate with the confederation they 

choose, or must they affiliate with one linked to the ruling 
party? 

Are unions controlled by the government or ruling party? 

3. Can unions use the customary methods for pursuing the inter­
ests of workers, that is, collective bargaining and strikes? 
Is collective bargaining legal? 

For which unions? 
Does it actually occur, and are bargains enforced? 
Are areas subject to collective bargaining unduly limited by 

government regulation? 
Is collective bargaining legal at the industry level? 
Are strikes legal? 

For which unions? 
Do government regulations or compulsory arbitration un­

duly limit strikes? 
Does fear of death, torture, beatings, or imprisonment un­

dermine the right to strike? 
Do strikes actually occur? 

4. Can labor participate in politics (not simply as an affiliate of 
the ruling party)? 
Is it possible to form a labor party? 
Is it possible for unions to endorse nonincumbent candi­

dates? 
Are peaceful demonstrations legal? 
Even if it cannot participate autonomously, is labor part of 

the ruling coalition, and can union leaders express labor 
interests within the ruling party? 

Is participation in peaceful opposition demonstrations 
dangerous? 
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5. Is violence used by the government, ruling party, unions affili­
ated with the ruling party, or private actors to intimidate, 
harass, or punish strikers, union leaders, or workers? 
Murders? 

Approximate number: 
Who is targeted (leaders, strikers, ordinary union 

members)? 
In what circumstances (during police efforts to break up 

strikes, in prison, extrajudicial execution, legal 
execution)? 

Torture? 
Routine or occasional? 

Arrests and detention? 
How many? 
How long, on average? 
Who is targeted? 
Legal or arbitrary? 
Detention without trial? 

Strikes broken up by police, army, or private guards? 

Coding Rules 

I. Legality and freedom to function 
1.0 Unions are illegal, and the ban is enforced; 

or there are virtually no unions. 
0.9 Unions are formally legal, but all activities are banned; 

or one union confederation affiliated with the ruling 
party is legal, but virtually all activity is prohibited. 

0.8 Unions are formally legal, but functioning is nearly pro­
hibited by rules (e.g., meetings require prior permis­
sion, which is rarely or never granted); 

or special rules applicable to the largest ethnic group 
nearly prohibit union activity within that group. 

0.7 Only unions affiliated with the ruling party are legal. 
0.6 Both government employees and agricultural workers 

are prohibited from organizing. 
0.5 Government registration rules can be and are used to 

eliminate unions or to prevent them from forming; 
or registration rules cause severe fragmentation; 
or government harassment impedes union functioning 

but does not prevent it; 
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or the government favors affiliated unions but does not 
prevent others. 

0.4 Government employees are prohibited from unionizing 
(no other restrictions). 

If there are other restrictions, add. 2 to base score 
if government employees are prohibited from 
orgamzmg. 

Subtract.2 from base score if government employees are 
in fact organized even though it is illegal. 

0.3 There are tedious registration rules (no other restric­
tions). 

0.2 Government can legally dissolve unions but does not do 
it often (no other restrictions). 

If there are other restrictions, add. I to base score if 
government can and does dissolve unions. 

o. I Unions are illegal in some "essential services" (no other 
restrictions ). 

2. Autonomy 
1.0 Unions are controlled by the ruling party or govern­

ment, their leaders are appointed or subject to veto, 
their funding is controlled, and they show no sign of 
independent activity or their activities are banned. 

0.8 Unions can be dissolved, leaders can be replaced, and 
funding is controlled, but unions continue to elect 
their own leaders and struggle against government 
control. 

0.6 There is only one union confederation and it is affiliated 
with the ruling party, but its leaders sometimes advo­
cate policies in opposition to the government. 

0.5 The largest confederation is affiliated with the ruling 
party or government, and other unions exist but are 
disadvantaged by intimidation or exclusion from bene­
fits available to affiliates of the ruling party; 

or the government sets up competing subsidized unions 
to draw support from others. 

0.4 Unions are formally independent, but there is extensive 
government interference; 

or company unions are strongly encouraged. 
0.2 Unions are independent, but union leaders can be 

purged. 
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3. Collective bargaining and strikes 
1.0 Collective bargaining and strikes are illegal. 
0.9 Collective bargaining is very restricted, and strikes are 

illegal; 
or bargaining is informal, there are no written contracts, 

contracts are not legally enforced, there are many re­
strictions on the right to strike, and strikes are very 
rare. 

0.8 Bargaining is only through a single-party controlled 
union and strikes are illegal or virtually illegal, but 
wildcat strikes occur and are tolerated; 

or virtually all bargaining and strikes are prohibited, but 
wildcat strikes occur and are tolerated; 

or all bargaining is handled through government bodies, 
wages are fixed by the government, there is compul­
sory arbitration, and strikes do not occur. 

0.7 Collective bargaining is suspended, wages are frozen, 
and strikes are illegal. 

0.6 Collective bargaining is legal, but strikes are banned (dis­
putes are settled by government- or party-influenced 
labor courts or by compulsory arbitration); 

or collective bargaining occurs only through a union af­
filiated with the ruling party, and strikes are legal only 
when approved by the party; 

or collective bargaining is legal only in the private sector, 
and there are many restrictions on the right to strike. 

0.5 Unions are so weak that collective bargaining and strikes 
are very rare. 

0.4 Collective bargaining is legal, and strikes are legal only 
after very lengthy government procedures; 

or collective bargaining and strikes are legal in the pri­
vate but not the public sector; 

or collective bargaining and strikes are legal except in 
"essential services," very broadly defined. 

0.3 Collective bargaining is legal, but strikes are legal only 
in the private sector. 

0.2 Collective bargaining is legal, and strikes are legal after 
notification and moderate procedures. 

Add .2 to base score if employers often disregard 
agreements reached through collective bargaining, 
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arbitration, or labor courts; or if strikes are legal, but 
employers can legally dismiss striking workers. 

Add . I to base score if strikes are extremely rare, even 
though formally legal. 

Subtract . I from base score if strikes are common in 
some areas even though formally prohibited. 

Add .6 to base score if strikes are legal but very danger­
ous (i.e., likely to lead to death, torture, or serious 
beatings). 

4. Political participation 
1.0 No participation is permitted, that is, there is no labor 

party, demonstrations are not permitted, and public 
expressions of workers' interests do not occur within 
the ruling party. 

0.8 Mass participation is restricted and dangerous, but some 
labor leaders can express their views in public. 

0.7 Participation is not autonomous, but labor is part of the 
dominant party coalition, and labor leaders are able 
to represent workers' interests within the party. 

0.6 Participation is legal but discouraged, and very little 
occurs. 

0.5 Participation is legal, but dangerous. 
0.3 Participation is discouraged, but it occurs. 

5. Violence 
1.0 Hundreds are executed or disappeared, whether legally 

or not, whether by government or paramilitary forces 
(routine torture and mass detentions usually accom­
pany large numbers of executions but are not re­
quired). 

0.9 Many executions occur (but less than 100 per year), and 
torture is routine. 

0.8 Some executions occur, torture is common, and there 
are many long detentions. 

0.7 Some executions or deaths occur in clashes with police 
or military, torture is reported but not routine, and 
there are arrests and detentions. 

0.6 There are assassinations and intimidation by paramili­
tary forces, but the number of deaths is not very 
large. 
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0.5 Few, if any, executions occur; torture is reported but not 
routine; there are many detentions, but most are for a 
short time; 

or a few deaths and many injuries to strikers occur dur­
ing clashes with police or military, but violence is not 
systematic (arrests usually also occur but are not re­
quired). 

0.4 Few, if any, executions occur; torture is not routine; beat­
ings are reported; there are some arrests or deten­
tions. 

0.3 Executions and torture are rare or nonexistent; there are 
a large number of arrests, most for a short time. 

0.2 Executions and torture are rare or nonexistent, and 
there are some detentions of strikers or union leaders 
for short periods; 

or long-term detention continues of moderate numbers 
of union leaders or members arrested in the past. 

Add .4 to base score if Amnesty International reports 
many executions or disappearances, routine torture, 
and many detentions, but unions and workers are not 
among the main targets of repression. (The rationale 
here is that such punishments deter the expression of 
labor grievances even where workers have not been 
the main victims.) 

Average Labor Repression Scores (1970-81) 

Algeria 3·3 Costa Rica 0.8 
Argentina 3·5 Cyprus 0·3 
Bangladesh* 2.1 Dominican Rep. 1.5 
Benin 2.8 Ecuador 1.6 
Bolivia 3. 2 Egypt 3. 1 
Botswana 0·7 EI Salvador 3. 1 
Brazil 3·4 Ethiopia 3. 8 
Burkina Faso 1.4 Fiji 0.2 
Cameroon 3·6 Gabon 3·4 
Central African Rep. 4·0 Gambia 0·9 
Chile 3·0 Ghana 1.2 
Colombia 0·7 Greece 2.1 
Congo 3. 2 Guatemala 3. 8 

(continues) 
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Guinea 4·3 Pakistan 2.6 
Guyana 1.2 Panama 0.8 
Haiti 4·5 Paraguay 2·7 
Honduras 0·9 Peru 2.0 
India 1.1 Philippines 2·3 
Indonesia 2.6 Portugal 1.7 
Iran 4. 2 Rwanda 3·8 
Iraq 4·4 Senegal 2·4 
Israel 0.0 Sierra Leone 1.1 
Ivory Coast 2.8 Singapore 2·9 
Jamaica 0.2 Somalia 4. 2 
Jordan 1.6 South Africa 3. 1 
Kenya 2.6 Sri Lanka 1.0 
Korea (South) 3. 0 Sudan* 3. 8 
Lesotho 2.8 Swaziland 2·5 
Liberia 3. 2 Syria 4·2 
Madagascar 1.4 Taiwan 3·4 
Malawi 4·0 Tanzania 3·0 
Malaysia 2·3 Thailand* 2.1 
Mali 4·0 Togo 3·4 
Mauritania 4·0 Trinidad & Tobago 0·4 
Mauritius 0·4 Tunisia 3. 2 
Mexico 2·4 Turkey 1.8 
Morocco 0.6 Uganda 4·7 
Myanmar 4·0 Uruguay 3·4 
Nepal 3·7 Venezuela 1.5 
Nicaragua* 2·4 Yemen 4·2 
Niger 2·5 Zaire 3·7 
Nigeria 1.8 Zambia 0·7 

*Exc1uded from most scatterplots and all regressions because economic data are 
not available. 
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Coding Scheme for Test of the Lipset and Rokkan 

Freezing Hypotheses 

Domain Implied by the Argument 

To be included in the set of cases for the tests, countries must 
have 

• Achieved independence by 1940 
• Experienced no major boundary changes or transfers of 

population in the period between the measured starting 
points (i.e., the oligarchic or postsuffrage period) and 
endpoints (i.e., later elections) 

• Been part of the Christian historical tradition 
• Experienced at least minimal political competition 

during the period of elite rule preceding broad political 
participation 
- Descriptions of competition between proto-parties, 

parties of notables, or parliamentary factions in the 
country specialist historical literature are interpreted 
as indicating the existence of competition. 

- The competition need not have been peaceful or fully 
institutionalized . 

• Crossed the "effective suffrage threshold" by 1975, de­
fined as: 
- suffrage extended to most of the (male) working 

class; and 
- two or more at least semicompetitive elections held 

after enfranchisement. 
- Continuous democracy after suffrage extension not 

required. 
• Held at least two competitive elections with broad citi­

zen participation since 1985 

247 
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Operationalization of Central Concepts 

Oligarchy 

A period is interpreted as oligarchic if the following conditions 
hold: 

• Elite parties or proto-parties are described in the coun­
try specialist historical literature as structuring political 
competition. 

• Competition is public and organized into somewhat 
stable blocs, not limited to intrigue within the clique 
surrounding the ruler. 

• Meaningful political participation is limited to a small 
part of the (male) population via 
- property qualifications; and/or 
- public voting; and/or 
-literacy requirements when more than 60 percent of 

the population is illiterate; and/or 
- voting participation by less than 5 percent of the 

population for whatever reason. 

Effective Suffrage Threshold 

Suffrage extension is defined as meaning that enough of the 
population is enfranchised that observers would expect working­
class voters to affect political outcomes. For this to be true, the 
following conditions must hold: 

• The legal elimination of property qualifications for 
voting 

• The legal enfranchisement of at least 10 percent of the 
total population I 

• Voting participation by at least 5 percent of the total 
population 

• The use of a secret ballot 

I. These figures are expressed in terms of total population because that is the 
most readily available form of data. The working assumption here is that adult males 
made up about 25 percent of the population of most countries at the time of enfran­
chisement. If 10 percent of the population were enfranchised, that would imply that 
40 percent of adult males were allowed to vote. Given the level of development in 
most countries at the time of the first suffrage extensions, 40 percent would include 
most urban dwellers. 
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• A literacy rate of at least 40 percent where illiterates 
are denied suffrage 

• Presidents and parliaments chosen by election (either di­
rect election or via electoral college, but not by some 
other body) rather than by force more than half the 
time during the ten years after the extension of suffrage 

• Elections need not be fully free and fair, but there must 
be some degree of partisan competition and some possi­
bility that a nonincumbent can win 

Identification of Relevant Parties 

Oligarchic parties. The identity of oligarchic parties, proto­
parties, and blocs is drawn from the historical literature on the 
oligarchic period in each country, which describes competing elite 
groups in terms of interests, ideology, faith, and sometimes re­
gional concentration. In some cases, the main parties during the 
oligarchy differ from those during earlier periods. For this study, 
each elite proto-party is classified - when the literature indicates 
that such classification is salient - as falling at one end or the other 
of the following Lipset and Rokkan cleavage dimensions: 

• Center versus periphery (unitarist versus federalist, 
centrist versus decentralist) 

• Landed wealth versus commercial wealth (sometimes 
traditional economics versus free trade) 

• Clerical versus secular 

Factions are not counted as separate parties. Factions are de­
fined as ephemeral political groups, loyal to a particular leader 
or small group of leaders, that run candidates in one or a few 
elections but cannot be distinguished on grounds of ideology or 
interest from other factions within the same party or bloc. 

Presuffrage parties. Presuffrage parties are nontraditional par­
ties that attracted 5 percent or more of the vote in any legisla­
tive election held during the ten years prior to passage of the 
effective suffrage threshold. The 5 percent rule for new parties 
aims to include parties after they have achieved at least a small 
mass following. Where it is impossible to get actual election 
results for legislative elections, the following can be used as 
approximations: 
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• Presidential election returns 
• Distribution of seats in the lower chamber2 
• Election returns from the capital city 
• Election returns from a slightly earlier period 
• Descriptions in the literature of which parties partici­

pated in elections3 

Parties descended from oligarchic parties are treated as continua­
tions of those parties even if their names have changed. Votes for 
all descendants of oligarchic parties are counted, regardless of 
how small the parties are, so as to avoid underestimating their 
persistence when they have fragmented into many small parties. 

Postsuffrage parties. Postsuffrage parties are new parties that 
attracted 5 percent or more of the vote in any legislative election 
held within ten years after the extension of suffrage. Where legis­
lative election results are not available, the following can be used 
as approximations: 

• Presidential election returns 
• Distribution of seats in the lower chamber 

Later parties. Later parties are parties not descended from tra­
ditional, presuffrage, or postsuffrage parties that attracted at 
least 5 percent of the vote in any legislative election after 1985. 

Persistence of Traditional Cleavages 

Traditional cleavages are interpreted as persisting if any of the 
following conditions hold for 1985-2000: 

• Oligarchic parties (or their descendants) have absorbed 
new interests and continue to dominate the political 
space. 

• Oligarchic parties (or their descendants) have survived 
as important political actors while new parties have 
emerged to represent new interests. 

• Oligarchic parties (or their descendants) have coalesced 

2. Where only the distribution of legislative seats is available, 3 percent was used 
as the lower threshold for counting parties because it is common for small parties to 
be disadvantaged by the translation of votes into seats. 

3. Since the only purpose of these data is to identify the parties that existed prior 
to suffrage expansion, exact figures are not important. 
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into a single party to compete against the new parties 
that have emerged . 

• Oligarchic parties (or their descendants) have split into 
multiple identifiable descendants, whether or not new 
parties have also entered the political arena. 

Parties are defined as descendants of earlier ones if they are 
described in the country specialist literature as 

• representing the same interests that were represented 
by an earlier party; and 

• falling at the same ends of all the Lipset and Rokkan 
cleavage dimensions identified as salient for the original 
parties. 

In some countries, there are other long-standing cleavages in 
addition to those identified by Lipset and Rokkan - for example, 
inclusive versus racial-cultural definitions of citizenship in Pan­
ama. In the spirit of Lipset and Rokkan, these cleavages are 
treated in the same way as those they identified. 

Most parties are founded by dissidents from older parties, but 
that by itself does not make them descendants within the Lipset­
Rokkan framework. They are considered new if they represent 
or appeal to different sides of the Lipset-Rokkan dichotomies, 
different combinations of sides, or new interests or ideologies 
that did not exist previously. If the offshoot appeals to the same 
ends of the Lipset-Rokkan dichotomies as did the root party but 
differs primarily over leadership, then the offshoot is considered 
a descendant. Parties that do not emerge as splits from older 
parties but that nevertheless appeal to the same sides of the 
Lipset-Rokkan dichotomies are considered descendant equiva­
lents. They are not organizational descendants, but they repre­
sent the same underlying social forces. 

Frozen in the Wake of Suffrage Extension 

"Frozen in the wake" seems to mean to Lipset and Rokkan the 
actual organizational persistence of particular parties. 

Organizational persistence. Party organizations that competed 
during the decade after effective enfranchisement and have per­
sisted through time, though their names may have changed. 
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Information Used in Tests of the Lipset and 

Rokkan Arguments 

The tables that follow are the rough equivalent of a codebook for 
the information used to test the Lipset and Rokkan arguments 
about the persistence of cleavage structures and the freezing of 
party alternatives. Each table shows the coding decisions made for 
a particular country. The tables include the following elements: 

• Date identified as the endpoint of the period of oligar­
chic competition 

• The date of formal suffrage extension to the majority of 
the working class 

• Dates of the first competitive political system, that is, 
the period within which postsuffrage vote share would 
be measured 

• The date of effective enfranchisement, that is, when 
working-class votes would have been expected to actu­
ally affect political outcomes 

• Date of the most recent democratization 
• Names and average vote shares of the principal oligar­

chic parties or proto-parties (average vote includes that 
of all factions and descendants) 

• Names and average vote shares of presuffrage parties 
that received 5 percent or more of the vote or 3 percent 
or more of seats in any election during the decade prior 
to effective enfranchisement (average vote includes that 
of all factions and descendants) 

• Names and average vote shares of postsuffrage parties 
that received 5 percent or more of the vote or 3 percent 
or more of the seats in any election during the decade 
after effective enfranchisement (average vote includes 
that of all factions and descendants) 

• Names and average vote shares of later parties that re­
ceived 5 percent of the vote in any election since 1985 

• Dates of elections included in the vote averages and 
notes about any elections that were unusual 

The average vote shares combine votes for all factions and 
descendants of the parties to which they are attributed as well as 
for the named party itself. For example, in a number of countries, 
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different ephemeral factions of one of the oligarchic parties ran in 
almost every election. I have not treated these as separate parties. 
Instead, I have treated them - as the country specialist literature 
does - as factions of the same root party having many interests in 
common. I have also included parties considered descendants of 
earlier ones in the combined vote for the root parties in later 
elections. Descendants are parties that represent the same combi­
nation of ends ofthe Lipset-Rokkan dichotomies as did the earlier 
party. Sometimes they have split from the earlier party, but some­
times they are new. Since the first Lipset and Rokkan argument is 
about the persistence of cleavages, the important thing is that they 
represent the same interests as did the older party. If the reader 
does not see a party that he knows competed during a certain time 
period, it is because it has been treated as a faction or descendant. 
Notes in each table identify most factions and descendants that 
have been included with each of the root parties. 

Where parties ran as parts of electoral alliances or coalitions 
and their legislative votes were not reported separately, I followed 
one of two rules. Where the members of the alliance were rela­
tively equal, I split the vote equally among them. For example, 
half of the vote for the Alianza Frente del Pais Solidario in Argen­
tina is attributed to the Uni6n Civica Radical. Where one party in 
an alliance was much larger than its allies, however, all the votes 
were attributed to it. All the votes for the Alianza por Cambio in 
Mexico, for example, were attributed to the PAN (Partido Acci6n 
Nacional). Because they are so numerous, not all alliance partners 
and descendant parties are identified in the notes to the tables, but 
most of the important ones are. Others can be found on my 
website <www.polisci.ucla.edu/faculty/geddes>. 

Whenever doubts arose about whether to classify parties as 
descendants or how to attribute votes within an alliance, I tried 
to err on the side of cleavage persistence or organizational con­
tinuity. I wanted to be as sure as possible that coding mis­
takes would not cause disconfirmation of the Lipset and Rok­
kan argument. 

The tables also list the main interests with which the parties are 
identified, privileging interests relevant to the Lipset and Rokkan 
argument. The full election returns from which these tables were 
made can be found on my website, along with data sources and 
sources consulted in making judgments about the interests repre­
sented by different parties. 
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Argentina 

Oligarchic period 
Formal suffrage extension 
First competitive period 
Effective suffrage date 
Current competitive period 

Main Political Parties 
(includes factions and 
descendants) 

Oligarchic parties 
P. Autonomista Nacionalc 

Presuffrage parties 
Union Civicad 

Union Civica Radical 
P. Socialista 
Union Patriotica 

Postsuffrage parties 
P. Democrata Progresista 
Democrata 

Later parties 
P. lusticialista (Peronista) 
Aiianza Frente del Pais 

Solidario 

1861-1912 
1853 
1912-30 
1912 
1983-

Semicompetitive elections; fraud 
Universal male; public vote 
Secret vote; competitive elections 

Democratizationa 

Average 
Presuffrage Postsuffrage Vote Vote in 

Average Average since Most Recent 
Voteb (%) Vote (%) 1985 (%) Election (%) 

75.3 26.1 1.0 

n/a 2.1 
40.2e 46.0 29.0 11.6 
16.5 9.0 2.6 4.2 

1.7 

5.4 1.4 1.7 
1.9 

38.2 37.4 

8.4 11.6 
Union de Centro Democratico 3.7 3.0 
Aiternativa por una Republica 

de Iguales 0.8 7.2 
Movimiento por la Dignidad y 

la Independencia 0.9 
Accion por la Republica 1.3 

Others 5.2 9.4 12.8 23.3 

Elections included: 
Presuffrage average vote 
Postsuffrage average vote 
Average vote since 1985 
Most recent election 

1904,1906,1908,1910 (city of Buenos Aires only) 
1912, 1914, 1916, 1918, 1920, 1922 
1985,1987,1989,1991,1993,1995,1997,1999,2001 
October 14, 2001 

Party interests 
P. Autonomista Nacionalf 

(PAN) 

Union Civica (UC) 
Union Civica Radicalg (UCR) 

P. Socialistah (PS) 
Union Patriotica (UP) 
P. Democrata Progresista (PDP) 

Secular, land, and commercial. Called Union Elec­
toral in 1906, P. Autonomista y Nacional in 
1908, and Union Nacional in 1910. 

Secular, upper and middle class 
Secular, middle class. This includes UCR vote and 

vote for UCR provincial parties. 
Secular, workers and intellectuals 
Clerical, middle class 
Upper-class reformist, protectionist, decentralist, 

support especially in southern region. In the cur­
rent period, Alianza Sur and P. Democrata in 
Mendoza province treated as descendants. 



P. Democrata (PD) 
P. lusticialista (Peronista)i (Pl) 

Alianza Frente del 
Pais Solidarioi (FrePaSo) 

Union de Centro Democratico 
(UCeDe) 

Alternativa por una Republica de 
Iguales (ARI) 

Movimiento por la Dignidad y la 
Independencia (MODIN) 

Accion por la Republica (AporR) 
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Upper-class center-right, Cordoba 
Multiclass with emphasis on labor, originally state 

interventionist, now neoliberal 
Middle class and intellectuals, Peronist dissidents, 

opposes extreme neoliberalism, strongest in 
Buenos Aires. Formed by Frente Grande 
(center-left, formed by some Peronist dissidents 
and independents), some Socialists, and small 
parties. 

Modern upper and middle class, free market. In­
cludes Alianza del Centro vote. 

Social democratic dissidents from both UCR and 
FrePaSo 

Military, far right, supporters of coup attempts 

Modern upper and middle class, free enterprise, 
center-right electoral vehicle for Cavallo 

"Earlier democratizations occurred in 1958, 1962, and 1973, but each was followed by only one 
competitive election prior to renewed military intervention. 

bElection results are available only for the city of Buenos Aires. 
"By the 1890s, PAN had factionalized into many different ephemeral parties. All the factions are 

added together here. The "PAN" vote in later periods is the sum of votes for a number of small, 
mostly provincial parties that seem descended from the old PAN. 

dUC (or UC Nacional in the earliest elections) had a significant existence during the 20 or so years 
before 1912 and was a frequent coalition partner with PAN factions, but its vote is not reported 
separately for the presuffrage period. 

eUCR abstained during 1904-12. This is the average vote for 1892, 1994, 1895, 1896, and 1898 
elections in the city of Buenos Aires. 

/Por names of factions and descendants, see author's website. 
gVotes shown also include Concentraci6n Civica, Uni6n Cominal, and Uni6n Democratica in the 

early periods; and P. Intransigente (PI) and Movimiento de Integraci6n y Desarrollo (MID) in the 
later period. Includes half the votes for Alianza Trabajo, Justicia y Educaci6n (UCR's alliance with 
FrePaSo). 

hEarly factions and descendants include Socialismo Argentino and P. Socialista Internacional (PSI). 
PSI went on to become the P. Comunista in 1912. Current descendants include P. Socialista Demo­
cratico (PSD) and P. Socialista Popular (PSP) and their alliance, Alianza Unidad Socialista; P. Comu­
nista and Movimiento al Socialismo and their alliances, Alianza Izquierda Unida and Alianza Frente 
del Pueblo; P. de Trabajadores por el Socialismo; Movimiento Social de los Trabajadores; and P. 
Socialista Autentico. 

ipJ competed as the P. Laborista in 1946 and offered candidates as Uni6n Popular in 1962 and 
1965. In 1973, it was part of the coalition Frente Justicialista de Liberaci6n (FreJuLi), which also 
included MID, PCP, P. Popular Cristiano (PPC), and small socialist and regional parties. In 1983-87, 
FreJuLi included the PJ, MID, and Frente de Izquierda Popular. In 1989, PJ was part of Frente 
Justicialista Popular (FreJuPo), along with P. del Trabajo y del Pueblo, P. Dem6crata Cristiano 
(PDC), MID, and Movimiento Patri6tico de Liberaci6n (MPL). Average vote also includes separate 
votes for Frente Justicialista del Chubut, P. del Trabajo y del Pueblo, and Movimiento Uni6n 
Popular. 

iFigures include half the votes for Alianza Trabajo, Justicia y Educaci6n (FrePaSo's alliance with 
UCR). In 1995-97, they also include Frente Grande (FG), Alianza Cruzada Frente Grande, and 
Alianza Frente Pais. In 2001, they also include FG, Nuevo Espacio, Nuevo Movimiento, PDC, PI, 
PSD, and PSP. 
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Bolivia 

Oligarchic period 
Formal suffrage extension 
First competitive period 
Effective suffrage date 
Current competitive period 

1884-1952 
1952 
1956-62 
1952 
1985-

Competitive; limited suffrage 
Universal 
Flawed elections 

Democratizationa 

Average 
Main Political Parties Presuffrage Postsuffrage Vote 
(includes factions and Average Average since 
descendants) Vote (%) Vote (%) 1985 (%) 

Oligarchic parties 
P. Republicano 52.9 0.5 
P. Liberal 9.0 
P. Conservadorb 

Presuffrage parties 
Acci6n Civica Boliviana 

(Aramayo) 1.8 
Falange Socialista Boliviana 3.5 10.4 0.8 
Federaci6n Universitaria Bo-

liviana, Frente de Izquierda 
Boliviana 5.7 

Movimiento Nacionalista 
Revolucionario 18.6 87.3 27.6 

P. de la Izquierda 
Revolucionaria 8.6 

Postsuffrage parties 
P. Social Cristiano 0.6 0.4 
P. Comunista de Bolivia 1.5 0.3 
P. Obrero Revolucionario 0.2 0.2 

Later parties 
Acuerdo Patri6tico 5.3 
Alianza Dem6crata 

Nacionalista 20.1 
Frente del Pueblo Unido 0.3 
Izquierda Unida 3.4 
Movimiento de Izquierda 

Revolucionario, MIR-
Nueva Mayoria 12.2 

MIR-Bolivia Libre, 
Movimiento Bolivia Libre 2.1 

Movimiento Nacionalista 
Revolucionario de 
Izquierda 1.4 

MNR Vanguardia, Conciencia 
de Patria 12.1 

Uni6n Civica Solidaridad 7.5 
Others 5.9 

Vote in 
Most Recent 
Election (%) 

18.2 

22.3 

3.7 

16.8 

3.1 

17.2 
16.1 
2.7 
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Elections included: 
Presuffrage average vote 
Postsuffrage average vote 
Average vote since 1985 
Most recent election 

1940,1947,1951 (presidential) 
1956, 1958, 1960, 1962 
1985, 1989, 1993, 1997 
June 1,1997 

Party interests 
P. Republicano (PR) 

P. Liberal (PL) 
Acci6n Civica Boliviana (Aramayo) 

(ACB) 
Falange Socialista Boliviana (FSB) 

Federaci6n Universitaria Boliviana, 
Frente de Izquierda Boliviana 
(FUB, FIB) 

Movimiento Nacionalista 
Revolucionario (MNR) 

P. de la Izquierda Revolucionaria 
(PIR) 

P. Social Cristiano (PSC) 

P. Comunista de Bolivia (PCB) 

P. Obrero Revolucionario (POR) 
Acuerdo Patri6tico (AP) 
Alianza Dem6crata Nacionalista 

(ADN) 

Frente del Pueblo Unido (FPU) 
Izquierda Unida (IV) 

Movimiento de Izquierda 
Revolucionario, MIR-Nueva 
Mayona (MIR, MIR-NM) 

Alliance of land and artisans. Descendants in­
clude Concordancia, an alliance of Republi­
can factions including P. Republicano­
Socialista and P. Republicano-Genuino (con­
servative, mining); and P. de la Uni6n Repub­
licana Socialista (itself an alliance of the two 
Republican factions with P. Socialista 
Unificado). 

Secular, middle class, free market 
Vehicle for Aramayo 

Military and middle-class opposition to tradi­
tional parties, originally national socialist, 
urban middle class, Santa Cruz region. 

Students, workers, leftist. Includes vote for 
other leftist organizations. 

Multiclass, populist originally. In 1993, in alli­
ance with Movimiento Revolucionario Tupaj 
Katari de Liberaci6n (indigenous interests). 

Alliance of unions and small leftist parties, in­
cluding FIB; communist; electoral vehicle for 
Arze. 

PSC became P. Dem6crata Cristiano (PDC) in 
1965, joined with P. Revolucionario Bar­
rientista (PRB) in 1978. Clerical, middle 
class. 

Communists, split from PIR. Part of Frente de 
Liberaci6n Nacional, 1966; Unidad Demo­
cratica y Popular, 1978-80; FPU, 1985; IU, 
1989. 

Trotskyist, support from miners 
1993 election: MIR and ADN 
1980: includes Alianza Popular de Integraci6n 

Nacional, Movimiento Agrario 
Revolucionario Campesino, PIR; 1989: also 
PDC. Conservative, Christian, urban busi­
ness, especially in Santa Cruz. Vehicle for 
Banzer. 

1985: includes PCB and MIR-BL 
1989: includes Eje, MBL, P. Socialista Uno, 

PCB, MIR-Masas, and others. Alliance of 
small left parties, coca/eros, especially in 
Chapare, anti-U.S. 

MIR: young militants split from PDC. Name 
changed to MIR-NM in 1989, when joined by 
middle-class professionals and factions from 
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MIR-Bolivia Libre, Movimiento 
Bolivia Libre (MIR-BL, MBL) 

Movimiento Nacionalista 
Revolucionario de Izquierda 
(MNRI) 

Movimiento Nacionalista 
Revolucionario Vanguardia, 
Conciencia de Patria (MNRV, 
CONDEPA) 

Union Civica Solidaridad (UCS) 

MNR and the left. Provincial middle class, 
social democratic. 

Split from MIR in 1985, name change in 1986. 
Centrist, eastern region 

Split from MNR. Left, workers. Principal party 
in UDP. 

Aymara, urban lower class and marginalized, 
recent migrants. La Paz and El Alto. Many 
members moved to CONDEP A after 1988. 

Conservative, populist, urban lower class and 
marginalized. Law and order. 

'Competitive elections were held in 1978, 1979, and 1980, but the military prevented the winners 
from taking power until 1982. I count 1985 as the first unfettered election. 

bp. Conservador disappeared prior to presuffrage period. 



Bulgaria 

Oligarchic period 

Formal suffrage extension 
First competitive period 

Effective suffrage date 
Current competitive period 

Main Political Parties 
(includes factions and 
descendants) 

Oligarchic parties 
Liberal 
Conservative 

Presuffrage parties 
Agrarian Union 

Postsuffrage parties 
Social Democrats 

Later parties 
Union of Democratic Forces 
Movement for Rights and 

Freedom 

1878-1901 

1878 
1901-26 

1901 
1990-
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Constitutional monarchy; limited participa­
tion; fraud 

Universal male 
Competitive elections; participation 

threshold passed' 

Average 
Presuffrage Postsuffrage Vote Vote in 

Average Average since Most Recent 
Vote (%) Vote (%) 1985 (%) Election (%) 

59.2 67.6 
29.2 12.7 

3.2 9.5 11.4 9.1 

3.7 33.6 17.1 

26.0 9.1 

6.8 7.5 
National Movement Simeon II 8.5 42.7 
Bulgarian Euro-Left 
Bulgarian Business Bloc 

Others 

Elections included: 
Presuffrage average vote 
Postsuffrage average vote 
Average vote since 1985 
Most recent election 

Party interests 
Liberal 

Conservative 

Agrarian Union 

Social Democrats 

Union of Democratic Forces 
(SDS) 

1.3 1.0 
2.2 

8.4 6.5 10.1 13.5 

1894,1899 
1901, 1902, 1908, 1911 
1990,1991,1994,1997,2001 
June 17, 2001 

Secular, republican, nationalist. Vote share is the 
total for many competing factions, including the 
Democrats, National-Liberals, Progressive Liber­
als, and Young Liberals (all factionalized among 
themselves). 

Clerical, monarchist, Russophile. Vote share is the 
total for competing factions, the National P., and 
Unionists. 

Peasants. In current period, descendants include the 
People's Union (NS) and its factions. 

Urban workers, socialist. In current period, descen­
dants include Bulgarian Social Democratic P. 
(BSDP) and Bulgarian Socialist P. (BSP). 

Alliance of democratic parties in opposition to ex­
communists, multiclass. In 1997-2001, partici-
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Movement for Rights and 
Freedom (DPS) 

National Movement Simeon II 
(NDS) 

Bulgarian Euro-Left (BE) 
Bulgarian Business Bloc (BBB) 

pated in United Democratic Forces, a coalition 
withNS. 

Descendant of the Ethnic Turkish Party, which got a 
few votes in the pre- and postsuffrage period but 
never passed the 5% threshold. 

Monarchist 

Urban middle class, social democratic 
Nationalist, free enterprise 

Note: In contrast to other East European countries, Bulgaria's boundary changes did not occur at 
the same time as the actual suffrage extension and do not seem to have affected the party system. 
Bulgaria gained Eastern Rumelia in 1885, before widespread lower-class participation in politics. 
Other boundary changes occurred as a result of the Balkan Wars and World War I, but they had little 
effect on the party system. Bulgaria won lbrace in 1913 but only controlled it during one election. I 
can find no evidence, either in the country specialist literature or voting patterns, that Bulgaria's 
other losses - the Dobruja to Romania and a small western strip to Yugoslavia - affected the party 
system. 

"Turnout in the towns rose beginning in 1901, and 50% of the enfranchised in the towns voted in 
the 1902 election (Kostadinova 1995, 25). 



Chile 

Oligarchical period 
Formal suffrage extension 
First competitive period 
Effective suffrage date 
Current competitive period 

Main Political Parties 
(includes factions and 
descendants) 

Oligarchic parties 
P. Conservador 
P. Liberal 
Descendants of PC and PL 

combined 
P. Nacional (1) 
P. Radical 

Presuffrage parties 
P. Liberal-Democratico 

Postsuffrage 
P. Democrata 

Later parties 
P. Comunista de Chile 
P. Socialista de Chile 
P. por la Democracia 
P. Democrata Cristiano 
Union Democratica 

Independiente 
Others 

Elections included: 
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1858-1900 
1874 
1900-1924 
1900 
1989 

Limited participation 
Literate male 
Participation threshold passed 
Illiterate suffrage in 1970 
Democratization 

Average 
Presuffrage Postsuffrage Vote 

Average Average since 
Seat Share" Seat Share" 1985 (%) 

34.6 24.3 
33.5 18.0 

16.7 
1.8 10.2 

18.3 18.0 3.5 

11.2 24.3 

0.7 3.5 

5.4 
8.3 

12.1 
23.8 

15.4 
1.6 14.9 

Vote in 
Most Recent 
Election (%) 

13.8 

4.1 

5.2 
10.0 
12.7 
18.9 

25.2 
10.0 

Presuffrage average seat share" 
Postsuffrage average seat share" 
Average vote since 1985 

1891, 1894, 1897 
1900, 1903, 1906, 1909, 1912 
1989,1993,1997,2001 
January 16, 2001 Most recent election 

Party interests 
P. Conservador (PC) 

P. Liberal (PL) 

P. Nacional (1) (PN1) 

Originally centralist, clerical, land, especially in 
central Chile; later also attracted votes from 
peasants and middle class. In 1966, P. 
Conservador, P. Liberal and other conservative 
elements formed P. Nacional (2). After 1989, 
these interests are represented mainly by 
Renovacion Nacional, with a few votes going to 
P. Liberal and P. Nacional (2). 

Pragmatic secular, commercial, industrialists, land. 
Includes Doctrinario, Unionista and Aliancista 
factions. For current period, see above. 

Secular, centralist, banking, high bureaucracy; sup­
ported strong presidency 
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P. Radical (PR) 

P. Liberal-Democratico (PLD) 

P. Democrata (PD) 

P. Comunista de Chile (PCdeCh) 

P. Socialista de Chile (PSdeCh) 

P. por la Democracia (PPD) 

P. Democrata Cristiano (PDC) 
Union Democratica 

Independiente (UDI) 

Secular, northern mining interests, middle class; fa­
vored decentralization. Over time, free public 
education, social welfare. Currently called P. 
Radical de Chile. 

Pragmatic secular, centralist; public officials, army 
officers, mining interests 

Secular, middle class, urban workers, nitrate min­
ers, domestic industrialists; protectionist, social 
welfare 

Secular, intellectuals, urban workers, and miners. 
In 1989, also includes P. Amplio de la Izquierda 
Socialista as a descendant. 

Secular, workers, and intellectuals. Includes votes 
for P. Socialista Chileno in 1989. 

Moderate wing of the pre-1973 P. Socialista de 
Chile 

Clerical, multiclass, reformist 
Centralist, neoliberal; officials and interests closely 

allied with Pinochet 

'Seats are used because the cumulative vote system operatiog duriog this period renders voting data 
misleading. 



Colombia 

Oligarchic period 

Formal suffrage extension 
First competitive period 
Effective suffrage date 
Current competitive period 

Main Political Parties 
(includes factions and 
descendants) 

Oligarchic parties 
P. Conservador 
P. Liberal 

Later parties 
Alianza Democn'itica M-19c 

Others 

Elections included: 
Presuffrage average vote 
Postsuffrage average vote 
Average vote since 1985 
Most recent election 

Party interests 
P. Conservador (PC) 

P. Liberal (PL) 

Alianza Democnitica M-19 
(ADM-19) 
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1849-1936 Limited suffrage; periods of violence and 
one-party rule 

Universal male" 1853 
1939-50 
1939 
1958-

Universal male, competitive elections 

Democratization;b 1978, full competition 

Presuffrage Postsuffrage 
Average Average 
Vote (%) Vote (%) 

43.1 34.6 
56.8 63.9 

1.6 

1931, 1933 
1939, 1941, 1943, 1945 
1986, 1990, 1991, 1994, 1998 
March 8,1998 

Average 
Vote Vote in 
since Most Recent 

1985 (%) Election (%) 

28.3 27.0 
53.6 54.0 

2.6 
15.4 19.0 

Centralist, clerical, alliance of land, high clergy, and mili­
tary; multiclass in twentieth century. Includes 
Movimiento de Salvaci6n Nacional as descendant 
equivalent. 

Federalist, secular, free trade, antislavery; multiclass in 
twentieth century. Includes Nuevo Liberalismo as de­
scendant equivalent. 

Former revolutionaries, urban popular sector. In 1991, 
includes Frente Democriitico, Frente Popular, and sec­
tors of Uni6n Patri6tica. Joined by Esperanza, Paz y 
Libertad and P. Revolucionario de los Trabajadores in 
1994. 

"In 1863, the power to establish suffrage laws was devolved to the states, and most introduced 
restrictions. 

bReturn to competitive elections and civilian government, but competition limited to the two 
traditional parties, between which legislative seats were divided equally regardless of the vote. 

'The figures shown underestimate the vote for ADM-19 because sources lump the vote under 
"others" for some elections. 
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Costa Rica 

Oligarchic period 

Formal suffrage extension 
First competitive period 
Effective suffrage date 
Current competitive period 

Main Political Parties 
(includes factions and 
descendants) 

Oligarchic parties 
P. Liberal, many factions 
P. Conservador" 

Presuffrage parties 
P. Republicano Nacional 
P. Comunista 
P. Reformista 

Postsuffrage parties 
P. Democrata 
P. Socialdemocrata/P. 

Liberacion Nacional 
Later parties 

Fuerza Democnitica 
Others 

Elections included: 
Presuffrage average vote 
Postsuffrage average vote 
Average vote since 1985 
Most recent election 

Party interests 
P. Liberal (PL) 

P. Conservador (PCon) 

1849-1936 Limited suffrage; indirect elections; public 

1913 
1940-
1940 
1940-

vote 
Universal male 
Competitive elections; secret voteb 

Average 
Presuffrage Postsuffrage Vote Vote in 

Average Average since 
Vote (%) Vote (%) 1985 (%) 

66.9 20.6 5.0 

26.7 64.3 42.5 
1.3 3.4 
5.1 

11.7 0.3 

3.0d 42.5 

2.8 
6.9 

1923, 1928, 1932, 1936 (presidential) 
1940,1944,1948 (presidential) 
1986, 1990, 1994, 1998 
February 1, 1998 

Most Recent 
Election (%) 

12.8 

41.2 

1.2 

35.3 

5.8 
3.7 

Secular, commercial and landowning (coffee). 
Total shown here combines the vote of several 
Liberal factions. P. Republicano, P. Unidad 
Nacional, and P. Nacional treated as factions or 
descendants of PL. Current vote share attrib­
uted to them is the combined vote of a large 
number of very small parties whose antecedents 
cannot be traced. They have been treated as 
remnants of the traditional parties to make cer­
tain they are not undercounted. 

Clerical, land 
P. Republicano Nacional (PRN) Clerical, Christian reformist, middle class and 

workers. The contemporary P. Unidad Social 
Cristiana is treated as its descendant. 

P. Comunista (PCom) Socialist, urban and banana workers. Changed 
name to Bloque de Obreros y Campesinos, then 
to P. Vanguardia Popular. 



P. Reformista (PR) 
P. Dem6crata (PD) 
P. Socialdem6crata/P. Liberaci6n 

Nacional (PSD/PLN) 
Fuerza Democnitica (FD) 
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Clerical, reformist, workers 
Land, coffee interests, extreme right 
Secular, reformist, middle class. Name changed to 

P. Liberaci6n Nacional. 
A leftist coalition in 1994-98 that includes P. del 

Progreso, Pueblo Unido (itself a coalition), and 
P. Revolucionario de los Trabajadores. 

"Direct vote for president established in 1913. 
bThe secret ballot was introduced in principle in 1925, but its use did not become mandatory until 

September 1936 (after the February elections). 
cConservatives were defeated in battle early in the nineteenth century. 
dpSD was founded in 1945 and did not run in the presidential election, but it won 8.9% of the seats 

in the Constituent Assembly elected in 1948. I have used that as a proxy measure of its support in that 
year and therefore consider it a postsuffrage party. 
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Ecuador 

Oligarchic period 

Formal suffrage extension 
First competitive period 

Effective suffrage date 
Current competitive period 

Main Political Parties 
(includes factions and 
descendants) 

Oligarchic parties 
P. Liberal Radical 

Ecuatoriano 
P. Conservador Ecuatoriano 

Presuffrage parties 
P. Socialista Ecuatoriano 

Postsuffrage parties 
Movimiento Civico Demo-

cratico Nacional 

1861-1924 

1861 
1947-63 

1947 
1978-

High illiteracy; illegal seizures of power; 
dictatorships 

Literate male 
Competitive elections; literacy threshold 

passed 

Democratization; illiterate suffragea 

Average 
Presuffrage Postsuffrage Vote Vote in 

Average Average since Most Recent 
Vote (%) Voteb (%) 1985 (%) Election (%) 

27.4 17.1 4.5 
50.1 26.9 3.7 1.8 

8.5 1.7 4.2 3.4 

5.5 
Frente Popular Democratico 3.0 
Concentraci6n de Fuerzas 

Populares 6.5 
Federaci6n Nacional 

Velasquista - Acci6n 
Revolucionaria N acionalista 
Ecuatoriana 10.8e 

Later parties 
P. Social Cristiano 
Frente Radical Alfarista 
Izquierda Democratica 
Democracia Popular- Uni6n 

Dem6crata Cristiana 
Frente Amplio de Izquierda 
Movimiento Popular 

Democratico 
Movimiento Unidad 

Plurinacional Pachakutik -
Nuevo Pais 

Others 14.1 28.7 

Elections included: 
1933, 1940 (presidential) 
1947, 1950, 1952, 1954 

24.0 

23.9 
3.6 

12.7 

11.7 
1.9 

5.6 

1.4 
2.3 

Presuffrage average vote 
Postsuffrage average vote 
Average vote since 1985 
Most recent election 

1986, 1988, 1990, 1992, 1994, 1996, 1998 
May 31,1998 

Party interests 

19.6 

21.9 
3.0 

12.3 

24.3 
0.8 

3.9 

2.5 
6.7 

P. Liberal Radical Ecuatoriano 
(PLRE) 

Secular, commercial, financial, coast. Descen­
dants include the Coalici6n Institucionalista 
Dem6crata (which became C. Nacional Re-



P. Conservador Ecuatoriano (PCE) 
P. Socialista Ecuatoriano (PSE) 

Movimiento Civico Democratico 
Nacional (MCDN) 

Frente Popular Democratico (FPD) 

Concentraci6n de Fuerzas 
Populares (CFP) 

Federaci6n Nacional Velasquista, 
Acci6n Revolucionaria Nacionalista 
Ecuatoriana (FNV/ARNE) 

P. Social Cristiano (PSC) 

Frente Radical Alfarista (FRA) 

Izquierda Democratica (ID) 

Democracia Popular- Uni6n 
Dem6crata Cristiana (DP) 

Frente Amplio de Izquierda (FADI) 

Movimiento Popular Democratico 
(MPD) 

Movimiento Unidad Plurinacional 
Pachakutik - Nuevo Pais (MUPP­
NP) 

"Illiterates first voted in 1984. 
bData sources have large "others" sections. 
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publicana in 1985 and P. Republicano in 
1986) and P. Democratico. 

Clerical, land, highlands 
Secular, intellectuals, some workers after 

World War II, socialist. Allied with FADI, 
1996. 

Alliance of dissident Liberals and opponents 
of the traditional parties. Supported Galo 
Plaza presidential campaign in 1948. Al­
ianza Democratica Nacional, which sup­
ported the Larrea presidential campaign in 
1952 and was made up of many of the same 
people, treated as descendant. 

Temporary alliance of opponents of main 
parties 

Guayaquil, popular classes. Descendants in­
clude P. Assad Bucaram, P. Roldosista 
Ecuatoriano, Pueblo, Cambio y 
Democracia, and Acci6n Popular 
Revolucionaria Ecuatoriana. 

FNV: personalist vehicle of Velasco Ibarra. 
ARNE: Falange, Hispanidad, nationalism, 
promilitary. 

Clerical, upper and middle class, originally 
close ties to PCE. Rejuvenated by Febres 
Cordero as Frente de Reconstrucci6n 
Nacional, in alliance with Liberals, Conser­
vatives, and the Coalici6n Institucionalista 
Dem6crata. Conservative, free enterprise, 
coast. 

Multiclass reformist. Split from PLRE in 1978 
over collaboration with military. 

Middle class and workers, socialist, Quito and 
Guayaquil 

Middle class, clerical, conservative, social 
Christian, Sierra and Oriente. Alliance of 
P. Democratico Cristiano (which split from 
Social Christians) and PCE splinter. 

Christian left. Former Uni6n Democratica 
Popular. 

Students, intellectuals, leftist. Split from P. 
Comunista Marxista Leninista (itself a split 
from P. Comunista Ecuatoriano, which 
competed in presuffrage period but never 
got above 5% of the vote). 

Indigenous party, joined by Freddy Ehlers, a 
TV personality. Ehlers (Nuevo Pais) left 
MUPP after 1996. 

cFNV/ARNE coalition got 43% of the presidential vote in 1952, but sources do not show it as 
having won any legislative seats that year. They show 57.1 % of the vote going to "others," however. 
On the assumption that many of these others were Velasco supporters, I have attributed 43% of the 
1952 legislative vote to FNV/ARNE and reduced the "others" category to 14.1 % for calculating this 
average. 
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EI Salvador 

Oligarchic period 
Formal suffrage extension 
First competitive period 
Effective suffrage date 
Current competitive period 

Main Political Parties 
(includes factions and 
descendants) 

Oligarchic parties 
P. Liberal (idealist faction)b 

Semi competitive 
Universal male 

1911-31 
1883 
1964-84 
1964 
1989-

Flawed elections;" fraud 

Competitive elections 

Average 
Presuffrage Postsuffrage Vote 

Average Average since 
Vote (%) Vote (%) 1985 (%) 

8.6 

Vote in 
Most Recent 
Election (%) 

P. Liberal (pragmatic faction)b 14.1 
P. Conservador" 

Presuffrage parties 
P. Laborista Salvadoreno 23.4 
P. Fraternal Progresista 4.0 
P. Revolucionario de 

Unificaci6n Democratica 28.2 56.4 9.8 12.5 
P. Acci6n Renovadora 21.8 8.8 0.5 

Postsuffrage parties 
Uni6n Democratica 

Nacionalista 1.5 0.5 
P. Dem6crata Cristiano 31.9 26.3 9.1 

Later parties 
Alianza Republicana Nacional 39.6 36.0 
Frente Farabundo Marti para 

la Liberaci6n Nacional 14.7 35.2 
Convergencia Democratica 3.3 
Centro Democratico Unido 0.9 5.4 

Others 1.4 4.3 1.7 

Elections included: 
Presuffrage average vote 
Postsuffrage average vote 
Average vote since 1985 
Most recent election 

1931, 1950 (presidential) 

Party interests 
P. Liberal (idealist faction) 

1964, 1966, 1968, 1970 
1985,1988,1991,1994,1997,2000 
March 12, 2000 

Decentralist, secular, free market, coffee grow­
ers and exporters, artisans. Idealist Liberal 
descendants included P. Evoluci6n Nacional 
and P. Constitucionalista. 

P. Liberal (pragmatic faction) Centralist, state intervention, industrialization, 
middle class and public employees. P. 
Zaratista was a descendant of the pragmatic 
PL. 

P. Conservador (PC) 
P. Laborista Salvadoreno (PLS) 

Clerical, land 
Peasants, radicalized workers, and indigenous; 

social welfare, land reform 



P. Fraternal Progresista (PFP) 
P. Revolucionario de Unificaci6n 

Democn'itica (PRUD) 

P. Acci6n Renovadora (PAR) 
Uni6n Democratica Nacionalista 

(UDN) 
P. Dem6crata Cristiano (PDC) 

Alianza Republicana Nacional 
(ARENA) 

Frente Farabundo Marti para la 
Liberaci6n Nacional (FMLN) 

Convergencia Democratica (CD) 
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Popular sector, populist 
Military-civilian coalition; public employees, re­

tired military, traditional labor leaders, agri­
cultural workers. Succeeded by P. de 
Conciliaci6n Nacional. P. Republicano de 
Evoluci6n Nacional treated as descendant. 

Upper class, civilian opposition to military rule 
Socialist, dissident reformist officers, unions, 

agrarian leaders, professors and students 
Clerical, reformist, middle class, professionals, 

teachers, white-collar employees, urban work­
ers, some peasants 

Clerical, land, far right, anticommunist 

Former revolutionary left; workers, peasants, in­
tellectuals. In 1994, allied with CD and 
Movimiento Nacionalista Revolucionario. 

Alliance of Christian and secular social demo­
crats. Includes Movimiento Popular 
Cristiano, P. Social Dem6crata (PSD), and 
UDN. 

Centro Democratico Unido (CDU) Alliance of reformist left. In 1999, alliance of 
CD, P. Democratico, and P. Popular La­
borista; in 2000, of CD and PSD. 

'Competition during this period was limited by the military, and fraud was widespread. Neverthe­
less, after the introduction of proportional representation in 1963, opposition parties were able to win 
seats in the legislature, and parties developed that have shown some capacity for survival over time. 

bThe Idealist and Pragmatic wings of the Liberal Party were long-standing rivals to which strong 
loyalties were felt, not primarily personalist factions like those in so many of the oligarchic parties in 
other countries. 

cConservatives had disappeared by the early twentieth century. 
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Greece 

Oligarchic period 
Formal suffrage extension 
First competitive period 
Effective suffrage date 
Current competitive period 

Main Political Parties 
(includes factions and 
descendants) 

Oligarchic parties 
NewP. 
National P. 

Presuffrage parties 
Liberal P. (Venizelos) 
People's P. 
Communist Party of Greece 

Postsuffrage parties 
Agrarians 

Later parties 
Pan Hellenic Socialist 

Movement 
New Democracy 

1864-1911 
1822 
1910-36" 
1910 
1974-

Constitutional monarchy 
Universal male 
Also 1950-67; flawed elections 

Democratization 

Postsuffrage Average 
Presuffrage Average Vote 

Average Seat since 
Vote" (%) Shareb (%) 1985 (%) 

not used 
not used 30.3 

not used 62.7 
not used 
not used 1.2 10.4 

1.2 

42.3 
42.6 

Vote in 
Most Recent 
Election (%) 

8.7 

43.8 
42.7 

Democratic Social Movement 1.0 2.6 
Political Spring 

Others 

Elections included: 
Presuffrage average vote 
Postsuffrage average seat shareb 

Average vote since 1985 
Most recent election 

Party interests 
NewP. (NK) 

National P. (EK) 

Liberal P. (Venizelos) (KP) 

People's P. (LK) 

Communist Party of Greece 
(KKE) 

Agrarians 

Not included" 
1926, 1928, 1933 

4.6 
1.1 
2.4 2.2 

1985,1989 (1), 1989 (2), 1990, 1993, 1996,2000 
April 9, 2000 

Secular, commercial, reformist, cautious economic 
policies, westernizing, moderate about Greek ex­
pansionism. Founded and led by Trikoupis. 

Proclerical, expansionist economic and foreign pol­
icy, nationalist. Led by Deliyannis. 

Republican, supported by immigrants and recently 
acquired territories and modernizing capitalist 
middle class; social reform, land reform, An­
glophile. Also called Progressive Republican. 

Royalist (or Populist), pro clerical, supported by 
Greek heartland, lower middle class, anti­
capitalist, xenophobic 

Communist, urban workers and intellectuals. In­
cludes votes for Coalition of the Left (SIN). 

Thessaly 



Pan Hellenic Socialist Movement 
(PASOK) 

New Democracy (ND) 
Democratic Social Movement 

(DIKKI) 
Political Spring (POLA) 
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Social democratic, middle class and workers, state 
interventionist 

Centrist, neoliberal, upper and middle class 
Socialist 

Modern conservative 

"Because of boundary changes and the enormous exchange of populations during the early part of 
this period, only elections from 1926 on are used in this study. 

bVote share data are incomplete in data sources used for this period. 
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Guatemala 

Oligarchic period 1871-1931 Dictatorship; illegal seizures of power 
Formal suffrage extension 1921 Literate male, high illiteracy 
First competitive period 1944-54 Competitive elections 
Effective suffrage date 1945 1965, universal suffrage' 
Current competitive period 1985- Competitive electionsb 

Postsuffrage 
Average Average 

Main Political Parties Presuffrage Vote (%) Seat Share Vote in 
(includes factions and Average since Most Recent 
descendants) Vote (%) Seats Pres 1985c (%) Election (%) 

Oligarchic parties 
P. Conservador and 

P. Liberal combined 7.1 14.5 2.6 
P. Liberal Progresista 4.3 
P. Conservador, P. Liberal, 

and P. Liberal Progresista 
combined 18.7 

Presuffrage parties 
F. Popular Libertador 21.1 5.5 
Renovaci6n Nacional 15.1 65.4 0.9 
F. Popular Libertador and 

Renovaci6n Nacional 
combined 86.3 

P. Acci6n Revolucionariad 32.7 
P. Socialistad 4.0 

Postsuffrage parties 
P. Popular 7.1 
P. Comunista 4.1 
Uni6n Patri6tica 2.1 
P. de Integridad Nacional 1.1 

Later parties 
Democracia Cristiana 

Guatemalteca 19.9 
Uni6n del Centro Nacional 15.9 1.0 
Movimiento de Acci6n 

Solidaria 3.9 2.1 
P. Democratico de Co-

operaci6n N acional-
P. Revolucionario 2.8 

Frente Democratico Nueva 
Guatemala 1.9 1.3 

Alianza Naci6n Nueva 2.0 12.3 
P. de Avanzada Nacional 23.9 30.3 
Frente Republicano 

Guatemalteco 20.2 47.8 
Alianza Nacional 0.6 

Others 6.7 5.2 3.2 1.0 5.2 



Elections included: 
Presuffrage average vote 
Postsuffrage average vote 
Average vote since 1985 
Most recent election 

Party interests 
P. Conservador (PC) 

P. Liberal (PL) 

P. Liberal Progresista (PLP) 

F. Popular Libertador (FPL) 

Renovaci6n Nacional (RN) 

P. Acci6n Revolucionaria 
(PAR) 

P. Socialista (PS) 
P. Popular (PP) 
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1944 presidential 
1948,1950,1953 (seats); 1950 (presidential) 
1985, 1990, 1995, 1999 (seats)c 
November 7,1999 (presidential, first-round) 

Clerical, anti commercial. During pre- and 
postsuffrage period, included in the alliance of 
F. Nacional Democratico and P. Dem6crata 
Central, P. Republicano-Democratico, and 
various opposition alliances. Also included in 
Uni6n Nacional Electoral, along with P. 
Unidad Democratica, P. Unificaci6n An­
ticomunista and REDENCION. Current de­
scendant equivalents: Uni6n Nacionalista Or­
ganizada and Movimiento de Liberaci6n 
Nacional (previously Movimiento Democratico 
N acionalista: clerical, planters, far right, free 
enterprise, violently anticommunist). 

Secular, free market. During pre- and 
postsuffrage period, same as above. 

Ubico support party. Centrist, secular, upper 
class, state interventionist. REDENCION, 
electoral vehicle of Y digoras Fuentes, treated 
as descendant equivalent. Included in Uni6n 
Nacional Electoral (see above). Current de­
scendants: P. Institucional Democratico (party 
of the military government, state intervention­
ist, support from military, bureaucracy, com­
mercial) and Central Autentico Nacionalista. 

Nationalist left and center-left, students, middle 
class. Part of Arevalo coalition, F. Unido de 
Partidos Arevalistas (FUPA) in 1944 presiden­
tial election. Reported seat share includes par­
ties that split from FPL but remained allied 
with it, such as P. Social Revolucionario and 
P. Revolucionario de Uni6n Nacional. 

Center and center-left, commercial, middle class. 
Part of FUP A in 1944 presidential election and 
Frente Electoral, coalition supporting Arbenz 
in 1950. Current descendants: P. Revolu­
cionario (the fragment of Arevalo supporters 
allowed to participate during military rule: 
middle class, reformist), Frente Unido de la 
Revoluci6n, and P. Socialista Democratico 
(PSD). 

Merger of FPL and RN. RN withdrew from PAR 
in 1946 and FPL withdrew in 1947, but PAR 
continued. Peasant support. 

Base in peasant organizations; split from PAR 
"Neo-Peronist" center-left opposition to Arbenz; 

antimilitary 
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P. Comunista (PC) 

Uni6n Patri6tica (UP) 

P. de Integridad Nacional (PIN) 

Democracia Cristiana 
Guatemalteca (DCG) 

Uni6n del Centro Nacional (UCN) 

Movimiento de Acci6n Solidaria 
(MAS) 

P. Democratico de Cooperaci6n 
N acional- P. Revolucionario 
(PDCN-PR) 

Frente Democratico Nueva 
Guatemala (FDNG) 

Alianza Naci6n Nueva (ANN) 

P. de A vanzada N acional (PAN) 

Frente Republicano 
Guatemalteco (FRG) 

Alianza Nacional (AN) 

Urban intellectuals, labor. Split from PAR in 
1950; PC changed name to P. Guatemalteco 
del Trabajo (PGT) in 1952. 

Opposition to Arevalo and Arbenz, electoral 
vehicle for Marroquin 

Regional party from Quetzaltenango, Arbenz's 
home state. Arbenz vehicle. 

Clerical, social democratic, urban middle class, 
peasants 

Centrist, free enterprise, modern business, 
urban. Electoral vehicle for Carpio. 

Modern conservative, evangelicals; renamed 
Acci6n Reconciliadora Democratica (ARDE) 
in 1996. Electoral vehicle for Serrano. 

Alliance of PDCN (modern conservatives, evan­
gelicals, personalist vehicle of Serrano) and PR 
(a descendant of RN) 

Peasants and indigenous; peace, demilitarization, 
indigenous rights, land reform. Alliance of 
populist organizations, unions, and various RN 
descendants. 

Coalition of Desarrollo Integral Autentico (orga­
nized by community leaders from 
Sacatepequez and Chimaltenango, base in ru­
ral NGOs and university, human rights, peace) 
and Unidad Revolucionaria Nacional 
Guatemalteca (formerly guerrillas and PGT). 
FDNG was also part of ANN but left in 1999. 
Implementation of peace accords. 

Urban middle class, modern business, sugar, 
neoliberal, Guatemala City. Electoral vehicle 
for Arzu. 

Military, Protestants, peasants in scorched-earth 
areas, export sector. Support vehicle for Rios 
Montt. 

Alliance of UCN, DCG, and PSD 

"Beginning with the 1945 constitution, voting was obligatory and secret for literates but optional 
and public for illiterates. 

bElections have been honest, but the left side of the political spectrum was legally proscribed until 
the 1999 elections. 

cLegislative elections are two-tiered in Guatemala, and data sources differ in how they report these 
results. For some years, total vote share is reported; for others, separate national and district vote 
shares are reported. For the most recent elections, only seat share is available. Seat share is used to 
indicate support in the current period in order to keep results comparable across elections. 

dp AR and P. Socialista are listed as presuffrage parties, even though they did not exist prior to 
1945, because they were factions of the presuffrage FPL-RN coalition that elected Arevalo in 1944. 



Honduras 

Oligarchic period 
Formal suffrage extension 
First competitive period 
Effective suffrage date 
Current competitive period 

Main Political Parties 
(includes factions and 
descendants) 

Oligarchic parties 
P. Nacional 
P. Liberal 

Others 

Elections included: 
Presuffrage average vote 
Postsuffrage average vote 
Average vote since 1985 
Most recent election 

Party interests 
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1876-1924 
1894 
1924-32 
1924 

Illegal seizures of power; dictatorship 
Universal male 
Competitive elections 

1981 Democratization 

Presuffrage Postsuffrage 
Average Average 
Vote (%) Vote (%) 

33.1 49.6 
66.9 49.9 

1919, 1923 
1928, 1932 
1985,1989,1993,1997,2001 
November 25, 2001 

Average 
Vote 
since 

1985 (%) 

46.9 
48.4 
4.7 

Vote in 
Most Recent 
Election (%) 

52.2 
44.3 
3.6 

P. Nacional (PN) Clerical, centralist, protectionist. Vote share includes P. Nacional 
Democratico and P. Nacional de Honduras (current name). 

P. Liberal (PL) Secular, multiclass. Vote share includes P. Liberal Republicano, P. 
Liberal Constitucionalista, and P. Liberal de Honduras (current 
name). 
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Mexico 

Oligarchic period 
Formal suffrage extension 
First competitive period 
Effective suffrage date 
Current competitive period 

Main Political Parties 
(includes factions and 
descendants) 

Oligarchic parties 
P. Conservadora 

P. Liberalb 

Presuffrage parties 
P. Revolucionario 

Institucional 
P. Acci6n Nacional 

Later parties 
P. Popular Socialista 

1857-1912 
1857 
1967-88 
1967 
1988-

Violence; dictatorship; indirect elections 
Universal 
Flawed elections; fraud 

Competitive elections 

Average 
Presuffrage Postsuffrage Vote Vote in 

Average Average since Most Recent 
Vote (%) Vote (%) 1985 (%) Election (%) 

88.3 82.4 48.0 37.8 
9.8 13.0 25.4 39.2 

2.4 
P. Autentico de la Revoluci6n 

Mexicana 2.0 0.7 
P. de Frente Cardinista de 

Reconstrucci6n Nacional 3.0 
P. Revolucionario 

Democn'itico 14.0 19.1 
Others 2.0 4.7 5.8 3.1 

Elections included: 
Presuffrage average vote 
Postsuffrage average vote 
Average vote since 1985 
Most recent election 

1958, 1961, 1964 
1967, 1970, 1973, 1976 
1988,1991,1994,1997,2000 
July 7,2000 

Party interests 
P. Conservador (PC) 
P. Liberal (PL) 
P. Revolucionario Institucional 

(PRI) 
P. Acci6n N acional (PAN) 

P. Popular Socialista (PPS) 

P. Autentico de la Revoluci6n 
Mexicana (P ARM) 

P. de Frente Cardinista de 
Reconstrucci6n Nacional 
(PFCRN) 

Centralist, clerical, protectionist, developmentalist 
Federalist, secular, free trade 
Secular, officialist, multi class, state interventionist 

until the 1980s 
Clerical, upper and middle class, free market. In 

2000, PAN led an alliance with small parties, 
Alianza por Cambio. 

Dissident labor, communist. Competed in pre- and 
postsuffrage periods but did not pass 5% thresh­
old until current period. 

PRI dissidents. Competed in pre- and postsuffrage 
periods but did not pass 5% threshold. 

Dissident labor and intellectuals. Formed from P. 
Socialista de los Trabajadores. 
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P. Revolucionario Democnitico Multiclass populist, state interventionist. Alliance of 
(PRD) PRI dissidents with P. Mexicano Socialista 

(formed by merger of P. Socialista Unificado de 
Mexico - itself an electoral alliance of P. 
Comunista Mexicano, P. Mexicano de los 
Trabajadores, P. del Pueblo Mexicano, P. Social­
ista Revolucionario, and Movimiento de Acci6n y 
Unidad Socialista-and P. Mexicano de los 
Trabajadores) and the Frente Democriitico 
Nacional coalition. In 2000, PRD led an alliance 
with small parties, Alianza por Mexico. 

"Defeated in battle in 1866 and disappeared within a decade. 
bDominated Mexican politics from 1876 to the Revolution in 1917. 
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Nicaragua 

Oligarchic period 
Formal suffrage extension 
First competitive period 
Effective suffrage date 
Current competitive period 

Main Political Parties 
(includes factions and 
descendants) 

Oligarchic parties 
P. Liberal Nacionalista 
P. Conservador 
Descendants of P. Liberal 

Nacionalista and P. 
Conservador, combined 

Later parties 
Frente Sandinista de 

Liberaci6n Nacional 
Others 

Elections included: 
Presuffrage average vote 
Postsuffrage average vote 
Average vote since 1985 
Most recent election 

Party interests 
P. Liberal Nacionalista 

(PLN) 

P. Conservador (PC) 

1858-93 
1893 
1928-74 
1928 
1990-

Semicompetitive; indirect elections 
Universal male 
Flawed elections; fraud 

Democratization 

Presuffrage Postsuffrage 
Average Average 

Votea (%) Voteb (%) 

not used 58.0 
not used 42.0 

Not includeda 
1928, 1932 (presidential)b 
1990,1996,2001 
November 4, 2001 

Average 
Vote 
since 

1985 (%) 

54.0 

39.9 
5.9 

Vote in 
Most Recent 
Election (%) 

57.8 

42.2 

Secular, free trade, commercial; under Somoza, de­
velopmentalist, multiclass. Descendants include 
P. Liberal and P. Liberal Independiente de Uni6n 
Nacional; included in Uni6n Nacional Opositora 
(UNO), Alianza Liberal (AL), and P. Liberal 
Constitucionalista (PLC). 

Clerical, protectionist, land and commercial. De­
scendants include P. Conservador de Nicaragua 
and P. Conservador Dem6crata de Nicaragua; 
included in UNO, AL, and PLC. 

Frente Sandinista de Liberaci6n 
Nacional (FSLN) 

Workers and peasants, originally much of the 
middle class, socialist 

apresuffrage elections are excluded from this study because of rampant electoral fraud. 
bpostsuffrage legislative vote share is not available. The 1928 and 1932 presidential elections are 

considered the only fair Nicaraguan elections prior to 1990. An alternative indicator - average seat 
share for the 1928, 1930, 1932, and 1934 Chamber of Deputies -is 35% for the PLN and 65% for the 
Pc. 



Panama 

Oligarchic period 
Formal suffrage extension 
First competitive period 

Effective suffrage date 
Current competitive period 

Main Political Parties 
(includes factions and 
descendants) 

Oligarchic parties 
P. Conservador 
P. Liberal 

Postsuffrage parties 
P. Nacional Revolucionario 
Democratic P. 
AgrarianP. 
Unionist P. 
Socialist P. 

Later parties 
P. Revolucionario 

Democnitico 
P. Dem6crata Cristiano 
P. Solidaridad 
Movimiento de Renovaci6n 

Nacional 
P. Renovaci6n Civilista 
Movimiento Papa Egor6 

Others 

Elections included: 
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Semi competitive elections 1903-30 
1904 
1932-40 

Universal male; direct elections in 1920 
Competitive elections; fraud; illegal seizures of 

power 
1932 
1994- Competitive elections 

Presuffrage Postsuffrage Average 
Average Average Vote 

Seat Seat since 
Share" (%) Share" (%) 1985b (%) 

20.7 8.3 
73.9 54.2 13.7 

27.1 19.9 
1.1 6.3 
1.1 1.0 

1.0 
1.0 

34.8 
6.7 
6.0 

4.0 
3.5 
4.9 

3.3 1.0 6.4 

Vote in 
Most Recent 
Electionb (%) 

9.7 

25.4 

46.7 
7.1 
5.5 

1.4 
1.4 

2.8 

Presuffrage average seat share" 
Postsuffrage average seat share" 
Average vote since 1985 

1924, 1928 
1932, 1936, 1940 
1994,1999b 

Most recent election 

Party interests 
P. Conservador (PC) 

P. Liberal (PL) 

May 2,1999 

Inherited from Colombia, centralist, clerical, 
landlords. From 1916 on, main competition 
among Liberal factions. 

Inherited from Colombia, secular, urban, com­
mercial. Seat share includes all Liberal fac­
tions, reform Liberals, national Liberals, P. 
Liberal Renovador, P. Liberal Doctrinario, 
and P. Liberal Doctrinario Democratico. 
Currently includes P. Liberal Nacional, 
MOLIRENA, and P. Liberal Autentico. 
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P. Nacional Revolucionario (PNR) 

Democratic P. 
AgrarianP. 
Unionist P. 
Socialist P. (PS) 
P. Revolucionario 

Democratico (PRD) 

P. Democrata Cristiano (PDe) 

P. Solidaridad (P Sol) 

Movimiento de Renovacion Nacional 
(MORENA) 

P. Renovacion Civilista (PRe) 

Movimiento Papa Egoro 
(Papa Egoro) 

Popular classes, anti-U.S., racist, xenophobic; 
electoral vehicle for Arias. P. Arnulfista, 
main party in Union por Panama (UP) alli­
ance (1999), treated as descendant. 

Reformist multi class 
Ephemeral 
Ephemeral 
Socialist 
Officialist, multiclass, populist, allied with mili­

tary, nationalist. Main party in Nueva 
Nacion (NN) alliance (1999). 

Clerical, urban middle class, antimilitary. 
Main party in Accion Opositora (AO) 
alliance (1999). 

Centrist, nationalist. Participated in NN 
(1999). 

Business interests, pro-U.S. Participated in UP 
alliance (1999). 

Antimilitary, centrist. Participated in AO 
(1999). 

Indigenous, green, support in urban slums. 
(Name means "Mother Earth" in the indige­
nous Emera language.) 

'Vote share is not available for pre- or postsuffrage periods. 
b1999 vote shares are estimates. For 1999, vote is given for alliances only. Seat breakdown, how­

ever, is by party. For the estimate used here, I attribute to each party the share of the total alliance 
vote equivalent to its share of the total alliance seats. 



Paraguay 

Oligarchic period 
Formal suffrage extension 
First competitive period 
Effective suffrage date 
Current competitive period 

Main Political Parties 
(includes factions and 
descendants) 

Oligarchic parties 
P. Colorado 
P. Liberal 

Later parties 
Encuentro Nacional 
Alliance ofPLRA (descen-

dant of PL) and EN 
Others 

Elections included: 
Presuffrage average vote 
Postsuffrage average vote 
Average vote since 1985 
Most recent election 

Party interests 
P. Colorado (PC) 

P. Liberal (PL) 

Encuentro Nacional (EN) 
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1870-1936 
1870 
1968-73 
1968 
1993-

Indirect elections; illegal seizures of power 
Universal; direct elections since 1940 
Semicompetitive elections 

Democratization 

Presuffrage 
Average 

Vote" (%) 

not used 
not used 

Not included" 
1968, 1973 
1993,1998 
May 10,1998 

Postsuffrage 
Average 

Vote (%) 

78.2 
20.6 

1.3 

Average 
Vote Vote in 
since Most Recent 

1985 (%) Election (%) 

51.8 53.8 
37.3h 

9.7h 

42.7h 
0.3 0.5 

Centralist, clerical, officialist party under Stroessner. Cur­
rently, official name is Asociaci6n Nacional Republi­
cana. 

Decentralist, secular. Includes P. Liberal Radical and P. 
Liberal Radical Autentico. 

Social democratic, young urban middle-class support. 

apresuffrage average not recorded because of limitations on competition during the authoritarian 
period preceding 1967. 

hIn 1998, P. Liberal Radical Autentico, a descendant of the PL, and EN formed an electoral 
alliance. The calculation of the current average attributes the 1998 vote to the two parties according 
to each party's share of their combined vote in 1993, when they competed separately. 
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Peru 

Oligarchic period 
Formal suffrage extension 
First competitive period 
Effective suffrage date 
Current competitive period 

Main Political Parties 
(includes factions and 
descendants) 

Oligarchic parties 
P. Civilista 
P. Constitucional 
P. Democrata 
P. Liberal 
Combined oligarchic parties 

and descendants 
Presuffrage parties 

P. Democratico Reformista 
Union Revolucionaria 
Alianza Popular 

1872-1931 
1931 
1939-45 
1939 
1980-

Limited suffrage; illegal seizures of power 
Literate male 
Competitive elections 

Democratization; illiterate suffrage 

Presuffrage 
Average Average 

Vote" (%) Postsuffrage Vote Vote in 
Average since Most Recent 

Seats Pres Voteb (%) 1985 (%) Election (%) 

18.2 
8.2 

13.8 5.6 

71.4 5.6 
50.8 16.5 

Revolucionaria Americanac 35.4 33.5 22.2 19.7 
Concentracion Nacional de 

Partidos 
P. Comunista Peruanod 

Later parties 
CAMBIO 90, Nueva 

Mayoria, Peru 2000 
Frente Democratico 
Accion Popular 
Partido Popular Cristiano 
Izquierda Socialista 
Izquierda Unida 
Frente Independiente 

Moralizador 
Peru Posible 
Somos Peru 
Unidad Nacional 

Others 

Elections included: 
Presuffrage average vote 
Postsuffrage average vote 
Average vote since 1985 
Most recent election 

Party interests 
P. Civilista (P Civil) 

38.8 
NA 0.1 

23.3 
6.0 
3.7 
2.8 
1.1 
7.3 

6.0 
9.9 
2.6 
2.8 

2.3 12.3 

1924,1929 (seats), 1931 (presidential) 
1939, 1945 (presidential)b 
1985,1990,1995,2000,2001 
April 8, 2001 

4.8 

4.2 

11.0 
26.3 
5.8 

13.8 
14.4 

Decentralization, secular, civilianist, modern planta­
tions, mining, finance, manufacturing, Lima. Ma­
jor party in 1872-1915 but did not run separate 
presidential candidates in later years. 



P. Constitucional (P Const) 

P. Dem6crata (PD) 

P. Liberal (PL) 
Combined oligarchic parties 

P. Democratico Reformista 
(PDR) 

Uni6n Revolucionaria (UR) 

Alianza Popular Revolucionaria 
Americana (APRA) 

Concentraci6n Nacional 
de Partidos (CNP) 

P. Comunista Peruano (PCP) 
CAMBIO 90, Nueva Mayoria, 

Peru 2000 (C90, NM, PZOOO) 
Frente Democratico (FD) 

Acci6n Popular (AP) 

Partido Popular Cristiano (PPC) 
Izquierda Socialista (IS) 
Izquierda Unida (IU) 

Frente Independiente 
Moralizador (FIM) 

Peru Posible (PP) 
Somos Peru (SP) 

Unidad Nacional (UN) 
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Centrist, church-state status quo, protectionist, na­
tionalist, electoral vehicle for military 

Clerical, middle class and artisans, interior, 
Arequipa 

Extremely anticlerical, free market 
P. Constitucional Renovador del Peru and Acci6n 

Republicana, which ran in the presuffrage presi­
dential elections, treated as descendants of the 
combined oligarchic parties 

Clerical, developmentalist, social reforms, protec­
tionist. Leguia support vehicle. 

Maintenance of church-state status quo, develop­
mentalist, social reforms, integration of indige­
nous, balanced budget and stable money, nation­
alist, decentralization. Electoral vehicle for San­
chez Cerro. 

Advanced social reforms, developmentalist, state in­
terventionist, land reform, multiclass, northern 
region.c 

Coalition to elect Prado. Twelve parties, including 
PCP, a faction of UR, and Coalici6n 
Conservadora. (APRA was illegal, but APRA 
voters supported Prado in return for his promise 
to relegalize the party.) 

Workers, miners, intellectuals. Communist. 
Multiclass, populist, neoliberal. Fujimori electoral 

vehicles. 
Upper and middle class, neoliberal. Vargas Llosa 

electoral vehicle. Alliance of AP, PPC, 
Movimiento Libertad, and Solidaridad y 
Democracia. 

Moderate reformist, educated urban, middle class, 
southern region. Belaunde electoral vehicle. 

Clerical, upper and middle class, Lima 
Alliance of leftist parties, socialist 
Unions, social movements. Alliance of leftist 

parties. 
Populist, anticorruption 

Multiclass, populist. Toledo electoral vehicle. 
Centrist, especially in Lima. Electoral vehicle for 

Andrade Carmona. 
Christian, center-right, alliance of PPC and Uni6n 

de Centro Democratico. 

"The presuffrage period includes both the end of the Leguia administration and the 1931 presiden­
tial election, and the party system changed dramatically between the two. For this reason, seat share 
(legislative vote share by party is not available) during the last years of the Leguia government and 
presidential vote share for 1931 (no legislative elections were held until 1939) are used as the basis for 
assessing the strength of the presuffrage parties. 

bData sources for legislative results (even Peruvian newspapers at that time) show candidates 
elected but do not indicate their party affiliations. 

cAPRA was proscribed during part of the presuffrage period but was nevertheless politically active 
and highly influential. 

dThe PCP is included here as a presuffrage party, even though information about its seat share in 
the legislature is unavailable, because the literature includes descriptions of it as having elected 
deputies in both the Constituent Assembly of 1931 and the legislature of 1945. 
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Portugal 

Oligarchic period 1822-1910 Constitutional monarchy 
Formal suffrage extension 
First competitive period 
Effective suffrage date 
Current competitive period 

1911-
1915-26 Literate male; flawed elections 
1915 
1974- Democratization 

Main Political Parties 
(includes factions and 
descendants) 

Oligarchic parties 
P. Regenerador and 

P. Progressista,b combined 
Presuffrage parties 

P. Republicano Portuguese 
Postsuffrage parties 

P. Socialista Portugues 
P. Cat6lico 
Uniao dos Interesses 

Econ6micos 
Later parties 

P. Social Dem6crata 
Coliga\{ao Democratica 

Unitana 
P. Popular 
P. Renovador Democratico 
Bloca de Esquerda 

Others 

Elections included: 
Presuffrage average vote 
Postsuffrage average seat share 
Average vote since 1985 
Most recent election 

Party interests 
P. Regenerador (PR) 

P. Progressista (PP) 

P. Republicano Portugues 
(PRP) 

Postsuffrage Average 
Presuffrage Average Vote Vote in 

Average Seat since Most Recent 
Vote (%) Share (%) 1985 (%) Election (%) 

nla 2.4 

nla 88.7 

2.5 32.1 44.1 
2.2 

1.2 

39.3 32.3 

10.8 9.0 
7.2 8.3 
4.6 
0.5 2.4 

3.0 4.6 4.0 

Not available 
1915, 1919, 1921, 1922, 1925 
1985, 1987, 1991, 1995, 1999 
October 10, 1999 

Secular, constitutional monarchy, land and com­
mercial. By the end of the monarchy, it had 
split into several factions. Causa Monarquica 
treated as descendant equivalent during 
postsuffrage period. 

Secular, constitutional monarchy, land and com­
mercial, broader suffrage. By the end of the 
monarchy, it had split into several factions. 

Secular, republican, middle class. Split into three 
factions shortly after the 1910 revolution: P. 
Democratico, P. Republicano Evolucionista, 
and Uniao Republicana. Later descendants in­
clude Ac\{ao de Reconstitu\{ao Nacional, P. 
Governamentais, and Esquerda Democratica. 



P. Socialista Portugues (PSP) 

P. Cat6lico (PC) 
Uniao dos Interesses Economicos 

(VIE) 
P. Social Dem6crata (PSD) 
Coliga\{ao Democratica Unitaria 

(CDU) 
P. Popular (PP) 

P. Renovador Democratico (PRD) 
Bloca de Esquerda (BE) 
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Conjun\{ao Republicano Socialista (CRS) in­
cluded PRP interests, along with others. 

Socialist, originally working class in Lisbon and 
Oporto. PSP interests included in CRS, along 
with others. Current name: P. Socialista. 

Clerical, middle and upper class 
Land, commercial, finance, procapitalist 

Centrist, multiclass 
Communist and green. Alliance of P. Comunista 

Portugues and Os Verdes. 
Free market, upper and middle class. PP is the 

former Coliga\{ao Democratica Social. 
Nationalist, right, anti-EU 
Communist 

'Suffrage was extended to literate males in 1822, but literacy was so restricted that only 1 percent of 
the population could vote. The 1911 constitution gave the vote to literate males and heads of 
households, and although some restrictions were subsequently reimposed, over 40 percent of adult 
males remained eligible to vote (calculated from Oliveira Marques 1978, 610). 

bp. Regenerador and P. Progressista were both descendants of the early P. Liberal. Conservatives 
were defeated in the mid-nineteenth century and disappeared. Election results for the presuffrage 
period are unavailable, but these parties and their factions won about 90 percent of seats. 

cComplete election results are unavailable for the presuffrage period, but literature reports that 
PRP won about 10 percent of the seats in the 1908 and 1910 parliamentary elections. 
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Uruguay 

Oligarchic period 
Formal suffrage extension 
First competitive period 
Effective suffrage date 
Current competitive period 

1875-1918 
1918 
1919-73 
1919 
1984-

Indirect elections 
Universal; direct elections 
Competitive elections 

Democratization 

Average 
Main Political Parties Presuffrage 
(includes factions and Average 
descendants) Vote 

Oligarchic parties 
Lemas Colorados/P. Colorado 59.7 
Lemas Blancos/P. Nacional 36.3 

Presuffrage parties 
P. General Fructuoso Rivera 2.9 

Later parties 
Encuentro Progresista (includes 

Frente Amplio )a 
Nuevo Espacio 

Others 

Elections included: 
Presuffrage average vote 
Postsuffrage average vote 
Average vote since 1985 
Most recent election 

Party interests 

1.0 

1907, 1913, 1917 
1919, 1922, 1925, 1928 
1989, 1994, 1999 
October 31, 1999 

Postsuffrage Vote 
Average since 

Vote 1985 

49.9 31.4 
46.7 30.5 

30.2 
6.2 

3.4 0.2 

Vote in 
Most 

Recent 
Election 

31.3 
21.3 

38.5 
4.4 

Lemas Colorados/P. Colorado (PC) Centralist, Montevideo; in twentieth century, 
multiclass 

Lemas Blancos/P. Nacional (PN) 

P. General Fructuoso Rivera 
(G. Rivera) 

Encuentro Progresista (includes 
Frente Amplio) (EP) 

Nuevo Espacio (NE) 

Federalist, land, interior; in twentieth century, 
multiclass 

Personalist vehicle 

Middle class and labor, Montevideo, social 
democratic 

Intellectuals and labor, Montevideo, left 

aFrente Amplio competed in 1989 and 1994. It was part of Encuentro Progresista in 1999. 



Venezuela 

Oligarchic period 
Formal suffrage extension 
First competitive period 
Effective suffrage date 
Current competitive period 

1935-45 
1858 
1958-a 

1947 
1958-
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Semi competitive 
Literate male 
Competitive elections 
Universal 
Democratization 

Average Seat Share 
Main Political Parties Presuffrage Postsuffrage Vote inMost 
(includes factions and Average Average since Recent 
descendants) Voteb Vote 1985c Electionc 

Oligarchic parties 
P. Liberald n/a 

Presuffrage parties 
Acci6n Democraticab n/a 45.5 30.6 19.1 

Postsuffrage parties 
Movimiento Electoral del Pueblo 3.2 0.6 
Comite de Organizaci6n Politica 

Electoral lndependiente 19.4 22.1 4.5 
Uni6n Republicana Democratica 14.4 0.6 
Cruzada Cfvica Nacionalista 2.7 
Frente Democratico Popular 3.7 
Independientes Pro Frente 

Nacional 3.3 
P. Comunista Venezolano 2.5 0.2 

Later parties 
Convergencia Nacional 5.3 
La Causa Radical 8.6 3.0 
Movimiento V Republica 6.6 46.1 
Movimiento al Socialismo 10.1 12.7 
Proyecto Venezuela 3.3 4.2 
Primero Justicia 3.0 

Others 5.2 12.3 7.3 

Elections included: 
Presuffrage average vote 
Postsuffrage average vote 
Average vote since 1985 
Most recent election 

Not includeda 

1947, 1958, 1963, 1968 
1988, 1993, 1998c 

July 30, 2000 (seats)c 

Party interests 
P. Liberal (PL) 

Acci6n Democriitica (AD) 
Movimiento Electoral del Pueblo 

(MEP) 
Comite de Organizaci6n Politica Elec­

toral lndependiente (COPEl) 
Uni6n Republicana Democratica 

(URD) 

Centrist, secular, upper class, developmen­
talist, officialist 

Secular, multiclass, populist 
Social democratic, originally left wing of AD. 

Part of Patriotic Pole (PP) in 1998. 
Clerical, middle class 

Former supporters of Medina Angarita gov­
ernment; free market, close to military, 
populist 
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Cruzada Cfvica Nacionalista 
(CCN) 

Frente Democratico Popular (FDP) 
Independientes Pro Frente 

Nacional (IPFN) 
P. Comunista Venezolano (PCV) 
Convergencia Nacional (CN) 

La Causa Radical (LCR) 

Movimiento V Republica (MVR) 

Movimiento al Socialismo (MAS) 

Proyecto Venezuela (PV) 

Primero Justicia (PJ) 

Conservative, military, supporters of former 
dictator Perez Jimenez 

Electoral vehicle for Admiral Larrazabal 
Electoral vehicle for Uslar Pietri 

Secular, labor, intellectuals; part of PP 1998 
Multiclass populist alliance of a faction of 

COPEI, MAS, MEP, and thirteen tiny par­
ties. Electoral vehicle for Caldera. 

Independent labor, support especially in in­
dustrial areas of Guyana and Bollvar 

Chavez supporters, lower and middle class, 
populist; part of PP in 1998 

Socialist (originally split from PCV), now left 
wing of Chavez supporters. Part of PP in 
1998. 

Middle class reformist, Carabobo region. 
Electoral vehicle for Salas. 

Reformist opposition to Chavez 

'Competitive elections were held between 1946 and 1948, but this period is not long enough to be 
used here. See coding scheme. 

bBefore 1947, Venezuela had indirect elections for both Congress and the president, so no 
presuffrage results are available for either office. In 1942, however, in the last election under the old 
regime, government candidates won 70 percent of the municipal council races they contested and 94.7 
percent of seats in state legislative assemblies. AD was the best organized of the opposition forces, 
and it is therefore listed as a presuffrage party. 

CVote share data are not available for the most recent legislative election. 
dConservatives were defeated in battle during the Federal War in the 1860s. 
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