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Preface

There have been quite a number of topical texts and reviews published recently
dealing with clinical diagnostics. So, one question to ask is why another book?
This Preface hopefully provides a rationale for this. In a parallel vein, there was
a belief in the idea of a ‘‘Fountain of Youth’’; an aged-adult body enters the
‘‘Fountain’’ Service and exits with new body components, with as good-as-new
regeneration. To bring this up to date, even if this was achievable, say by tissue
engineering the question arises – would the insurance companies foot the bill?
So not only are there residual uncertainties, even in utopia, but context is ever
changing.

To return to the present topic, our aim was to bring the reader up to date
within the context of rapidly evolving technology and to communicate this
through the eyes of research leaders. A broad range of approaches is scoped
and the diagnostics needs and bottlenecks surveyed. Both academic and in-
dustrial experts are included, all addressing robust tools for dealing with the
world of real biological measurement – especially from the perspective of a
commonly neglected expert: the end user.

Chapter 1 (by Thompson et al.) and Chapter 2 (by Vadgama et al.) deal with
Clinical Diagnostics, both in the laboratory and at the bedside, from the
broader picture down to some details. There have been powerful advances in
extralaboratory testing enabled by new solid-state technology encompassing
reagent immobilisation and miniaturization. This is a difficult area to monitor
and set standards for, because of the distributed nature of such testing across a
variety of clinical sites and even the home. Laboratory analysis has taken on
major advances with high throughput and small sample volumes, so polar-
isation between technologies that are aimed at laboratory testing vs. those for
extra laboratory testing are inevitable.
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Analytical specificity remains a vital issue, still not fully resolved, especially
for low-concentration analytes, regardless of technique, and where sample
separation cannot be part of the assay system, as in say in vivo sensors, quite
significant effort is required to redesign the basic construct. This latter owes as
much to materials science and engineering as to chemistry.

Selectivity in general is discussed in Chapter 1 (by Thompson et al.) with
specific regard to Clinical Chemistry. In the in vivo context, sensors need to
function selectively given their exposure to unmodified samples. There is the
added complication of high local protein concentration and cellular ingress at
the implant site. Returning to the selectivity challenge, there are helpful, pub-
lished techniques for electrochemical bio/sensors reviewed in Chapters 1 and 6
(Thompson et al.; Peteu and Szunerits), including membranes to address solute
transport and interfacing issues. Ultimately, one needs to be mindful of the
trade-off between analytical complexity and slower processing as against the
goal of high specificity.

This issue of damaging nonspecific adsorption (NSA), represents a true
Achilles heel for direct contact sensors, and is examined in detail. With bio-
logical matrices constituting highly complex solute mixtures, it becomes clear
they could well prevent the detection/quantification of target analytes present at
considerably lower concentration, outlined in Chapter 1 (Thompson et al.).

Early advances in this regard, though not always seen as such, are the dry
reagent systems developed for glucose as illustrated in Chapter 3 (Wang and
Hu). Here, unless the integrated laminates are not tailored to whole-device
function and can be produced in mass numbers, the overall transduction value
cannot be realized. This chapter examines the progress and challenges of the
blood-glucose biosensors. Managing one’s diabetes also decreases the occur-
rence of its serious complications such as nephropathy, neuropathy and reti-
nopathy. The pathogenesis of diabetes and its complications seem to be
correlated with the presence of nitro-oxidative species – including peroxynitrite
– potentially implicated in beta-cells destruction, as highlighted in Chapter 6
(Peteu and Szunerits).

Chapter 4 (Gaspar et al.) critically assess recent progress and many chal-
lenges in electrochemical detection of disease-related diagnostic biomarkers.
Mostly, we have relied on biomolecules, but aptamer technology shows how
such synthetic structures can be harnessed to give stable ‘‘readers’’ for bio-
chemical targets. These are early days still for the technology, and designer
aptamers bred via SELEX (selective evolution of ligands by exponential en-
richment), should extend their repertoire. It may also be that here and else-
where, with use of arrays, absolute selectivity will not be a necessity.

As with sampling integrity, so with continuous use sensors for monitoring
in vivo, Chapter 5 (by Meyerhoff et al.), shows there is great need to reduce bio-
incompatibility and resultant surface fouling; biofluids are not tolerant of foreign
surfaces. In vivo sensors are, however, uniquely positioned to provide site-
related information, in particular at specific extravascular, tissue locations, but
face a huge safety and biocompatibility challenge. The fact that this has been
resolved in some cases raises the possibility of broader forms of monitoring
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systems. Even using early proof-of-concept systems, it may yet be possible to
pick up biological signatures that arise from wider disease sets.

Chapter 5 (Meyerhoff et al.) especially scrutinizes the challenges for sensors
long-term biocompatibility. In spite of the great sensors advances in vitro, the
commercial development of implantable chemical sensors has reached a
bottleneck. So much so, that, even with the FDA-required recalibration the
output of devices, is still not considered reliable enough. Special coating ma-
terials able to say attenuate the activation of platelets or materials able to inhibit
the inflammatory response will become important.

In the case of more exotic short-lived radical species such as peroxynitrite
(often r1 s lifetime) featured in Chapter 6 (by Peteu and Szunerits) measure-
ment in real environments will be difficult. For species such as peroxynitrite,
quantification poses a whole new level of measurement uncertainties, yet they
are important: cell signalling, reactivity and tissue damage are mediated by such
short-lived radicals. Mitochondrial oxidation is itself a free-radical generator.
Interestingly, nitric oxide, superoxide, the precursors of peroxynitrite, and per-
oxynitrite itself have been dubbed ‘‘the good, the bad and the ugly’’ because of
their tissue-level effects. This chapter illustrates the chemical diversity of such
reactive species and the way in which electrochemical interfaces and sensor
chemistry could track some of these, as a glimpse into future clinical use.

The biomachinery resulting in ineffective haematopoiesis and augmented
leukaemia risk in myelodysplastic syndromes is largely known. However, one
major challenge illustrated in Chapter 7 (by McNamara et al.) is how to cor-
rectly classify and ‘‘risk stratify’’ the patients. Molecular biology assessment
could help as diagnostic tools. So often, the right diagnosis – offered early in the
game – will affect morbidity and survival.

Chapter 8 (by Barr et al.) describes Raman for noninvasive early cancer
diagnosis. Early histological appearances may be difficult to categorise, and
there is less interobserver agreement. Some changes may not even be evident by
traditional histology, moreover; diagnosis is expensive, time consuming and
requires required tissue biopsy. For the specific case of oesophageal neoplasia,
there is evidence that a Raman signature can identify molecular change prior to
morphological aberrations.

Raman spectroscopy can deliver high sensitivity for degenerating, pre-
malignant, oesophageal epithelium. The gain would be objectivity, speed and a
real-time assessment for early removal of dysplastic tissue and follow up.
Raman-based fibre-optic interrogation has potential as an in situ surgical
adjunct.

Signal handling with arrays is well exemplified in Chapter 9 (by Kendall
et al.). Any opportunity to create multiple arrays should be taken, as this adds
depth to measurement. Here, for volatiles analysis the power of pattern rec-
ognition is well demonstrated. Undoubtedly the principles can be extrapolated
to other modes of measurement, including where selectivity and drift are
challenges, be it in vivo or in vitro.

Another overarching challenge in clinical diagnostics: the critical need to
provide information not just data. With ease of data generation, it could be said
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that there is too much data for the clinician to deal with, especially if it is real
time as with in vivo monitoring devices. Herein lies the problem of what the
data is really for; if it is a medical defence strategy it becomes a waste of fi-
nances, but if behind the data there is a genuine quest for what the bio/
pathological implications might be, then the data becomes of considerably
greater value.

As with any scientific quest, one might consider this to be analogous to a
person searching for their home keys under a streetlamp, even though these
might have been dropped somewhere else, because ‘‘that’s where the light
is.’’. . . This book has tried to shed some light on some of the important
detection challenges impeding future progress in clinical diagnostics. It may be
the light is currently in the wrong place, but eventually the home keys will
be found. Finally, we would like to thank the team at Royal Society of
Chemistry who guided us so patiently through the publication maze and
without whom there would be no book: Merlin Fox, Rosalind Searle and Alice
Toby-Brant (Commissioning); Lois Bradnam and Sarah Salter (Production).

Pankaj Vadgama
London

Serban Peteu
Bucharest
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CHAPTER 1

Biosensor Technology and the
Clinical Biochemistry
Laboratory – Issue of Signal
Interference from the Biological
Matrix

MICHAEL THOMPSON,*a SONIA SHEIKH,a

CHRISTOPHE BLASZYKOWSKIa AND
ALEXANDER ROMASCHINb

aDepartment of Chemistry and Institute for Biomaterials and Biomedical
Engineering, University of Toronto, 80 St. George Street, Toronto, Ontario
M5S 3H6, Canada; bKeenan Research Centre and Clinical Biochemistry,
St. Michael’s Hospital, 30 Bond Street, Toronto, Ontario M5B 1W8, Canada
*Email: mikethom@chem.utoronto.ca

1.1 Laboratory Clinical Biochemical Assays

Assays for biochemicals of clinical interest in biological fluids, tissues or feces
can be arbitrarily divided into tests performed in either the clinical biochemistry
laboratory or via a point-of-care device.1 The latter technology often takes the
form of a one-use structure that yields a result in a localized environment such
as the home, hospital bedside or general practitioner’s facility. The blood
glucose and pregnancy assay devices, which involve discardable test strips, will
be familiar to many. This type of structure has attracted a high level of interest
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in recent years, not least from the commercial standpoint. Often quoted
advantages are said to lie in convenience, speed of analysis and cost savings.
There are of course attractive features in certain cases for procuring a mea-
surement in a particular location. Obviously, biosensor devices might be
expected to play a major role in this arena. However, the present discussion
concentrates on the potential for use of biosensors in the dedicated central
biochemistry laboratory, which is typically located in a major hospital for
obvious reasons. Assays performed in this type of facility are very wide ranging
in scope with samples originating from the areas of diagnosis of medical
conditions, toxicology or monitoring of drug therapy. Sera or plasma dominate
the types of samples analyzed but many assays also involve various tissues,
feces and other bodily fluids such as urine.

Test technology associated with all the various aspects of medicine is a large
and expensive operation. In terms of the cost of performing assays, the
Province of Ontario, for example, spends well over 1 billion Canadian (CDN)
dollars annually, the tests being conducted in both private laboratories and
hospital facilities. A large hospital such as St. Michael’s in Toronto performs
a vast array of tests such as those involving immunology, hematology,
bacteriology, mycology, cytology, genetics and various aspects of pathology
in addition to biochemical measurements. With respect to the latter, some
3million tests are performed annually with reagent costs alone being in the
region of 2million CDN dollars. Although not intended to be exhaustive,
Table 1.1 provides an overview of the type of biochemical and immuno-assays
conducted by the clinical biochemistry on an annual basis together with total
numbers comprised of both in- and out-patient tests.2 The ‘‘winner’’ is the
thyroid stimulating hormone (TSH) test, which alone costs several million
dollars annually. The equipment employed in the portfolio of clinical mea-
surements ranges from conventional chromatography to sophisticated mass
spectrometry, and combinations thereof. As would be expected given the sheer
volume of samples, the laboratory is highly automated and robotized. Typi-
cally, a blood sample will be bar-coded then centrifuged to extract serum before
entering an automated analytical train. Samples may then be directed auto-
matically to their various analytical stations. A good example of a subsequent
analysis would be the prevalent magnetic-bead enzyme-linked immunosorbent
assay (ELISA) method for targets where immuno-assay is feasible. Despite the
high level of automation incorporated into the analytical train, it should be
emphasized that measurements are still performed in a batch-based fashion.
Having said that, it is certainly the situation that a number of protocols offer
multi-analyte capability, the aforementioned ELISA assay being a case in point.

Biosensor technology – in principle – offers rapid, label-free measurements,
which can be conducted in highly automatable configurations. Furthermore,
the possibility for multiplying tests using generic sensing physics is certainly an
attractive strategy. However, the clear reality is that biosensor devices do not
figure prominently in the clinical biochemistry laboratory. Use of ion-selective
electrode technology for certain cations might represent a contradiction to this
statement, but it could justifiably be argued that these devices do not constitute

2 Chapter 1
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Table 1.1 Overview of the type of biochemical and immuno-assays conducted
by a clinical biochemistry laboratory on an annual basis (source: St.
Michael’s Hospital, Toronto, Canada).

Type of Test
Number performed
(per year)

Acetone, quantitative* 448
Albumin, quantitative* 125 360
Alcohol, ethyl-quantitative* 5010
Alcohol, fractionation and quantification* 5889
Amylase* 21477
Barbiturates, quantitative* 13 898
Barbiturates, fractionation and quantification (serum) – includes
other drugs requiring similar methodology (e.g. tricyclic
antidepressants)*

704

Bilirubin, total* 72 000
Bilirubin, conjugated* 22 545
pH* 20
pCO2, pO2 and pH in combination* 62 757
Carbamazepine, quantitative (Tegretol)* 504
Chlordiazepoxide, quantitative (Librium)* 10
Calcium* 91 723
Calcium ionized* 9676
Catecholamines, fractionated* 2485
Chloride* 227 057
Cholesterol, total* 34 663
Acetaminophen* 5036
Carboxyhemoglobin* 4
CO2 content, CO2 combining power, bicarbonate
(measured not calculated)*

219 783

Creatine phosphokinase* 63 914
Creatinine* 257 139
Creatinine clearance* 4884
Target drug testing, urine, qualitative or quantitative* 37 691
Diazepam, quantitative (Valium, Vivol)* 37
Drugs of abuse screen, urine* 48
Broad spectrum toxicology screen, urine – includes confirmatory
testing*

7399

Electrophoresis, serum – including total protein 7556
Electrophoresis, other than serum – including total protein* 599
Glycosylated hemoglobin – Hgb A1* 19 394
Flurzepam, quantitative (Dalmane)* 0
Glucose tolerance test in pregnancy* 2694
Glucose tolerance test* 973
Gamma glutamyl transpeptidase* 7705
Glucose, quantitative (not by dipstick)* 188 863
Glucose, semiquantitative (dipstick if read with reflectance meter)* 46 538
High density lipoprotein cholesterol* 32 179
5H1AA quantification – U* 1554
Hemoglobin A2 by chromatography* 2030
Iron, total – with iron binding capacity and percent saturation* 21 054
Lactic acid (lactate)* 13 733
Lactic dehydrogenase (L.D.H), total* 19 245
Lipase 1475
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Table 1.1 (Continued)

Type of Test
Number performed
(per year)

Lipoprotein, electrophoresis* 3
Lipoprotein, ultracentrifugation* 499
Lithium* 866
Lidocaine* 86
Methotrexate (amethopterin)* 115
N-acetylprocainamide* 74
Magnesium* 84 408
Metanephrines, total – U* 2712
Methemoglobin* 77
Myoglobin, quantitative – U* 176
Occult blood* 4293
Osmolality (osmolarity)* 10 044
Oxalic acid (Oxalate) – U* 3104
Phenothiazines, quantitive – U* 69
Phosphatase, alkaline* 82 037
Phosphatase, alkaline fractionation* 62
Phosphorus (inorganic phosphate)* 86 956
Plasma hemoglobin* 44
Potassium* 235 045
Protein, total* 110 937
Primidone, quantitative (Mysoline)* 420
Procainamide* 71
Quinidine* 18
Salicylate, quantitative* 4875
SGOT (AST)* 88 095
SGPT (ALT)* 80 304
Sodium* 237 209
Thiocyanates* 15
Triglycerides* 33426
Urea Nitrogen (B.U.N.)* 201 706
Uric Acid (urate)* 23 038
Urinalysis, routine chemical (any of S.G., pH, protein,
sugar, hemoglobin, ketones, urobilinogen, bilirubin, leukocyte
esterase, nitrite)*

37 534

Urinalysis microscopic examination of centrifuged specimen* 11 497
Valproic acid (valproate)* 1154
VMA, Vanillylmandelic acid (Vanillylmandelate)* 1212
Biochemical assays not included above* 7844
Prostate specific antigen (PSA), total 1063
Alpha Glycoprotein Subunit 179
Amylase isoenzymes 535
Apolipoproteins A and B 12 478
FK506 (Tacrolimus) 8577
Lipoprotein (a) 792
Prostate specific antigen (PSA), total 4258
Troponin 44 477
Homocysteine 1585
Chylomicrons 4
Oligoclonal banding 1437
Citrate 2967
Sirolimus (Rapamycin) 526
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biosensors anyway! The dearth of biosensor devices in the clinical biochemistry
laboratory also appears to be matched by the lack of employment of so-called
‘‘lab-on-a-chip’’3,4 devices, which are generally characterized by microfluidic
sample handling. Time will tell but at present neither of these technologies
appears to have fulfilled the promise offered. This chapter attempts to evaluate

Table 1.1 (Continued)

Type of Test
Number performed
(per year)

Natriuretic peptide – Brain (BNP) 3201
Foetal fibronectin 16
Bioavailable testosterone 12 886
Aldosterone* 3059
Cortisol* 3470
Aminoglycosides (e.g. Gentamicin, Tobramycin)* 1108
Androsternedione* 1215
Digoxin* 1103
ACTH (andrenocorticotrophic hormone)* 1520
Folate, in red cells, to include hematocrite and if requested, serum
folate*

7710

Estradiol* 1914
FSH (pituitary gonadotropins)* 2807
Growth hormone* 2343
HCG (human chorionic gonadotropins)* 9848
Hepatitis associated antigen or antibody immuno-assay - per assay
(e.g. hepatitis B surface antigen or antibody, hepatitis B core
antibody, hepatitis A antibody)*

11 469

Aminophylline (Theophylline)* 167
Anti-DNA* 1822
Diphenylhydantoin (Phenytoin), quantitative (Dilantin)* 2424
Insulin* 802
LH (luteinizing hormone) 3091
Ferritin* 17 240
Parathyroid hormone* 7256
Progesterone* 908
Prolactin* 3104
17-OH Progesterone* 308
IgE* - not to be billed for RAST test 1131
T4, free - absolute (includes T-4 total)* 11 888
Testosterone 12 767
TSH (thyroid stimulating hormone)* 30 406
Phenobarbitone* 363
Vitamin B12* 10 897
C-peptide immunoreactivity* 1084
Dehydroepiandrosterone sulfate (DHEAS)* 664
25-hydroxy vitamin D* 7703
T-3, free* 6350
Thyroglobulin* 2466
Alphafetoprotein 942
Hormone receptors for carcinoma (to include estrogen and/or
progesterone assays)*

793

Total 3 274 901

Biosensor Technology and the Clinical Biochemistry Laboratory 5
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possible reasons for this including a detailed look at one major problem – that
of interference by adsorbed species from the biological matrix. In order to
provide a backcloth to discuss the issues at stake, we take a prior concise
look at biosensor technology. The chapter has something of an emphasis on
label-free methodology.

1.2 Biosensor Technology

1.2.1 Biosensor Architecture

A biosensor is composed of chemical recognition sites (probes) attached to a
substrate surface that, in turn, is in close proximity and union with a trans-
ducer. Ideally, this configuration responds sensitively and selectively to the
presence of (bio)chemicals, we term the target or analyte, usually present in the
liquid phase. The technology is based on the recognition of species through
selective binding of the target to the probe at the substrate surface of the device
with such surface presence being converted into an electrical signal. The overall
architecture is depicted in Figure 1.1. Note that probes are invariably composed
of biological entities such as cells or biochemicals such as antibodies. The
sample itself may or may not be of biological origin. An important aspect of
biosensor technology is the nature of the response of the device with respect to
time. The field is often considered to include the aforementioned ‘‘one-test’’
disposable systems, where there is no attempt to conduct a measurement over a
period of time. This type of device is more often than not at the heart of the
point-of-care assay. From the clinical biochemistry point of view with regard to
the central laboratory, both time-responsive and one-shot structures might be
applicable. This issue will be considered in more detail later in the chapter.

The signal obtained from a selective biosensor response will take the
following form (Eq. (1.1)):5

Xn¼Sn1C1 þ Sn2C2 þ � � � � � � þ SnnCn ð1:1Þ

Figure 1.1 Schematic representation of a biosensor architecture featuring the biosen-
sing interface, transducer and output system.

6 Chapter 1
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where C and S values represent the concentration of analyte and interferents
in proximity to the device, and the response sensitivities, respectively. An
enormous number of components would be expected to be involved in this
equation in terms of samples such as serum or urine. A sensitive response
implies maximization of one S value and, for a selective signal, a minimization
of all other S values. Clearly, the sensor signal will be a composite of the
chemistry of the attachment process and the physical perturbation caused by
the probe–analyte complex. In this respect, it is crucial that, when designing a
sensor for particular applications, the physics of the complete transduction
process be thoroughly characterized and understood. In fact, some devices
simply respond to the presence of the analyte, whereas others detect structural
shifts caused by target–probe binding. The distinction between these mech-
anisms is not always evident.

1.2.2 Probe Attachment to Device Surfaces

A mandatory aspect of biosensor fabrication is the attachment of the bio-
chemical probe to the surface of the transducer of choice. Over the years, a host
of methods have been developed with this goal in mind.6,7 A number of criteria
are relevant to this component of sensor production:

� It will be vital to retain the binding activity of the probe in terms of its
ability to bind the target. It is anticipated that certain proteins, for
example, may be partially denatured and lose affinity upon attachment to
the sensor surface, whereas others such as antibodies may be more robust.

� The proper spatial orientation of the probe with respect to the plane of the
device surface will be an important element to ensure exposure of binding
sites for target capture.

� In terms of sensitivity, it is crucial to maximize the density of probe
molecules per surface area unit. Simply stated, the more probe available
on the device surface, the greater will be the sensor signal.

� The spatial characteristics of the probe with regard to the surface plane are a
factor that is important but not studied widely. If probes are in too close
proximity on the surface, this may result in steric hindrance to target
binding. In practice, there exists a maximal (optimal) effective probe loading.

� There are other more mundane factors such as the cost of reagents and the
potential longevity of the modified sensor surface. These will clearly be
critical from a commercial standpoint.

Some examples of methods for probe attachment follow. This short com-
pendium is not intended to be an exhaustive treatment.

1.2.2.1 Noncovalent Attachment

The probe of interest can be chemically or physically adsorbed from solution
directly, in most cases, on the substrate surface of the device. Various protocols
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are employed to achieve such an effect such as dip casting, painting, spraying
and spin coating, where these terms will be self-explanatory to the reader. The
interaction of the probe with the surface will be characterized primarily by
hydrogen bonding and/or hydrophobic interactions. Adsorbed molecules can
also act as a linker for eventual biomolecule attachment. A system that is widely
employed is avidin/streptavidin/neutravidin chemistry.8 Avidin is a tetrameric
protein that contains four binding sites for the ligand, biotin. Interaction of
the protein with this molecule results in a particularly strong binding
(Kd¼ 10–15M). Accordingly, various biomolecules can be modified with rela-
tive facility by biotin incorporation in order to link them to surface-attached
avidin or a sister molecule such as the aglycosylated version, neutravidin. An
analogous strategy uses protein A.9 The latter is a polypeptide (MWB42 kDa)
isolated from Staphylococcus Aureus that is capable of binding specifically to
the Fc region of various antibody molecules and has thus been employed in
immunosensor technology.

Another noncovalent approach is the trapping of the recognition molecule
within the three-dimensional structure of a specific chemical matrix. The matrix
may simply act as a ‘‘holding’’ moiety or be modified in some way to take part
in the transduction process. For the former, polymers such as polyacrylamide
have been employed in a number of experimental protocols. However, there are
a number of potential disadvantages to this type of approach for placing the
probe on the device surface including the possibility of biomolecule leakage
and/or denaturation. An additional consideration is the necessity for the target
to diffuse into the polymer matrix in order for the biochemical interaction to
take place. An analogous procedure uses encapsulation by sol-gel technology,10

wherein a solution of a monomer such as an alkoxide (the sol) is induced to
polymerize into a biphasic configuration (the gel) that incorporates both liquid
and solid. A typical monomer among many would be tetraethylorthosilicate
(TEOS – EtO4Si), which is readily hydrolyzed by water to produce a siloxane-
based polymeric structure with a gel consistency. A cavity can be formed
around the probe of interest in somewhat the same manner as for the polymers
mentioned above.

1.2.2.2 Covalent Binding

Attachment via covalent bonds has been by far the most used approach. A very
wide variety of chemistries have been employed with modest success in terms of
the criteria outlined above.11,12 Many functional groups, whether directly
present on the device substrate or obtained by modification, have been utilized
to form a probe partial monolayer. Groups are available on biomolecules to
instigate the surface link and examples of these for proteins are presented in
Table 1.2.

A common protocol to bind enzymes, antibodies or molecular receptors to
the substrate is to initially functionalize the surface, which is then followed by a
second reaction of activation. In essence, this process simply allows a
convenient, highly reactive ‘‘linker’’ moiety to be introduced to the system.

8 Chapter 1
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Table 1.2 Target functional groups for biosensor
immobilization of proteins.

Functional Group Amino Acid

Thiol

Cysteine

Amine

Lysine (side chain)

Phenol

Tyrosine

Imidazole

Histidine

Indole

Tryptophan

Guanidine

Arginine

Carboxylic acid

Glutamic acid, Aspartic acid

Biosensor Technology and the Clinical Biochemistry Laboratory 9
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The resulting interface is then normally allowed to react in turn with one of the
protein nucleophilic groups mentioned above. The literature is replete with
many examples of this sort of approach and, in Figure 1.2, we provide a
schematic of one strategy. If groups already evident on the device surface are
not used directly, functionalization of surfaces is often achieved with species
such as aminopropyltriethoxysilane (APTES), which reacts with interfacial
hydroxyl groups on whatever substrate they are present.

1.2.2.3 Self-Assembled Monolayer Chemistry

The introduction of close-packed monolayers has been used widely in biosensor
development. Two very different strategies are employed the first being the
Langmuir–Blodgett film technique.13 In this experiment, close-packed mono-
layers are imposed on a surface by transferring lipid or lipid-like (amphiphilic)
films from the Langmuir trough, under the correct surface pressure conditions,
by a dipping process. In principle, several layers can be deposited in sequence
using this dipping approach. The very important advantage offered by this
technique is the possibility to combine artificial lipid membrane configurations
directly and in situ with integral membrane proteins (IMPs). Such membrane
systems are, of course, widely prevalent as signaling devices in biology.

An important chemistry, which has been significantly developed in recent
years, is the self-assembled monolayer (SAM). This approach relies on the use
of linking molecules that are engineered to spontaneously form ordered mo-
lecular assemblies on solid substrates. In this case, the most common strategy
has been the assembly of relatively long chain thiols on the surfaces of clean
gold substrates,14,15 as shown in Figure 1.3. The distal end of bifunctional thiols
can then be employed for conventional covalent binding of proteins and oli-
gonucleotides as described above (Figure 1.2).16 An alternative technique is the
use of trichlorosilanes rather than thiols, which can be bound to surfaces that
have been functionalized with or naturally possess –OH groups.17 Examples of

Figure 1.2 Schematic representation of a common strategy (EDC/NHS chemistry) to
covalently biofunctionalize surfaces via a preactivation process.
(Reprinted with kind permission of the Royal Society of Chemistry.)
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substrates in this case would be silicon dioxide (e.g. quartz – Figure 1.4)18 and
indium-tin oxide (ITO).19

1.2.3 Devices and Transduction

A very large amount of work has been performed on a variety of biosensor
structures. A bibliography detailing this effort up to the end of 2012 is provided
herein.20 Three distinct areas of physics have been employed with respect to the
transduction process, these being electrochemistry, acoustic wave technology
and electromagnetic radiation. There is considerable variety in terms of the
nature of measurement, for example, possible label-free operation and secondly
dipstick or response with time methodology. Moreover, a number of adjunct
techniques have been employed in order to enhance the level of information
obtained from the sensor determination.

Figure 1.3 Long-chain alkyl thiol deposition onto a gold substrate to generate a self-
assembled monolayer.
(Reprinted with kind permission of the Royal Society of Chemistry.)

Figure 1.4 Preparation of an organosilane adlayer on quartz and subsequent covalent
functionalization.
(Reprinted with kind permission of the American Chemical Society.)
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1.2.3.1 Electrochemical Devices

A number of different approaches are possible via electrochemistry,21,22 which
involves the transfer of electrons or charge at solid/liquid or liquid/liquid
interfaces. Those involving solid structures unsurprisingly dominate the field,
which is summarized in Table 1.3. A particularly useful feature of many of these
techniques is that they can be combined ‘‘naturally’’ with various forms of
integrated electronic circuitry. Indeed, the necessary chemistry can be imposed
directly on the surface of such an electronic device (see below).

Historically, one of the earliest devices generated from the world of elec-
trochemistry was the sensor based on potentiometry. In this technique, an in-
dicating electrode for the analyte of interest is incorporated in an
electrochemical cell (with reference electrode) for which minimal or no current
is passed. In this category, the ion-selective (indicating) electrode (ISE) forms
the basis of systems, which are capable of detecting ions and other species of
biochemical interest.23,24 By far the most common in use is the glass electrode,
which is sensitive to changes in hydronium-ion concentration. Other systems
available for selective ion detection include electrodes that employ crystalline
matrices, e.g. LaF3 for F–, or incorporate liquid ion exchangers in polymer
matrices such as systems for sensing Ca21. The ISE has also been the basic
structure used to develop enzyme-based molecular sensors where analytes are
allowed to interact with immobilized enzymes and transform into products
detected by the electrode.

An alternative transducer to the conventional electrode outlined above is the
field-effect transistor (FET), which was introduced by Bergveld25 in the 1980s
for ion sensing. Figure 1.5 shows the structure of a typical n-channel en-
hancement mode insulated-gate FET (IGFET). A conductive pathway, termed
a channel, can be instigated between n-type regions. One of the n-type contacts
is called the source and the other the drain; a potential is applied that drives
current in the channel. The contact on the surface of the center part of the
insulating layer is called the gate. It is in this location that the device is em-
ployed to detect charge changes connected to the chemistry conducted at the
gate/solution interface (Figure 1.6). Note that certain regions of the device must
be encapsulated and that the system as mentioned above needs an adjunct
reference electrode. The device has been employed in various formats including

Table 1.3 Electrochemical techniques available for application in biosensor
technology.

Technique Methodology

Amperometry Measures current versus concentration; potential is controlled
Conductometry Measures conductance (¼ 1/resistance) at controlled concentration
Coulometry Measures change over time with controlled potential
Potentiometry Measures electrochemical potential at current¼ 0
Voltammetry Measures current at applied potential; controlled concentration of

electroactive species
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the detection of ion concentrations (ISFET)26 or immunochemical interactions
(IMMUNOFET).27

Techniques that are based on measurement of the resulting current versus
applied potential are called voltammetric methods. Anodic stripping and cyclic
voltammetry would be two examples of such techniques. Amperometry has
many definitions in the literature but is more often than not simply regarded to
involve the measurement of current associated with an oxidation–reduction
reaction at an electrode. It is worth noting that the genesis of biosensor
technology was the oxygen-mediated electrode for the amperometric assay of
glucose. Over the years, the electrochemical detection of this analyte, given its
importance, has been the subject of literally thousands of studies, the history of

Figure 1.6 IGFET typical immunosensor set-up. Note the insulating protection of
source and drain contacts.
(Reprinted with kind permission of the Royal Society of Chemistry.)

Figure 1.5 The n-channel enhancement mode insulated-gate field effect transistor –
IGFET.
(Reprinted with kind permission of the Royal Society of Chemistry.)
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which has been reviewed by Wang.28,29 One of the most important advances
in the technology was the introduction of organometallic mediators such as
ferrocene. This iron p-arene complex composed of a cyclopentadiene sandwich
of Fe acts as a convenient electron acceptor for glucose oxidase, thus avoiding
the dependence on the role of O2.

The detection of nucleic acid interactions and duplex formation at an
electrode surface by an amperometric protocol has been the subject of intensive
research for some time.30 One example among several is the use of the redox
properties of, for example, ruthenium complexes to enhance the electroactivity
of nucleic acid species (the intrinsic redox behavior of nucleic acid moieties
is insufficiently sensitive for analytical purposes). The electrochemistry com-
munity often describes this protocol as a ‘‘label-free’’ detection strategy, which
is obviously nonsense given the necessary use of the Ru adjunct agent.

Finally, we mention electrochemical impedance spectroscopy (EIS). In
this technique, a sinusoidally-varying voltage is applied to an electrochemical
system and the resulting current is measured, usually over a range of angular
frequencies. Recording of these parameters can be employed to compute the
real and imaginary components of the electrical impedance (Z). Primarily, the
system has been used to detect biomolecular recognition events taking place at
an electrode much as the situation with the other electrochemical arrangements
outlined above.31

1.2.3.2 Acoustic Wave-Based Biosensor Technology

Acoustic wave sensors are generally very much associated with piezoelectric
physics. (It should be noted, however, that a number of available structures do
not employ piezoelectric components in a direct sense.) Piezoelectricity is the
electric polarization produced by mechanical strain in crystals belonging to
certain classes, the polarization being proportional to the strain and changing
sign with it.32 Of course, we now recognize that the reverse is true, that is, a
specific crystal can be mechanically strained when subjected to an electric
polarization. The devices used in biosensing have in common the deformation
caused on a piezoelectric crystal by the application of an electric field. The
origin of this effect lies in the interaction between electric charge and elastic
restoring forces in the crystal. All importantly, the phenomenon cannot take
place in a crystal possessing central symmetry. In order to maximize the
coupling of electrical and mechanical effects, it is conventional for practitioners
to use particular slices of crystals or cuts. For example, with respect to the
predominant piezoelectric material, quartz, these are AT-, ST- and BT-cuts.
Movement of particles in a piezoelectric crystal caused by an oscillating
electric field-induced stress, restored by elastic forces, leads to standing or
travelling waves in the material and the phenomenon of piezoelectric
resonance.

Several types of acoustic wave devices have been used as biosensors, but the
simple thickness–shear mode (TSM) has been by the most employed for
detection purposes. The TSM is composed of an electroded (often gold)
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piezoelectric wafer (usually AT-cut quartz), as depicted in Figure 1.7. An
oscillating electrical potential is applied via the electrodes in order to drive
mechanical motion in the device. A resonant acoustic shear wave is generated,
which travels through the piezoelectric material with little energy dissipation.
The wave is reflected at the device/surroundings interface in order to maintain a
standing wave (Figure 1.7). In chemical and biosensor applications, material is
generally added to the device surface, for example, species involved in bio-
molecular interaction. On a simple theoretical basis, this scenario was the
subject of very early work by Sauerbrey,33 who showed that when material is
deposited on the device surface the resonant frequency is changed according to
his famous equation that is expressed for quartz as the piezoelectric material
(Eq. (1.2)):

Df ¼� 2f 20
A
ffiffiffiffiffiffiffiffiffiffirqmq
p Dm ð1:2Þ

where Df is the frequency change, f0 is the primary resonant frequency of the
sensor, A is the effective surface area associated with the piezoelectric process,
rq is the density of quartz, mq is the shear modulus of the particular cut of
quartz employed and Dm is the change in mass. The idea of mass detection has
spawned the ubiquitous term, quartz crystal microbalance or QCM. Unfortu-
nately, this argument has been widely extended to operation of the device in the
liquid phase and has become something of a dogma, especially in the com-
munity of electrochemists. In such a medium however, it is a reality that
acoustic energy is transferred to the surrounding liquid resulting in a damped
wave via the effects of bulk phase viscosity (Figure 1.7).

Experimentally, a number of approaches have been employed in order to
measure the resonant frequency and other acoustic parameters, in some case in
a static fashion, and in others, in flowing liquid through a flow-injection con-
figuration. The most rigorous approach is that provided by what is often

Figure 1.7 Working principle of the thickness-shear mode (TSM) acoustic wave
device featuring the standing wave in the substrate with propagation of
a damped acoustic shear wave into the liquid.
(Reprinted with kind permission of the Royal Society of Chemistry.)
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termed acoustic network analysis. In this method, the magnitude and phase of
impedance of the sensor is determined at a set of frequencies under resonance
conditions. A network analyzer is employed to record the Butterworth–Van
Dyke equivalent circuit, which essentially relates the physical properties of the
device to electrical parameters. In terms of applications, recent years have
seen a rapid increase in the development of TSM technology, which has
been employed to detect surface-induced protein conformational changes,34

immunochemical interactions,35 nucleic acid hybridization36 and cell-surface
attachment.37

A recent acoustic wave device development is the introduction of the
electromagnetic piezoelectric acoustic sensor (EMPAS) structure.38 In this
technology, acoustic waves are instigated in an electrodeless quartz wafer by an
electromagnetic field produced in close proximity to the wafer by a flat spiral
coil (Figure 1.8). The secondary electric field associated with the coil drives
the piezoelectric effect in the device. The configuration possesses a number of
important advantages:

� It is not necessary to operate the device with contact metal electrodes
in place and with electrical connections. Acoustic resonance is driven
remotely. This renders advantages in terms of flow-through design and
surface chemistry can be studied directly in an unhindered fashion.

� Crucially, it is possible to operate the sensor at ultra-high frequencies, e.g.
1GHz, via bulk acoustic wave overtones. This leads to higher analytical
sensitivity.

� It is possible to tune the device with ease to specific frequencies, which
could potentially lead to important interfacial chemical information.

� The surface chemistry for biomolecule attachment involves SiO2, which is
a more developed area of chemistry than is the case for binding to metals
such as gold.

Figure 1.8 Working principle of the electromagnetic piezoelectric acoustic wave
sensor (EMPAS): acoustic resonance is remotely driven in the electrode-
free quartz substrate by a secondary electric field induced by the electro-
magnetic field associated with an AC-powered flat spiral coil.
(Reprinted with kind permission of the Royal Society of Chemistry.)
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Surface-launched wave devices have also been employed in biosensing, where
waves are generated in a piezoelectric substrate by transducers that are placed
on the surface of the material. Particle movement, which is generally detected
by separate transducer(s) imposed on the same surface, is often restricted to the
‘‘near’’ surface of the substrate, unlike the case for the TSM discussed previ-
ously. For an introduction to several of these devices, please refer to reference
39. The surface acoustic or Rayleigh wave (SAW) sensor has an interdigital
transducer (IDT) fabricated on the piezoelectric substrate (e.g. ST-cut quartz)
as shown in Figure 1.9. The chemistry related to the sensing processes is con-
ducted on the area between the IDTs and it is generally the case that the
electrodes have to be isolated from the liquid if the device is operated in that
medium, in a similar fashion to that described above for FETs. An example of

Figure 1.9 Upper: schematics of a surface acoustic wave device. Center: Rayleigh
waves contain both shear and compressional components. Lower: sche-
matics of a surface transverse sensor.
(Reprinted with kind permission of the Royal Society of Chemistry.)
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another device employed via this technology is also portrayed in Figure 1.9.
This is the surface transverse wave (STW).40 The use of these biosensors, which
all involve very similar biomolecule immobilization strategies to those outlined
above, have been reviewed by Rapp and coworkers.41

1.2.3.3 Electromagnetic Radiation and Optical Biosensor
Technology

Virtually, the full gamut of physics offered by optical science has been em-
ployed over the years for the detection of fundamental biophysical processes,
biochemical binding events or species of bioanalytical interest such as bio-
markers for disease. Techniques include those based on measurements of ab-
sorption, luminescence, interference, reflectance, scattering (including Raman
spectroscopy) and refractive-index phenomena. The wide variety of techniques
employed in optical sensing have been nicely reviewed.42 One of the main
features of this area has been the concentration on label-free detection.43

One of the earlier devices was based on optical waveguide technology and, in
particular, the optical-fiber sensor. In essence, light transmission along a fiber is
produced via a guided wave through an integral process of internal reflection.
Light can transmit along a fiber with complete internal reflection or via some
‘‘loss’’ of electromagnetic energy through the effect of reflection/refraction at
the interface where materials of different refractive index are involved. Both
these processes have been employed extensively in the development of bio-
sensors and in this context the term ‘‘optrode’’ has appeared, as obviously
spawned by the older concept of an electrode in the field of electrochemistry. In
the first methodology, the fiber is simply used as a delivery system for light
interaction with an optical configuration placed at the distal end of the struc-
ture,44 as shown in Figure 1.10a. In the second scenario called the intrinsic
structure, some light energy finds its way under certain conditions into the
medium outside the fiber in the form of a penetrative evanescent wave
(Figure 1.10b). Importantly, the interaction of surface chemistry at this inter-
face with the evanescent wave can result in perturbation of the light phase,
intensity and polarization. There are many examples of such an arrangement in
biosensor detection.45 This type of device has been employed successfully in the
assay of ‘‘real’’ samples such as for the detection of pathogens.46

Surface plasmon resonance (SPR) has become one of the leading technologies
with respect to detection in bioanalytical and biophysical chemistry. The
physics effect is based on the fact that valence electrons of metals such as gold
and silver exhibit oscillations in their density. If these oscillations, in the form
of surface waves, are present at the interface of the metal with a material of a
different dielectric constant, they can be excited by the introduction of elec-
tromagnetic radiation. The classical approach to the study of this phenomenon
was initially introduced by Kretchmann47 and is shown schematically in
Figure 1.11a. The incident radiation is reflected at the metal/dielectric
boundary resulting in an evanescent wave in the metal, much as described
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above for optical fibers. At the correct (resonant) angle, this wave can couple in
a resonant fashion with the frequency of the incoming radiation, resulting in the
excitation of electron density oscillation mentioned above, leading to the term
surface plasmon resonance. Experimentally, in sensor operation, biochemical
binding events are conducted at the metal surface and detected through
measurement of shifts in the SPR angle, observed wavelength of absorption or
change in the position of reflectivity. A resonant transfer of electromagnetic
energy into the surface plasmon wave is observed through a minimum in the
plot of incident angle versus reflected intensity (Figure 1.11b).

Figure 1.10 (a) Schematics of extrinsic fiber-optic delivery of radiation to a cell for
absorption measurement. (b) Evanescent radiation penetrating to the
exterior of a fiber in an intrinsic configuration.
(Reprinted with kind permission of the Royal Society of Chemistry.)

Figure 1.11 (a) Kretschmann configuration for surface plasmon resonance (SPR). (b)
Incidence angle versus reflected intensity of radiation as a result of SPR.
(Reprinted with kind permission of the Royal Society of Chemistry.)
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A simplified schematic of a typical SPR experiment is shown in Figure 1.12.
This type of instrument designed for work in the biosensor arena is generally
capable of analyzing several channels (gold surfaces) using microfluidic sample
introduction in a real-time, label-free fashion through flow-injection technol-
ogy. The system generates a response plot, which is often referred to in the field
as a ‘‘sensorgram’’, presumably in the light of chromatograms and the like!
With respect to applications, the SPR technique has been employed in a very
wide variety of cases such as adsorption of proteins, cells and nucleic acids on
gold and modified metal surfaces, detection of biomolecular interactions such
as found in immunochemistry and nucleic acid duplex formation.48–53 The
method has proven to be particularly helpful for epitope determination in the
former area.

Finally in this section, we mention the technique of interferometry. The latter
is based on the superposition of, usually, electromagnetic waves that yields
information concerning the original nature of the waves. In biosensing tech-
nology, several types of device designs have been employed in order to attempt
the detection of biochemical species, examples being Mach–Zehnder’s, Young’s
and Hartman’s sensors (these are depicted in Figures 1.13a–c). The first of these

Figure 1.12 Typical SPR experiment involving flow injection of target analyte into
the flow cell.
(Reprinted with kind permission of the Royal Society of Chemistry.)

Figure 1.13 (a–c) Mach–Zehnder’s, Young’s (multichannel) and Hartman’s interfer-
ometer sensors, respectively.
(Reprinted with kind permission of Elsevier.)
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involves two different light pathways, as is typical in interferometry, with one
being subjected to passage through the sample. The laser radiation is then
combined with a reference beam resulting in the interference-based signal. The
analytical arm incorporates an evanescent field, which interacts with, in this
application, a biochemical moiety. This technology was employed in the earlier
years for the detection of protein chemistry, where analytical detection limits of
around 50 pM were found.54

An additional interference-based structure is Young’s device.55 The overall
principle is similar to the sensor mechanism employed in Mach–Zehnder’s
device, the detection mode is different, however. In this case, the output from
the sample and reference channels is combined to form interference fringes on a
CCD screen. The method involves Fourier transform of the spatial intensity
measure at the detector screen. In Hartman’s interferometer,56 electromagnetic
radiation is coupled into a waveguide using gratings, which allows the inter-
ference phenomenon to occur between reference and sample strips. As with the
other two devices outlined above, protein chemistry was detected as imposed on
the waveguide strip.

1.3 Biosensors and Measurement of Clinical Targets

It is very evident from Table 1.1 that clinical biochemical detection and
measurements involve a vast array of targets in biological matrices. Although it
is not the aim of this chapter to detail the fundamental requirements of the
laboratory – these are provided elsewhere57 – we do summarize some of the
main necessary criteria. These are then compared in the context of what is
offered by biosensor technology. Essential properties and protocols of clinical
determinations are:

� High throughput. As outlined above, the clinical biochemistry laboratory
faces literally thousands of samples on a daily basis, which may have one
particular analyte determination required or perhaps several on the same
sample. The sheer numbers involved mandate a very high level of auto-
mation and robotic technology. This means that considerable technical
effort is required to keep equipment in operation. For the most part,
modern-day clinical analysis incorporates the capability to handle samples
in a batch-wise process.

� Speed of analysis. Obviously, the requirements in this criterion will vary
enormously. However, it would be desirable to possess the capability to
perform rapid analysis, for example, as requested by a physician in an
emergency situation.

� Generic methodology. Where possible, it is advantageous to possess the
possibility to perform the determination of different targets employing the
same detection physical chemistry. It goes without saying that this aspect,
by the very nature of target analyses required, will be somewhat limited.
However, there exist several technologies possessing this attribute, such as
magnetic-bead ELISA.

Biosensor Technology and the Clinical Biochemistry Laboratory 21

. 
Pu

bl
is

he
d 

on
 2

3 
Se

pt
em

be
r 

20
13

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
18

49
73

73
02

-0
00

01
View Online

http://dx.doi.org/10.1039/9781849737302-00001


� Validation of dose–response and limit-of-detection (LOD) characteristics.
The former parameter refers to the meaningfulness of the signal obtained
from the target in a biological matrix in terms of its concentration. This
would be more familiar to the analytical chemist as the ‘‘calibration
curve’’ for the particular method involved. The LOD would also be well
known to the analyst being the minimum concentration value that a
method can detect (in analytical chemistry, generally 3 times the standard
deviation of the background noise).

� Cost per analysis. Given the great expense involved in the operation of a
central clinical laboratory, it is hardly surprising that the calculated cost
per assay will always be a factor under consideration. Factored into this
are also the costs associated with salaries of operators, reagents, equip-
ment and its maintenance.

� Functionality in complex media. It is clearly crucial for a particular method
to function in samples such as blood, serum, plasma or urine. We have left
this aspect to the end for reasons that will become apparent.

We now turn to the ‘‘ideal’’ biosensor. The relevance of these criteria to the
clinical chemistry operation will be apparent to the reader.

� High sensitivity with resulting low value of limit-of-detection. This par-
ameter will be governed by the physics of the detection technique em-
ployed – the S values outlined above.

� High accuracy in terms of concentration measurement for the analyte.
Signaling conducted with high reproducibility – a precision issue.

� The dynamic range with respect to analyte response should be as wide as
possible. For certain targets, indeed, clinical values may vary
considerably.

� Signal approach – dipstick/batch or real-time sensing. It would be ad-
vantageous for a particular device to be capable of operation in the dip-
stick/batch manner or as a real-time sensor. The speed of response will
obviously be important in both situations although for different reasons.
Real-time operation offers the potentially attractive possibility to in-
corporate the biosensor into an automated flow-injection scenario. This is
not the well-known segmented situation, but a technique based on analyte
dispersions allowed to flow past the device surface. The flow-injection
analysis (FIA) will require that the biosensor signal be reversible or the
target can be washed from the surface within the flow system.

� Device response calibration in terms of concentration. This is mandatory
and especially important for the real-time sensor. This feature has con-
stituted an extremely difficult problem when it comes to, for example, the
operation of a corporeal implantable structure. Early solutions to this
issue may well lie in a strategy of device self-referencing.

� Selectivity or even specificity (see reference 5 for an excellent definition of
these parameters) with respect to response to the analyte. In this respect
with specific regard to clinical chemistry, it is essential that the device
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function selectively in media that contain very high concentration of
various biomolecules such as proteins and even cells. These species will
tend to adsorb to the sensor surface potentially interfering with the re-
quired signal. This is one of the reasons why the legendary closed-loop
implantable glucose device is not available despite many years of research.
The issue of nonspecific adsorption (NSA) represents a true Achilles Heel
for application of biosensor technology in clinical biochemistry.

Finally, it is worth noting that there have been several attempts to assess the
capability of biosensors to detect molecules of clinical interest. Table 1.4 shows
an example where the authors place performance criteria in the context of
classical analytical chemistry.58

1.4 Signal Interference and the Non-specific Adsorption

Problem

In biosensor technology, the undesired ‘‘non-specific adsorption’’ (NSA) of
adversary species (sometimes also referred to as ‘‘non-specific binding’’) – as
opposed to the ‘‘specific adsorption’’ of target analytes – is a serious and pre-
vailing concern for many detection platforms intended to perform analysis in
extremely challenging biological samples, more often than not blood serum or
plasma. In fact, even cleared of the cellular components of blood, these bio-
logical matrices still consist of highly complex mixtures of potentially inter-
fering biomolecules – in particular various types of proteins at high
concentration (60–80 g/L)59 – that have the propensity to adsorb non-
specifically to the sensing surface of devices thereby preventing the detection,
not to mention the quantification, of target analytes present at considerably
lower concentration (down to ng/L or a difference of nine orders of magni-
tude).60 Indeed, during the biorecognition phase (wherein analytes are expected
to site-specifically bind to complementary receptors immobilized on the sensing
platform), non-specifically adsorbing species also generate physicochemical
stimuli that are indiscriminately detected by the biosensor and interfere with the
specific response of the target analyte (Figure 1.14).

The most unfortunate immediate consequence of NSA – besides altering the
performance of the biosensor, may it even be operational in biological samples
in the first place – is the occurrence of ‘‘false positives’’, i.e. a response in-
correctly interpreted as a genuine binding event, which understandably renders
these biosensors irrelevant for real-world applications.61 Arguably, NSA is the
single most important reason why biosensors still have not found a prominent
place as alternative diagnostic tools in clinical analysis at the beginning of
the 21st century despite tremendous promise notably in terms of cost/ease
of operation and miniaturization for ‘‘point-of-care’’ applications – the ul-
timate aim of biosensor technology.62 More generally, NSA generates a high,
often overwhelming background signal that may lower the sensitivity of the
biosensor (poor signal-to-noise ratio) to clinically irrelevant levels.60,63
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Table 1.4 Analytical figures of merit of different types of biosensor detecting various molecules of clinical interest. (Adapted from
reference 58.)

Analyte detected
(matrix) Sensor type Linear range LOD Sensitivity (slope) Additional information

Glucose (buffer) CNT enzyme-based biosensor Up to 10mM 0.25 mM 30.2� 0.5 mA/mM r2¼ 0.999; n¼ 10
Glucose (blood
serum)

Amperometric enzyme-based
biosensor

1.0mM–0.8 mM 0.5 mMa 2.3 mA/M r2¼ 0.999; n¼ 7
CV(%)¼ 4.8

Glucose (human
serum)

Amperometric enzyme-based
biosensor

1.0mM–1.6 mM 0.69 mMa 69.26 mA/M.cm2 r2¼ 0.999; n¼ 25
CV(%)¼ 1.1

Glucose (buffer) Amperometric CNT-based
biosensor

0.005–0.3 mM 3 mMa 80� 4 mA/M.cm2 r2¼ 0.996; n¼ 5
CV(%) o5%

Glucose (buffer) CNT enzyme-based biosensor Up to 2 mM 4 mM 0.33 mA/mM r2¼ 0.998
Glucose (buffer) CNT enzyme-based biosensor 15.0 mM–6.0 mM 7 mMa r2¼ 0.992; n¼ 8

CV(%)¼ 1 .6
Glucose (buffer) Amperometric enzyme-based

biosensor
0.02–5.7mM 8.2 mMa 8.8� 0.2mA/

M.cm2
CV(%)¼ 2.1

Cholesterol
(human serum)

Amperometric CNT-based
biosensor

0.004–0.7 mM 1.0 pMa 1.55 mA/mM r2¼ 0.9954; n¼ 8
CV(%)¼ 4.2%

Cholesterol
(human serum)

CNT enzyme-based biosensor 0.004–0.10 mM 1.4 mMb y¼ 14.23xþ 0.2602
r2¼ 0.999; n¼ 11
CV(%)¼ 2.5

Cholesterol
(buffer)

Amperometric enzyme-based
biosensor

1.2mM–1mM 0.12 mMc r2¼ 0.9998; n¼ 11
CV(%)o4.0

Cholesterol
(buffer)

Amperometric enzyme-based
biosensor

Up to 12 mM 0.18 mM 1.61 nA/mM

Cholesterol
(buffer)

CNT amperometric biosensor 0.2–6.0 mM 0.2 mMa 0.559 mA/mM

Cholesterol
(buffer)

Impedance enzyme-based
biosensor

50–400 mg/dL 25 mg/dL r2¼ 0.9946

Cholesterol
(buffer)

Impedance enzyme-based
biosensor

25–400 mg/dL 25 mg/dL 7.76�105 Abs/
mg.dL

y¼ 0.03546xþ 7.76�10�5

Cholesterol
(human serum)

SPR enzyme-based biosensor 50–500 mg/dL 50 mg/dL 1.04m1/mg.dL

Cholesterol
(human blood)

Voltammetric enzyme-based
biosensor

0.01–0.06 mM 0.85 nA/mM r2¼ 0.99
y¼ 0.6054xþ 0.2411
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Glutamate
(buffer)

CNT enzyme-based biosensor 0.2–250mM 0.01 mMa 433 mA/mM.cm2 r2¼ 0.9984
CV(%)¼ 4.8

Glutamate
(buffer)

Amperometric enzyme-based
biosensor

0.5mM–500 mM 0.01 mMa 100� 10 mA/
M.cm2

r2¼ 0.991

Glutamate
(buffer)

Amperometric enzyme-based
biosensor

0.25 mM 2.0 mMa 80� 10 nA/
mM.cm2

n¼ 5

Glutamate
(buffer)

Amperomctric enzyme-based
biosensor

10mM–1.5 mM 5 mM 88.8 nA/mM y¼ 88.832x
r2¼ 0.9945; n¼ 3

Glutamate
(buffer)

Amperometric enzyme-based
biosensor

5mM–0.5 mM 5 mM 0.62 mA/mM.cm2 r2¼ 0.9968

Glutamate
(buffer)

Amperometric enzyme-based
biosensor

20mM–0.75 mM 20 mM y¼ 5.0145xþ 0.1638
r2¼ 0.9950; n¼ 3
CV(%)¼ 9.6

Glutamatc
(buffer)

CNT enzyme-based biosensor 25mM 25 mM 1.29� 0.18 nA/
mM.cm2

y¼ 1.29xþ 0.088

CEA (human
serum)

Amperomctric immunosensor 0.5–5.0 ng/mL 0.2 ng/mLa

CEA (human
serum)

SPR immunosensor 0.5 ng/mL S/N¼ 2.7

CEA (human
serum)

Potentiometric immunosensor 4.4–85.7 ng/mL 1.2 ng/mLc y¼ 24.36 log x� 10.37
r¼ 0.997; n¼ 5
CV(%)¼ 2.2

CEA (human
serum)

Electrochemical immunosensor 2–14 U/mL 1.73 U/mLa 3.2� 0.1 mL/U r2¼ 0.9975

Nitric oxide
(buffer)

Amperometric CNT-based
sensor

0.2–150mM 0.08 pM

Nitric oxide
(buffer)

Hemoglobin-based
electrochemical biosensor

1–50mM 0.003 pMa 0.0424 mA/mM y¼ 0.0424xþ 2.441
r¼ 0.9978

Nitric oxide
(buffer)

Hemoglobin-based
amperometric biosensor

0.01–1.0 mM 5.0 pMa y¼ 1.356xþ 1.168�10�2
r2¼ 0.9989; n¼ 8
CV(%)¼ 4.2

Nitric oxide
(buffer)

Hemoglobin-based
amperometric biosensor

0.04 nM–5.0 mM 20pMa

C-Reactive
Protein (human
blood)

Magnetic immunosensor 0.025–2.5 mg/mL
(28.5 pM–2.9 nM)

25.0 ng/mLd y¼ 0.2108xþ 72.31
r2¼ 0.989
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Table 1.4 (Continued)

Analyte detected
(matrix) Sensor type Linear range LOD Sensitivity (slope) Additional information

C-Reactive
Protein (human
blood)

SPR Immunosensor 2–5 mg/mL
(2.3–5.75 nM)

1 mg/mLe y¼ 10.675x–16.995
r2¼ 0.9867

C-Reactive
Protein (human
blood)

Capacitive immunosensor 0.025–1mg/mL y¼ 2.78xþ 1.29
r2¼ 0.9255
CV(%)¼ 1.72

C-Reactive
Protein (human
blood)

SPR immunosensor 5–25 mg/mL

Catecholamines:
DA, EPI, NEPI
(buffer)

Amperometric enzyme-based
biosensor

DA: up to 40 mM 0.2 mMa 75 nA/mM CV(%)¼ 5.3
EPI: up to 55mM 0.4 mMa 45 nA/mM CV(%)¼ 6.0
NEPI: up to 55mM 0.3 mMa 60 nA/mM CV(%)¼ 6.1

Catecholamines:
DA, EPI, NEPI
(human urine
and plasma)

Optical fiber enzyme-based
biosensor

5–125 pg/mL DA: 2.1 pg/mLc y¼ 0.344xþ 0.4; r2¼ 0.9998
EPI: 2.6 pg/mLc y¼ 0.140xþ 0.04; r2¼ 0.9996
NEPI: 3.4 pg/
mLc

y¼ 0.252xþ 0.38; r2¼ 0.9997

EPI (buffer) Fiber-optic enzyme-based
biosensor

0.2–0.9 mM y¼� 0.016533x� 1.30882
r2¼ 0.988

NEPI (buffer) DNA-based biosensor 0.5–80mM 5 nM y¼ 0.85xþ 8.87; r2¼ 0.993
DA (buffer) Electrochemical enzyme-based

CNT biosensor
1.0–30.0 mM 400 nMa y¼ 0.61x� 1.19

DA (buffer) Amperometric enzyme-based
biosensor

5–120 mM 68.6 mA/mM.cm2 r2¼ 0.999

Acetylcholine
(buffer)

CNT-ISFET sensor 10–10 000 mM 0.01 mM 378.2 mA/decade

Acetylcholine
(buffer)

Amperometric enzyme-based
biosensor

1–1500mM 0.6 mMa

Acetylcholine
(buffer)

Carbon fiber-based biosensor 1–100mM 1 mMf r¼ 0.998
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Mycobacterium
tuberculosis
(simulation
sample)

Bulk acoustic wave impedance
biosensor

2�103–3�10 7

cells/mL
2�103 cells/mL log y¼ 11.23457� 0.00763x

r2¼ 0.9458; n¼ 5

Mycobacterium
tuberculosis
(saliva)

QCM immunosensor 105–108 cells/mL 105 cells/mL

Mycobacterium
tuberculosis
(buffer)

QCM sensor 102–107 cfu/mL 102 cfu/mL y¼� 2.90x� 64.29
r2¼ 0.997

Human ferritin
(serum)

QCM immunosensor 0.1–100 ng/mL y¼ 89.52 log xþ 117.68
r2¼ 0.9944
CV(%): 4.97–20.4

Human ferritin
(serum)

SPR immunosensor 0.2–200 ng/mL y¼ 152.13 log xþ 168.16
r2¼ 0.9997

Choline (buffer) Carbon fiber-based biosensor 1–100mM 1 mMf r2¼ 0.9837
Diphtheria
antigen
(buffer)

Potentiometric
CNT-based
immunosensor

24–1280 ng/mL 7.8 ng/mL y¼ 74 log x� 98.6
r¼ 0.9978; n¼ 13
CV(%)¼ 2.3

hCG (human
serum)

Electrochemical CNT-based
immunosensor

0.5–5.0 mlU/mL 0.3 mlU/mLc 5.38� 0.10
mlU/mL

r¼ 0.9998

hCG (human
serum and
urine)

QCM immunosensor 2.5–500mlU/mL 2.5 mlU/mLa CV(%)o5.0

Insulin (serum) SPR immunosensor 6–200 ng/mL 6 ng/mL
Vibrio cholerae
(buffer)

SPR immunosensor 3�105–3�109
cells/mL

105 cells/mL r¼ 0.9984

CNT, Carbon nanotube; CEA, Carcinoembryonic antigen; DA, Dopamine; EPI, Epinephrine; LOD, Limit of detection; NEPI, Norepinephrine; QCM, Quartz crystal
microbalance; SPR, Surface plasmon resonance; hCG, Human chorionic gonadotropin.
aLOD is three times the signal-to-noise ratio.
bLOD is 3s/k with s the standard deviation of 11 determinations and k the slope of calibration plot.
cLOD is three times the residual standard deviation.
dLOD is 10 times the background noise.
eLOD is higher than four times the background (0.5 AU, Arbitrary Units).
fLOD is approximately twice the noise level.

B
io
sen

so
r
T
ech

n
o
lo
g
y
a
n
d
th
e
C
lin

ica
l
B
io
ch
em

istry
L
a
b
o
ra
to
ry

2
7

. 
Pu

bl
is

he
d 

on
 2

3 
Se

pt
em

be
r 

20
13

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
18

49
73

73
02

-0
00

01

View Online

http://dx.doi.org/10.1039/9781849737302-00001


Admittedly, the conventional ‘‘enzyme-linked immunosorbent assay’’ (ELISA) –
which displays remarkable sensitivity down to the low pM range64 but remains a
non-domestic test to be performed in a laboratory setting – still is promised a
bright future.

To reliably alleviate the detrimental effect of NSA, it is necessary to better
understand the complex mechanism(s) and dynamics of interaction involved
once the biosensing surface comes into contact with the biological environment
and the different types of potentially interfering species present within (e.g.
proteins). In essence, the process of non-specific protein adsorption is quite
complex and governed by several different factors, which includes: (i) the nature
of the proteins contained in the biological fluid notably with respect to their
structure (e.g. globular), size (molecular weight) or distribution of charge/
polarity (isoelectric point); (ii) the physicochemical properties of the biosensing
surface (e.g. charge, topography and morphology, surface energy); and (iii) the
environmental conditions (i.e. pH, ionic strength and temperature).65 To add to
the complexity of the situation, proteins are flexible entities that can assume a
variety of different conformational states, which results in the possibility for
them to unfold and adopt the adequate geometry to fit the underlying surface,
decrease the energy of interaction and irreversibly adsorb.66 Furthermore, the
energetics of adsorption itself is typically composed of diverse molecular forces
(hydrophobic/electrostatic interactions, hydrogen bonding) that interplay to
various degrees in a complex overall manner.65 In multicomponent samples,
proteins compete for surface binding sites, which triggers a series of collisions
and results in a cascade of adsorption–desorption/exchange processes,66

governed by the aforementioned conformational phenomena that occur at
the more fundamental molecular level. Empirically, it has long been observed
that protein adsorption from mixtures follows a temporal pattern, wherein
higher mobility, more abundant proteins first adsorb transiently before being
gradually replaced by less motile, scarcer ones with higher surface affinity.66

This general, well-established phenomenon of sequential protein adsorption is
known as the ‘‘Vroman effect’’.66

Figure 1.14 The recurring problem in biosensor technology: the non-specific ad-
sorption (NSA) of adversary species interfering with the specific target
analyte response.
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Undoubtedly, many factors affect the interactions of proteins with materials
(of which the NSA of adversary species to biosensing surfaces is a particular
case) and excellent reviews – pertaining to both the theoretical and experi-
mental efforts made to model/probe the complex molecular events at play – can
be found elsewhere in the literature.66,67 Nevertheless, despite the mechanistic
complexity of (non-specific) protein adsorption, some general rules relating the
properties of proteins with their ability to adsorb to surfaces have been devised.
For instance, the larger a protein, the more likely it is to possess multiple ad-
hesion sites and readily adsorb to surfaces.65 The same holds true when con-
sidering the flexibility of a protein (taken here as its ability to unfold), especially
when (more) binding sites are exposed during conformational remodelling. This
can occur in particular when a hydrophobic pocket (may it be a large inner
protein core or simply a more limited surface domain) – previously hidden from
the surrounding aqueous medium (wherein folded proteins reside fully hy-
drated) to minimize energetically unfavored polar/nonpolar interactions – is
revealed upon adsorption.66

NSA is a particular case of a more general, ubiquitous phenomenon – surface
fouling – that spontaneously occurs when exogenous biomaterials are exposed
to biological environments. For many situations plagued by fouling – that
extend well beyond the field of biosensors – tremendous efforts have been de-
voted over several decades to engineer antifouling surfaces, most traditionally
through the imposition of organic films able to efficaciously resist protein ad-
sorption.68 As will be discussed in some more detail in the following section,
numerous types of such coatings have been reported in countless literature
publications and ultralow fouling (o5 ng/cm2) has now been achieved – for
biotechnologically irrelevant, single-protein buffered solutions.68 Regrettably,
few coatings present/retain in actuality such a remarkable level of performance
when exposed to highly complex biological media such as blood serum or
plasma (even diluted), these being otherwise more demanding.68 Fortunately,
recent times have witnessed an increase in studies entirely focused on
minimizing – or ideally eliminate entirely – fouling for real-world biological
samples.68 Assuredly, this trend should benefit the field of biosensor technology
and help eradicate the NSA plague.

1.5 A Look at Surface Chemistries to Solve the NSA

Issue

In Section 1.1, we have seen that the actual surface presented by a given bio-
sensor structure to a biological fluid can take many forms. This will include
inorganic material such as silica or indium-tin oxide in addition to polymers
and organic linker molecules. It is a reality that the NSA or fouling discussed in
the previous section can occur on all these materials to varying degrees. Ac-
cordingly, it is clear that there will be no panacea in terms of avoiding or even
reducing the adsorption phenomenon. Although there has been a level of re-
search aimed at the NSA issue with biosensors, it is certainly the case that most
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relevant work has been published on the study of material–biological fluid
interactions. This topic has recently been reviewed in detail by the present
authors.68 The majority of the research described therein deals with adsorption
of simple protein solutions and the like, with a much more modest effort de-
voted to biological fluids. A brief scan at fouling follows with some emphasis on
our own efforts to avoid the phenomenon.

By far the majority of past related work describes the use of a great variety of
organic coatings such as peptides, polyethylene glycols (PEG), zwitterionic
sulfo- and carboxybetaines, methacrylates, acrylamide and biomimetic surface
chemistries.68 A vast literature on such coatings, often relatively thick in di-
mension, deals with the minimization, as mentioned above, of protein ad-
sorption from simple buffer solutions. Whether in the latter type of solutions or
more complex media, the PEG molecular family constitutes one of the most
studied, but despite the high level of interest in this system the mechanism that
lies behind the ‘‘PEG effect’’ remains obscure. One prevalent theory is that a
kosmotropic water ‘‘barrier’’ to biological macromolecule adsorption is insti-
gated by the polymer.68

In our research, we have focused on attempts to combine antifouling be-
havior with crosslinkers that are capable of immobilizing biochemical probes.17

Covalently-bound adlayers based on silanization methodology, much as de-
scribed in Section 1.2, have been employed in conjunction with the ultra-high
frequency (GHz) EMPAS sensor. This is in order to study the surface effects
caused when devices are subjected to a dispersion of goat serum.69 The adlayer-
forming molecules are custom-designed with several properties in mind. The
molecules contain the ether linkage as present in PEG; they form ultrathin films
(B5-Å thick) and are capable of merging with sister crosslinking molecules that
form similar surface covalent bonds. The latter contain a distal functionalizable
moiety that can be used to attach probes in a subsequent, preactivation-free
step.17 The behavior of MEG-OH was compared directly with related
molecules with respect to fouling by the components of serum (Figure 1.15).69

The remarkable result from this work is that a single ether oxygen atom in the
monoethylene moiety of MEG-OH very significantly alters the surface be-
havior of the sensor in terms of interfacial adsorption from this matrix. On
a speculative level, we believe that an intercalated water-based structure
stabilized by the distal -OH groups is responsible for this effect. Further studies
are underway both from a fundamental point of view and also with employ-
ment of the antifouling effect in biosensor experiments.

1.6 A Final Comment

A glance into a clinical biochemistry laboratory in a major hospital – such as St.
Michael’s located in Toronto, Canada – reveals groups of large instruments
connected together with sizeable trains composed of robotic equipment. Much
of this is orchestrated around batch-based assays and technology. The set-up is
very far removed from biochip, biosensor and lab-on-a-chip devices, all of
which have been touted for potential application in clinical assays. As outlined
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herein, the main reasons for this appear to lie in speed of analysis, convenience
and saving with respect to reagent cost, etc. The latter appears to be a non-issue
since such cost constitutes a minor component for the laboratory budget. In
view of the requirements for the clinical laboratory, one may wonder how
biosensor technology could realistically contribute to the operation of this sort
of facility. In this respect, biosensor devices can function particularly well in a
flow-injection scenario, especially those systems based on label-free detection
involving acoustic wave and SPR physics. This approach can lead to the
avoidance of batch measurements and lengthy trains of machines. Another
advantage would be the possibility to perform generic detection, that is, the
sensing of different targets with the same aforementioned physics/technologies.
However, there exist two main problems that remain to be solved. The first
would be to render a particular sensing platform reusable in the FIA con-
figuration. A second would be to find a solution to the all-prevalent fouling
problem encountered with biological fluids as discussed in some detail above.

Lastly, we would like to mention a final word about microfluidics and lab-
on-a-chip devices, which appear to be ideal for combination with biosensor
detection. These technologies seem to be more suited for point-of-care systems
rather than the central clinical laboratory. However, despite the frequently
emphasized promises offered by these devices, there is no doubt that NSA still
remains a serious obstacle to be tackled. For example, NSA will not only occur
at the detector employed in the device but also in channels of the microfluidic
set-up.70
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(Reprinted with kind permission of the Royal Society of Chemistry.)
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57. M. L. Turgeon, J. J. Linnâe and K. M. Ringsrud, Linne & Ringsrud’s

Clinical Laboratory Science: the Basics and Routine Techniques, 5th edn.
M. L. Turgeon (ed.), Mosby Elsevier, 2007.

58. C. I. L. Justino, T. A. Rocha-Santos and A. C. Duarte, Trends Anal.
Chem., 2010, 29, 1172.

59. J. N. Adkins, S. M. Varnum, K. J. Auberry, R. J. Moore, N. H. Angell,
R. D. Smith, D. L. Springer and J. G. Pounds,Mol. Cell. Proteomics, 2002,
1, 947.

60. M. J. A. Shiddiky, P. H. Kithva, D. Kozak and M. Trau, Biosens. Bioe-
lectron., 2012, 38, 132.

61. J. Tamayo, P. M. Kosaka, J. J. Ruz, Á. S. Paulo and M. Calleja, Chem.
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CHAPTER 2

Integrated Chemistries for
Analytical Simplification
and Point of Care Testing

PANKAJ VADGAMA,* SALZITSA ANASTASOVA AND
ANNA SPEHAR-DELEZE

Queen Mary University of London, Mile End Road, E14N, London,
United Kingdom
*Email: p.vadgama@qmul.ac.uk

2.1 Introduction

In an era of individualised therapy and patient empowerment, it is a natural
progression for assays that were once the sole preserve of the central laboratory
to now fall within reach the of the nonlaboratory professional or the patient
with assays typically undertaken out with the laboratory. The area of extra-
laboratory testing has, accordingly, seen major expansion in recent years, but
has also become the subject of considerable debate as regards its true value to
the patient. It is certainly a more demanding and expensive way of undertaking
tests, but the champions of such testing ‘‘immediacy’’ are clear that a wide
range of benefits accrue. These include a more rapid return of data to the
clinician to institute earlier therapy, reduced hospital stay, reduced medical
complication rates, especially in chronic disease such as diabetes, and an overall
improvement in quality of life at the population level.1

This form of decentralised testing, more commonly referred to as point-
of-care testing (POCT), largely remains under the aegis of laboratory medicine.
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Moreover, through technological advances, it is evolving rapidly both in ana-
lytical scope and the diversity of clinical application; monitoring of both am-
bulatory and nonambulatory patients is now readily feasible. POCT
applications range from basic blood glucose measurement to complex enzyme
assays. The organisational benefits include the elimination of specimen trans-
port and sample preparation and certainty over when the assay data is avail-
able.2 POCT may be undertaken using systems as contrasting as single-use
hand-held devices and bench-top analysers, the latter being more allied to
traditional laboratory analysers. Whilst the growth of POCT has had con-
siderable impact on how monitoring is undertaken, it cannot replace clinical
judgment. It is best used when a clinician is in a position to respond rapidly to
test results.3

The wider patient pathway and organisational issues fall outside the scope of
this review. However, the ability to roll out a measurement capability to the
POCT setting in the first place, especially for complex assays, relies heavily on
the harnessing of new technologies. These especially involve the integration of
biochemical reagents as immobilised components of measuring platforms. Such
platforms might be sensor based, creating a combined, monolithic, bio-/
artificial structure, or involve an independent biological phase and detector.
Overall, quite disparate technologies need to be functionally integrated into
bioengineered, ergonomically simple, constructs.4 This review covers design
issues for the various subcomponents and how these can satisfy the needs of
selective, sensitive measurement, excluding in vivo monitoring. The broad
topics are: routes to sample presentation using controlled flow, the way mul-
tiple fluid movements are achieved, e.g. in porous structures using lateral flow,
how biochemical reactive and recognition systems are configured and how this
biochemically mediated response triggers the measurement pathway. In the
quest for operationally simple and miniaturised point of care systems, there
has been considerable leveraging of bioreagent immobilisation chemistries
and MEMS (microelectromechanical systems) technologies as well as a
re-engineering of optical and electrochemical transducers. Along with this have
been leading-edge developments in nanotechnology, to achieve extreme mini-
aturisation,5 and better sample interfacing materials to control what actually
reaches the measuring element of the analytical system. The latter is essentially
a form of packaging to protect the vulnerable functional elements.6

Typically, whole blood is used for analysis, and it may be necessary to use
barrier layers to screen out the formed elements of blood for say an optical or
colorimetric assay.

2.2 Fluidics for POCT

More complex assays for POCT, or where bench-top analysers are used, ne-
cessitate some form of sample and/or reagent flow in a fluidic channel. The
adaptation of traditional fluidics has been particularly evident in the case of
multiparameter blood gas and electrolyte systems. This contrasts with single-
parameter reagent strips such as for urine albumin and blood glucose that
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require only the application of sample to the measuring surface. Bench-top
analysers, as smaller versions of laboratory analysers, simplify vulnerable
operator-dependent steps, mainly through automation.

MEMS may be used to achieve flow miniaturisation and sample conser-
vation, and though microfluidics dimensions are not reached, other than in
experimental systems, many of the logistics of fluid handling are now estab-
lished. In the Alere Triages System, which comprises a meter and various test
panels, e.g. for cardiac marker measurement (CK-MB, myoglobin, Troponin-
I),7,8 an immunoassay reaction mixture, after controlled incubation, flows over
different capture surfaces for selective assay. The i-STAT meter for blood gases,
ions and metabolites has individualised fluidics in self-contained cartridges that
include of the i-STAT calibrants; in one interesting veterinary use, synovial
fluid was assayed for pH, glucose and lactate.9 In a system where sample self-
containment is paramount, the Pima CD41 analyser for HIV testing, the
sample is taken up by an integrated capillary with all subsequent immuno-
binding and fluidic movement occurring within a cartridge.10 High-number
parallel assays would be difficult to integrate with a fluidic system. In the
Evidence microchip immunoassay array, more than 20 anthelmintic drugs
could be screened simultaneously, but each component constituted a single well
into which preset reagents were added as the route to a simplified assay.11

Advances in printing, lamination and micromoulding technology have en-
abled greater miniaturisation along with the creation of more complex and
versatile flow conduits that can carry sample and carrier phases to a detector
phase in a time-controlled manner. In one experimental configuration, a
microfluidic circuit was formulated with an open flow component serving as
sampler for precision sample uptake and delivery.12 However, the majority of
flow devices utilise fully closed flow configurations. As well as sample conser-
vation, an additional benefit of microfluidics is the generation of laminar flow
that can allow formation of stable liquid/liquid interfaces within a single
channel with only diffusion and convection determining solute exchanges. This
is an ideal way of transferring an analyte from a sample stream to a mobile
recipient phase. The principle of this is shown in Figure 2.113 where stable
parallel flows are seen. Where the liquids flow together, solute exchange occurs
at a rate determined by molecular weight, aiding solute selection; indeed this
can be extrapolated to the separation of colloidal and cellular elements from
the sample.

An immunoassay has been demonstrated where drug binding to a selective
antibody retards its transport across the liquid/liquid interface thereby pro-
viding a measure of drug concentration. The assay principle here is that of
competitive binding between sample and labelled drug with optical tracking.14

The principle of size-based separation has been further developed in a protein
separation assay for salivary MMP (matrix metalloproteinase) (Figure 2.2).15

Here, the target protein binds to a fluorescently labelled antibody, and separ-
ation by size-based selectivity achieved using a porous gel and a size exclusion
membrane; sample was moved electrophoretically rather than by pressure
driven flow. We have developed in situ formed protein based membranes at
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Figure 2.1 Laminar flow in an H-Filters system (Micronics). Sample, e.g. whole
blood, is introduced from the bottom left and flows in parallel with a
receiver solution, e.g. buffer, introduced through top left. Smaller sample
molecules diffuse from the sample to the receiver stream to be harvested
from the top right outlet, while bigger molecules and particles are har-
vested from bottom right.
(Reproduced from ref. 13 with permission.)

Figure 2.2 Microchip electrophoretic immunoassay (mCEI) device for the detection
of MMP-8 from saliva samples. S-sample, B-buffer, SW-sample waste,
BW-buffer waste, mAb*-fluorescently labelled monoclonal antibody to
MMP-8. Polyacrylamide gel composition variation is indicated by
grayscale shading (%T and %C are percentage of total acrylamide and
bis-acrylamide crosslinker, respectively). Inset shows �40 size-exclusion
membrane bright-field image, scale bar 100mm.
(Reproduced from ref. 15 with permission.)
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parallel fluid flow interfaces using a rapid crosslinking with terephthaloyl
chloride that then established a stable barrier between parallel streams;16 such
an arrangement holds the prospects for pore size-based control of lateral solute
transport as well as serving as a support for bioreagent immobilisation.

A practical consideration with fluid flows is how to generate the initial flow.
Precision pumps have been developed with appropriate miniaturisation, how-
ever, even with traditional pumps, complex patterns of microflow can be gen-
erated. Versatility of flow design was demonstrated in one example where
agglutinated red cells were detected during blood crossmatching; here, agglu-
tinated cells reduced light transmission across a fluidic channel as compared
with non-agglutinated cells.17 Micropumps can have drawbacks of reliability as
well as the added need for powering and machining; passive pumps may offer a
simpler alternative. In one example, an array of hexagonal microfabricated
pillars with defined spacing achieved controlled fluid filling giving pumpless
flow.18 The system had minimal internal dead space and flow resistance and
allowed stable flow during a one-step immunoassay. This particular flow
configuration also incorporated various flow constraints and delay elements
coupled with sample collection. With integration of heterogeneous components
in this way, it becomes feasible to build lab-on-a-chip capabilities to achieve
sequential sampling, separation, dilution, reagent mixing/incubation and
readout steps that go to make up a typical clinical assay procedure for a
laboratory analyser.

Particularly at low cross section channels, as exist in microfluidic systems,
the lack of surface compatibility of cell- and protein-loaded fluids with
standard biomaterials, polymers and inorganics such as silicon, remains a
problem. One way to mitigate this is to coat or surface modify the materials
with known colloid tolerant interfaces such as those based on poly(ethylene
oxide) or biomimetic phosphoryl choline. An alternative has been the use of
microdroplet flow where the relevant biocomponent is retained within a con-
tainment phase surrounded by an oil or air continuum.19 The discretisation of
both reagent and sample in this way can also reduce volume requirements and
allow manipulative steps with reduced need for complex channels and valves.
Electric field generation at insulator covered electrode arrays can allow
microdroplet transport to be readily controlled (electrowetting). By this means,
also, necessary microdroplet division and fusion can be instituted to allow for
interactive reactive processes. An ambitious target reported for this approach
was multiparameter newborn screening.20 A dedicated laboratory for this re-
quires to undertake immunoassays, enzyme assays and even DNA identifi-
cation, but a droplet-manipulating platform capable of dispensing and washing
droplets after binding/reactive steps appears to show promise with multiple
model targets. Sample volume requirements here dropped to B1% and high
throughput assays for screening, e.g. for hypothyroidism and G-6-PD deficiency
looked feasible It may be possible through innovations in materials for micro-
fluidics to be able to customise and simplify production; using hot embossed cyclic
polyolefin Bhattacharrya and Klapperich21 were able to simplify microchannel
fabrication for the immunoassay of C-reactive protein, an inflammation marker.
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2.3 Lateral Flow Techniques – From Simple

Colorimetric Strips to 3D Flow

2.3.1 Colorimetric Strips

Lateral flow provides the least technologically complex and demanding plat-
form for the qualitative or semiquantitative analysis of an analyte. It has its
origins in paper-based regent strips where an adsorbed reagent enables
single-use colorimetric measurement, typically by just visual inspection and
comparison with a colour chart In the production process, the reagent is de-
posited on adsorbent paper later split into square pads, in the case of urine
testing providing test panels on a single dipstick. The core assays here were for
urine albumin, ketones, white cells, specific gravity and nitrite. Though simple
to use, they did depend in some instances on reaction timing, and of course the
visual discrimination of the observer to assess the sometimes marginal colour
changes. A switch to instrumentation with use of light-emitting diodes (LEDs),
charge-coupled device (CCD) arrays and CCD cameras has allowed for greater
objectivity and the avoidance of observer error. Later refinements included the
use of enzymes, glucose oxidase being the classic example, and the mitigation of
interference through added reagent, e.g. to scavenge or identify an interferent in
the sample.22 The transition from urine to blood chemistries utilised traditional
regents, but in addition to the basic functional elements of a fluid sample up-
take layer, a reagent layer and a light-reflecting layer,23 there now appeared
masking, trapping and separation layers. This was especially necessary given
the extension to enzyme-based assay (e.g. for glucose, urea) and to the assay of
enzymes (e.g. creatine kinase, amylase).

Quite sophisticated layer formatting has been possible as evidenced by an early
phenytoin immunoassay.24 In this instance, antibody to phenytoin constituted a
dry reagent affinity component. Labelled and sample phenytoin competed for
binding to the antibody; the label used was FAD, and only as a part of unbound
phenytoin was it able to attach as a prosthetic group to activate glucose oxidase
apoprotein. Resulting holoenzyme activity was then measured in the strip by a
conventional colorimetric indicator reaction. An innovative use of a nonpolar
phase coexisting with a polar (sample) phase involved use of the ionophore
valinomycin as a K1 binder within the nonpolar layer.25 The valinomycin was
associated within the apolar phase with a pH indicator dye; chelation of K1 by
valinomycin led to its becoming cationic, with ejection of H1 into the polar phase
from the indicator dye and a resulting dye colour change.

Though not a chromogen, the lanthanide ion terbium(III) forms a usable
luminescent complex with p-aminobenzoic acid (PABA). This was exploited in
a paper-strip format to assay the local anaesthetics benzocaine and procaine;
their hydrolysis in alkali generated the necessary PABA end product leading to
a luminescent chelate. The reagent strip is more stable than one using bio/or-
ganic reagents, but does require special luminescence detection apparatus.
Albumin dye binding and the resulting colour change has been the mainstay
of urine albumin measurement by a dry reagent pad. However, there is a
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serious sensitivity limit that precludes detection in the microalbuminuria
range relevant to detecting and monitoring diabetic nephropathy.
A tetrabromosulfonphthalein dye (DIDNTB) was found to have a specially
high affinity for albumin26 and allowed its detection in urine down to 10 mg/L;
the constituted reagent strip maintained an optimum pH for the dye using
impregnated citrate buffer. A counterpart to the high albumin affinity was the
reduced binding competition from IgG/IgA and immunoglobulin light chains
found in urine. A non-chemistry strip, but one that is highly successful is that
used to monitor anticoagulant treatment. In a recent commercial embodiment,
the CoaguCheckXS,27 the test strip takes up venous or capillary blood, hy-
drating a thromboplastin layer that generates a blood-coagulation sequence to
generate thrombin from the sample. The thrombin as indicator of the pro-
thrombin time then cleaves a peptide substrate; here an electrochemical rather
than an optical end point was monitored.

In contrast to the vertical transmission of sample through a porous phase,
lateral flow devices involve horizontal flow and have the facility for topographic
resolution of bound vs free analyte, and provided a visible label is used, allow for
instrument free detection.28 Their primary use has been in the detection of
proteins using antibody binding. The first and foremost use has been detection of
urine human chorionic gonadotrophin (hCG) for pregnancy testing. Essentially,
two epitopes are recognised on a protein by preloaded antibodies. After the li-
quid sample is applied to a loading pad, it moves laterally within the porous
support and is exposed to these antibodies in turn. An absorbent pad at the
opposite end of the analytical strip draws up the liquid sample to drive the
controlled lateral flow. First, the target protein binds to labelled antibody, and
the two move onto an immobilised capture antibody zone that in turn immo-
bilises the antigen labelled antibody complex to generate a visible, concentrated
zone. Visibility is generally achieved by particulate labelling of the first antibody,
e.g. using gold nanoparticles or latex beads.

2.3.2 Nanoparticle Labels

Scaling of sizes, the availability of new materials, variation of surface profiles
and novel bulk properties open up new assay avenues with nanoscale struc-
tures. In one example, magnetic nanoparticles were used as immobilisation
surfaces for antibody;29 In this model, it was shown that orientation of anti-
body was highly relevant to sensitivity; particle binding through the carbo-
hydrate component of the antibody, away from the binding site, allowed for
freer access to hCG target antigen. Magnetic particle binding has also been
used for sample washing and separation of free from bound antigen.30 In this
example, a possible basis for a commercial device, cardiac troponin I was assayed
by first mixing antibody-loaded particles with sample, then activated electro-
magnets were used to drive the particles to a second antibody-binding surface,
and finally diametrically positioned electromagnets separated unbound particles
from the antibody-bound layer (Figure 2.3). Frustrated total optical internal
reflection finally enabled imaging of the antibody-bound particulate layer.
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Further labels include selenium, carbon, liposomes, phosphors and quantum
dots to add to the repertoire of traditional fluorescent and bioluminescent dyes.
With limited antibody, it is possible to devise competitive immunoassays where
the labelled and unlabelled antigens compete for the antibody binding.31 In one
assay of serum albumin, a fluorescent label was used, where competition was for
antibody immobilised on a strip. Increased analyte concentration reduced label
binding and therefore fluorescent dye accumulation at the strip surface;32 here,
however, a fluorescence reader was necessary for the assay, adding to instru-
mentation complexity. In order to detect multiple analytes simultaneously, it is
necessary to have individually distinguishable labels. Thus, to detect antibodies
to Hepatitis A, B and RSV, respectively, metallic nanoparticles capable of
surface-enhanced Raman scattering were differentially functionalised to give
resolvable Raman signatures and activated by specific antibodies to different
targets;33 lateral flow to a single capture strip holding a second antibody for each
target then enabled selective, simultaneous quantification.

Carbon nanoparticles have proven to be versatile surfaces for label as well as
bioreagent binding, e.g. nucleic acids, antibodies and other proteins, potentially
conferring detection sensitivity greater than gold or latex particles.34 Rayev and
Shmagel35 preadsorbed affinity protein and subsequently crosslinked this to
give a stabilised binding surface enabling the attachment of observable carbon
nanoparticles to topologically localised target biomolecules. Thus, by coating
with protein G, which has a general affinity for immunoglobulin, it was possible
to identify antibodies from seropositive samples, where antibody had bound to
HIV antigen retained at a porous support. A lateral flow arrangement was also
demonstrated for hCG detection by pre-loading with antibody to the b-subunit
of hCG. A nucleic acid lateral flow assay has also been developed exploiting
this readily visible label. In one example, a Plasmodium falciparum DNA
template in PCR was labelled with primers bearing two tags, digoxigenin and
biotin;36 carbon nanoparticles loaded with avidin bound to the biotin end and

Figure 2.3 A schematic of magnetic-bead-based immunoassay: analyte binding by
antibody-functionalised magnetic nanoparticles with top and bottom
magnets off (left), nanoparticles bind to the sensor surface, lower magnet
on (middle) and magnetic removal of free and weakly bound nanoparti-
cles, upper magnet on (right).
(Reproduced from ref. 30 with permission.)
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the digoxigenin end was captured by immobilised antibodies. Amplified nucleic
acid sequences have been detected using dye-loaded nanoscale liposomes; here
lateral flow of a target sequence led to its capture by immobilised comple-
mentary strand DNA; this was subsequently made visible by binding to a re-
porter sequence on the surface of a liposome37 and practical illustration has
been given, with RNA amplification, of the detection of different serotypes of
the Dengue fever virus.38 For these serotypes, the sensitivity achieved ranged
from the detection of 50 000 down to just 50 RNA molecules. Also, with an
optical readout, quantitation was possible. A further affinity system was
demonstrated by Kulagina et al.39 who immobilised antimicrobial peptides
(AMPs) as capture agents to confirm the targeting of model pathogens.
Venezuelan equine encephalitis virus, vaccinia virus and Coxiella burnetti (an
intracellular bacterium) were successfully identified with an effectiveness that
proved even greater than with selective antibody. Further extension of sensi-
tivity for this fluorescence-based assay could be possible using nanoparticles.

2.3.3 New Opportunities

In addition to single planar flow, 3D multiphase flows have been explored by
Whitesides’ Group40 using paper/fibrous supports. These microfluidic paper
analytical devices (mPADs), channel solutions horizontally as well as vertically
and could deliver to multiarray reagent pads. The principle of the system was
demonstrated for glucose and protein measurement.

With newer porous materials, which allow for reduced nonspecific binding and
greater control over the lateral flow rate, improved selectivity and concentration
resolution could eventually be achieved. In this way, the quantitative capabilities
of lateral flow will become manifest. The key question will be how far it will be
necessary to integrate optical or other quantitative readers into the newer sys-
tems. While a definitively quantitative measurement may be obtainable, this will
also add costs to any commercial device, reduce portability and detract from its
being a consumer item for home use. Unlike home meters for say glucose, where
quantitative measurement is imperative, in many lateral flow applications, the
usually macromolecular target need not be determined with exact quantitation.
What is much more important is the ability to differentiate so-called normal from
abnormal, or the qualitative identification of antibodies to pathogens. Never-
theless, if very cheap or even disposable readers can be developed, it may become
possible to combine disposability with reliable quantitation, a further, important
outcome would be the avoidance of observer error.

2.4 Biological Recognition

2.4.1 Immobilisation Techniques

Biological modification of a device or the transformation of a soluble bior-
eagent into a solid phase has innumerable analytical benefits. Such approaches
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have been the formal basis of biosensor construction as well as of standalone
bioreactor and bioaffinity phases. The ‘‘biomodification’’ approach has allowed
exploitation of the special binding selectivity and affinity of enzymes, antibodies
and aptamers, respectively. However, the immobilisation of such recognition
systems needs careful tailoring; without this the bioaffinity molecule may either
not survive the retention process or be so poorly orientated at a surface that it is
unable to achieve recognition capability. In the case of readily diffusible targets
such as enzyme substrates, orientation may not be an issue as the target mol-
ecule can reach the active site, but for macromolecular targets, it may not be
possible to have effective binding unless the binding subcomponent, e.g. the
Fab region of an antibody, has sufficient exposure at the sample interface, and
is not buried in the subjacent solid phase. The standard repertoire of physical
adsorption, chemical crosslinking, covalent attachment and polymer entrap-
ment remains the core means of immobilisation to this day, but of relevance to
this chapter, these have been adapted to diagnostic platforms. However, the
special needs of analysis have meant that there has been significant refinement
of the basic immobilisation repertoire.

Porous supports provide high surface area matrices for biomolecule
adsorption and retention. As such, they are attractive for direct adsorptive
deposition of biomolecules. Whilst leaching is a potential issue, for single-use
devices, an analysis can be completed well before such loss of the bioactive
moiety. The usual physisorption binding forces are in operation, notably
hydrophilic and hydrophobic interactions, van der Waals forces and ionic and
hydrogen bonding. The local influence of these aggregated forces can be to
distort biomolecule shape and so render the biomolecule inactive, more of a
problem with enzymes than with antibodies. Kong and Hu41 have reviewed the
general strategies for biomolecule immobilisation on paper surfaces. They
highlight the fact that cellulose is slightly anionic and so binding tends to in-
volve cationic domains on biomolecules. Inevitably, the solution environment
(pH, pI) modifies the effectiveness of binding. Special interactions also play a
part, such as binding that is mediated through tyrosine residues to the edge
plane of cellulose crystals.42 Horseradish peroxidase was used as a general
adsorptive model by Di Risio and Yan43 who showed that with this globular
protein, net positive charge at near-neutral solution conditions promoted
adsorption, but there was also a further dominant effect, an enhancement of
adsorption at hydrophobic surfaces. These hydrophobic interaction forces,
however, also led to protein unravelling with loss of activity.

The attractive forces posed by a surface are, of course, not selective for the
bioreagent, but furnish a locus for any extraneous protein deposition. This
leads to masking of the measurement surface, sensitivity drift and loss of signal.
Surface-blocking agents such as milk and bovine serum albumin (BSA) are well
established in standard multiwell immunoassays for blocking nonspecific
binding and could be used in lateral flow assays, but there is also the possibility
of incorporating agents such as surfactants and BSA into the solution phase.
An immunoassay where a liquid crystal was the reporter system showed
reduced nonspecific binding through addition of Tween 20.44

44 Chapter 2
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Provided the biomolecule is not denatured on initial contact with a surface,
it is likely to be stabilised. Thus, for alkaline phosphatase and horseradish
peroxidase with adsorption on paper, storage at elevated temperatures,
even up to 90 1C, demonstrated retained activity for many hours compared
with activity loss in solution within minutes.45 Degradation dynamics
indicated two sequential, first-order, reactions, suggesting two distinct path-
ways, the second, slower one dominated half-life. In practical terms, alkaline
phosphatase showed retention of 63% activity at 14 days storage at 23 1C. The
study also showed the resistance of enzyme to shear forces generated during
printing.

Inkjet printing of enzymes has been a route to high precision, rapid de-
position, facilitating array formation. Computer-controlled printing, delivering
nanolitre volumes can avoid crossover and the process also allows the bio-
molecule to be in solution; these are attractive features for device miniatur-
isation. Commercial printers have been used, for example, to deposit to a
feature size of 100 micrometres with deposition of up to four different
solutions.46 Inkjet printing uses thermal or mechanical forces to drive solution
droplets from a nozzle, while e-jet printing uses electric-field-gradient gener-
ation between the delivery nozzle and the substrate, driving out minute drops,
depending on nozzle size. Thus, it has been possible to deliver droplet sizes in
the 0.1 micrometre range;47 with streptavidin as a model protein, activity was
retained, based on the measured affinity behaviour of biotin.

Antibodies are generally more robust than enzymes. A study with anti-rabbit
IgG adsorbed on cellulose paper47 showed that at 40 1C there was an activity
half-life of 10 days with no added degradative effect of humidity. Interestingly,
precoating the paper with a crosslinked polyamide-epichlorohydrin film, con-
ferring a cationic property to the cellulose, did not significantly enhance the
loading of this anionic protein, nor did it improve thermal stability, possibly
because thick layers of protein, not in direct contact with the surface, were
involved. The implication of this study was that strip manufacture with hot-roll
processing is feasible. Loading of antibodies has been increased through use of
high porosity, high surface area structures. Porous silicon has the interesting
dual effect of providing a low fouling, highly hydrophilic surface at the mo-
lecular level, while creating a hydrophobic macrostructure due to its nano-
porosity, thereby helping to retain polar solution during assay conditions.48 As
an alternative to a cavity, a high-curvature microsurface using particles can
enable antibody adsorption by simple electrostatic attraction; as an illustration
of this, sulfonate functionalised polystyrene microspheres have been used
and co-attachment of quantum dots as labels enabled design of a
fluoroimmunoassay.49

Protein A binds to the Fc region of an antibody, and so preadsorbed protein
A has been frequently used to orientate antibodies, allowing for an outfacing
Fab region for optimum binding exposure. In one report, Protein A pre-
adsorbed to nanogold enabled both a greater surface area for antibody
binding and the desired antibody orientation for a higher sensitivity im-
munoassay, targeted to haptoglobin.50 The impact of antibody orientation will
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depend both on the nature of the solid support and that of the antibody. Thus,
in a study of antibody and antibody fragments (Fab’) using selective region
bridging via biotin to surface-immobilised streptavidin, orientation led to in-
creased binding,51 with up to 6–10-fold greater binding capacity following the
orientation, depending on the surface used. PEG was the anchor point at the
support surfaces, and the length of this tether affected the binding sensitivity to
orientation, with longer PEG chains generating greater orientation depend-
ence. Orientation effects partly worked through delivering a higher surface
packing density, further reinforced by high packing of streptavidin at the
surface. The additional step of creating Fab’ fragments may not justify the effort
unless a further chemistry is designed to give surface orientation. Thus, in a study
of Fab’ and whole antibody binding to an IgG target, intact antibody loading was
already greater than for the smaller Fab’, unless the latter had been orientated.52

Regardless of whether covalent immobilisation or adsorption are the end
outcome of the antibody retention process, noncovalent (e.g. hydrophobic,
electrostatic) interactions at the interface are important in driving some of the
initial orientation.53 In a study of antibody immobilisation on polystyrene
beads,54 high pH was used to first generate a ‘‘preorientation’’ step before
surface attachment. At high pH, mutual anionic repulsion retarded antibody
adsorption, giving time for reorientation to occur near the surface; at this early
stage the high anionic nature of the Fab’ region led to its facing away from the
surface (Figure 2.4). The more hydrophobic Fc region was then able to attach
to the surface by hydrophobically driven attachment. The stability of the at-
tached antibody layer was maintained by steric restriction at the surface using
PEG as a co-immobilised packing layer.

Figure 2.4 Proposed mechanism for electrostatic, preadsorptive antibody orientation
at polystyrene due to ionisation under alkaline conditions: (a) random
orientation at pH 7.4 in the absence of charge repulsion, (b) antibody
reorientation due to charge repulsion between the Fab’ region and poly-
styrene surface at pH 9.5.
(Reproduced from ref. 54 with permission.)
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2.4.2 Enzyme-Based Systems

The ability of substrate to permeate macroscale, reactive enzyme layers has
enabled the use of thick-film techniques for their construction. The only real
limitation has been the significant diffusive distances for product/reactant that
limit the speed of response. However, even this is only of importance when a
steady-state output is needed as in the case of continuous monitoring devices.
For biosensors specifically, one of the most popular routes to immobilisation
has been use of the homo-bifunctional reagent glutaraldehyde to crosslink the
enzyme to give a matrix that also incorporates an inert protein, typically al-
bumin. Glutaraldehyde itself has a somewhat protean structure, with thirteen
different forms apparently present depending on solution conditions,55 and
though the exact reaction with a protein is not certain, linkage with amine
groups via the aldehyde function looks to be the most important and, more-
over, involves an oligomeric form of the reagent, rather than the monomer. The
tendency has been to take an empirical approach to enzyme immobilisation
based on trial and error, and to generate enzyme membranes of the requisite
thickness and activity, but based on an unknown crosslinking density; this
becomes a more challenging approach to design when the enzyme in question is
unstable or vulnerable to the distorting effect of the crosslinking process. Un-
less a quencher is introduced, the crosslinking, moreover, may be difficult to
make reproducible or controllable. One general outcome is that at low enzyme
concentration, damaging intramolecular crosslinking is promoted, whereas the
preferred intermolecular crosslinking is only promoted at high enzyme con-
centration. One way in which the latter is facilitated, of course, is through the
inclusion of an inert protein.

Surface retention has been explored using glutaraldehyde bridging, but leads to
limited surface layers and insufficient loading if only mono- or oligolayers are
formed. A recent example with glutaraldehyde involved an aminated surface,
where enzyme was preadsorbed, and subsequent crosslinking led to high loading as
well as bridging of enzyme to the surface.56 Enhanced stabilisation of enzyme after
crosslinking has also been achieved by initial precipitation of enzyme.57 By creating
insoluble aggregates of enzyme through desolvation and then crosslinking, higher
thermal and storage stability has been demonstrated. A further potential advan-
tage of this crosslinked enzyme aggregate (CLEA) approach is that the source
enzyme does not have to be of high purity; this is aspect conferred by the aggre-
gation step.58 The chemical crosslinking component is important for stabilisation,
not just as a means of avoiding dissolution, but in modulating structural stability.
Compared with solution enzyme, there are greater constraints to conformational
fluctuations, and the ability to transition into nonactive conformers is thereby
diminished; ultimately it is a balance between intrinsic stabilisation energies within
the enzyme molecule vs the dynamics of thermodenaturation.59

Enzyme mobility and binding to different surfaces is affected both by
the nature of the surface and by the bridging molecule used, as was shown
in stability/loading studies of glucose oxidase, lactate oxidase and horseradish
peroxidase, respectively, on aminated glass and cellulosic surfaces.60
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Interestingly, bridging molecule structure, where an aromatic reagent was used,
had a greater influence on stability as enzyme size increased, and in the case of
glucose oxidase there was a substantially effect on effective Km. Cellulose is
an attractive matrix for dry reagent chemistries, and the potential for
photopatterning on it was demonstrated by its functionalisation with an
azidobenzene bridge; the latter, photoactivated to a reactive nitrene, enabled
ready enzyme binding.61 Cellulose can also act as a host for other polymeric
supports, as shown with a preformed glycidyl methacrylate linkage that then
allow for epoxy group mediated binding to enzyme (urease) via amino side
groups.62 The general use of paper-based supports and their bioactivation
for diagnostics has been reviewed by Pelton.63 Now, with the advent of
microarrays for proteomics, high-density arrays are featured at a wide range of
polymeric and glass substrates, the associated chemistries have diversified and
are frequently based on photoactivatable bridging compounds.64

2.4.3 Aptamers as Biorecognition Elements

Aptamers are synthetic oligonucleotides selected for their specific target affin-
ities and have shown a broad propensity to bind to ions, small organics and
proteins.65 Their development and tailoring is a burgeoning scientific field,
likely to contribute eventually to clinical diagnostics in the way that antibodies
have done. They are, however, more stable than antibodies, and can be
chemically generated, rather than needing a biological system for their pro-
duction. Their immobilisation for diagnostics essentially follows the route al-
ready used for genomic sensors and arrays.

Adsorption of aptamers is less effective than that of proteins; there are fewer
functional groups for noncovalent interactions. An aptamer for ATP, for example,
retained activity when adsorbed to microcrystalline cellulose, but also showed
ready, ionic-strength-dependent, desorption.66 DNA-loaded gold nanoparticles
that had been interlinked by an aptamer able to bind to adenosine disaggregated
in the presence of adenosine and furnished a semiquantitative paper colorimetric
assay.67 Here, whilst the aptamer itself served as a noncovalent bridge to DNA
strands on the nanogold, the latter needed to be attached covalently.

Entrapment of aptamer within a sample-accessible phase can allow for its
ready retention, while allowing a sufficient degree of conformational flexibility
such that a binding event can trigger transduction. One such arrangement in-
volved the entrapment of RNA aptamer within sol gels68 and binding to a
target led to structural change inducing fluorescence; the reporter mechanism
involved induced separation of a fluorophore/quencher combination. The po-
larity and charge of the matrix had important effects on mobility and the access
of the target molecule. The balance of these features provided for the necessary
level of conformational freedom of RNA, whilst allowing it to be stabilised;
ssRNA is less stable relative to ssDNA, and is also more susceptible to enzymic
degradation. By adsorbing ssRNA to graphene oxide, resistance to nuclease
digestion was demonstrated for a theophylline aptamer.69 Mechanisms for this
are unclear, but possibilities considered were altered local ionic composition,
conformational remodelling and steric hindrance. In this regard this may be a
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general nanostructure effect as was suggested by the parallel effect of single-
walled carbon nanotubes at DNA.70

Covalent attachment of aptamers has been by far the most popular route to
diagnostic device design, and has been reviewed by Balamurugan et al.71 The
techniques established are anticipated by those used for nucleic acid detection.
Thiol-derivatised DNA is a classic approach that readily allows for self-
assembled monolayers on gold, but consideration needs to be given to both the
mutual charge repulsion of anionic single-strand DNA and the complicating
aspect of nonspecific adsorption. With these provisos, reproducible immobil-
isation on both planar and particulate gold is achievable under mild conditions.
As with other immobilised biomolecules, the direct exposure of aptamer to the
solution environment is critical to its function. Whilst the structural distortions
that arise at multitethered proteins are not an issue with aptamers, there is
nevertheless a need to design appropriate spacers and spacer lengths to the
surface to optimise binding capacity and affinity. Ethylene glycol repeat units as
spacers have had the beneficial effect of reducing nonspecific binding as well as
improving binding effectiveness.72 A variant of this has been to immobilise the
ethylene glycol motif on to a gold surface after aptamer attachment; this made
for higher aptamer loading then when simultaneous attachment was carried
out.73 Aromatic spacers can create more compact, stacked, arrays at a surface,
and this could also assist with higher loading.

Conducting polymers such as polypyrrole offer an impedimetric means of
registering affinity binding, but also provide a more general and easily deposited
surface with useful functional side groups. Thus, with electropolymerised bioti-
nylated pyrrole,74 an avidin bridge to biotinylated aptamer was readily formed.
The affinity system here was an aptamer for prion protein (Figure 2.5); the
spacer DNA sequence used to immobilise the aptamer affected binding affinity,

Figure 2.5 Synthetic steps in aptasensor functionalisation of a gold surface: (a)
electropolymerisation of pyrrole with a hydroxyphthalimido derivative
of pyrrole to create a composite layer, (b) functionalisation with biotin
using biotin hydrazide, (c) surface attachment of biotinylated aptamer for
human cellular prion protein (PrPC) through a streptavidin-biotin linkage.
(Reproduced from ref. 74 with permission.)
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dsDNA, instead of ssDNA, with its more rigid spacer properties giving improved
surface organisation and ultimately a higher binding affinity.

In another electropolymerisation procedure, pyrene with pendant lysines
was deposited on Pt;75 the latter allowed for copper (II) binding and through
this linkage to an aptamer that had been functionalised with histidines for his-
tag attachment. Inorganic surfaces may also be used for aptamer attachment.
Thus, an aminated diamond surface functionalised with terephthalic
acid enabled binding of an amino-terminated RNA aptamer;76 the
diamond here formed the sensing interface of a field effect device for HIV-Tat
protein. One versatile inorganic phase is the quantum dot, usable for
high-sensitivity colorimetric assay, and many of the traditional bridging
methods applied to polymeric surfaces are now being reported for quantum
dots.77,78

2.5 Electrochemical Sensors

2.5.1 Ion-Selective Electrodes

Ion-selective electrodes (ISEs), established with the glass pH electrode, have
been a forerunner of many reagent-free, miniaturised, reversibly responsive
systems advanced for extra-laboratory testing. The original principles enunci-
ated, those of interfacial charge generation at an ion interactive interface, have
not changed, nor has the perennial dependence on a stable reference electrode,
needed to maintain a stable emf in the face of a variable solution electrolyte
composition.79 Special problems arise when using ISEs in biological fluids, and
these remain an issue even with advanced, contemporary devices. So whilst
fundamental chemistry has not changed greatly, what has advanced the field for
clinical use has been the re-engineering of ISEs such that they are now mini-
aturised, robust, solid state and use integrated reference electrodes.

With new affinity ligands, some ISEs have achieved improved selectivity and
sensitivity.80 However, despite constant efforts towards new ligand synthesis, in
the clinical context at least, it has been difficult to extend ISEs beyond the
traditional repertoire of H1, Na1, K1, Ca21, Cl– and possibly Li1, Mg21 and
NH4

1. Certainly, trace metal ion detection and measurement of organic ions
remains elusive. There, however, remains an unassailable market for ISEs for
the core repertoire, key factors being their ability to operate in whole blood
without sample separation or dilution, key advantages for POCT. Dilution is
possible, and does permit better handling in a flow system as well as providing
convergence with a more buffer-like matrix; the practical benefit of this is
greater assay reproducibility and extension of the assay concentration range,
e.g. as might be required for urine analysis. A drawback to dilution, as with any
assay, is dilution error due to major variation in protein content, often seen in
critical-care patients.81

Sodium measurement originally used modified glass, a variant on the glass
pH electrode, but now PVC membranes loaded with ionophore, notably
monensin, an antibiotic, or its derivatives, are used. In samples such as urine,

50 Chapter 2

 1
4/

10
/2

01
3 

09
:2

7:
45

. 
Pu

bl
is

he
d 

on
 2

3 
Se

pt
em

be
r 

20
13

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
18

49
73

73
02

-0
00

35
View Online

http://dx.doi.org/10.1039/9781849737302-00035


the lipophilic PVC membrane can extract nonpolar solutes that then interfere
with the response, leading to a loss of selectivity as well as to drift. However,
urine assay is possible provided a nonpolar pre-extraction is carried out.82 An
interesting assay variant has been the use of sonication to create PVC micro-
spheres loaded with a sodium ionophore. Within the same phase, a fluorescent
chromionophore for H1 was incorporated; uptake of Na1 led to chromiono-
phore deprotonation, simultaneous ejection of H1 and thereby a change in
microsphere fluorescence.83 Such an arrangement was considered for Na1 to be
of use in high-throughput analysis. Newer ionophores continue to emerge, one
example was based on a calyx[4]arene ester.84 This sensor system was
configured with a solid-state internal electrolyte comprising polypyrrole
stabilised with a cobalt organic counteranion. The resulting electrode had
enhanced sensitivity and represents a general solid-state ISE model. Crown
ethers such as cyclic ionophores have been frequently studied, but adequate
binding for clinical use has been a challenge. One variant where a silicon atom
formed a part of the ether ring has given improved performance with low-pH
effects and detection limits in the micromolar range for sodium.85

The microbial ionophore valinomycin has provided for high-selectivity
measurement of potassium, with manipulation of internal electrolyte in tradi-
tional electrodes enabling extension of sensitivity limits.86 An alternative solid
internal contact electrode was based on poly(3-octylthophene).87 This lipophilic
electron conductor avoids the response instabilities associated with develop-
ment of intervening aqueous films with the ionophore layer. Graphene has also
been tried as a solid contact material.88

Various synthetic ionophores have been developed for ionised calcium,
which give relatively trouble-free measurement, and commercial versions of
magnesium sensors have also emerged, though these electrodes, based on
diketone and amide antibiotics, have calcium ion interference and need a
correction step for background calcium levels.89 Chloride sensing has been
achieved through the use of a quaternary ammonium ion loaded membrane,
but there can be interference from other halogen ions and bicarbonate.90

Lithium ion measurement was subject to Na1 interference with earlier iono-
phores. An improvement has been possible with a redesigned crown ether
chromionophore (Figure 2.6), admittedly for optical sensing, but design con-
siderations for size selectivity are better understood.91 Thus, bulky side groups

Figure 2.6 Li1 selective fluoroionophore comprising a crown ether with bulky side
groups for selectivity modified with coumarin as fluorophore. R is CH3 or
(CH2)4-CH¼CH2).
(Reproduced from ref. 91 with permission.)
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on the crown ether prevented formation of sandwich complexes, avoiding
the bivalent chelation of larger ions, whilst enhancement of ring rigidity pre-
vented entry of smaller ions. pH electrodes using ionophores have, to a degree,
been able to replace their glass counterpart; in one example tridodecylamine
was used as part of a pH-responding ion-selective field effect transducer
(ISFET).92

There remains a challenge to extrapolate from core measured ions in
medicine to other diagnostically important ions, such as those that are
present in trace amounts or that are organics. Design of affinity molecules
based on modelling and simulation may secure the needed extension of the
measurement span.

2.5.2 Amperometric Enzyme Biosensors

One reason for the difficulty in extending the analytical repertoire of ISEs, is the
need for a new synthetic affinity molecule for each new target ion. Large
numbers of ionophores have been reported, but relatively few have delivered on
the key practical criteria of selectivity, sensitivity, rapid binding and the equally
necessary rapid dissociation. By contrast, amperometric sensors do not need
the invention of a new binding agent for each new analytical target. Not only
can tuning of the polarising voltage provide for initial selectivity, but this can
be augmented through generic barrier membranes to screen out interferents.
Most importantly, redox enzymes and electron mediators are able to, re-
spectively, bind to the solute of interest and facilitate the translation of this into
an analytical signal.93 The early days of amperometric biosensors, moreover,
were considerably aided by a combination of a strong need for clinical blood
glucose measurement (market pull) and the availability of an exceptionally
robust enzyme (glucose oxidase) capable of providing stable biosensors (tech-
nology push). This favourable set of circumstances has, alas, not been repeated
for any other biological target, though a high degree of commercial effort and
innovation have underpinned developments in the last couple of decades.

An example of the conversion to practical realisation of a redox enzyme-
based system has been the glucose and lactate sensors advanced by Roche
Diagnostics.94 Here, the oxidase enzymes for the respective metabolites were
formulated in acrylate polymer to give stable, adherent thick films over a
screen-printed working electrode on one face, the other face protected by a
biocompatible membrane comprising a PVC copolymer with vinyl acetate/vinyl
maleinate. Another practical adaptive step here was a MnO2–carbon ink
composite electrode that regenerated O2 from the enzyme reaction to help re-
plenish the co-substrate, so extending the linear range while also allowing for
measurements at reducing polarising voltages, the latter minimising electro-
chemical interference.

A combination of enzyme, electron mediator and selectivity barrier was re-
ported for a disposable glucose sensor that used SiO2 nanoparticles as a means
of controlling transmembrane diffusion.95 While permeability is a key factor
determining sensor performance, it may not be constant for a given membrane,

52 Chapter 2

 1
4/

10
/2

01
3 

09
:2

7:
45

. 
Pu

bl
is

he
d 

on
 2

3 
Se

pt
em

be
r 

20
13

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
18

49
73

73
02

-0
00

35
View Online

http://dx.doi.org/10.1039/9781849737302-00035


and hydration and ageing effects warrant more detailed analysis. In an attempt
to follow solution effects, Hsu et al.96 monitored thickness and refractive-index
changes at a thin glucose oxidase layer; refractive index altered in solution in a
nonlinear relationship with pH, but thickness was unaffected. This confirms
that quite subtle structural changes do occur in enzyme layers and that their
tracking may identify better immobilisation strategies. Regardless of this, the
continued emphasis on substrate/O2 diffusion into the enzyme layer may give a
one-sided picture of performance variables. In a modelling study using con-
trolled layer-by-layer deposition of barrier films at a glucose electrode,97 it was
found that a greater barrier could actually lead to a bigger response. This was
concluded to be due to a parallel reduced permeability to H2O2, and therefore
its accumulation within the sensing layer.

Nanoscale electrodes, especially combined with new materials, provide a
further means of modifying baseline sensor performance, even without use of
separate barrier membranes. At a single-wall carbon-nanotube electrode, the
entrapment of glucose oxidase within a polypyrrole layer considerably ex-
tended the upper linear range, while also allowing for detection limits down to
the micromolar range.98 Alternatively, carboxylated graphene enabled
self-assembly of glucose oxidase, and with this a direct electron exchange with
the enzyme prosthetic group, radically lowering the polarisation voltage needed
for a response.99 A more natural direct electron transfer is achieved using a
PQQ-glucose dehydrogenase; here the PQQ (pyrroloquinline quinone) cofactor
is able to relay electrons to a mediator, or directly to a polarised working
electrode, and does not have an O2 requirement; ruthenium hexamine and an
osmium complex has been utilised as the electron relays to construct com-
mercial glucose strips.100 In an example of direct electron transfer, a nano-
porous carbon electrode was used.101 The PQQ-glucose dehydrogenase enzyme
is not as selective as glucose oxidase, but the problem has been overcome using
genetically engineered enzyme. In a similar way an FAD-glucose dehy-
drogenase has been modified to give greater glucose selectivity.102 Even in the
case of classical glucose oxidase, mutagenesis of the amino acid residues in-
volved in the reaction with O2 has allowed for a downregulation of oxidative
activity with parallel upscaling of intrinsic dehydrogenase activity, so enabling
use of artificial mediator for an oxygen-independent response.103

Lactate sensors are based on lactate oxidase, a low-stability enzyme with a
high lactate affinity, leading, respectively, to low operational stability and a
limited analytical range. Sensor design, as with any O2-dependent system needs
to promote a high transport rate for O2 vs the substrate to maximise the linear
range of operation. The intrinsic high diffusion coefficient of O2 is advan-
tageous in this regard, as is its regeneration from the H2O2 electrode reaction.
One modelling study showed that enzyme layer concentrations of O2 were
minimally altered in the lactate oxidase layer compared with bulk solution
[O2].

104 A taylored screen-printed lactate electrode with cobalt phthalocyanine
as electron mediator for hydrogen peroxide enabled, the operating voltage was
reduced.105 Lactate oxidase can be stabilised by chemical crosslinking, pro-
vided the enzyme survives this initial binding step. Further improved storage
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stability is achievable, and may be effected via the resulting membrane matrix;
an interesting enhancement of stability was seen when mucin was used in the
crosslinking layer.104 Electrode architecture and surface area affect sensitivity,
as was shown using a 3D macroporous gold construct to immobilise the lactate
oxidase.106 The general construction approaches for lactate sensors has been
reviewed by Nikolaus and Strehlitz.107

The advantage of surface area increase was demonstrated for a cholesterol
oxidase-based cholesterol electrode where the enzyme was adsorbed onto a
nanostructured ZnO film.108 The practical use, challenges of sample delivery,
electrode configuration, timing and temperature control have been described
for a cholesterol strip sensor that used oxidase coupled with horseradish per-
oxidase and a ferricyanide mediator.109 Even direct electrochemical oxidation
of cholesterol at platinum nanoparticle assemblies on carbon nanotubes has
been demonstrated;110 response was not affected by interferents, apparently;
whether such a system can provide enzyme-free clinical assay remains to
be seen.

Creatinine measurement requires a more complex, multienzyme, sequence.
Despite the challenges of multienzyme functional compatibility under common
reaction conditions, it has been possible to combine the classic sequence of
creatinine amidohydrolase, creatine amidinohydrolase and sarcosine oxidase to
achieve the respective conversion of creatinine to creatine and then to sarcosine
and finally H2O2 end product.111 Typically, an inner membrane barrier is used
to reduce electrochemical interference, but in an alternative approach, Shin
et al.112 used a PbO2 oxidising prelayer to inactivate such redox active com-
pounds. In addition, a hydrophilic polyurethane barrier enabled transport of
cationic creatinine, while limiting entry of creatine. Gel entrapment of the
enzymes avoids denaturation, but retention of activity was also demonstrated
by facile enzyme attachment to porous polypropylene functionalised with
poly(acrylic acid),113 and even chemical crosslinking seems possible.114 A factor
that has not received the level of attention it needs is the inhibition of enzyme
activity by Ag1 from Ag/AgCl reference electrodes. In the case of creatinine
amidohydrolase, rapid loss of activity was seen with 1 mM Ag1;115 a covering
barrier of cellulose acetate over the reference was able to protect against Ag1

leaching.

2.5.3 Immunosensors

Direct electrochemical detection of an antigenic target, through binding to an
immobilised antibody, will generate surface-charge effects, and these may be
registered as impedimetric or potentiometric change.116 This is an attractive,
simple means of detection, but in reality the strong effects of biological sample
solution variables and nonspecific binding of macromolecules make it difficult
to consider such systems for clinical use. Practical progress has been achieved,
therefore, mainly by the use of tried and tested electrochemical and redox en-
zyme labels, utilising traditional immunoassay formats classified, as with any
other immunoassay, as competitive or noncompetitive.
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A classical noncompetitive immunoassay is represented in an IgA assay117 where
horseradish peroxidase (HRP) was used as the label on a binding second antibody
(Figure 2.7). An immobilised first antibody on a gold electrode provided the
affinity surface for initial IgA attachment, and nonspecific protein binding was
reduced by near-surface poly(ethylene glycol). HRP, in the presence of H2O2,
oxidised o-dianisidine (ODS) to give a product that was detectable at the electrode.
This arrangement shows both the feasibility of using amperometric formats and the
difficulty of converting any such approach into a single-step assay.

One way of achieving assay simplicity is to automate reagent presentation to
the electrode surface. A microfluidic arrangement was devised by Liang et al.118

for brain natriuretic peptide (BNP) where Prussian blue as electron mediator
was used to amplify the response from the second antibody label.
A multiparameter (carcinoembryonic antigen, a-fetoprotein, b-human chor-
iogonadotropin, carcinoma antigen 125) competitive immunoassay has been
reported. This used limited antibody in solution for competitive binding be-
tween sample antigen and membrane immobilised antigen. The resulting sur-
face binding of antibody provided a measure of target antigen level; HRP was
the tag on the antibody, and membrane-entrapped mediator enhanced the
enzyme signal.119 A similar competitive assay was realised for D-dimer in
serum, but here the immobilised antigen had been retained on magnetic
beads, later captured at a working electrode surface.120 The advantage of the

Figure 2.7 Schematic of an electrochemical immunoassay for IgA. Bipodal carboxy
terminated alkyl thiols provide a surface function for immobilising cap-
ture antibody via carbodiimide/N-hydroxy-succinimide bridging. The
second antibody is horseradish peroxidase (HRP) labelled to catalyse an
indicator reaction using O-dianosidine as mediator.
(Reproduced from ref. 117 with permission.)

Integrated Chemistries for Analytical Simplification and Point of Care Testing 55

 1
4/

10
/2

01
3 

09
:2

7:
45

. 
Pu

bl
is

he
d 

on
 2

3 
Se

pt
em

be
r 

20
13

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
18

49
73

73
02

-0
00

35
View Online

http://dx.doi.org/10.1039/9781849737302-00035


distributed, particulate phase was that it accelerated binding exchanges, while
the facility for magnetic transfer meant both a simplified separation of free
from bound antibody and a way of carrying out electrochemical detection
under better controlled solution conditions. In an alternative format, a com-
petitive immunoassay for Staphylococcus aureus involved the limited antibody
being immobilised on magnetic particles, with labelled antigen in solution.121

Because binding here involves only one antibody, two epitopes are not needed,
and so small molecules can be estimated. Oestradiol was measured in this way
using monoclonal antibody attached to gold nanoparticles;122 competitive
binding between HRP labelled and unlabelled oestrodiol was measured elec-
trochemically via enzymatically generated benzoquinone.

2.5.4 DNA Sensors

Many types of DNA sensors have been reported, but they generally require
PCR amplification to generate sufficient target DNA and depend on some form
of labelling, e.g. electrochemical, for determining the hybridisation reaction.
There are, therefore, parallels with immunosensors. Intrinsic electrochemical
properties of DNA bases have been utilised for sensing DNA, as have DNA-
induced impedimetric and potentiometric changes at surfaces, but these are
invariably basic studies in highly controlled solution.

An unconventional means of generating an amplified signal at captured
DNA was to use a gold nanoparticle labelled probe DNA to hybridise to
cytomegalovirus DNA.123 Here, oxidative dissolution of the nanoparticles re-
leased high quantities of Au(III) ions that were then determined by anode-
stripping voltammetry. Duplex DNA intercalating agents are frequently used to
identify hybridisation. In one example, methylene blue was used as the agent, and
was able to reduce ferricyanide which served as a diffusible redox reporter.124 A
common intercalater is the electrochemically active dye Hoechst 33258, which
can be oxidised at modest polarising voltages. This mode of reporting has been
used to detect single base-pair mismatches,125 though sensitivity is limited. The
binder was used for detection of PCR-amplified DNA mixtures using an elec-
trode array.126 New forms of label continue to be developed; thus, noncovalent
labelling was achieved using Zr(IV).127 The highly charged ion has strong affinity
for dsDNA phosphate groups and was able to bridge to an anionic ferrocene
carboxylate reporter. Redox cycling of the latter led to electrochemical signal
generation at hybridised DNA. The exploitation of labels has been extensively
reported at DNA sensors, and optical methods will add to the effort on elec-
trochemical approaches, but the challenge will be of how to simplify procedures
sufficiently for POCT. There remain a set of irreducible steps, so the most
plausible strategy would appear to be their automation.

2.6 Micromechanical Transduction

Microgravimetric and surface acoustic wave (SAW) sensors offer two
distinct mass-based transduction modalities that have the ability to register
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protein/macromolecule binding. Variables such as deposited surface mass, layer
thickness and post-binding surface microviscosity change all contribute to the
response, but a simple quantitative link can, nevertheless, be made with the
amount bound. Typically, antibodies are used to functionalise the surface for
selectivity. Low molecular weight species such as drugs can be measured, but a
label is needed to generate a high-mass product. High-sensitivity detection of
protein breast cancer markers was demonstrated, for example, at a SAW device
functionalised with antibody;128 coupling chemistry that delivered an orientated
antibody gave better sensitivity. In another study, precoating of the SAW sur-
face with a glass coating reduced acoustic velocity, so increasing surface wave
confinement and therefore sensitivity.129 Additional use of a poly(vinylamine)
phase reduced nonspecific binding, allowing assay in diluted whole blood.
A schematic of an immunosensor based on a SAW device is shown in Figure 2.8.
The general field and the potential for commercialisation have been reviewed.130

2.7 Commercialisation

POCT systems as consumer products demand considerable multidisciplinary
input. Only in this way is the integration of multifunctional components pos-
sible. Final design goes well beyond the original chemistry concept, and the
often perceived advantages of the original chemistry become submerged in
quite unexpected problems not amenable to chemical manipulation. Overall,
engineering and analytical principles require to converge in order to address the
special fabrication and design needs of robust analysis. The associated devel-
opment costs are not trivial, and are orders of magnitude greater than those of

Figure 2.8 Schematic of surface acoustic wave (SAW) immunosensor in contact with
(1): arrows indicate flow direction. Device components are: (2) a piezo-
electric crystal (3) interdigitated transducers to set up the acoustic wave,
(4) the surface acoustic wave, (5) capture antibodies (6) target molecules.
The driving electronics (7) generate change in the output signal (8) when
the target molecule binds to the sensor surface.
(Reproduced from ref. 130 with permission.)
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the original research. This ramp-up is as much of a barrier as the technical issues
and a reason why many promising systems do not reach the market place.

There have been notable commercial successes beyond glucometers. One
well-established system is the i–STAT; the cartridge devices of this deskilled
analytical platform make for a highly attractive analytical package.131 While
not achieving a matched simplicity, the Vantixt sandwich immunoassay system
with its antigen-coated potentiometric sensor goes a long way to simplifying
this type of assay;132 immunoassay is inherently difficult to simplify. The Alpha
DX, a STAT whole-blood analysis system alternatively approaches immuno-
assay by fluorescent sandwich immunoassay via target molecule capture at a
test disc.133 In a further example, a radial geometry immunoassay (Stratus
CSs) has been developed for cardiac markers134 where a dendrimer bridging
molecule improves the presentation of capture antibody. For the Biosite
Triages there is linear tracking of reagent and antigen, a similar platform has
also been advanced for brain natriuretic peptide.135

A commercial ABL800 FLEX analyser used for measurements of pH, blood
gas, electrolyte, oximetry and metabolite parameters has also been developed.136

2.8 Conclusions

Transformation to the solid state has been an important route to producing
POCT devices, enabling incorporation of both biological and artificial func-
tional components. The technology for immobilisation of delicate biological
reagents, especially, has allowed the development of a diverse range of meas-
urement platforms. In addition, the wider range of transduction and regis-
tration methods have extended the ways in which biorecognition can be
followed. While there are still no real alternatives to biological receptor systems
for the measurement of complex organics, their conversion to robust reagents,
either through chemistry or genetic engineering, is likely to expand.

Parallel developments in miniaturisation and lamination technologies
have enabled radical design changes. The increased use of micro- and
nano-constructs, along with multilayer deposition techniques has allowed
creation of ever more complex devices with greater dimensional compression.
A parallel exists with the functional compression of electronic devices. There
will be a time, also, when device incorporation into electronics will become
seamless and the added value of data interpretation and transmission fully
realised. This would not be just a technological goal for its own sake, but a
means of data sharing to enhance clinical interpretation.

Recent miniaturisation effort has led on to newer materials such as CNTs
and graphene. These may eventually deliver practical devices that allow the
utilisation of new engineering principles. Tomorrow’s POCT devices may well
become less intrusive than those of today with the newer materials. If auto-
mated preanalytical processes and sample handling can be similarly re-engin-
eered, then convergence to the ‘‘lab-on-a-chip’’ concept will be possible in the
real world. Some of the subcomponents set to make up such platforms have
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been described in this chapter. What remains as an intriguing next phase is their
integration into seamless systems.
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CHAPTER 3

Blood-Glucose Biosensors,
Development and Challenges

YUAN WANG*a AND MADELEINE HUb

a Siemens HealthCare Diagnostics, 511 Benedix Ave. Tarrytown, NY 10591,
United States; b The College of New Jersey, 2000 Pennington Road, Ewing,
NJ 08628-0718, United States
*Email: yuan_wang@siemens.com

3.1 Introduction

Diabetes mellitus is the most common endocrine disorder of carbohydrate
metabolism. It is one of the major causes of premature illness and death
worldwide. The World Health Organization (WHO) estimated that 285million
people, corresponding to 6.4% of the world’s adult population, lived with
diabetes in 2010.1 The number is expected to increase to 439million by 2030,
corresponding to 7.8% of the world’s adult population. A sedentary lifestyle
combined with changes in eating habits and increasing obesity is thought to be
the main cause of such an increase. The National Health and Nutrition
Examination Survey III shows that two-thirds of adults in the US diagnosed
with Type 2 diabetes have a body mass index (BMI) of 27 or greater, which is
classified as overweight and unhealthy.

With an increasingly diabetic population, the Blood Glucose Monitoring
System (BGMS) is becoming an ever-important tool for diabetes manage-
ment.2–8 The goal of BGMS is to help the patients achieve and maintain normal
blood glucose concentrations in order to delay or even prevent the progression
of microvascular (retinopathy, nephropathy and neuropathy) and macro-
vascular (stroke and coronary artery disease) complications. The findings of the
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Diabetes Control and Complications Trial (DCCT) and the United Kingdom
Prospective Diabetes Study (UKPDS) clearly showed that intensive control of
elevated levels of blood glucose in patients with diabetes decreases the occur-
rence of complications such as nephropathy, neuropathy and retinopathy and
may also reduce the occurrence and severity of large blood vessel disease.9–11 In
addition, the system can also be useful for detecting hypoglycemia and
providing real-time information for immediate adjustment in medications,
dietary, and physical activities.6,12 Regular and frequent measurement of
blood glucose can provide valuable information for optimizing and/or
changing patient treatment strategies.

Due to the aforementioned rapid increase in diabetes population and the
growing awareness for good diabetes management, the growth of BGMS
market is accelerating. In 2004, BGMS accounted for approximately 85% of
the world market for biosensors, which had been estimated to be around
$5 billion USD.13 According to a recent report by Global Industry Analysts,
Inc., the global market for glucose biosensors and strips would reach
$11.5 billion USD by 2012.

In this chapter, we will review the development history of the BGMS, explain
the principal chemical mechanisms on which various systems are based, discuss
issues relating to accurate and robust detection, including minimizing of
interference, and, finally, look at challenges and future trends.

3.2 History of Blood-Glucose Biosensor

In 1932 Warburg and Christian reported the ‘‘yellow enzyme’’ from yeast
changed to colorless upon oxidizing its substrate and reassumed the yellow
color after reoxidation by oxygen.14 In 1939, Franke and Deffner isolated
glucose oxidase (GOx) from Aspergillus niger and revealed that the GOx re-
action center containing riboflavin that was involved in its reduction/oxidation
reaction.15 The mechanism of the glucose and glucose oxidase (GOx) reaction
has been established and is well understood. Glucose reacts with yellow FAD-
GOx to generate FADH2-GOx which is then oxidized by oxygen, producing
FAD-GOx and hydrogen peroxide.

Glucoseþ FAD-GOx�! gluconolactoneþ FADH2-GOx ð3:1Þ

FADH2-GOxþO2�!FAD-GOxþH2O2 ð3:2Þ

The first glucose assay using electrochemical methods was based on hydro-
gen peroxide oxidation of I– to I2 (dark blue), where the concentration of H2O2

was determined by I–/I2 potentiometry.16,17

H2O2 þ 2Hþ þ 2I� �!H2Oþ I2: ð3:3Þ

The first portable blood glucose meter, the Ames Reflectance Meter (ARM),
was introduced by Miles Laboratories (Elkhart, IN, USA) in 1969. A drop of
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blood was added onto a Dextrostix and left for one minute before being washed
off. The Dextrostix was then placed in the ARM and a beam of light was shined
on it.18–21 A darker blue strip would be generated by a higher H2O2 content and
would reflect back less light, therefore indicating higher blood glucose content.
However, this is not how a typical glucose biosensor works today.

3.2.1 First Generation of Biosensors

Considerable advances in glucose biosensors were made after the introduction
of the oxygen electrode by Clark and Lyons in 1962.22 However, problems were
encountered with various background oxygen levels that led to irreproducible
results. Updike and Hicks stabilized GOx in a polyacrylamide gel on an oxygen
electrode that corrected for background oxygen levels and significantly
simplified the electrochemical glucose assay.23,24 The first amperometric
enzyme glucose sensor was developed in 1973, in which hydrogen peroxide
levels were analyzed instead of the highly variable oxygen reduction current.25

Nevertheless, the necessary oxidation of hydrogen peroxide required a rela-
tively higher potential, at which common endogenous reducing substances,
such as ascorbic acid and uric acid, etc., would be oxidized, causing a falsely
elevated glucose reading.

The first generation of biosensors was dependent on the presence of oxygen
as a cofactor to ensure the catalytic regeneration of the FAD center (as in re-
action 3.2). This method of sensor generation faced two major problems:
interference from electroactive species of endogenous reducing substances and
common drugs such as acetaminophen, and a dependence on free oxygen as a
catalytic mediator.

Although GOx is generally a very specific and selective enzyme, the potential
range at which the hydrogen peroxide is oxidized coincides with the oxidation
potential of a number of compounds found in blood. These compounds include
both endogenous and exogenous substances (Table 3.1). In addition, blood
protein and chloride ions can be absorbed onto the electrode’s surface and leave
the sensor susceptible to fouling.26

Oxygen dependence is a problem specific to this generation. The oxygen
content in various blood samples can be considerably different. In arterial
blood samples, the normal partial pressure of oxygen (pO2) is in a range of

Table 3.1 Common endogenous and exogenous
interference substances.

Endogenous substances Exogenous substances

Ascorbic acid Acetaminophen
Bilirubin Alcohol
Chloride L-Dopa
L-Cystine Salicylic acid
Protein Tolazamide
Uric acid
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75–100 mmHg, whereas the pO2 level in venous blood is about 40 mmHg. Since
the regeneration of FAD-GOx requires one oxygen molecule per glucose
molecule (reaction 3.2), depending on the dissolved oxygen level in the blood
sample, the errors surrounding this high oxygen dependence is quite significant.

To overcome the problems encountered in the first generation glucose bio-
sensors, a number of approaches have been developed. A comprehensive review
paper describing different methods used for elimination of electrochemical
interference in glucose biosensors was published by Jia et al.27 These methods
include coating the sensor with a preoxidizing layer to convert the interference
substances into electrochemically inert forms before reaching the electrode
surface;28–34 the use of a permselective membrane to block electroactive sub-
stances reaching electrode surface; utilizing a modified layer, a mediator, or
nanomaterial to allow a reduced potential where the effects of electroactive
substances are negligible; and use of scanning electrochemical microscopy
(SECM) to detect depletion of electroactive species in the diffusion layer.

Many methods were also proposed to minimize the errors caused by various
background oxygen levels. These include the use of a polymer membrane that
limits glucose diffusion, allowing more oxygen input relative to glucose which
eases the oxygen dependence issue;35–38 the use of oxygen-rich electrode ma-
terials that act as an internal source of oxygen;39,40 and replacement of GOx
with an oxygen insensitive enzyme, glucose dehydrogenase (this will be dis-
cussed further later).

3.2.2 Second Generation of Glucose Biosensors

The limitations of the first generation of blood glucose biosensors were over-
come by the second generation of biosensors, for which mediated blood glucose
biosensors were developed. Varieties of nonphysiological electron acceptors
have been synthesized and can be utilized to facilitate electron transfer from the
enzyme reaction center to the electrode surface. These mediators include fer-
rocene derivatives,41,42 ferrocyanide,43 quinones,44,45 methylene blue,14 thio-
nine, pyocyanine, safranine T15 and transition-metal complexes.46 A
comprehensive review paper by Heller and Feldman was published in 2008.47 In
the review paper, mediators are categorized into organic, inorganic, and metal
mediators. Each of these mediators possess its own attributes such as low
molecular weight, low redox potential to avoid interfering substances, high
stability, resistance to forming side compounds, and low toxicity, which is es-
pecially important for in vivo glucose biosensors.

In addition to the mediator, redox hydrogels were also used for shuttling the
electron from the enzyme reaction center to the electrode. In this case, enzymes
are immobilized in the redox hydrogels and the electron transfer is realized by
self-exchange between rapidly reduced and rapidly oxidized redox functions
tethered to backbones of a crosslinked polymer network.48 Because the redox
hydrogels envelop the redox enzymes, they electrically connect the enzyme
reaction centers to electrodes regardless the spatial orientation of the enzymes
at the electrode surface. They also connect multiple enzyme layers that lead to a
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10-fold higher, or in some cases, even 100-fold higher current densities, than an
enzyme monolayer on the electrode surface.49–52 The electron conductivity is at
its highest when the redox hydrogel is poised at its redox potential.

The first research on the amperometric determination of blood glucose using
a redox couple-mediated and GOx-catalyzed reaction was reported in 1970.53

However, this study did not lead to a rapid adaptation of the technology in
home testing.54 Although the mediator reacts with the enzyme at a considerably
faster rate than oxygen, the dissolved oxygen may also compete with the me-
diator when FAD-GOx enzymes are present. In recent years, GDH, an oxygen-
insensitive enzyme, has been widely used in the BGMS industry.

The first electrochemical blood glucose monitor for diabetic patients home
testing was launched in 1987 as ExacTech by Medisense Inc. It was a pen-sized
monitor and used PQQ-GDH and a ferrocene derivative as a mediator.55 Its
success led to a revolution in diabetes management. Various BGMSs use redox
mediators coupled with either GOx or GDH enzymes. This strategy has been
widely commercialized.

3.2.3 Third Generation of Glucose Biosensor

The third-generation glucose biosensors are based on direct electron transfer
between the enzyme and the electrode without the need for toxic mediators.
Because the FADH2 is buried at a deep center, about 13–15 Å below the
electrode-contacting periphery of its glycoprotein,56 direct electron transfer
from FADH2 of GOx to an electrode surface is much slower. In recent years,
rapid advances in the development of nano and porous materials have greatly
increased electrode surface area and dynamics.57–59 In 2003, Xiao et al.60 bound
the FAD site of GOx to 1.4 nm gold nanocrystals, showing that it is possible to
electro-oxidize glucose when the electrons are relayed to an electrode through a
gold nanoplug in the GOx. However, the contact to the electrodes was poor
and a high potential was required.

Other approaches used for direct electron transfer between enzyme and
electrode include the use of an overoxidized boron-doped diamond electrode
(BDDE)61 in which the carboxyl group on the electrode surface is chemically
crosslinked to the enzyme through glutaraldehyde.

Although the complications of tailored mediators are avoided in this
third generation of glucose sensors, the efficiency of the electron conductivity,
selectivity and sensitivity of the sensors remain as challenges. Therefore, the
third-generation glucose biosensors are not yet adopted widely in the current
BGMS market.

3.3 Sensors for BGMS

Though many techniques are available for BGMS, including electrochemical,
optical, thermometric, piezoelectric and magnetic,62 the majority of current
glucose biosensors are electrochemistry based, using second generation blood
glucose biosensor technology. Enzymatic amperometric glucose biosensors are
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the most common devices commercially available, and have been widely
studied over the last few decades (Figure 3.1). As a result, we will focus on this
type of sensors in this section, and discuss in details of the construction of
modern BGMS’s.

3.3.1 Electrode

Electrode substrate, working electrode, reference electrode and/or counter-
electrode can be used as base electrodes for BGMSs. The structure of a BGMS
sensor is demonstrated in Figure 3.2.

3.3.1.1 Electrode Substrate

The base electrode for a BGMS is normally constructed on a thin piece of
plastic. This plastic material has to be thermally and chemically stable. It serves

Figure 3.1 Commercially available enzymatic amperometric blood glucose moni-
toring Systems from major manufacturers (Bayer, Johnson and Johnson,
Roche and Abbott, left to right, top to bottom).

Figure 3.2 The structure of a basic amperometric BGMS sensor.
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as a foundation for the electrode on which the conductive materials will be either
screen printed or vapor deposited. As these processes may involve high tem-
perature and organic solvents, the substrate materials should have a high glass-
transition temperature and be inert to common organic solvents. The common
electrode substrates are polyethylene terephthalate (PET), polycarbonate,
polyimide, polyethylenenapthalate (PEN). polyethersulfone (PES) and cyclic
polyolefin. The BGMS commercially available are illustrated in Figure 3.3.63

3.3.1.2 Working Electrode

The working electrode is the place on which the reaction of glucose oxidation
occurs. The glucose-derived electrons exit the sample and transfer to the meter.
Common working electrodes can consist of precious metals such as gold (Au)
and palladium (Pd), or carbon. While Au and Pt are normally coated onto a
plastic substrate by vapor deposition, a carbon working electrode is screen
printed from a carbon paste – a mixture of carbon particles and a polyester
binder. Because the numbers of electrons generated from a working electrode
are directly related to its area, the working electrode area must be known and
kept constant during the manufacturing process. This area is generally defined
by an insulating dielectric layer or by laser abrasion (for metal electrodes). The

Figure 3.3 Commercialized amperometric BGMS sensors (left to right: Bayer, Roche,
Johnson & Johnson and Abbott. Top: sensor strips; bottom: after sensors
are opened to view the inside.
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distance between the working electrode and the reference/counterelectrode
is normally kept to a minimum in achieving for a small sample volume and
reduced interelectrode electrolytic resistance. Another design is to have work-
ing and reference electrodes positioned face to face for reduced sample
volume.64

3.3.1.3 Reference/Counterelectrode

Most commercially available BGMS test strips are two-electrode systems. The
reference and counterelectrodes are combined into a single electrode. The ref-
erence electrode ensures a constant potential applied onto the working elec-
trode and the counterelectrode provides an electrical path for glucose-derived
electrons generated from the working electrode to be transferred to the meter.
The common reference/counterelectrode can consist of Au, Pd or Ag/AgCl.
The Au or Pd reference/counterelectrodes are normally made of using the same
material and process as the working electrode, and the area is defined by
removing a fine line of metal material at the edge of desired area using laser
abrasion. This practice minimizes the manufacturing step and thus reduces the
cost, as the manufacturer can make metal-coated plastic sheets in one step
and define the working and reference/counterelectrode area by laser abrasion.
Ag/AgCl reference/counterelectrodes are usually formed by screen printing an
Ag/AgCl ink, which is made of Ag and AgCl particles with polyester binding
material.

3.3.1.4 Fluid-Detection Electrode

It is important that the same amount of blood sample reacts with the chemistry
within the reaction chamber. This is because the quantity of the enzyme inside
the reaction chamber is fixed. If the sample volume was different every time, a
variable glucose reading would be expected. To monitor the sample volume
inside the reaction chamber, fluid detector electrodes are often placed at the end
of the chamber.65,66 When these electrodes do not detect any fluid, an error
code is typically displayed on the device to inform the end user that there is
insufficient sample and there is a need to repeat the test with a new sensor.

3.3.2 Reaction Chamber

The reaction chamber is a miniature electrochemical cell. It is formed on the
top of the electrode with a spacer defining the edges and a cover plate facing the
electrode surface. The spacer used is normally a double-sided sticky material
that keeps the cover plate and the electrode together. The cover plate is nor-
mally transparent and can be treated with a wetting agent to ensure a fast
capillary reaction by which the blood sample can be drawn into the reaction
chamber quickly. The size of the reaction chamber corresponds to the product
sample volume.
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3.3.3 Chemistry

Chemistry is at the heart of a glucose biosensor – glucose is oxidized and the
signal generated is proportional to its concentration in a blood sample. In
general, the chemistry consists of electrolyte, polymer, surfactant, mediator and
enzyme. Buffer salt is normally used as an electrolyte to provide conductivity
between electrodes. Hydrophilic polymer is present in the chemistry as a
thickening agent to adjust the viscosity of the chemistry so that it can be easily
and reproducibly dispensed. The polymer also prevents the chemistry from
being washed away from its deposition position when the blood sample is
pulled into the reaction chamber by capillary reaction. Surfactant as a wet
agent is often used to ensure a rapid chemical hydration. All commercialized
blood glucose sensors contain a mediator in the chemistry, which shuttles the
electron from the reaction center to the electrode surface. As a result, these
types of sensors can work at a relatively low potential that minimizes the effect
from common interference substances. The common redox mediators are po-
tassium ferricynide and ruthenium complexes.

Enzymes are the main component of the chemistry. There are two types of
enzymes that have been used for the commercialized BGMS: glucose oxidase
and glucose dehydrogenase. Glucose oxidase is a very stable, specific and cost-
effective enzyme. However, as mentioned in Section 3.2, the response of a
glucose sensor made of glucose oxidase is subject to influence from the dis-
solved oxygen concentration in the sample. Because the BGMS is designed for
patient home testing and the oxygen-level difference in a normal person’s ca-
pillary blood is in a relatively narrow range, glucose oxidase is still a common
enzyme for some commercialized BGMSs. Nevertheless, this type of sensor
normally uses capillary or oxygenized venous blood to calibrate the system
during the product development. It needs extra precautions if the system is used
in a hospital or a clinical lab where venous or arterial blood samples are
available and could be tested.

The mechanism of the reaction using glucose oxidase is plotted in Figure 3.4.
Glucose is oxidized to gluconolactone, and glucose oxidase is reduced
to FADH-GOx. Then ferricyanide is reduced to ferrocyanide, and reduced
FADH-GOx is oxidized to FAD-GOx. Oxygen as an oxidizing agent competes

Figure 3.4 Mechanism of the reaction using glucose oxidase.
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for the electron, thus artificially reducing the glucose signal and providing a
false low glucose reading.

To reduce the oxygen effect, oxygen-insensitive enzymes such as pyrrolo-
quinoline quinine – glucose dehydrogenase (PQQ-GDH),67–76 nicotinamide
adenine dinucleotide – GDH (NAD-GDH)77–84 and flavin adenine dinucleotide –
GDH (FAD-GDH)85–95 have been widely used for glucose biosensors.
However, PQQ-GDH has been found to lack specificity. It not only reacts with
glucose but also with maltose, galactose and xylose, and produces falsely high
results. It is therefore advised that patients need extra caution to check the
medicine they take to make absolutely sure it will not interfere with their blood-
glucose measurement. Dialysis patients should not use the blood-glucose sensor
that uses PQQ-GDH technology. This is because isosmotic peritoneal dialysis
solution contains glucose polymer (icodextrin) as the primary osmotic agent,
icodextrin is metabolized by alpha-amylase into oligosaccharides with a lower
degree of polymerization, including maltose, maltotriose and maltotetraose,
etc. In addition to the problem with the specificity of PQQ-GDH enzyme,
GDH-type enzyme is overall more expensive than GOx enzyme. The mech-
anism of the reaction using GDH is shown in Figure 3.5.

3.3.4 Detection Method

The most common electrochemical detection methods used in BGMSs are
amperometry and coulometry. The amperometric method measures the current
generated from the reaction at a potential, this current is proportional to the
glucose concentration in the sample. The coulometric method measures the
amount of coulombs produced from the reaction; the quantity of the coulombs
is related to the glucose concentration in the sample.

3.3.5 Correction Algorithm

The BGMS product is designed to test capillary blood samples. Depending on
the patient’s age, gender and health condition, there are variations in
hematocrit level, dissolved oxygen content and electrochemical interferents, etc.
Each of these variations can have a significant effect on test accuracy and lead

Figure 3.5 Mechanism of the reaction using GDH.
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to a biased result. To improve the accuracy, manufacturers normally employ a
series of algorithms to minimize these variations.

3.3.5.1 Hematocrit Correction

The hematocrit levels for male and female adults are in the range of 42–54%
and 38–46%, respectively. Because the BGMs measure the glucose that is only
in the liquid phase, and the higher the hematocrit the lower the liquid content,
samples with a higher hematocrit level will have a lower glucose reading than
those with a lower hematocrit level, even when the actual glucose concen-
trations in these samples are the same.96–114

To correct the hematocrit variation, some BGMs systems have hematocrit
electrodes on board to simultaneously measure the glucose and hematocrit
levels of a testing sample; they apply correction algorithms to correct the
hematocrit effect before displaying a final glucose result.115–117 Other BGMs
systems rely on electrochemical methods118 and polymers in the chemistry119 to
correct or reduce hematocrit effect. However, the majority of commercial
available BGMs do not have hematocrit correction algorithm, instead, they
calibrate to a middle hematocrit level (i.e. 45%). In this case, samples with 45%
hematocrit give very accurate test results. Those with either higher or lower
hematocrit level give less accurate results. In general, samples with hematocrit
levels greater than 45% will generate a low glucose response and have a
negative bias, while samples with hematocrit levels less than 45% will have a
high glucose response and have a positive bias. Manufacturers usually optimize
the chemistry formulation to make the BGMs less sensitive to the hematocrit
level and maintain the assay accuracy within regulatory requirement.

3.3.5.2 Temperature Correction

In addition to hematocrit-correction algorithms, temperature-correction algo-
rithms are also widely used to correct the temperature effect on the glucose
measurement as generically illustrated in Figure 3.6. The glucose biosensor is
an enzyme-based assay. The enzymatic reaction is very dependent on tem-
perature. As a result, BGMs are normally equipped with temperature-detection
capacities. One common approach is to have one or two thermometer(s) em-
bedded inside the handheld meter. When the meter is in thermal equilibrium
with the atmosphere where blood testing is performed, the temperature reading
from the thermometer is very close to the temperature of the glucose test strip.
However, when the meter is not equilibrated to the testing environment, tem-
perature offset can cause inaccurate readings.120–122

To overcome this problem, multiple approaches have been proposed. One
approach is to have an IR sensor near the glucose strip insertion port so that
the temperature of the glucose test strip can be monitored instantaneously, and
there will be no equilibrium time needed.123,124 However, the accuracy of the IR
sensor is subject to environmental interference such as breezes and vibration.
Another approach is to have a temperature sensor printed on the glucose strip
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and measure the temperature at the same time as the glucose. The final
blood glucose results are calculated based on the temperature measurement
at the time.125,126 In addition, a detachable temperature measurement unit,127

AC/DC (alternative current/direct current) measurement128 and measuring
current difference between the first and second voltage129 have also been
proposed.

3.3.6 Calibration of BGMS

Millions and millions of glucose biosensors are manufactured every year. These
glucose test strips are randomly sampled and tested by the manufacturer before
they enter the market to characterize their analytical performance, including
linearity, coefficient of variation, hematocrit and oxygen dependence, response
to electrochemical interferents and other factors. The manufacturing release
test is normally performed with spiked whole blood of low, medium and high
glucose concentrations covering the manufacturer claimed detection range. The
performance of the glucose test strips is compared with a reference method and
the difference between the two is plotted. The Yellow Spring Instrument (YSI)
glucose analyzer is a commonly used reference method in the BGMS industry.
The glucose test strips will be released only if their performance meets the
acceptance criteria. Each glucose test strip batch has an assigned value that is
associated with its calibration information, such as slope and intercept. This
information is programmed into a chip that is shipped with the test strips. Users
are advised to check and make sure the number (codes) on a test strip bottle
matches with that of the calibration chip and always apply a new chip into the
meter when a new glucose test strip bottle is used.

Some BGMS systems have ‘‘no coding’’ technology. In this case, the
manufacturing process and incoming raw materials need to be extremely well
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Figure 3.6 Percentage bias before and after temperature correction.
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controlled. Manufacturing quality control is a key element in ensuring pro-
duction of reproducible glucose test strips.

There are two types of BGMS systems: plasma calibrated and whole-blood
calibrated. This is because some countries measure glucose concentration in
whole blood while others measure glucose concentration in plasma. In theory,
plasma glucose readings are higher than whole-blood glucose readings for a
specific sample. The difference coefficient is normally in a range of 1.12 to 1.15
(i.e. plasma glucose¼ 1.12� whole blood glucose), depending on the chemistry
of a glucose test strip. Because plasma glucose and whole-blood glucose readings
are interchangeable, the manufacturers usually perform glucose testing in either
plasma or whole-blood samples and convert to other readings when needed.

3.3.7 Performance Validation of BGMS

The BGMS is a user-friendly device. It is easy to operate, requires a very small
blood sample and provides test results in a few seconds. Even though the BGMS
is a home-monitoring device, the quality of its measurement is very important,
because many patients, especially Type 1 diabetic patients, rely on the glucose
reading to adjust their insulin intake. Therefore, there are a number of regulatory
recommendations, and analytical performance criteria are available to guide the
manufacturers during the development of their products. The International
Organization for Standardization (ISO) 15197:2003 recommends an allowable
error of � 15 mg/dL for blood glucose levels o75 and � 20% for blood glucose
levels Z75 mg/dl.130 In 1987, the American Diabetes Association (ADA) rec-
ommended a goal of total error of o10% at glucose concentrations between 30
and 400 mg/dL 100% of the time when compared to the reference laboratory
measurements.131 On March 16–17 2010 the FDA and the toxicology devices
unit of the Center for Devices and Radiological Health (CDRH) held a public
meeting to discuss the issues with the current BGMS manufacturers and health
care professionals regarding whether the accuracy standard for the current sys-
tems was acceptable. At the end of a two-day meeting, FDA and other stake-
holders appeared to be coming together; the consensus was that the overall
accuracy of BGMS should be at least � 15% total error at the upper range
of glucose results, tighter than the current � 20% standard presented in the
10-year-old ISO standard used by FDA to clear the BGMS products for market.

The ISO 15197:2003 has been widely used to evaluate BGMS analytical
performances including repeatability, precision, reliability and accuracy.
A detailed evaluation plan is listed below.

3.3.7.1 Repeatability

According to ISO 15197:2003, repeatability of a BGMS is evaluated at five
blood glucose levels: 30–50, 51–110, 111–150, 151–250, and 251–400 mg/dL.
The evaluation requires ten glucose meters to be used and equilibrated to 25�
11C and 50 � 10% RH (relative humidity). On each meter, 10 measurements
are taken. The mean value, the standard deviation (SD) and the coefficient of
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variation (CV) for each meter from the ten measurements are calculated. The
grand mean, the pooled variance, the pooled SD (with 95% confidence interval)
and the pooled CV are also calculated.

3.3.7.2 Precision

The precision of a BGMS is evaluated using control materials at three glucose
concentrations with 10 glucose meters. It requires one measurement per day per
sample over a 10-day period for each of 10 meters. The mean, SD and CV for
each meter from the ten measurements are calculated. The grand mean, the
pooled variance, the pooled SD (with 95% confidence interval) and the pooled
CV are calculated. The pooled SD and CV are measures of the intermediate
precision of a single system over multiple days.

3.3.7.3 Reliability

The reliability evaluation is mainly to check the robustness of the BGMS. The
glucose meters are exposed to extreme conditions that the system claims to
operate under, such as lowest and highest temperatures and humidity. The
analytical performances before and after harsh conditions are compared, and
the differences should be statistically insignificant. The glucose meters are also
evaluated for their mechanical strength using drop testing and vibration.

3.3.7.4 Accuracy

Based on the ISO 15197:2003 requirement, the accuracy of a BGMs is evalu-
ated in seven different glucose categories using fresh-blood samples from dia-
betic patients, see Table 3.2. Because there is a strict requirement for the
number of samples per glucose category, it is very hard to obtain fresh-blood
samples at extreme glucose levels. Blood samples at very high and very low
glucose concentrations were created by either glycolyzing a blood sample to
lower the glucose concentration or supplementing a blood sample with a
concentrated glucose solution to increase the glucose level. All glucose meas-
urements are compared with a reference value and the difference between the
two is calculated.

Table 3.2 ISO 15197 required glucose distribution for
performance evaluation.

Glucose concentration (mg/dL) Number of samples

o 50 5
51–80 15
81–120 20
121–200 30
201–300 15
301–400 10
4400 5
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3.3.7.5 Hematocrit Independence

A BGMS normally has its hematocrit (HCT) claim range stated in the product
insert. Depending on the chemistry and correction algorithm, hematocrit effects
can be significantly different among different systems. In general, the higher the
HCT of a blood sample, the lower its glucose reading. To evaluate the HCT
independence, blood samples are altered by either removing the plasma to in-
crease the HCT level or adding the plasma to decrease the HCT level to reach
the target HCT levels. Within the claimed HCT levels, all results are expected to
be within �15% of the reference value.

3.3.7.6 Interference

There are a number of variables that can interfere with the performance of a
BGMS. These variables can be categorized as related to the environment, pa-
tient and endogenous and exogenous substances. The environment-related
variables include temperature, humidity and altitude, while patient-related
variables include hypertension, hypoxemia, HCT, hydration, icterus, lipemia
and other health conditions. Endogenous and exogenous substance-related
variables are normally electrochemically active substances such as acetamino-
phen, ascorbic acid, uric acid, salicylic acid, bilirubin, tetracycline, dopamine,
ephedrine, ibuprofen, L-DOPA, methy-DOPA, tolazamide and other fre-
quently administered diabetes drugs.

In addition to the aforementioned interference, enzymes used in the glucose
biosensor can induce inaccuracy as well. PQQ-GDH is known to be a non-
specific enzyme. It oxidizes not only glucose but also maltose, maltotriose,
maltotetraose, and icodextrin. Icodextrin is an osmotic agent, commonly used
for patients undergoing peritoneal dialysis.132,133 It is metabolized during sys-
temic circulation into different glucose polymers, mainly maltose, which leads
to a significant overestimation of glucose results.

3.3.8 Manufacturing Process

Millions of test strips are manufactured each year. Many different manu-
facturing methods have been explored and adopted to produce high-perform-
ance, cost-effective glucose test strips. Screen printing is the most common
manufacturing method. The conductive raw material is printed on the substrate
via a patterned screen.134–137 The screen is made of either nylon or poly-
ester134,135 or silk136 material having certain mesh count with patterns from
light-sensitive emulsion. Metal sputtering is another method to produce a
conductive layer on the substrate.138–145 Conductive metals such as gold and
platinum, etc. are sputtered onto the substrate to cover a target area or the
entire sheet. A laser beam is used to create the electrodes as desired. There are
alternative methods of constructing testing strips. For example, one method
uses injection molding to make the substrate with holes, and conductive raw
materials are inserted into the holes to create electrodes.146,147
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Once the electrodes are formed, an insulation layer is printed on to define the
sample reaction area. An enzyme solution is then deposited onto the surface of
the electrodes. Different methods have been reported for enzyme deposition,
including screen printing,147–153 slot-die coating,154 spraying,155 dispens-
ing156,157 and inkjet printing.158,159 Among these methods, screen printing and
dispensing are the most widely used methods in the BGMS industry.
A transparent lid with a reclosable adhesive backing is normally used to make a
complete BGMS glucose test strip. This reclosable adhesive backing is patterned
so that adhesives only exist in regions not corresponding to the reaction area.160

It is of the essence that the performance across glucose test strips is consistent
between inter- and intramanufacturing batches. Since a raw material lot can
only produce certain quantities of glucose test strips, it is inevitable that there
will be raw-material changes during production. Therefore, inspection of in-
coming materials is very important. Manufacturers are expected to set up tight
specifications for each raw material prior to mass production. An inline
automatic inspection is normally conducted during production and defective
products are crossed out and removed from the good ones before the products
are packaged. During the production, if the response slope and intercept are
found to be outside of acceptable ranges, a quick adjustment can be made by
changing the working electrode area and reagent mediator amount.150

3.4 Clinical Utility and Potential Problems

Although the BGMS is designed only to monitor the patients’ blood glucose at
home and it is not best suited for the diagnosis of the diabetes or to make a
clinical decision, millions of diabetic patients constantly rely on the results of
the BGMS to adjust their insulin dosage, or to treat hypoglycemia. An error in
the BGMS reading can sometimes cause dreadful outcomes. It is the manu-
facturer’s responsibility to develop the most accurate BGMS that meets all
regulatory requirements. It is the healthcare personnel’s responsibility to rec-
ommend a BGMS system and to provide proper training to patients based on
individual circumstances. It is patients’ responsibility to operate the BGMS
system following the manufacturer’s use guide.

The performance of a BGMS system is extensively evaluated by the manu-
facturer before its commercialization. Clinical trials are also conducted to en-
sure the system is easy to use and provide reliable blood glucose results in the
hands of both healthcare professionals and patients. However, controversial
results were reported on the real-world accuracy of the BGMS.161–166 The
studies conducted by the manufacturers or healthcare professionals are nor-
mally carried out in a controlled environment representing the best situation,
while extreme environmental conditions or abnormal situations could occur in
the real world.

As we know, the embedded temperature sensor in the BGMS only measures
the temperature inside the meter, not the testing environment. A biased result
can occur when the BGMS is not equilibrated to the ambient temperature. For
example, some patients like to keep their BGMS in their pocket, or leave it in
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the car during hot summer or cold winter days and then conduct a test right
away without waiting a required 15–20 min for the meter to be equilibrated to
the ambient temperature, as suggested by the manufacturer.

The BGMS glucose test strips have a finite lifetime when stored at
manufacturer-specified temperature and humidity. Their shelf life can be
shortened if the vial is left open for a certain period of time or the test strips are
exposed to extreme temperature and humidity. A biased result can be obtained
when expired or environmentally stressed test strips are used.

Most BGMSs have alternative site-testing options, in which blood testing
can be done in areas such as the palm, forearm and upper arm. Because the skin
of these areas contains fewer nerves than the fingertip, alternative site testing
could be less painful and may be more acceptable to patients. However, the
fingers contain a more concentrated network of blood vessels as compared to
the forearm, which allows the blood in the finger to adjust more quickly to
rapid changes in glucose. This means that readings can be delayed at alternate
sites during times of rapidly changing blood glucose, making it more difficult to
identify hyperglycemia or hypoglycemia. A 15–30-min lag is often observed at
these sites when the glucose level is not in a stable status.

In addition, miscoding the meter, testing without washing one’s hands,
leaving the lid open after taking the test strip out and using expired test strips
are all common mistakes that could happen in the real world. Certain sub-
stances in patients’ blood specimen such as triglycerides, uric acid, oxygen,
ascorbic acid (vitamin C) and hematocrit as well as drug residues and
the products of their metabolism will also interfere with the accuracy of
the BGMS.

3.5 Continuous Glucose Monitoring System (CGMS)

The BGMS has been a very useful tool in diabetes management. However, it
can only provide discreet glucose information at the time of the test; the glucose
trend in the next few minutes is still unknown. As a result, effective actions
cannot be taken to correct an upcoming hyperglycemia or treat an impending
hypoglycemia. To compensate the shortage of BGMSs, continuous monitoring
of blood glucose was proposed in 1974.167 Shichiri et al.168 demonstrated the
first in vivo needle-type enzymatic Continuous Glucose Monitoring System
(CGMS) in 1982. Due to biofouling issues from the protein and coagulation
factors and the risk of thromboembolism, subcutaneous glucose monitor ap-
proaches that reflect the blood glucose level have been adapted over the con-
tinuous blood glucose monitor.169–173 The first commercial implantable needle-
type biosensor that measured the glucose concentration in interstitial fluid was
marketed by Minimed. However, it did not provide real-time data; the results
could only be viewed retrospectively at a physician’s office after down-
loading.174 Today, there are three FDA-approved needle-type real-time CGMS
devices available, including the Minimed Guardian by Medtronic, SEVEN by
Dexcom and Freestyle Navigator by Abbott (although Abbott discontinued
Freestyle Navigator in 2011). These devices display the real-time glucose
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concentration every one to five minutes and use the disposable sensors that can
be changed every three to seven days.175

Although the CGMS displays real-time glucose concentrations and provides
a glucose trend, the FDA has not approved use of the CGMS in place of the
BGMS. Many improvements are required, including accuracy, biocompati-
bility, calibration, long-term stability, specificity, linearity and miniaturization.
Despite the improvements needed for the CGMS, researchers are looking into
closed-loop systems where a CGMS and an insulin pump are connected toge-
ther to form an artificial pancreas. The insulin pump will deliver extra insulin
when the patient’s blood glucose level is elevated, and switch off and send an
alert when the patient experiences hypoglycemia. Though it may take a great
deal of effort and many years to realize the artificial pancreas, future prospects
for diabetes management are very exciting.
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CHAPTER 4

Recent Progress in the
Electrochemical Detection
of Disease-Related Diagnostic
Biomarkers

ALINA VASILESCU,a WOLFGANG SCHUHMANNb AND
SZILVESZTER GÁSPÁR*a

a International Centre of Biodynamics, 1B Intrarea Portocalelor,
060101 – Bucharest, Romania; bAnalytische Chemie-Elektroanalytik & Sensorik,
Ruhr-Universität Bochum, Universitätsstr. 150, Bochum D-44780, Germany
*Email: sgaspar@biodyn.ro

4.1 Introduction

The European market of in vitro diagnostics has grown 2–4% annually between
2006 and 2010, and 0.9% from 2010 to 2011. The market revenues generated by
the European in vitro diagnostics industries were of h 10847million in 2011 (see
European In Vitro Diagnostic Market Statistics Report 2011 by the European
Diagnostic Manufacturers Association). Although a decline was anticipated for
2012 (due to the economic recession), it is clear that an increasing number of
in vitro diagnostic tests are available and used in order to correctly diagnose
and manage diseases. Many of these tests are carried out in specialized
laboratories, on a wide range of complex instruments, and with high costs
(in terms of both money and time). Great effort is currently directed towards
making diagnostic tests faster and cheaper and also towards making some of
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them directly usable by doctors (for point-of-care diagnostics) or even patients
(at home). Electrochemical sensors are usually characterized by high sensitiv-
ities, they can easily be miniaturized and then integrated into microfluidic
systems, and they require no complex instrumentation. Therefore, there is great
enthusiasm concerning the use of electrochemical sensors in disease diagnostics
(at least when judged by the large number of papers published on this matter).

Electrochemical sensors are solid/liquid interfaces characterized by electrical
currents or potentials that are dependent on the presence and the concentration
of an analyte of interest. Simple interfaces (such as those between bare elec-
trodes and solutions) have a current or potential output that is dependent on
many factors. Therefore, in order to develop an electrochemical sensor, the
solid/liquid interface must be carefully modified to maximize the effect of the
analyte of interest and minimize the effect of other factors. One elegant way of
achieving the desired selectivity for electrochemical sensors is based on proteins
that are able to selectively bind and/or convert their substrate. As we will see in
the next sections, the selectivity of antibodies and/or enzymes can be added to
electrodes by immobilizing these biomolecules onto the electrodes. Even
though immobilized on the electrode, these biomolecules perform almost as in
their natural environment, that is, they recognize their substrate even from
mixtures with other compounds. Having a good and selective electrochemical
biosensor is thus possible if the physicochemical changes associated with the
recognition event are sensitively converted into currents or potentials.

In order to detect the minute (physical or chemical) changes associated with
the recognition event, several electrochemical methods are in use. These
methods are identified by names that might not say a lot for nonelectrochemists
(e.g. square-wave voltammetry, SWV) but in the end all of them consist of
applying a potential or current program (such as sweeps, pulses, etc.) and
measuring the resulting current or potential response (continuously or inter-
mittently). Fundamentals of electrochemical methods will not be very much
detailed in the coming paragraphs. Details can be found elsewhere.1 Details
about electrochemical impedance spectroscopy (EIS, a method that will be
often mentioned in the coming sections), are found also in a very recent review
together with details about its use in bioanalysis.2

Often, the sensitivity of the electrochemical method alone is not sufficient to
observe the interaction between the analyte and the selected biorecognition
element. In these situations different amplification methods are used. The most
common of these methods is the use of an enzyme label in the affinity inter-
action between an antibody and an antigen (exactly as in enzyme linked
immuno sorbent assay, ELISA). By using the enzyme label, because each
immunocomplex will generate hundreds of thousands of detectable molecules,
the detection of really low concentrations of analyte is possible.

The nature of the sensor material also significantly impacts the sensitivity of
electrochemical detection. Advantages brought in recent years by nanomaterials
were rationalized in terms of high surface/volume ratio and very good electro-
catalytic properties (e.g. carbon nanotubes3,4) or high adsorption capacity
of biomolecules with preservation of their activity (e.g. Au nanoparticles4).
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The schematic representation of the elements of the most common electro-
chemical biosensors developed for disease diagnostics is shown in Figure 4.1.

The present chapter will detail representative examples of electrochemical
sensors for the diagnosis of seven, often-targeted diseases: cancer, heart dis-
eases, acquired immunodeficiency syndrome (AIDS), hepatitis, rheumatoid
arthritis (RA), celiac disease, and urinary tract infection (UTI). It will also
highlight the challenges still faced by such sensors. A relatively new and
thorough review on electrochemical sensors and biosensors, but not necessarily
for disease diagnostics, can be found elsewhere.5 Biosensors in clinical chem-
istry, but not necessarily electrochemical, were also reviewed elsewhere.6,7

Electrochemical sensors that make use of nanomaterials and target bio-
medical applications (including diagnostics) were also recently reviewed else-
where.8–10 Some other reviews put the emphasis on practical aspects of the
research on electrochemical biosensors towards point-of-care diagnostics,
including mainly data from published clinical trials.11–13

Figure 4.1 Schematic representation of the main elements and working principle of
electrochemical biosensors for disease diagnostics. Such sensors are often
quite similar to a sandwich-type ELISA. However, the ‘‘capture’’ recog-
nition element is immobilized onto electrodes instead of the plastic plates
used in ELISA. Moreover, the affinity binding between the analyte and the
recognition element is electrochemically observed with or without the use
of a second, labelled, ‘‘detection’’ biorecognition element. Higher sensitiv-
ities and shorter analysis times are usually obtained as compared to
ELISA.
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4.2 Electrochemical Sensors for Detection of Cancer

Biomarkers

There is no single test that can be used to undoubtedly diagnose cancer.
Examination of tissue and cell samples (e.g. collected by biopsy), scans (X-ray,
magnetic resonance imaging, etc.), various blood tests (e.g. complete blood
count), and history and physical condition examination are combined with
tumor marker tests instead. Regarding the tumor marker tests, significant
efforts are currently directed towards identifying new markers as well as
towards new analytical methods for the detection of these markers. The search
for new markers is motivated by the lack of specificity of many current
markers. Some of the markers show up in conditions other than cancer and/or
are not specific for a certain cancer. The search for new analytical methods is
driven by the lack of sensitivity, the high cost, the high complexity and/or the
long response time of the currently existing methods to detect markers. The
present section offers an overview of cancer biomarkers for which electro-
chemical sensors were proposed in the recent literature. There are other
excellent reviews on the electrochemical detection of cancer biomarkers.14–16

4.2.1 Electrochemical Sensors for Carcinoembryonic Antigen

Carcinoembryonic antigen (CEA) is a 180–200 kDa glycoprotein that is found
in concentrations of less than 2.5 ng/mL (5–10 ng/mL) in the blood of healthy
nonsmoker (smoker) adults.17 However, high concentrations of CEA have
been reported in patients with different cancers (e.g. gastrointestinal cancer).
Serum CEA values larger than 25 ng/mL are highly suggestive of metastatic
cancer.17

In order to electrochemically detect CEA, anti-CEA antibodies were
immobilized onto glutathione-modified Au nanoparticles, and then the
so-obtained particles were entrapped into a film of poly(ortho-aminophenol)
electrodeposited onto Au electrodes.18 When incubated with samples con-
taining CEA, the Faradaic impedance of such modified electrodes increased
proportionally with the concentration of CEA. The approach is characterized
by an important advantage: it is among the very few approaches that use no
label and thus it is simple. This label-free electrochemical sensor for CEA de-
tection is characterized by a detection limit of 0.1 ng/mL and a linear range of
0.5–20 ng/mL. However, unspecific binding to this sensor requires additional
investigations. It was shown that the poly(ortho-aminophenol) film resists well
to unspecific binding when tested with lysozyme (1 mg/mL) or with serum
(diluted 50 times). However, lysozyme is far from being the most abundant
protein in serum. Moreover, if serum samples are diluted 50 times (as in the
tests of unspecific binding), normal CEA levels will be not measured with this
sensor because they fall below its detection limit.

A lower CEA detection limit (0.01 ng/mL) was achieved using comb-like,
interdigitated carbon electrodes (as working electrodes), a glassy carbon elec-
trode (GCE, as counterelectrode), polystyrene microparticles and a set of three
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antibodies.19 Mouse anti-CEA antibody (1st antibody) was immobilized
onto the polystyrene microparticles and used to capture CEA from samples.
Subsequently, the microparticles were incubated with rabbit polyclonal
anti-CEA antibody (2nd antibody) and goat polyclonal anti-IgG antibody
b-galactosidase conjugate (3rd antibody). b-galactosidase is an enzyme that
produces p-aminophenol when p-aminophenyl-b-D-galactopyranoside is
available. Therefore, the concentration of CEA in the sample can be revealed
by electrochemically measuring how much p-aminophenol is produced. The
novelty of the approach is represented by the way p-aminophenol is quantified
by using a ‘‘dual amplification system’’. P-aminophenol is redox cycled in be-
tween the interdigitated electrodes (i.e. each p-aminophenol molecule is several
times oxidized on the anode and then immediately reduced on the cathode).
This redox cycling represents the first amplification system. Each time
p-aminophenol is oxidized to quinoneimine on the anode of the interdigitated
electrodes, silver ions are reduced onto the glassy carbon counterelectrode
(that communicates with the anode through a salt bridge). The higher the
concentration of p-aminophenol, and the longer the redox cycling is allowed to
proceed, the more silver is deposited onto the counterelectrode. This silver
accumulation is thus the second amplification system. The problems associated
with nonspecific binding are eliminated by incubation of microparticles with
bovine serum albumin, BSA, (immediately after immobilization of the mouse
anti-CEA antibody) and by the fact that the counterelectrode (where the silver
deposit was formed) is never exposed to the sample.

Yet another possibility is to carry out the sandwich assay of CEA in a
microtiter plate (i.e. not on the surface of the electrode) and use an electro-
chemical sensor as the detector to quantify the activity of the enzyme label
(after it is eluted from the immunocomplex).20 The activity of the horseradish
peroxidase (HRP) label linked to the detection anti-CEA antibody was
quantified using a thionine-modified Au electrode and differential pulse
voltammetry. A detection limit of 0.2 ng/mL CEA was achieved based on this
approach. Good agreement was also observed between results obtained with
this electrochemical approach and immunoradiometric assay while analyzing
(a relatively low number) of human serum samples. However, the approach
retains some of the drawbacks of ELISA (e.g. the quite long incubation times).

4.2.2 Electrochemical Sensors for Prostate-Specific Antigen

Prostate-specific antigen (PSA) is a glycoprotein produced in the prostate gland
with a molecular mass of 26 kDa (without its carbohydrate moieties).21 The
more elevated the blood PSA concentration of a man is, the more likely it is
that he has prostate cancer. However, there are benign conditions that cause
PSA levels to increase as well as prostate cancers that do not induce a PSA level
increase.22 Therefore, diagnosis of prostate cancer involves also investigations
other than tumor marker tests.23

The electrochemical detection of PSA was achieved with a sandwich-type
immunoassay carried out with i) a graphite electrode modified first with Au
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nanoparticles and then with capture anti-PSA antibodies, and ii) magnetic
beads modified with both detection anti-PSA antibodies and about 7500 HRP
molecules.24 Nonspecific binding to the sensor was eliminated by blocking the
sensor surface with 0.4% Casein and 0.05% Tween-20 in phosphate buffer.
Immunocomplexes formed on the sensor (after incubation with sample) were
quantified by measuring the current resulting from the bioelectrochemical (i.e.
HRP-mediated) reduction of hydrogen peroxide at � 0.3V. The approach
allowed a detection limit of 0.5 pg/mL in 10 mL undiluted serum sample to be
obtained. This detection limit represents a 2000-fold increase compared
to the detection limit achieved by the same approach carried out with single
HRP-labeled antibodies. Measurements of PSA in real samples gave excellent
correlations with standard ELISA.

In a very similar approach the electrochemical sandwich-type immunoassay
was carried out using i) a GCE modified first with iron-oxide nanoparticles and
then with capture anti-PSA antibodies, and ii) iron-oxide nanoparticles dec-
orated with detection anti-PSA antibodies and HRP.25 Nonspecific binding to
the sensor was this time eliminated by blocking the sensor surface with 1% BSA
solution. Immunocomplexes formed on the sensor (after incubation with
sample) were quantified by measuring the current resulting from the bioelec-
trochemical (i.e. HRP-mediated) reduction of hydrogen peroxide at � 0.2V.
The immunosensor was characterized by a linear range from 0.005 to 50 ng/mL
and a detection limit of 4 pg/mL. Experiments made with spiked full-blood
serum allowed recoveries from 92.1 to 112.5% to be observed. There was a
good agreement between results obtained with the electrochemical sensor and
ELISA in the same serum samples.

GCEs were sequentially modified with silver-coated mesoporous silica
nanoparticles (to increase the active surface area and improve the electro-
chemical properties of the electrode), with anti-PSA antibodies (to capture PSA
from samples), and BSA (to eliminate nonspecific binding).26 The resulting
sensors were interrogated with cyclic voltammetry and hydroquinone as indi-
cator (the more PSA present in the sample the smaller were the current peaks
for hydroquinone). The sensor detected PSA with a linear range from 0.05 to
50.0 ng/mL, and a detection limit of 15 pg/mL. When used to detect PSA in
spiked human serum samples, recoveries between 98% and 101% were ob-
tained. When results obtained with human serum samples were compared to
ELISA, a maximum relative error of 6.4% was observed. However, only a
small number of tests were carried out with real samples, a shortcoming that
characterizes many studies on electrochemical sensors for diagnostics.

4.2.3 Electrochemical Sensors for Other Protein Cancer

Biomarkers

A smaller number of different sensors were developed to detect other bio-
markers than CEA and PSA. These sensors are shortly described in this section.

The 62-kDa c-Myc protein, the product of the c-myc proto-oncogene, is a
nuclear phosphoprotein with DNA binding properties.27 Elevated expression
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of the c-Myc correlates with poor prognosis in head and neck squamous cell
carcinoma.28 The electrochemical detection of c-Myc was only recently re-
ported.29 The capture antibody was immobilized onto cysteamine-modified Au
electrodes, while the detection anti-c-Myc antibody was immobilized onto Au
nanoparticles. The formation of the immunocomplex (between the capture
antibody, the antigen, and the detection antibody) was detected using EIS. The
sensor shows a linear range from 4.3 pmol/L to 43 nmol/L and an estimated
detection limit of 1.5 pmol/L. Recovery between 96.2 and 109% was achieved
in 1% serum samples.

Mucin 1 is a 122-kDa molecular weight protein that is expressed on the
apical surface of epithelial cells of many different tissues. Abnormalities in
mucin 1 expression are associated with many cancer types (e.g. breast, ovarian
and lung).30,31 Mucin 1 was electrochemically detected with an aptamer-based
sensor.32 Using aptamers as a biorecognition element instead of the more
commonly used antibodies has several advantages.33 Aptamers are small,
chemically stable, and their production is cost effective. In this case (as in many
other cases) the aptamer used as the biorecognition element had a methylene
blue label and a ‘‘hairpin’’ conformation. When the aptamer is immobilized on
the electrode surface, the methylene blue label is positioned very close to the
electrode, leading to a high current signal in cyclic voltammetry (CV) or square-
wave voltammetry (SWV) due to the short electron-transfer distance. Once the
aptamer binds mucin 1 its conformation changes and the electron-transfer
distance between the methylene blue label and the electrode increases. The
higher the concentration of mucin 1 is the smaller the current signal of the
methylene label becomes. The aptamer-based mucin 1 sensor displayed a
detection limit of 50 nM and a dynamic response range up to 1.5 mM.

Squamous cell carcinoma antigen (SCCA) belongs to the serine protease
inhibitor family of proteins and is a useful tumor marker for diagnosis and
management of squamous cell carcinoma.34,35 This antigen was electro-
chemically detected based on a sandwich-type immunoassay.36 The GCE to be
used in the assay was first decorated with nitrogen-doped graphene sheets.
These sheets are characterized by high active surface areas and good con-
ductivities that are two important properties for the development of electro-
chemical sensors. The first anti-SCCA antibody was immobilized onto these
sheets with glutaraldehyde. The second antibody was adsorbed onto Pt and
Fe2O3 nanoparticles. High amounts of antibodies can be loaded onto such
particles due to their large surface area. Moreover, the two components of the
nanoparticles (Pt and Fe2O3) show a synergistic effect in catalyzing the re-
duction of hydrogen peroxide. Therefore, such nanoparticles can replace per-
oxidase that is commonly used in immunoassays and can improve the
robustness of the assay due to the better stability as compared with the com-
monly used enzymes. The immunosensor displayed a linear range from 0.05 to
18 ng/mL and a detection limit of 15.3 pg/mL.

a-enolase (ENOA) is a metabolic enzyme that also acts as a plasminogen
receptor and by this mediates activation of plasmin and extracellular matrix
degradation. In tumor cells, ENOA is upregulated and supports anaerobic
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proliferation, promotes cancer invasion, and is subjected to specific post-
translational modifications.37 ENOA was detected using two antibodies, an
anti-ENOA monoclonal antibody that was adsorbed onto the electrode surface
and an anti-ENOA polyclonal antibody that was labelled with Au nano-
particles.38 After the usual incubation and washing steps, the Au nanoparticles
of the formed immunocomplexes were oxidized in 0.1 M HCl at 1.2V for 120 s,
and the resulting gold ions were quantified using SWV. The immunosensor was
characterized by a linear range from 10�8 to 10�12 g/mL and a detection limit of
11.9 fg (equivalent to 5 mL of a 2.38 pg/mL solution). Compared to the more
commonly used enzyme labels, the Au nanoparticles used in this approach are
more stable and do not require substrates or long incubation times to accu-
mulate significant amounts of reaction products.

Murine double minute 2 (MDM2) is a protein that is encoded by the MDM2
gene, and an important negative regulator of the p53 tumor suppressor. It
mediates the ubiquitination of p53 leading to its degradation by the protea-
some. Elevated expression of MDM2 is observed in a significant proportion of
different types of cancer.39 A label-free electrochemical sensor for the detection
of MDM2 was built by immobilizing anti-MDM2 antibodies onto Au elec-
trodes.40 Such modified electrodes are able to bind MDM2 and binding of
MDM2 increases the faradaic impedance of the modified electrodes in a
concentration-dependent manner. The selectivity of the sensors was tested by
challenging them with recombinant human epidermal growth factor receptor
(HEGFR). However, 1 ng/mL was the highest HEGFR concentration tested
while higher concentrations of proteins can be expected in real samples. The
storage stability of the sensors was also tested. After 2 weeks at 4 1C the sensor
retained 81.8% of its initial signal to 1 ng/mL MDM2. The sensors were also
used to detect MDM2 in normal mouse tissue homogenates and cancerous
mouse tissue homogenates. In samples of 0.1% normal mouse tissue hom-
ogenate spiked with different concentrations of MDM2, a linear range from 1
to 10 ng/mL and a detection limit of 1.3 pg/mL were found. When analyzing the
same cancerous tissue homogenate the sensor reported a MDM2 concentration
of 7.8 ng/ml while the ELISA kit reported a MDM2 concentration of 10.9 ng/
mL. While the ELISA required 5 h to provide results, the electrochemical
sensor reported on the MDM2 concentration in less than 1 h.

4.2.4 Electrochemical Sensors for Simultaneous Detection of

Several Protein Biomarkers

Over the years many of the cancer biomarkers have been discovered to be not
very specific to a certain cancer and/or to have concentrations affected also by
benign disorders. One very convenient approach to achieve a better disease
diagnosis in such conditions is based on analytical tools simultaneously re-
porting on several cancer-related biomarkers in a single run. Such tools could
also simplify the working procedure, increase throughput, and reduce the cost
per test. It is relatively easy to make electrodes very small due to the readily
available technology from the microelectronics industry, and to have several
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electrode systems integrated into the same device. Such multielectrode systems
can then be used for the simultaneous electrochemical detection of several
biomarkers. The analysis of signals from such devices might overcome the
mentioned lack of specificity, and thus reliability of individual tests.

The simultaneous electrochemical detection of cancer antigen 125 (CA 125),
CA 15-3, and CA 19-9 was recently reported.41 Magnetic beads were decorated
with monoclonal antibodies for all three antigens and used to capture the
antigens from samples. Polymer dendrimers were decorated with metal sulfide
quantum dots and polyclonal rabbit antibodies (detection antibodies) for the
three antigens. For detection of CA 125, CA 15-3, and CA 19-9 the polymer
dendrimers were decorated with Zn sulfide, Cd sulfide, and Pb sulfide quantum
dots, respectively. After carrying out a sandwich-type immunoassay with the
modified magnetic beads and dendrimers, and after dissolving the quantum
dots, anodic stripping voltammetry (ASV) was used to quantify each of the
three released metal ions and thus to quantify the three antigens from the
sample. This multiplexed immunoassay enabled the simultaneous detection of
the three cancer biomarkers in a single run with dynamic ranges of 0.01–50 U/
mL and detection limits of 0.005U/mL.

The simultaneous electrochemical detection of interleukin 6 (IL-6), inter-
leukin 8 (IL-8), vascular endothelial growth factor (VEGF), and vascular
endothelial growth factor-C (VEGF-C) was also reported.42 Magnetic beads
were decorated with antibodies against the target proteins (B100 000 anti-
bodies per bead) as well as with horseradish peroxidase (HRP,B400 000 en-
zyme molecules per bead). These beads were then used to carry out
immunomagnetic separation of the target proteins from samples before being
injected into a microfluidic device with an array of microelectrodes as detectors.
Each microelectrode was modified with antibodies against one of the four
target proteins and thus could bind only those magnetic beads that came out
from the separation step bearing the respective protein. The concentration of
such beads (and thus the concentration of the analyte) was finally determined
by electrochemically detecting the activity of the HRP label with hydro-
quionone. The assay duration was 50 min. The analysis of 78 oral cancer pa-
tient serum samples and 49 controls gave clinical sensitivity of 89% and
specificity of 98% for oral-cancer detection.

In another publication by the same authors the simultaneous electro-
chemical detection of PSA, prostate specific membrane antigen (PSMA),
platelet factor-4 (PF-4), and IL-6 in the same sample is described.43 Anti-
bodies against these four biomarkers for prostate cancer were immobilized
onto four different electrodes of the same array. Before being modified with
the antibodies, the four electrodes were modified with a ‘‘forest’’ of single-wall
carbon nanotubes in order to increase their active surface area and improve
their electrochemical behavior. The antigen–antibody complexes were elec-
trochemically detected and quantified using antibodies labelled with HRP,
hydrogen peroxide and an electrochemically active cosubstrate of HRP
(a quinone). The electrochemical detection presented excellent correlation
with results obtained by ELISA.
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4.2.5 Electrochemical Sensors for Genetic Markers of Cancer

Detection of DNA (or RNA) sequences with electrochemical sensors requires
approaches quite similar to those described above for detecting protein bio-
markers. A single-strand DNA (or a peptide nucleic acid, PNA) sequence is
immobilized onto the electrode (as the biorecognition element). If its comple-
mentary DNA (or RNA) sequence is present in the sample, binding between the
two strands occurs. The event is then electrochemically observed.

TP53 gene encodes p53, a 53-kDa tumor-suppressor protein. Mutations in
this gene are associated with a variety of human cancers.44,45 The discrimin-
ation between intact and G-A single nucleotide polymorphism (SNP)-
containing TP53 cancer biomarker sequences was demonstrated with an
electrochemical sensor using a short DNA hairpin molecular beacon (50-GT
TGT GCA GCG CCT CAC AAC-30) as biorecognition element.46 The DNA
hairpin molecular beacon was labelled with methylene blue before being im-
mobilized onto the electrode. When complementary DNA from the sample
binds to the DNA hairpin molecular beacon, it significantly changes its con-
formation and thus alters the distance between the methylene blue label and the
electrode surface. Currents due to oxidation/reduction of methylene blue are
very sensitive to the distance between methylene blue and electrode. Therefore,
such sensors can be used to observe differences between hybridization with
intact and SNP-containing sequences. Using a truncated DNA hairpin mo-
lecular beacon (only 20 nucleotides, instead of the previously used 26 nucle-
otides) proved to be advantageous in several ways. When using the truncated
DNA hairpin molecular beacon, the sensor was characterized by improved
selectivity for SNP, and the way it works switched from having a high
current signal in the absence of any hybridization to having a high current
signal exclusively in the presence of hybridization (i.e. switched from ON-OFF
to an OFF-ON mode). This switch is advantageous because it avoids false
positives due to desorption of the biorecognition element from the electrode
surface.

A more complex electrode was also used to detect TP53 gene-based DNA
sequences.47 Aiming for electrodes with higher surface area that allows im-
mobilization of larger amounts of the biorecognition element and thus
achieving higher sensitivities, Au electrodes were modified with a network of
electrospun nylon 6 fibres entrapping carboxylated carbon nanotubes and
covered with polypyrrole. ssDNA was adsorbed onto such electrodes and used
as recognition element just as in the above example. The ability of methylene
blue to bind to the adsorbed ssDNA decreases after hybridization with the
target DNA. SWV can then be used to quantify how much methylene blue
binds to the interface and thus to quantify the extent of hybridization. Such
sensors were able to detect 50 fM of the wild type TP53 sequence and to dis-
tinguish between the wild type and the three base mismatched sequence of
TP53. However, the precise role of each nanomaterial was not investigated, a
shortcoming that characterizes several recent papers mixing together many
different nanomaterials.

98 Chapter 4

 1
4/

10
/2

01
3 

09
:2

7:
56

. 
Pu

bl
is

he
d 

on
 2

3 
Se

pt
em

be
r 

20
13

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
18

49
73

73
02

-0
00

89
View Online

http://dx.doi.org/10.1039/9781849737302-00089


Up to this point, blocking the sensor surface with an inert protein (before
being used to make measurements in biological samples) was the only method
mentioned to eliminate nonspecific binding. This method is the most often used
one to eliminate nonspecific binding. However, there are also other options to
minimize nonspecific binding. Carefully designing the solid/liquid interface of
the sensors is another option. Three polyethylene glycol (PEG)-based thiol
derivatives were recently used to build sensors for the electrochemical detection
of oestrogen receptor-a (ESR1, a genetic marker involved in breast cancer).48

The sensors were based on PEG alkanethiol (structure no. 1), a mixture of PEG
alkanethiol and mercaptohexanol (structure no. 2) or a bipodal aromatic PEG
alkanethiol (structure no. 3, see Figure 4.2). Best results were obtained with
sensors built by the coassembly of ESR1 capture probes and bipodal aromatic
PEG alkanethiol in a ratio of 1 : 100. These sensors were used for the analysis of
a PCR product resulting from the amplification of the genetic material
extracted from 20 MCF7 cells.

Figure 4.2 Polyethylene glycol and alkanethiol-based surfaces used in the electro-
chemical detection of a genetic marker of breast cancer. Structure no. 3
proved to perform best by providing both sensitivity and ability to
eliminate nonspecific binding.
Reprinted from Biosensors and Bioelectronics, Vol. 26, Henry, O.Y.F.,
Lluis Acero Sanchez, J., O’Sullivan, C.K., Bipodal PEGylated alkanethiol
for the enhanced electrochemical detection of genetic markers involved in
breast cancer, 1500–1506, (2010) with permission from Elsevier.
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4.2.6 Electrochemical Sensors for Detection of Cancer Cells

Approaches to detect cancer cells with electrochemical sensors are not very
much different than the above-described approaches to detect proteins and
DNA sequences. A biorecognition element is again immobilized onto the
electrode surface. However, this element now recognizes features that are on/in
the cell membrane and not freely diffusing in the solution. Among the used
recognition elements one finds aptamers, small molecules (with corresponding
receptors on cancer cells), and of course antibodies. Representative examples of
sensors based on each type of biorecognition element will be given below.

Aptamers are especially interesting biorecognition elements when it comes to
detection of cells because their selection procedure can nowadays be carried out
with whole cells.49,50 Detection limits as low as 1000 cells were reported for a
sensor combining graphene-modified electrodes with a 26-mer DNA aptamer
that binds nucleolin that is overexpressed on the cancer-cell surface.51 The
sensor is interrogated using impedance spectroscopy and regenerated through
DNA hybridization that releases the aptamer-bound cells (Figure 4.3).

Another aptamer-based electrochemical sensor involves the use of the
anticancer drug daunomycin.52 This drug interacts with the cell membrane of
cancer cells. Daunomycin-decorated cancer cells are then selectively captured
onto aptamer-modified electrodes. Impedance spectroscopy is used to detect
the presence of the cells on the electrode surface. In order to increase the active
surface area, the number of immobilized aptamers and finally the sensitivity of
the sensor, the aptamers were immobilized on a conducting polymer–Au
nanoparticle composite film.

The detection of MCF7 cancer cells with electrochemical sensors based on an
aptamer–cell–aptamer sandwich architecture was also recently demonstrated.53

Mucin 1-binding aptamer was both immobilized onto 2-mm diameter Au disk
electrodes to act as capture aptamer and labeled with horseradish peroxidase to
act as detection aptamer. The enzyme activity of the aptamer–cell–aptamer
structures that are only formed when cancer cells are present in the sample, was
detected using CV. The sensor was characterized by a linear range from 100 to
1 �107 cells, and a detection limit of 100 cells (Obs.: Comparison with other
sensors is difficult because no concentrations are mentioned). When challenged
with 1 � 107 SP2/0 cells that are expected to not express mucin 1, the sensor
generated a current signal corresponding to 100 MCF7 cells. This indicates that
either SP2/0 cells express at least a certain amount of mucin 1 on their surface
or the nonspecific binding is not sufficiently eliminated.

Immobilization of folic acid onto the electrode surface was also reported to
assure the selective capture of cancer cells (e.g. HeLa or KB cells).54,55 This was
possible due to the fact that cancer cells overexpress folate receptors, while
normal cells do not. The captured cancer cells were then detected using dif-
ferential pulse voltammetry (DPV) carried out with surface-immobilized fer-
rocene. The concept assured a detection limit of 10 HeLa cells per mL.54 Yet
another possibility is to ‘‘interrogate’’ the sensor surface with impedance
spectroscopy. This concept assured a detection limit of 20 KB cells per mL.55
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No interferences from HEK 293 cells up to a concentration of 104 cells/mL
were observed for the detection of the HeLa cells54 but binding of HFL-I cells
to the surface of the sensor for the KB cells was reported.55

The detection of low-abundance tumor cells (HepB3) using more traditional
recognition elements, i.e. antibodies, was also demonstrated.56 The authors of
the study make use of graphene, which is immobilized onto the electrode sur-
face using chitosan in order to assure larger active surface areas and improved
electrochemical behavior of the electrode. However, the electrochemical
properties of the graphene were not exploited because detection was carried out
with a bismuth-film-modified GCE. Anti-EpCAM antibodies were immobilized

Figure 4.3 Cancer-cell detection based on graphene-modified electrodes and nucleolin-
binding aptamer (AS1411) as biorecognition element. Graphene is modified
with parylene tetra-carboxylic acid (PTCA) before being immobilized onto
graphite electrodes using Nafion. AS1411 is then covalently attached to the
carboxyl groups of the PTCA. The affinity binding between cancer cells and
AS1411 (having G-quadruplex structure) was observed using EIS, CV, and
fluorescence microscopy. Regeneration of the electrode surface using a
second aptamer, complementary to AS1411, was possible.
Reprinted from Biomaterials, Vol. 32, Feng, L.Y., Chen, Y., Ren, J.S., and
Qu, X.G. A graphene functionalized electrochemical aptasensor for selective
label-free detection of cancer cells, 2930–2937, (2011) with permission from
Elsevier.
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onto graphene to act as capture antibodies. The electrodes modified in this way
were incubated first with the sample (30 min) and then further treated in two
different ways. As a first possibility, the electrodes were incubated for 50 min
with SiO2 nanoparticles bearing both CdTe quantum dots and anti-EpCAM
antibodies and with SiO2 nanoparticles bearing both ZnSe quantum dots and
anti-GPC3 antibodies. EpCAM and GPC3 are both antigens (proteoglycans)
from the surface of HepB3 cells. The formation of the immune complexes
between the surface-immobilized antibodies, cells, and finally the nanoparticle-
immobilized antibodies was detected and quantified using SWV. SWV was
detecting the Zn and Cd ions resulting from dissolving the quantum dots ac-
cumulated onto the sensor surface with HNO3. The quantification of HepB3
cells was possible based on the current peaks of both Zn and Cd. The detection
limit was 5 cells/mL and 10 cells/mL when using a detection scheme based on
Cd ions and Zn ions, respectively. The linear range of the sensor was up to 106

cells/mL. As a second possibility, the electrodes were incubated with SiO2

nanoparticles bearing the same antibodies as in the first approach but also
quantum dots that allow the fluorescent detection of the two immunocom-
plexes at two different wavelengths. Fluorescence microscopy was then used to
visualize the HepB3 cells captured on the electrode surface and labelled with the
nanoprobes.

Anti-EpCAM antibodies were also immobilized onto platinum microelec-
trodes. The so-obtained antibody-modified microelectrodes were used to detect
ovarian cancer cells, SKOV3.57 Binding of the cancer cells to the surface-
immobilized anti-EpCAM antibodies was observed as a change in the im-
pedance of the sensor. A detection limit of 4 SKOV3 cells/mL was obtained.
Considering this and the previous example of electrochemical sensors for
cancer-cell detection, it becomes obvious that anti-EpCAM antibody-modified
electrodes will not be able to distinguish between different cancer cells.

The electrochemical detection of HEGFR 2-overexpressing breast cancer
cells was also recently reported.58 Unlike in the above approaches, which make
use of either aptamers or antibodies, in this study the cancer cells were detected
by a sandwich-type assay using both an antibody (anti-HEGFR 2, immobilized
onto the electrode surface) and an aptamer (anti-HEGFR 2, immobilized onto
hydrazine-modified Au nanoparticles). The role of the aptamer- and hydrazine-
modified Au nanoparticles was to allow detection of the formed immuno-
complexes through silver reduction (i.e. through silver staining). Silver staining
could be observed both with an optical microscope and stripping voltammetry.
When used to detect SK-BR-3 breast cancer cells in human serum samples, the
method was characterized by an excellent detection limit of 26 cells/mL.

In addition to the above-described detection schemes employing aptamers,
small molecules, or antibodies as biorecognition elements, cancer cells can also
be detected based on the quantification of specific mRNA. Detection of cir-
culating tumor cells in prostate cancer patient blood samples based on the
electrochemical detection of mRNA from such cells was recently reported.59

First, Au fractal microelectrodes with a nanostructured coating of palladium
were fabricated by thin-film technology and electrodeposition. These
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microelectrodes were then modified with the following PNAs as capture probes:
NH2-C-G-D-gtc-att-gga-aat-aac-atg-gag-D-CONH2 allowing detection of PSA
mRNA, and NH2-C-G-ata-agg-ctt-cct-gcc-gcg-ct-CONH2 allowing detection
of TMP/ERG Type III mRNA. The first probe enables unambiguous con-
firmation that the collected cells originate from a prostate tumor, while the
second probe offers information for the classification of different types of
prostate tumors because the TMPRSS2-ERG Type III gene fusion is a marker
found in a subset of prostate tumors. Binding between the capture probe and
target mRNA was observed using voltammetry and a system of two redox
species, Ru(NH3)6

31 and Fe(CN)6
3�. Statistically significant changes in the

current signal of the sensor were observed when it was exposed to mRNA at
concentrations as low as 1 pg/mL or extracts from 100 cells/40 mL of cultured
prostate cancer cells (VCaP). Finally, when analyzing blood samples from
prostate cancer patients as well as controls the electrochemical sensor produced
results that were consistent with established PCR-based techniques.

4.3 Electrochemical Sensors for Detection of Cardiac

Biomarkers

Time delay has a major impact on the outcome of patients with cardiac
problems. Unfortunately, heart diseases share symptoms with other diseases
(e.g. acute myocardial infarction and pulmonary embolism were found to share
more than chest pain60), and thus their diagnosis requires several investigations
and time. Therefore, there is a great interest in improving both the accuracy
and speed with which chest pain patients are diagnosed. A fast and reliable
point-of-care device reporting on several cardiac biomarkers is seen as an ap-
propriate tool to obtain such an improvement in diagnosis accuracy and
speed.61 This section will present a couple of electrochemical sensors reported
in the literature for the detection of cardiac biomarkers. Most of these sensors
are suitable to be integrated in point-of-care devices. Biosensors (not neces-
sarily based on electrochemical principles) for the detection of cardiac bio-
markers have also been reviewed elsewhere.62

Cardiac troponin T (35 kDa) and troponin I (29 kDa) are cardiac regulatory
proteins that control the calcium-mediated interaction between actin and my-
osin. Raised serum concentrations of these proteins (40.1 mg/L for troponin T,
and from 0.1 to 2 mg/L for troponin I) are now accepted as the standard bio-
chemical marker for the diagnosis of myocardial infarction.63,64 The electro-
chemical, label-free detection of cardiac troponin I was recently achieved using
a carbon nanofibre electrode array modified with anticardiac troponin I anti-
bodies.65 Binding of the antigen to the antibody-modified electrode was
observed with EIS. The sensor was characterized by a detection limit of
0.2 ng/mL, which is 25 times lower than that obtained with conventional methods.

About the same detection limit (148 pg/mL) was achieved for human cardiac
troponin I detection using a sandwich-type immunoassay carried out with i)
mouse antitroponin I monoclonal antibody as capture antibody immobilized
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onto the walls of a polydimethylsiloxane (PDMS) microchannel, ii) alkaline
phosphatase-labeled mouse antitroponin I monoclonal antibody as detection
antibody, and iii) an array of interdigitated microelectrodes that form the
bottom of the PDMS microchannel (see Figure 4.4) and allow the electro-
chemical detection of the enzyme’s reaction product.66 It is worth noting that in
this approach the interface for the immobilization of the capture antibody is
advantageously separated from the interface where the electrochemical de-
tection occurs. Thus, both the immobilization and the detection can be sep-
arately optimized without affecting each other. The PDMS wall, where the
capture antibodies are immobilized, is still kept close to the detection electrode
(only 50 mm from each other) in order to efficiently detect the product of the
enzyme reaction. In order to eliminate unspecific binding to the PDMS walls of
the microchannel, a 10-min incubation with 1 mg/mL BSA was performed.
Troponin I-proportional signals were obtained for concentrations from
0.2 ng/mL to 10 mg/mL (i.e. for the clinically relevant concentration domain) in
about 8 min from the injection of the analyte.

The simultaneous detection of troponin I and human-heart-type fatty-acid-
binding protein (another important cardiac biomarker), by using an electro-
chemical sandwich-type immunoassay was also recently demonstrated.67

Excellent detection limits (1–3 fg/mL) were obtained mainly due to the use of

Figure 4.4 System of on-chip, planar electrodes (A) and electrochemical detector
obtained by fixing a PDMS microchannel onto electrodes (B). On-chip,
planar electrode systems are usually fabricated by means of thin-film
processing and consist of counterelectrode (CE), reference electrode (RE),
and working electrode (WE). The PDMS part of the detector also hosts
the inlet and outlet for a convenient loading of samples. The depicted
system was used to detect human cardiac troponin I.
Reprinted from Biosensors and Bioelectronics, Vol. 23, Ko, S., Kim, B.,
Jo, S.-S., Oh, S. Y., and Park, J.-K. Electrochemical detection of cardiac
troponin I using a microchip with the surface-functionalized poly(di-
methylsiloxane) channel, 51–59, (2007) with permission from Elsevier.

104 Chapter 4

 1
4/

10
/2

01
3 

09
:2

7:
56

. 
Pu

bl
is

he
d 

on
 2

3 
Se

pt
em

be
r 

20
13

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
18

49
73

73
02

-0
00

89
View Online

http://dx.doi.org/10.1039/9781849737302-00089


several nanomaterials. GCEs used in the assay were modified with both gra-
phene nanoribbons (in order to increase active surface area and improve
electrochemical behavior) and antibodies against the two biomarkers. The
sandwich immunoassay was completed with titanium phosphate nanospheres
modified in two different ways. Titanium phosphate nanospheres were modified
with either antitroponin I antibodies and Cd or antifatty-acid-binding protein
antibodies and Zn. Cd and Zn show different potentials in SWV. Therefore, the
presence and the quantity of the markers could be determined by detecting and
quantifying the two metals with SWV. Results obtained with this electro-
chemical immunoassay in the analysis of human serum samples correlated well
with results obtained by ELISA.

A special category of electrochemical sensors is represented by sensors using
electrochemiluminescence as the detection principle. Related sensors are special
because, although they involve electrochemistry, electrochemiluminescence de-
livers an optical signal that is proportional to the concentration of the analyte of
interest. Electrochemiluminescence-based detection of cardiac troponin I (from
10 pg/mL to 5.0 ng/mL, and with a detection limit of 4.5 pg/mL) was recently
reported.68 The approach makes use of a short linear peptide (FYSHSF-
HENWPSK) that selectively binds troponin I. This peptide is immobilized both
onto magnetic particles and onto liposomes containing bis(2,20-bipyridine)-4,40-
dicarboxybipyridine ruthenium-di(N-succinimidyl ester) bis(hexafluorophos-
phate) as an electrochemiluminescent reagent. The modified magnetic particles
and liposomes are then used to capture troponin I from samples and to label
it, respectively. The particle–troponin–liposome complexes are subsequently
separated from the sample, the liposomes disrupted, and the amount of released
electrochemiluminescent reagent quantified by using a GCE poised to þ1.15V
vs. Ag/AgCl. The sensor was successfully used to detect troponin I in four human
serum samples. Another electrochemiluminescence-based sensor for troponin I
detection made use of Au nanoparticles modified with both luminol and anti-
troponin I antibodies.69 The modified particles were immobilized onto Au elec-
trodes, which thus exhibited stable and strong electrochemiluminescence. In the
presence of troponin I the intensity of this electrochemiluminescence decreased in
a concentration-dependent manner. The sensor was characterized by a dynamic
range from 0.1 to 1000ng/mL and was used to detect troponin I in plasma
samples.

The detection of troponin T was also demonstrated using an electrochemical
sandwich-type immunoassay carried out with i) screen-printed electrodes
obtained by printing a mixture of graphite powder, silver epoxy, and tetra-
cyanoquinodimethane as redox compound for mediating the electron transfer
between HRP and electrode, ii) antitroponin T capture antibodies that were
immobilized onto polystyrene beads, and iii) HRP-labeled antitroponin T de-
tection antibodies.70 The antibody-modified beads were immobilized onto the
screen-printed electrodes with glutaraldehyde. The so-modified electrodes were
incubated with sample and then with HRP-labelled detection antibodies. The
HRP of the formed immunocomplexes was determined by CV. The sensor was
characterized by a linear range from 0.1 and 10 ng/mL and a detection limit of
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0.2 ng/mL. The sensor was also calibrated with undiluted human-serum sam-
ples with known troponin T content as determined using ELISA. A linear
dependence of the current signal on the troponin T concentration was again
observed. An improved detection limit for troponin T detection (0.017 ng/mL)
was obtained when using i) magnetic beads modified with antitroponin T
antibodies to capture troponin T from samples, ii) HRP-labeled antitroponin T
antibodies as detection antibodies, iii) a magnet to collect the magnetic beads
onto the detection electrode, and iv) a screen-printed electrode to detect the
3,30,5,5 0-tetramethylbenzidine oxidized by the HRP label in the presence of
H2O2.

71 This sensor was successfully tested also with serum samples.
Myoglobin is an oxygen-binding protein that is released into serum as early

as 1 h after acute myocardial infarction. However, because it is found in a high
concentration in both cardiac and skeletal muscle, myoglobin has poor clinical
specificity and is not used by most hospitals to evaluate chest pain.72 It was also
documented that adding myoglobin measurements to troponin I measurements
has a limited value for exclusion of myocardial infarction.73 In spite of this
limited diagnostic value of myoglobin, some electrochemical sensors for myo-
globin detection have been reported. In a recent example, screen-printed elec-
trodes were modified with didodecyldimethylammonium bromide-stabilized
Au nanoparticles and with mouse antihuman myoglobin antibodies and then
used to detect myoglobin in standard solutions and human plasma.74 The
presence of a heme prosthetic group in myoglobin opened up the possibility to
detect and quantify myoglobin using SWV and direct electron transfer between
the surface-immobilized heme and the electrode. The electrochemical immu-
nosensor detected myoglobin in 30 min up to concentrations of 1780 ng/mL,
and with a detection limit of 10 ng/mL. The current signal was found to linearly
increase with the myoglobin content of human plasma samples from healthy
donors and patients that were previously analyzed with a commercially avail-
able immunoassay. It is not clear whether the sensor is affected by nonspecific
binding or not and whether the sensor can be used to determine the quantity of
myoglobin in plasma samples or not. In a quite different approach, single
polyaniline nanowires were modified with antimyoglobin monoclonal anti-
bodies and used to detect myoglobin.75 Nonspecific binding was eliminated by
soaking the nanowires into 2 mg/mL BSA immediately after immobilization of
the antibodies. Binding of myoglobin to the modified nanowires was detected in
a few seconds as an increase in nanowire conductivity. The single nanowire
biosensor detected myoglobin down to 1.4 ng/mL and showed no significant
signal when challenged with 500 ng/mL BSA. However, if one takes into
account the concentration of albumin in serum (B40mg/mL) as well as the
concentration of myoglobin in patients with documented acute myocardial
infarction (B500 ng/mL76), it becomes obvious that the tested BSA concen-
tration was just too small.

An increased concentration of serum c-reactive protein is an indicator of an
inflammation in the body. Although this inflammation can be due to several
reasons, c-reactive protein levels seem to be also correlated with levels of heart-
disease risk. Concentrations higher than 3 mg/mL are indicators of a high risk
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of cardiovascular diseases.77 A very simple, label-free electrochemical sensor
for detection of c-reactive protein consisted of a macroporous Au electrode
modified with anti-c-reactive protein antibodies.78 The sensor detected
c-reactive protein in concentrations from 0.1 to 20 ng/mL when interrogated
with EIS. It was also used to detect c-reactive protein in three serum samples
with acceptable accuracy.

4.4 Electrochemical Sensors for Detection of Acquired

Immunodeficiency Syndrome

Acquired Immuno Deficiency Syndrome (AIDS) is the disease caused by
human immune deficiency virus (HIV).79 Recently developed electrochemical
sensors, with potentials to detect an infection with HIV, fall into two categories.
The first category of sensors detects the presence of HIV by detecting its pro-
teins (e.g. p24 HIV capsid protein, HIV enzymes, etc.). The second category of
sensors detects virus DNA (after reverse transcription PCR) based on hy-
bridization between capture and complementary DNA sequences. These cat-
egories add to the classic possibility to detect infection with HIV by detecting
the antibodies the body is producing as a response to the infection. While these
classic tests are useful 2–8 weeks after infection, i.e. when the body
produces sufficient antibodies to be detected, the new tests including their
electrochemical versions are able to detect infection already in the acute phase
of the infection.

The electrochemical detection of p24 antigen was achieved with capture
antibodies immobilized onto Au nanoparticle-modified GCEs, detection anti-
bodies labelled with HRP, and hydroquinone as redox mediator that is con-
verted by HRP and then electrochemically detected.80 Before use the sensor was
immersed into 3% BSA in order to block the surface and reduce unspecific
binding. DPV was used as a sensitive method to detect the oxidized redox
mediator. The sensor displayed a linear range from 0.01 to 100 ng/mL and a
sensitivity twice the sensitivity of the conventional ELISA.80 p24 antigen was
detected at much lower concentrations (subattogram per millilitre) using a
label-free approach in which anti-p24 antibodies were immobilized onto Au
electrodes and the binding between antigen and immobilized antibody was
observed as a change in the capacitance of the resulting sensor.81 In addition to
the impressive detection limit this capacitive immunosensor is characterized by
a short assay time (B20 min) and a selectivity good enough to allow detection
in p24-spiked human serum samples.

The electrochemical detection of HIV-1 integrase, HIV-1 reverse tran-
scriptase, and HIV-1 protease was achieved using Au electrodes modified with
ferrocene-conjugated peptides (see Figure 4.5).82 The sensors detected the HIV
enzymes in nanomolar concentrations based on the fact that the electro-
chemical behavior of the ferrocene moiety is strongly altered following binding
of the HIV enzyme to the surface-immobilized peptide. Binding affects both the
potential and the amplitude of the current peaks recorded for the oxidation and
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reduction of the ferrocene moiety in CV scans. The nonspecific binding to the
sensors was also investigated. However, the tests were carried out at relatively
high concentrations of the target analyte (100 nM) and low concentrations of
nontarget proteins of 300 nM, which is a low concentration if one considers the
protein content of human serum.

When using this sensor design in combination with impedance spectroscopy,
HIV-1 protease was detected in picomolar concentrations.83 Sensors for HIV-1
protease detection were also obtained by immobilizing the ferrocene-
conjugated peptide (pepstatin) onto a composite material obtained from single-
walled carbon nanotubes and Au nanoparticles.84 The detection limit for
HIV-1 protease detection with the composite material was 0.8 pM.

HIV-1 protease was also detected using its peptide substrate (GSGSARV-
LAEAGSGSC or GGGSGSGSARVLAEAGGGSGSGSC) that was first
conjugated to a magnetic bead (30 nm in diameter) and then immobilized onto
a Au electrode.85 The impedance of such peptide-modified electrodes decreased
proportionally with the concentration of active HIV-1 protease in the sample.
The detection limit of the approach was 10 pg/mL. Selectivity was tested by
injection of 1 ng/mL of BSA that did not produce significant changes in the
impedance of the peptide-modified electrodes. However, this concentration is
very small compared to the protein concentrations that might be present in real
samples.

Figure 4.5 HIV enzyme detection using a Au electrode modified with a ferrocene-
conjugated peptide as biorecognition element. The peptides used to con-
struct the sensors were VVStaASta (for detection of HIV-1 protease),
VEAIIRILQQLLFIH (for detection of HIV-1 reverse transcriptase), or
YQLLIRMIYKNI (for detection of HIV-1 integrase).
Reproduced from ref. 84.
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A HIV DNA biosensor was developed by covalently immobilizing HIV
ssDNA fragments (50-ACT GCT AGA GAT TTT CCA CAT-30) to a GCE.86

The hybridization of the immobilized HIV ssDNA fragment with its comple-
mentary DNA fragment (50-ATG TCG AAA ATC TCT AGC AGT-30) was
evidenced by using DPV and [Co(phen)2IP]

21 as a novel electrochemical in-
dicator/intercalator (where phen¼ 1,10-phenantroline and IP¼ imidazo[f]
[1,10] phenanthroline). A detection limit of 27 pmol and a linear range from
1.6�10–10 to 6.2�10–9 mol was obtained. This sensor was not tested with real
samples.

A much lower detection limit (2 aM) was obtained when a HIV DNA
fragment was detected after making two changes to this approach.87 The first
change was to use two ‘‘auxiliary’’ DNA probes in addition to the capture and
target DNAs. These ‘‘auxiliary’’ probes initiated a cascade of hybridizations
once the initial hybridization between the target probe and the surface-bound
capture probe occurred. The cascade eventually generated micrometer-long
one-dimensional DNA structures on the sensor surface. The second change was
to use [Ru(NH3)6]

31 instead of [Co(phen)2IP]
21 as redox indicator for quanti-

fying the formed DNA structures. When used in cell lysates or human serum
(diluted 1 : 1), the sensor was still characterized by a good detection limit (5 aM).

HIV has two types, HIV-1 and HIV-2, but electrochemical sensors were
mainly developed for HIV-1, because HIV-2 is relatively rare. However, an array
of planar sensors suitable for detection of both HIV-1 and HIV-2 oligonucleo-
tides was already reported.88 Hairpin DNA probes (GCGAGCCTGGGAT-
TAAATAAAATAGTAAGAATGTATAGCGCTCGC-(CH2)6-SH for HIV-1
and GCGAGCAAAGGACCAGGCGCAACTAAATTCAGCTCGC-(CH2)6-
SH for HIV-2) were immobilized onto separate Au electrodes having dimensions
of 1mm�2mm and used as capture probes. These probes bind a lot
more methylene blue in the single strand state than in the hybridized state.
This property allows detection of hybridization by electrochemically (e.g. by
SWV) observing the amount of methylene blue bound to the sensor
surface before and after incubation with the investigated sample. The sequences
GCTATACATTCTTACTATTTTATTTAATCCCAG and TGAATTTAG-
TTGCGCCTGGTCCTTT were used as target probes specific for HIV-1 and
HIV-2, respectively. Selectivity tests were also carried out with two sequences
displaying single mismatch. The sensor array allowing the detection of oligo-
nucleotides for both HIV-1 and HIV-2 was characterized by a linear range from
20 to 100 nM, a detection limit of 0.1 nM, and by the ability to discriminate
between the complementary and single-base mutation oligonucleotides.

The detection of a polypurine tract sequence conserved in all HIV-1 strains
with an electrochemical sensor was also demonstrated.89 Unlike most of the
mentioned DNA sensors that use ssDNA both as capture probe and as target
probe, this sensor uses triplex-forming oligonucleotides as capture probe and
target double-stranded (ds) DNA. The sensor employs the already described
methylene blue- and SWV-based ‘‘ON-OFF’’ mode. The sensor detects dsDNA
at concentrations as low as 10 nM and is selective enough to be used in complex
sample matrices such as blood serum.

Electrochemical Detection of Disease-Related Diagnostic Biomarkers 109

 1
4/

10
/2

01
3 

09
:2

7:
56

. 
Pu

bl
is

he
d 

on
 2

3 
Se

pt
em

be
r 

20
13

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
18

49
73

73
02

-0
00

89
View Online

http://dx.doi.org/10.1039/9781849737302-00089


4.5 Electrochemical Sensors for the Detection of

Hepatitis Biomarkers

One of the major causes of mortality worldwide is due to infection with
hepatitis. There are five known hepatitis viruses: A (HAV), B (HBV), C (HCV),
D (HDV) and E (HEV). Diagnosis of hepatitis viremia is based on the detection
of the virus antigen or of the nucleic material of the virus. Recent progress in
the field was pushed by the importance of early detection in asymptomatic
patients suffering from chronic disease and by the need for personalized
treatment. This has prompted the appearance of a new generation of com-
mercial kits and new technologies. As more nanomaterials and technologies
became available, electrochemical biosensors have emerged as viable alter-
natives to current standard tests, promising to surpass them in terms of cost,
ease of operation and sensitivity. The vast majority of scientific literature is
centred on Hepatitis B, while a smaller number of reports is focused on
Hepatitis C.

4.5.1 Electrochemical Sensors for Hepatitis B

A variety of electrochemical sensors for diagnosis of hepatitis B have been
reported based on amperometric,90 voltammetric,91 potentiometric,92 con-
ductometric,93 and impedimetric methods.3,94

Hepatitis B surface antigen (HBsAg) is the earliest indicator of acute hepa-
titis B and it is frequently used for identifying infected people before apparition
of the actual symptoms.95 The current standard method is based on ELISA.96

Sensitive detection of HBsAg was achieved with electrochemical immuno-
sensors of various architectures,97,98 using amplification strategies based on
nanomaterials that allowed improvement of the detection limit by a factor of
100 compared to the standard ELISA test.91 An immunosensor for Hepatitis B
antigen was developed by modifying a nanoporous Au electrode with HRP-
labeled antibody–Au nanoparticles bioconjugates.91 Increased sensitivity was
due to the high electroactive area of the nanoporous Au electrode and Au
nanoparticles, allowing for efficient immobilization of HRP-labelled secondary
antibodies (one Au nanoparticle could be covered by several HRP-labelled
antibody molecules). This sensor was characterized by a detection limit of 2.3
pg/mL and a linear range between 0.01 and 1.0 ng/mL (see Figure 4.6).
A similar approach was reported by other authors,93 while others preferred to
use ionic liquids for enhancing the performances of immunosensors for
Hepatitis B antigen.90

A novel, portable and integrated electrochemical biosensor for the sensitive
and selective detection of HBsAg was recently described.95 The device is based
on a sandwich immunoassay put in place by combining immunochromato-
graphic separation on a test strip with electrochemical detection by SWV using
a screen-printed electrode (see Figure 4.7). After optimization, the sensor was
characterized by a detection limit of 0.3 ng/mL (S/N¼ 3) HBsAg and a wide
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linear range (1–500 ng/mL). The sensor was applied to the detection of HBsAg
in spiked human-plasma samples. The average recovery was 91.3% and the
device was proven to be more sensitive than a colorimetric immunochroma-
tographic test-strip assay.

Besides biosensors for HBsAg, significant research was focused on the
electrochemical sensing of hepatitis B virus DNA (after reverse transcription
PCR), by monitoring the hybridization event between the target and a probe
DNA.94,99,100

A label-free DNA sensor was fabricated by coating a single-walled carbon-
nanotube (SWCNT) array with Au nanoparticles followed by self-assembly of
single-stranded probe DNA.3 Sensitive detection of complementary hepatitis B
ssDNA was achieved by EIS. The principle exploits the variation in the charge-
transfer resistance of the modified electrode as a result of DNA hybridization at
the sensor surface. The authors have investigated both aligned and random
SWCNT arrays, which led to similar results.

Magnetic beads are increasingly used in bioassays as they bring a huge
simplification in sample preparation and allow for a high degree of flexibility in
the assays.92,101 An electrochemical genomagnetic assay for the detection of
specific HBV DNA included a synthetic 20-mer probe immobilized onto
magnetic beads.101 After incubation with the target DNA, the DNA hybrids
were removed from the magnetic beads by washing with NaOH and were
analysed by DPV using a pencil graphite electrode. The detection was focused
on the guanine oxidation signal at þ1.0 V by DPV. The signal only appears
following hybridization, as guanine was only contained by the target DNA
sequence and not by the synthetic probe.

Figure 4.6 Analysis of different concentrations of HBsAg in the range 0.01–1.0 ng/mL
by DPV with an electrochemical immunosensor (A). Calibration curves
for sandwich immunoassay of HBsAg (B). Plot of DPV peak current vs.
HBsAg concentration from 0 to 0.1 ng/mL (inset in B).
Reprinted from Talanta, Vol. 30, Ding, C., Li, H., Hu, K., and Lin, J.-M.
Electrochemical immunoassay of hepatitis B surface antigen by the
amplification of Au nanoparticles based on the nanoporous Au electrode,
1385–1391, (2010), with permission from Elsevier.

Electrochemical Detection of Disease-Related Diagnostic Biomarkers 111

 1
4/

10
/2

01
3 

09
:2

7:
56

. 
Pu

bl
is

he
d 

on
 2

3 
Se

pt
em

be
r 

20
13

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
18

49
73

73
02

-0
00

89
View Online

http://dx.doi.org/10.1039/9781849737302-00089


Currently, one direction of research in DNA biosensors, exemplified by
sensors for HBV DNA, focuses on the use of electroactive compounds such as
cobalt phenanthroline,102 methylene blue103 and [Os(bpy)2Cl2]

1,104 as well as
novel redox probes such as bis(benzimidazole)cadmium(II) dinitrate
(Cd(bzim)2(NO3)2)

105 for monitoring the hybridization event.
Multiplexed detection of hepatitis virus antigens was recently reported using

an integrated automatic electrochemical immunosensor array.106 It allows for
the simultaneous detection of 5 types of hepatitis virus antigens (i.e. hepatitis A,
hepatitis B, hepatitis C, hepatitis D, and hepatitis E) in 5 min. The design of the
immunoassay relies on a direct format where the corresponding antibodies are
immobilized on a protein A/Au nanoparticle support and the detection of
antigens is done by potentiometry. The analytical signal is represented by the
variation in the electrical potential (DE) between the antibody-modified sensor
and a reference electrode as result of the antigen–antibody interaction. A cut-
off value of 2mV was assigned to discriminate between positive and negative
results based on testing serum samples that were negative for hepatitis by
standard ELISA. The detection limit of the sensor array was around 1.0 ng/mL

Figure 4.7 Portable electrochemical detection system for HBsAg consisting in an
integrated electrochemical biosensor, a portable electrochemical analyzer
and a laptop (A). The integrated electrochemical biosensor contains an
immunochromatographic strip for the specific recognition (B) and an
electrochemical cell with screen-printed electrodes for sensitive detection (C).
Reprinted from Talanta, Vol. 94, Zou, Z.-X., Wang, J., Wang, H., Li, Y.-Q.,
and Lin, Y. An integrated electrochemical device based on immunochro-
matographic test strip and enzyme labels for sensitive detection of disease-
related biomarkers, 58–64, (2012) with permission from Elsevier.
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for all virus antigens and the linear range extended up to 350 ng/mL. The intra-
and interassay precisions of the sensor array were r7.3% and 8.1%, respect-
ively. A very good correlation was found between the results provided by the
sensor and standard ELISA for the analysis of 43 serum samples.

Detection limits and linear range reported in the literature for HBV DNA
vary for different lengths of target DNA sequence.92,101,107 Thus, for a 21-bp of
a Hepatitis B DNA sequence the charge-transfer resistance measured by EIS 3

was linearly correlated with the logarithm of target HBV ssDNA concentration
over the range between 1.0�10–18 M and 1.0�10–12 M with a detection limit of
1 attomole/mL.

Analysis time ranges from under half an hour90,106 to several hours,91 de-
pending on the testing format (direct versus sandwich) and the number of steps
involved. In an effort to make the leap from a laboratory concept to practical
applications, an increasing number of studies are focusing on the development
of electrochemical biosensors aiming on improved reproducibility and pre-
cision of the method as well as applications to real samples. The intra- and
interassay coefficients of variation reported for different levels of HBsAg were
below 8%, which is adequate considering the manual steps involved in sensor
preparation.90,91,93 The selectivity of the immunoassay for HBsAg was studied
by incubating the sensor with solutions of antigen in the presence of potentially
interfering compounds in various concentrations.91,93

Electrochemical sensors developed in recent years have been challenged with
serum samples and compared to commercial ELISA tests to establish their
usefulness for the diagnosis of Hepatitis B. Careful design of the sensor
architecture with consideration of nonspecific adsorption allowed observation
of a high degree of correlation between the results provided by the biosensors
and current standard methods.90,91,93,95

4.5.2 Electrochemical Sensors for Hepatitis C

Infection with HCV affects approximately 170million people worldwide and
represents the major cause of parentally transmitted non-A, non-B hepatitis
infection.108,109 Many people suffering from chronic Hepatitis C infection are
asymptomatic. If left untreated, chronic infection leads to liver cirrhosis and
hepatocellular carcinoma. There are 6 known genotypes of HCV and multiple
subtypes, with Genotype 1 (subtypes 1a and 1b) being the most prevalent
genotypes worldwide. Since the discovery of the virus in 1989, the progress in
diagnosing Hepatitis C has been impressive.

Currently, diagnosis of hepatitis C is performed by serological testing of
hepatitis C antibodies (first by ELISA, followed by confirmation test with re-
combinant immunoblot assay – RIBA) and molecular assays that detect HCV
RNA. Antibody-based tests indicate past as well as present infections, while the
detection of HCV RNA is performed to confirm a current infection and to follow
the response to a treatment. Genotyping and viral load determination are also
very important at this stage in order to assign the adequate treatment and monitor
patient’s response. HCV genotype and subtype can be determined by various
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commercially available assays based on different methods such as direct sequence
analysis, reverse hybridization, and genotype-specific real-time PCR.110,111 On the
other hand, several ELISA and RIBA assays are commercialized and approved
by regulatory agencies in different countries. For example, the OraQuick HCV
rapid antibody test was approved by the FDA in 2010. It uses whole blood
samples, it is portable, easy to use and provides an answer in 40 min.112 Bio-
sensors are mainly intended for the same market of point-of-care tests, therefore
having to compete with these more traditional and robust tests.

Detection of HCV with biosensors relies on the use of antibodies,106 DNA/
PNAs and whole cells engineered to contain antibodies or antigens related to the
virus. The advantage of using PNAs versus DNA probes relies in the uncharged,
flexible structure of PNA and their resistance to nuclease and protease activity.
PNA hybridizes with complementary nucleic acids. Intercalators as well as
electroactive molecules (e.g. methylene blue) have been used to detect the for-
mation of a hybrid with target DNA or of a triplex with double-stranded
DNA.113,114

A novel amperometric genosensor for qualitative HCV RNA detection and
genotyping (HCV 1, 2A/C, 2B and 3) was obtained by immobilizing a 18-mer
DNA probe on functionalized graphite.115 The sensor was incubated with target
biotin-labelled complementary DNA, obtained from HCV RNA in serum by
reverse transcriptase-linked polymerase chain reaction (RT-PCR). Detection of
the hybridization event was achieved by further incubation of the sensor with an
avidin–peroxidase conjugate and amperometry at �0.45V versusAg/AgCl using
the H2O2-KI system. The current intensity was proportional to the amount of
HCV amplicons in the samples. In this architecture, the affinity system biotin-
(strept)avidin was used to immobilize the DNA probe on the modified graphite
electrode and to attach the enzyme to the hybridized target DNA. By using
affinity-based immobilization, the authors achieved both a controlled orientation
and strong binding of DNA probes on the electrode surface. To anchor strep-
tavidin on the electrode, the protein was entrapped within a siloxane–poly-
(propylene oxide) (PPO) nanocomposites prepared by the sol–gel method. The
detection limit reported for all virus genotypes was around 1 ng/mL115 and the
results were highly reproducible (RSD of 0.2–1.2% for positive and negative
controls tested five times on different days).

To establish a correlation between a positive/negative result and the absolute
value of the analytical response obtained with the genosensor, a cut-off value
needs to be defined. For example, this value was set at the current intensity
average plus twice the standard deviation obtained for samples deemed as HCV
RNA negative and for negative controls analysed by the standard kit.115

Simultaneous detection and genotyping of HCV RNA (genotypes 1, 2A/C,
2B and 3) was demonstrated with an amperometric genosensor for eight serum
samples from HCV-infected patients.115 By immobilizing different probes
(HCV 1, 2A/C, 2B and 3 oligonucleotides) on the PPO electrode it was possible
to distinguish positive and negative sera samples. The amperometric sensor
gave comparable results to the commercial test with spectrophotometric de-
tection (Amplicors, from Roche) and proved more sensitive.
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Another approach reported in the literature refers to the bioelectric recognition
assay (BERA) that registers the electrical response of whole cultured cells upon
binding viruses such as HCV inducing a change of their physiology.116 Vero
fibroblast cells modified by electroinsertion of HBV specific antigens (HBsAg) in
their membranes responded in a fast (45 s) and specific manner to HBV-positive
samples from a pool of 133 clinical blood serum samples. The response was due
to changes in the cell membrane potential that were measured by appropriate
microelectrodes immobilized in an alginate matrix. This assay is a promising one-
step, fast and label-free assay, however, it is not as sensitive as the DNA sensors
yet and the response does not correlate in a linear manner with the viral load.117

4.6 Electrochemical Sensors for the Detection of

Rheumatoid Arthritis Biomarkers

Rheumatoid arthritis (RA) is a chronic, systemic autoimmune disease that causes
the inflammation of joints and surrounding tissue. It affects about 1% of world’s
population. The diagnosis of RA is based on clinical symptoms supported by X-
rays, patient history and serological tests. Various autoantibodies have been
proposed as biomarkers for RA: rheumatoid factor, antikeratin, anticitrullinated
peptides, anti-RA33, anti-Sa, and anti-p68 autoantibodies.118,119

At present, RA is diagnosed based on the criteria developed in 2009 by the
American College of Rheumatology/European League Against Rheumatism
collaborative initiative.120 According to these criteria, rheumatoid factor (RF)
and the anticyclic citrullinated peptide (CCP) antibody are the most important
main serological markers.

RF is an autoantibody directed against the Fc region of human IgG and it is
typically detected by nephelometry using a latex agglutination assay. Auto-
antibodies to citrullinated proteins or peptides (filaggrin, fibrin or vimentin) are
considered the best biomarkers for the early detection of RA as they are present
in patients years before the apparition of clinical symptoms.121,122 Citrulline is
formed enzymatically by deimination of arginine. The CCP antibody is an
antibody directed against citrulline that appears early on in RA patients. Anti-
CCP assays are performed by plate-based ELISA available from several
manufacturers. A lateral flow immunoassay test for the rapid detection of
RA is commercialized by Euro-Diagnostica AB. Automated, faster analysis of
anti-CCP antibodies (e.g. by Electrochemiluminescence (ECL) on Elecsyss

analysis systems) is also commercially available nowadays.123

It should be noted that new autoantibodies are being discovered and studied
as potential markers of the disease. They hold promise for the future as cur-
rently about one-third of RA patients are seronegative for both RF and CCP
antibody.124,125

Besides RF and anti-CCP antibodies, the macrophage migration inhibitory
factor (MIF) has been suggested as a potential biomarker for RA.126

There are not many biosensors for the detection of RA. The presence of
anticitrullinated protein antibodies specific to RA was studied with SPR
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microarray imaging127 down to a detection limit of 0.5 pM. A quartz crystal
microbalance (QCM) method, employing a single-walled carbon-nanotube-
based immunosensor proved very sensitive (detection limit in the femtomole
range).128 Fluorescence-based and sensitive diagnostic assay of RA was
successfully performed using ZnO nanorods.118 Practical applications of such
biosensors are hampered by the ease of operation and by portability issues.

An electrochemical immunosensor based on the detection of the anti-CFFCP1
antibody RA biomarker was recently reported.129 The device is composed of a
thin-film metal electrode coated with a multiwalled-carbon-nanotube–poly-
styrene (MWCNT–PS) composite, on top of which a citrullinated specific peptide
receptor was covalently attached. After incubation of the modified electrodes
with serum, the sensors were further incubated with anti-IgG secondary anti-
bodies labelled with HRP and the detection was done by amperometry using the
3,30,5,50-tetramethylbenzidine (TMB)/H2O2 system. Compared to ELISA, the
detection limits achieved with this biosensor were similar and the analysis time
was shorter. Otherwise, the sensor fabrication and the incubation steps specific to
a sandwich assay are limiting the practical applications of such a device.
A remarkable fact about this research is the step forward made by its authors to
characterize the reproducibility of sensors from different batches over a 3-month
period. They emphasized that for 146 electrodes the coefficient of variation of
the intensity of current versus a classic redox species (1.0 mM ferricyanide) was
27.5%. This was correlated with the high degree of manual intervention in sensor
fabrication. The yield of sensors within 10% variation was about 70%, which is
still far from adequate reproducibility for practical applications.

A novel electrochemical immunosensor for MIF was developed by functio-
nalizing a Au electrode coated with Au nanoparticles, titanium dioxide nano-
particles and thionine (NGP-NTiP-Thi) with anti-MIF antibodies of the IgM
type.130 The IgM immunosensor was characterized by a linear range between
0.03 and 230 ng/mL and a detection limit of 0.02 ng/mL being also applied for
testing MIF in sera of RA patients.

4.7 Electrochemical Sensors for the Detection of Celiac

Disease Biomarkers

Celiac disease or gluten enteropathy affects many people worldwide (as much
as 1% of the population of US). Gluten and similar proteins from wheat, rye
and barley provoke an exacerbated immune response in genetically predisposed
individuals that ultimately leads to chronic inflammation and damage to the
upper part of the small intestine.

The only standard accepted worldwide for diagnosing celiac disease remains
intestinal biopsy with confirmation of the diagnosis by retesting after a gluten-
free diet. However, serological tests for IgA antitransglutaminase 2 (IgA anti-
TG2) or antiendomysial antibody, total IgA and IgG anti-tTG2 (antitissue
transglutaminase 2), antiendomysial or antigliadin antibody are performed first
as they indicate an increased probability of celiac disease.131,132 In the initial
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screening, IgA isotypes are preferred due to their higher sensitivity, however,
some of the patients present IgA deficiency and IgG-based tests need to be
performed instead. Best serological markers of celiac disease are antibodies (IgA
anti-TG2 or antiendomysial) directed to the same antigen. Due to their lower
sensitivity and specificity antigliadin antibodies were not used in the diagnosis of
celiac disease until recently, when tests based on deamidated gliadin peptides
instead of whole gliadin protein have emerged. These allow for similar results as
those using IgA anti-TG2 tests. Novel antibodies against deamidated gliadin
peptide (DGP) are considered especially valuable for the diagnosis of celiac
disease, in those individuals with selective IgA deficiency. A recent study133

compared 4 different strategies for the serologic diagnosis of celiac disease and
concluded, by using two commercial assays, that determining IgA anti-tTG and
IgG anti-DGP in all patients performed better than the other strategies.

Several electrochemical biosensors for the diagnosis of celiac disease have
been described so far based on impedimetric,134 amperometric135 and voltam-
metric techniques.4,136 The main characteristics of these sensors are summar-
ized in Table 4.1.

A variety of sensor architectures has been considered in electrochemical
devices intended for diagnosis of celiac disease. While some authors embedded
a relatively high degree of complexity in the materials and technique used136,137

others tried to rationalize the design of the sensor to achieve best analytical
performances. For example, coating a Au electrode with a bipodal thiol con-
taining ethylene glycol groups and carboxylic end groups allowed for a con-
trolled, covalent immobilization of the bioreceptor135,138 while insuring both
low nonspecific adsorption and good diffusion of electroactive substrates to
electrode surface.139

Multiplexing and a high degree of flexibility of the assay were reported
using a dual screen-printed electrode, where one electrode was modified with
gliadin and the other one with tTG. By using IgA or IgG as secondary antibody
in a sandwich-type assay, this device allowed determination of the IgA and
IgG-type antigliadin and anti-tTG antibodies in real patient’s samples.136

In order to compare these new sensors with commercial ELISA the re-
searchers used calibration solutions of antibodies from the ELISA kit to build
the calibration curve with their electrochemical biosensor.4,135,138 A cut-off
value was defined for the electrochemical signal, allowing to classify samples as
positive/negative.4,140

Correlation with ELISA was generally good141 even excellent in some
cases.4,135,138 A more rigorous analysis including more serum dilutions and a
higher number of patient samples is needed for a clear conclusion.

4.8 Electrochemical Sensors for the Detection of

Urinary Tract Infection Biomarkers

Urinary tract infection (UTI) is one of the most common infections, causing
severe distress to affected individuals and being associated with high healthcare
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and social costs. It is estimated that UTI affects about 40% of women at some
point in their lives.

These infections represent 20–50% of hospital-acquired infections in ICU
units and in the same time the most common disease for which antibiotics are

Table 4.1 Electrochemical biosensors for the diagnosis of celiac disease.

Biorecognition
element Immobilization matrix

Electrochemical
method Detection limit Ref.

TG On screen-printed Au
electrode coated with a
polyelectrolyte

EIS (3-amino-9-
ethylcarbazole)

n/aa 136

tTG Covalent attachment to
Au coated with DT2b

thiol

Amperometric,
TMB/H2O2

390 ng/mL for
rabbit anti-tTG
antibodies

137

tTG Physical adsorption on
screen-printed carbon
electrodes modified
with MWCNT and Au
nanoparticles

CV, anodic
redissolution of
silver

2.45U/mL for tTG
IgA; 2.95U/mL
for tTG IgG

138

gliadin Physical adsorption on
screen-printed carbon
electrodes modified
with MWCNT and Au
nanoparticles

CV, anodic
redissolution of
silver

3.16U/mL for
AGAc IgA;
2.82U/mL for
AGA IgG

138

tTG Physical adsorption on
screen printed carbon
electrodes modified
with MWCNT and Au
nanoparticles

CV, anodic
redissolution of
silver

n/a 4

tTG Physical adsorption on
graphite–epoxy
composite electrodes

Amperometric,
hydroquinone/
H2O2

n/a 139

gliadin Covalent attachment to
Au coated with DT2
thiol

Amperometric,
TMBc/H2O2

46 ng/mL 140

gliadin Physical adsorption on
screen-printed carbon
electrodes modified
with MWCNT and Au
nanoparticles

CV, anodic
redissolution of
silver

9.1U/mL for AGA
IgA; 9.0U/mL for
AGA IgG

141

IgA Covalent attachment to
Au coated with DT2
thiol

Amperometric,
o-dianisidine/
H2O2

142 ng/mL 140

DGP Physical adsorption on
screen-printed carbon
electrodes modified
with MWCNT and Au
nanoparticles

CV, anodic
redissolution of
silver

n/a 142

aNot available.
b(22-(3,5-bis((6 mercaptohexyl)oxy)phenyl)-3,6,9,12,15,18,21-heptaoxadocosanoic acid (DT2).
cAntigliadin antibody.
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prescribed in long-term care facilities. UTI is a common source of fever in
children and, if left untreated, can induce renal scarring, hypertension, pre-
eclampsia, and end-stage renal disease.142 Diagnosis of UTI is made based on
symptoms (e.g. frequency of urination, dysuria, and pyuria) and on the pres-
ence of more than 104 cfu/mL uropathogens in urine. Escherichia coli is by far
the most common uropathogen causing more than 50% of the cases.143 Other
uropathogens, causing less than 10% of infections each are Klebsiella pneu-
monia, Enterococcus faecalis, Proteus mirabilis, Staphylococcus saprophyticus
and Pseudomonas aeruginosa.

Conventional methods for the detection of E. coli include plate count,
multiple-tube fermentation (MTF), membrane filter (MF), etc., which require a
few hours up to 2 days to be completed.

Diagnosis of UTI is one area where electrochemical biosensors for point-
of-care devices could bring a significant contribution. A recent review144

provides an optimistic prognosis on the use of electrochemical biosensors to
improve UTI diagnosis. The optimism stems from the compatibility of such
devices with microfluidics and the demonstrated applicability of some elec-
trochemical sensors for point-of-care testing (e.g. glucose sensor or the I-STAT
handheld blood analyzer developed by Abbott).

The main areas of development of biosensors for UTI diagnosis include:
uropathogen identification,145 testing the antimicrobial susceptibility146 to se-
lect the most appropriate antibiotics and differentiating actual infections from
asymptomatic bacteriuria.147 The latter was recently achieved with integrated
platforms containing both nucleic acid probes and protein biomarkers on the
same sensor array.

Most recent progress regarding biosensors that have been applied to the
analysis of clinical samples for UTI diagnosis will be further discussed.

In a 2005 study, a novel electrochemical 16-sensor array was combined with a
set of oligonucleotide probes applied to nylon membranes in a dot-blot for-
mat.148 The probes allowed discrimination among 16S genes from 11 different
species of uropathogenic bacteria. An oligonucleotide labeled with peroxidase
was used as detector probe and the detection relied on a reaction catalysed by
HRP. This earlier research showed that such molecular hybridization ap-
proaches are amenable to fast room-temperature determinations.

An integrated platform has been described combining a step of bacterial lysis
with sensitive electrochemical detection using a nanostructured electrode on an
analysis chip. Unpurified lysates in buffer and urine were used to determine
bacteria in a total time of 30 min, with a reported detection limit of
103 cfu/mL.149

The UTI Sensor Array145 is an example of a biosensor for uropathogen
identification based on an electrochemical 16-sensor array containing immo-
bilized DNA probes targeting the 16S rRNA of the most common uropatho-
gens. The eight probes (immobilized in duplicate) include universal as well as
genus- and species-specific ones. Specific recognition of bacterial 16S rRNA
was achieved by sandwich hybridization using capture probes (immobilized on
the electrode) and pair detector oligonucleotides (free in solution). To amplify
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the hybridization signal and to translate it into an electrochemical signal the
fluorescein-labelled detector probe is incubated with an HRP-conjugated
antifluorescein antibody. Compared to urine culture, the detection limit re-
ported for this biosensor is within the clinical cut-off (104 cfu/mL), the overall
sensitivity was 92% and the specificity 97%. The biosensor provided results
in 1 h.

The same group further developed the UTI sensor array for application to
antimicrobial susceptibility testing.146 An integrated sensor platform able of
multiplex detection of uropathogens and lactoferrrin (as biomarker of the host
immune response) illustrates further the versatility of this concept and the huge
potential for UTI diagnosis.147 Lactoferrin is a protein derived from white
blood cells (WBC) and was researched as a biomarker of pyuria (the presence
of white blood cells in urine). As a characteristic of UTI, pyuria is generally
determined by urine microscopy, although there is also a dipstick test meas-
uring the enzymatic activity of leukocyte esterase (LE).

A sandwich amperometric immunoassay for detection of lactoferrin achieved
a detection limit of 145 pg/ml. Based on the analysis of 111 clinical samples, the
concentration of lactoferrin was shown to be correlated with the results of urine
microscopy for WBC,147 supporting the choice of this protein as a biomarker of
pyuria.

In the new generation of biosensors, the detection of pathogens is integrated
with that of protein biomarker (lactoferrin) on the same analytical chip. The
principles behind this approach rely on sandwich hybridization of capture and
detector oligonucleotides to the target 16S rRNA from uropathogens and on a
sandwich assay with capture and detector antibodies for the detection of pro-
tein. Electrochemical detection is achieved by using detector probes and anti-
bodies labelled with HRP. A classic amperometric detection of the TMB/H2O2

reaction catalysed by HRP is employed to translate the specific recognition
events into quantifiable signals.150

A prospective clinical study conducted in 2009 on 116 patients emphasized
the possibility to identify uropathogens using an electrochemical biosensor
platform, with similar results as standard urine cultures145 within the short time
frame characteristic to point-of-care testing. A study aiming to clinical valid-
ation was reported recently with an integrated sensor array for determining
both nucleic acids and biomarker lactoferrin.150 This sensor array is considered
an example of the next generation of electrochemical devices for UTI diagnosis.

Compared to the commercial glucose sensor or the pregnancy test, developing
a rapid test for diagnosing UTI is deemed to be more complicated, as the matrix
is complex and parameters such as pH and cell count could vary in large limits.
Sample preparation remains a limiting factor for the development of disposable
biosensors for UTI, a problem that could find a solution by using electrokinetics
or microfluidic technology. For example, a multifunctional electrode platform
was used for both electrochemical sensing and to enhance the signal by elec-
trokinetics by in situ stirring and heating. By this approach the sensitivity of the
16S rRNA hybridization assay for UTI diagnosis was increased by an order of
magnitude while the analysis time was drastically reduced.151
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Versatility, low cost and the potential for multiplexing have all been enu-
merated as advantages that drive the development of biosensors for urinary-
tract infections.144

4.9 Challenges in the Use of Electrochemical Sensors in

Diagnostics

Although many papers are published on electrochemical sensors for diag-
nostics, relatively few sensors have real chances to reach end users as com-
mercially available products. The main challenges still faced by electrochemical
sensors in their way towards a significant acceptance in clinical settings are
detailed below.

Electrochemical sensors detecting biomarkers must reliably deal with real
clinical samples. The literature on such electrochemical sensors reflects a con-
tinuous race for better detection limits and only scarce interest in assuring a
selectivity that allows use with real samples. There are many sensors tested only
with standard solutions or tested with too low concentrations of possible
interfering species, but only few sensors tested with a reasonable number of real
samples. Nonspecific binding is probably the biggest problem that must be
more carefully addressed because samples commonly contain very low con-
centrations of biomarker in the presence of very high concentrations of other
proteins.

Electrochemical sensors detecting biomarkers must display stability; Stability
is another poorly investigated sensor parameter. Single-use sensors must have
reasonable storage stability, while sensors for multiple uses must also display
operational stability. Yet another possibility is to have sensors simple enough
to be assembled and then calibrated by end users. However, most of the sensors
are far from such simplicity.

Electrochemical sensors must be appropriate for mass production; The elec-
trochemical sensors described in the scientific literature are most often manu-
ally made through processes that are not amenable for automation and thus
mass production.

Electrochemical sensors must compete with existing methods in terms of sample
throughput (and convenience in use, in general). Unlike sensors to be used for
point-of-care testing (when a response time of a few minutes is desired next to
reliability), sensors to be used in clinical laboratories must have competitive
sample throughput. There are two possibilities to achieve this. The first is to
have electrochemical sensors with very short response times (few minutes in-
stead of hours). The second possibility is to use arrays of several sensors re-
porting on several markers or on the same marker but in several samples. Even
the most advanced sensor arrays described in the literature up to now are not
able to equal the sample throughput of experiments made on common ELISA
microplates.

New success stories will be added to that of the portable, electrochemical
glucose meters, once these challenges are eliminated.
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4.10 Conclusions

Adding simplicity, speed, and cost effectiveness to the reliability of clinical la-
boratory tests is often very challenging. In the attempt to overcome this chal-
lenge, many electrochemical sensors were developed for the detection of
biomarkers associated to some of the major human diseases. Specificity of these
sensors was ensured by using biorecognition elements of very different nature
ranging from small molecules (e.g. folic acid to recognize cancer cells through
their folate receptors) to biomacromolecules (e.g. antibodies and more recently
aptamers). Sensitivity of these sensors was warranted by using different elec-
trochemical methods and (more recently) nanomaterials. There are several
challenges still to overcome by electrochemical sensor in order to be used in
diagnostics. On the positive side, results are extremely promising judged on the
achieved response times, detection limits, and sensitivities (often surpassing
those of classic methods). The correlation between results provided with elec-
trochemical biosensors and standard methods (e.g. ELISA) was generally good
(but in some cases the number of clinical samples was too low to draw a firm
conclusion). Combining different concepts on the same analytical platform (e.g.
DNA hybridization and immunosensing), and lab-on-a-chip approaches inte-
grating sample preparation and detection steps are proof of impressive progress
in the field and also of huge potential. Collaborative projects bringing together
sensor developers, clinicians and end users (clinical laboratories) could be the
driving force for the future development of electrochemical sensors for clinical
diagnosis.
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CHAPTER 5

In Vivo Sensors for Continuous
Monitoring of Blood Gases,
Glucose, and Lactate:
Biocompatibility Challenges and
Potential Solutions

MEGAN C. FROST,*a ALEXANDER K. WOLFb AND
MARK E. MEYERHOFFb

aDepartment of Biomedical Engineering, Michigan Technological University,
Houghton, MI 49931-1295, USA; bDepartment of Chemistry, The University
of Michigan, Ann Arbor, MI 48109-1055, USA
*Email: mcfrost@mtu.edu

5.1 Introduction

Advances in electrochemical and optical sensors for specific ions (H1, Na1,
K1, Ca12, Cl–, gases (PO2, PCO2), and low molecular weight biomolecules
(e.g., glucose, lactate, creatinine, urea, etc.) over the past 40 years have revo-
lutionized the measurement of such species in the clinical setting, enabling
rapid, near patient/point-of-care testing of such critical care analytes in
undiluted blood samples.1,2 However, nearly all existing sensor-based
measurement systems require discrete samples of blood. Only a few commercial
systems are designed for continuous monitoring capability either in vivo
(for glucose monitoring in subcutaneous fluid3,4) or for short periods in blood
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within the bypass blood loops used during open-heart surgery (where blood
clotting is prevented with high levels of anticoagulant).5,6 Even the existing
implantable sensors for glucose that are commercially available have significant
limitations in their accuracy, requiring frequent calibration and confirmation of
results via separate in vitro measurements of blood glucose using conventional
glucometer test strips.7–10

Although there have been enormous efforts over the past 25 years by many
companies to develop catheter-type sensors that could monitor blood gases
(oxygen, carbon dioxide and pH) within arteries of critically ill patients using
miniaturized electrochemical or optical sensors,11–14 all of these efforts failed to
produce a successful product. The lack of success in developing implantable
chemical sensors that can provide reliable analytical results, especially for the
blood gas test panel (PO2, PCO2, and pH), as well as for glucose and lactate
(note: lactate levels are a major indicator of status for intensive-care patients15–17)
can be attributed primarily to the biological response to the indwelling sensors.
In this chapter, we summarize the status of implantable chemical sensor tech-
nology for these analytes, describe the biocompatibility problems inherent to
both intravascular (placed in the blood stream) and subcutaneous (implanted
under the skin) chemical sensors, and discuss new approaches aimed at solving
these fundamental problems that might enable greatly enhanced analytical per-
formance for indwelling chemical sensing devices.

5.2 Design of In Vivo Sensors

The basic requirements for sensors potentially useful for continuous real-time,
in vivo measurements are: a) be of very small size (o1mm o.d.) for easy
placement within a blood vessel (i.e., artery for blood gases/pH; vein for glu-
cose/lacate) or under the skin in subcutaneous space (primarily for glucose); b)
exhibit long-term analytical signal stability (limiting frequency of recalibra-
tion); c) cannot exude toxic chemicals into the patient; and d) provide reliable
analyte values that correlate with conventional in vitro tests that use discrete
blood samples, ideally such that analyte values reported by the implanted
sensor can be used in place of discrete blood-test measurements to initiate
appropriate medical therapy.

5.2.1 Sensing PO2/PCO2/pH in Blood

Miniaturized versions of both electrochemical (potentiometric and ampero-
metric) and optical sensors have been employed to prepare intravascular
devices. Figure 5.1 illustrates the overall concept of intravascular blood-gas/
pH sensors to monitor patients continuously. Optical sensors have certain
advantages over electrochemical devices, including (1) ease of miniaturization
using modern optical fibers; (2) potentially less electronic noise (no transduc-
tion wires); (3) potential long-term stability using ratiometric measurements at
multiple wavelengths; and (4) no need for a separate reference electrode. These
advantages promoted the development of optical sensor technology initially for
the design of intravascular blood gas sensors using multiple optical fibers.11 In
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such systems, light is passed to and from the sensing site that contains immo-
bilized dyes sensitive to the analyte species by the optical fibers and measures
(by reflectance) the fluorescence or phosphorescence originating from the im-
mobilized indicator at the distal end of the fibers (see Figure 5.2 for multifiber
design for intravascular blood gas/pH sensing originally patented by Abbott

Figure 5.1 Overall concept of in vivo blood gas/pH patient monitoring system based
on use of intravascular chemical sensors. Sensor inserted in to artery
would be able to continuously monitor oxygen, carbon dioxide and pH
levels in the atrial blood.

Oxygen sensor Silicone coating

Hydrophilic coating

Carbon dioxide sensor

pH sensor

Light

End view

Oxygen sensor

pH sensorCarbon dioxide 
sensor

Figure 5.2 Schematic of intravascular optical blood-gas/pH sensing catheter con-
figuration that uses three optical fibers to carry light to and from fluor-
escent dyes in sensing layers that enables optical detection of pH, PCO2

and PO2. This configuration is based on US Patent # 5,047,627 (1991).
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Laboratories). Optical fiber sensors for PO2 measurements are typically based
on the immobilization of certain organic dyes, such as pyrene, diphenylphe-
nanthrene, phenanthrene, fluoranthene, or metal ligand complexes, such as
ruthenium[II] tris[dipyridine], or Pt and Pd metalloporphyrins within hydro-
phobic polymer films (e.g., silicone rubber) in which oxygen is very soluble.18,19

The fluorescence or phosphorescence of such species at a given wavelength is
often quenched in the presence of paramagnetic species, including molecular
oxygen. In the case of embedded fluorescent dyes, the intensity of the emitted
fluorescence of such films will decrease in proportion to the PO2 of the sample
in contact with the polymer film. Optical-fiber oxygen sensors have also
been developed using a luminophore platinum (II) mesotetrakis(penta-
fluorophenyl)porphyrin (PtTFPP) complex embedded in different sol-gels.20,21

The fluorescence of the PtTFPP is quenched in the presence of oxygen.
Optical sensors suitable for the determination of PCO2 employ optical pH

transducers (with immobilized indicators) as inner transducers in an arrange-
ment quite similar to the classic Stow–Severinghaus style electrochemical PCO2

sensor design. In this design, the pH-sensing layer is behind an outer gas
permeable coating (e.g., silicone rubber) that prevents sample proton access to
the pH sensing layer (see Figure 5.3).22 The addition of bicarbonate salt within
the pH-sensing hydrogel layer creates the required electrolyte film layer, which
varies in pH depending on the partial pressure of PCO2 in equilibrium with the
film. As the partial pressure of PCO2 in the sample increases, the pH of the
bicarbonate layer decreases, and the corresponding decrease in the con-
centration of the deprotonated form of the indicator (or increase in the
concentration of protonated form) is optically sensed. An alternate optical
intravascular PCO2 sensor was developed by Jin, et al.23 using the fluorescence
indicator 1-hydroxypyrene-3,6,8-trisulfonate that directly interacts with CO2.

Optical pH sensors require immobilization of appropriate pH indicators
within thin layers of hydrophilic polymers (e.g., hydrogels) because equilibrium
access of protons to the indicator is essential. Fluorescein or 8-hydroxy-1,2,6-
pyrene trisulfonate (HPTS) have often been used as the indicators and the
fluorescence of the protonated or deprotonated form of the dyes can be used for

Figure 5.3 Basic in vivo PCO2 sensing configuration that can be employed to detect
carbon dioxide levels in blood using inner electrochemical or optical pH
sensor.
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sensing purposes.24 Jin and coworkers report the fabrication of an intra-arterial
pH sensor based on fluorescence using N-allyl-4-piperazinyl-1,8-napthalimide
and 2-hydroxyethyl methacrylate.25 The sensors were tested in rabbits and
showed appropriate response times (t90¼ 13.7� 0.8 s to 109.61� 4.06 s,
depending on the conditions of the pH change) that are quite useful for real-
time monitoring. One problem with respect to using immobilized indicators for
accurate physiological pH measurements is the effect of ionic strength on the
pKa of the indicator.26 Because optical sensors measure the concentration of
protonated or deprotonated dye as an indirect measure of hydrogen ion
activity, variations in the ionic strength of the physiological sample have been
known to influence the accuracy of the pH measurement.

While many of the prototypes for implantable blood gas monitoring
developed in the 1980s/1990s were based on optical sensors that could be easily
inserted in the radial artery of patients, miniaturized electrochemical sensors
have also been described for in vivo sensing of blood gases.11–13 Electrochemical
oxygen sensing catheters are based on the Clark-style oxygen sensing con-
figuration (Figure 5.4), in which a platinum wire along with a Ag/AgCl or
other reference electrode are placed within a narrow gas permeable tubing
filled with an electrolyte solution.11 Oxygen within the blood stream diffuses
through the walls of the tubing and is reduced electrochemically at the Pt
working electrode via application of a – 0.6 to – 0.7V vs. the Ag/AgCl reference
electrode. The resulting current in the circuit is proportional to the PO2 levels in
the blood.

Electrochemical PCO2 sensors suitable for intravascular sensing are typically
prepared with miniature pH sensors, ideally nonglass potentiometric devices,
made with metal oxides27 or ionophore-based polymer membrane devices28,29

Figure 5.4 General design of implantable electrochemical PO2 sensing catheter,
where oxygen in sample permeates outer tubing wall of the catheter and
is reduced electrochemically at working Pt wire electrode. The current flow
is directly proportional to the PO2 level in the blood stream.
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that contain modified filling solutions. Carbon dioxide diffusion through the
walls of a catheter tubing changes the pH within an inner bicarbonate filling
solution. In one proposed in vivo sensor configuration, the pH ionophore
tridodecylamine was impregnated into the walls of a dual lumen silicone rubber
catheter tubing, with one of the lumens filled with buffer and the other with
bicarbonate solution. The voltage between Ag/AgCl electrodes placed in each
lumen is dependent on the PCO2 level in the sample surrounding the tubing,
since the wall between the two lumens is pH sensitive and detects the pH change
within the lumen filled with the bicarbonate solution. If an external reference
electrode is also employed, then the voltage between the Ag/AgCl wire in the
buffered lumen vs. the external reference is related to the pH of the sample
phase. Other recent work focused on electrochemical pH sensing includes a
report by Makos, et al.30 who developed a modified carbon-fiber electrode by
the reduction of the diazonium salt Fast Blue RR on the fiber. The resultant
sensor was capable of monitoring pH changes as small as 0.005 pH units.
Huang and coworkers31 report the fabrication of a flexible pH sensor utilizing a
polymer substrate with an iridium oxide sensing layer, a sol-gel matrix, and an
electroplated AgCl reference electrode. The ability to conform to a variety of
shapes offers a wide range of potential applications.

5.2.2 Sensing Glucose in Subcutaneous Tissue

The vast majority of sensors that can be implanted subcutaneously for
continuous glucose monitoring (CGM) and lactate monitoring are electro-
chemical devices.7,32–40 For glucose sensors, the enzyme glucose oxidase is most
often employed as an immobilized catalyst on the surface of a suitable electro-
chemical transducer. Some configurations use amperometric oxygen sensors with
glucose oxidase immobilized as layer on the outer surface. Glucose present in the
bathing solution at the sensor reacts with oxygen via the enzyme, lowering the
partial pressure of oxygen immediately adjacent to the outer gas-permeable
membrane of the oxygen sensor. The decrease in PO2 and concomitant current
decrease is proportional to the level of glucose in the surrounding blood or tissue.
However, typically, a second nonenzyme covered PO2 sensor is required to
monitor the level of PO2 present in the sample phase. Similar configurations
based on optical PO2 sensors have also been reported.41

More often, implantable glucose sensors are fabricated using electrochemical
oxidation of hydrogen peroxide (H2O2), produced by the immobilized glucose
oxidase catalyzed reaction of glucose and oxygen. This is normally accom-
plished using a small surface area of platinum wire as the anode and an applied
voltage of þ0.6 to þ0.7 V vs. an external Ag/AgCl electrode. Other physio-
logical species (e.g., ascorbic acid, uric acid, etc.) can be oxidized at this
potential, so additional layers of membranes/coatings that decrease access of
these species to the platinum surface are required. Further, the outermost layer
of such sensors requires a polymeric coating (illustrated in Figure 5.5) that
restricts glucose diffusion42 so that the glucose concentrations within the
underlying immobilized enzyme layer are always less than the lowest levels of
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oxygen that might be present in the in vivo sample phase. This requirement
greatly decreases the sensitivity of the devices to variations in localized oxygen
levels and also enables the sensors to respond linearly to abnormally high
levels of glucose (up to 20 mM) that might be present in blood or tissue of
patents.

Another approach taken to prepare in vivo glucose sensors using immobilized
redox hydrogels in which tethered mediator sites (e.g., ferrocene or Os(III)
redox species) are able to accept electrons from the reduced form of the
immobilized glucose oxidase enzyme after reaction with glucose.43 These
reduced mediators are then oxidized and hence the steady-state current is directly
proportional to glucose concentration. The advantage of the mediator-based
devices is that they partially reduce the need for outer membranes that carefully
control the flux of glucose relative to oxygen. Further, the applied potential to
the inner conductive electrode material can be less positive to reoxidize the
mediator (compared to hydrogen peroxide), reducing the need for exclusion
layers to block potential oxidizable species present in the in vivo milieu.

There have been a few optical-based glucose sensors reported with small size
requirements required for implantation.44 These are usually fluorescent sensors
that utilize glucose-binding proteins and fluorophore-labeled saccharides in a
competitive binding mode behind membranes that are permeable to glucose.

Recent developments in electrochemical glucose sensors have branched in
several directions from the second-generation sensors described above. Some
continue to utilize the glucose oxidase/hydrogen peroxide enzyme electrodes,

Figure 5.5 One design of subcutaneous or intravascular glucose sensors
(diametero0.6mm), with glucose oxidase (GOx) immobilized over
surface of Pt/Ir wire and a coiled Ag/AgCl reference electrode. The
outer polyurethane layer decreases the rate of glucose access to enzyme
layer, while allowing rapid diffusion of oxygen, that enables the sensor to
exhibit a linear response to high levels of glucose (to 20 mM). The Pt/Ir
electrode is poised at þ0.65V vs. Ag/AgCl to oxidize hydrogen peroxide
generated from the enzymatic reaction.
With permission from reference 11.
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but they feature novel outer layers to limit glucose diffusion to extend the linear
range and to extend the stability and lifetime of the sensors. Others have
worked to eliminate electron-transfer mediators through the use of carbon
nanotubes. Amperometric glucose sensors developed by Tipnis et al.45 follow
the standard design of immobilized glucose oxidase to generate hydrogen
peroxide for oxidation. Glucose concentration is still determined from the
measured steady-state current, but these sensors incorporate a layer-by-layer
(LBL) assembled film as an outer coat to both limit glucose diffusion and
minimize calcification, which can clog sensor pores or crack the outer mem-
brane. LBL coatings of humic acids (HAs) and ferric chloride (FeCl3) of
various thicknesses were compared to optimize the number of layers to tune
glucose diffusion from the bulk to the sensor surface.45 Lin et al. constructed
sensors that utilized low density carbon nanotubes (CNT) for direct electron
transfer between the enzyme and the electrode surface so that sensors neither
required an electron mediator nor an outer glucose limiting layer.46,47 These
sensors had a large linear range (2–30mM). Even more promising are sensors
fabricated with carbon nanotube fibers, spun into nanoyarns.48 The fibers are
unwound at the tip to create a ‘‘brush’’ onto which glucose oxidase is immo-
bilized and an outer polyurethane outer membrane is applied. These sensors
exhibit limits of detection as low as 25 mM, although such low detection levels
are not required for blood glucose measurements. Using nickel or copper
nanoparticles to make a CNT array also lowered the limit of detection.48

Recent glucose sensors have also once again utilized optical detection to take
advantage of technological developments in optical materials and the high
degree of reversibility characteristic of optical sensors. Tierney et al. fabricated
glucose sensors that function by covalent binding of an acrylamide-based
hydrogel to the tip of an optical fiber.49 The local glucose concentration swelled
and contracted the phenylboronic acid within the hydrogel, changing the op-
tical length, which was measured by the optical fiber. What especially sets these
optical sensors apart is their elimination of the need for a fluorescent molecule
or tag. The sensors had high reversibility but could have interferences from
glycoproteins, polysaccharides, elevated blood levels of lactate, and the com-
mon anticoagulants heparin and citrate. Sensor function was also significantly
temperature dependent, as the difference between room and body temperature
significantly affected the equilibrium swelling degree. Glucose sensors de-
veloped by Paek et al. utilize a reversible glucose binder, rather than a catalytic
enzyme reaction that consumes local glucose and optical detection, that would
not suffer signal noise electromagnetic fields, and could use a detector that was
spatially separated from the sensor.50 The sensor functioned by competitive
binding between glucose and a ligand conjugate for the immobilized glucose-
selective protein (concanavalin A), which caused a detectable wavelength shift
in the optical sensor. However, in order or preserve sensor lifetime for CGM
and recycle the ligand conjugate, the sensing area must be separated from the
sample by a semipermeable membrane selective for glucose diffusion. All of
these sensors show promise in helping to extend the linear working range of
glucose sensors and replace the sensitive glucose oxidase enzyme; however, the
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biocompatibility of these sensors to thrombosis and immune response from
long-term in vivo implantation has yet to be assessed.

Despite tremendous advances in sensor design, however, none of these de-
signs have yet achieved widespread use, and all existing commercial in vivo
glucose sensors are either based on electrochemical detection of hydrogen
peroxide or redox-mediator species. Indeed, Table 5.1 lists the current com-
mercially available electrochemical glucose sensors, the lifetime of the sensor
in vivo, and the suggested frequency of recalibration. The only FDA approved
devices (by Medtronic-Minimed, Abbott Inc., Dexcom Inc.) require recali-
bration in vivo several hours after implantation (via repeated in vitro blood tests
by the diabetic patient).7–10 Even with such measures, the outputs of the devices
are still not reliable enough for the patient to exclusively use values for
monitoring glucose levels to decide on insulin doses.

5.2.3 Sensing Lactate in Blood

As mentioned above, continuous lactate measurements would be most useful
in intensive-care units within hospitals since elevated lactate levels in blood
are a negative predictor of a good outcome for such patients. Indeed, many
critical-care doctors believe that trends in blood-lactate levels provide the best
indicator of tissue oxygenation in patients, and when lactate levels continue to
rise, therapy is failing, and patient survival rate is greatly decreased.15–17

Hence, an intravenous catheter that could provide reliable real-time lactate
concentrations would be highly desirable. Several indwelling lactate sensors
have been reported,51,52 and most are based on a design quite similar to the
aforementioned glucose sensors except that lactate oxidase is used as the
immobilized enzyme. The enzyme produces hydrogen peroxide, and thus
oxidation of this product species at a platinum, or other electrode material,
provides the transduction method. Since levels of lactate are generally lower
than glucose, controlling fluxes of lactate into the immobilized enzyme, relative
to oxygen, is not quite as stringent, although still important.

Recent developments in lactate sensors have also utilized both electro-
chemical and optical detection methods. While glucose sensor development

Table 5.1 The current commercially available in vivo electrochemical glucose
sensors, sensor lifetime, and the suggested frequency of recalibration.

Company Sensor Implantation time Calibration frequency

Abbott FreeStyle Navigator 5 days 3 times on first day of use
(1, 3, 24 h) not
re-calibrated until new
sensor implanted

Medtronic Guardian 3 days 3–4 finger pricks/day
(recommended), 1 per
12 hours required

Enlite 6 days
Dexcom Seven Plus CGM 7 days 1 per 12 hours
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focused on applications for in vivo continuous monitoring for diabetic patients
and patients under tight glycemic control, several recent lactate sensors have
been designed for in vitro measurements of cell cultures, as increased lactate
production has been identified as a cancer marker. A potentiometric sensor
based on zinc-oxide nanorods was developed recently by Ibupoto et al. The
ZnO nanorods were grown on gold-coated glass and lactate oxidase was sub-
sequently immobilized on the surface.53 The sensors showed excellent linear
response range, stability for more than three weeks, and high selectivity over
potential interfering species such as ascorbic acid, urea, glucose, galactose and
Mg21 and Ca21 ions. However, the sensor’s response decreased at pH48 and
with temperatures above room temperature, necessitating a stable operating
pH and temperature for the accurate and consistent measurements needed for a
continuous monitoring system.

Zheng, et al. developed an optical-fiber nanosensor based on lactate dehy-
drogenase capable of measuring extracellular lactate concentration at the
single-cell level. Lactate dehydrogenase immobilized at the tip of an aluminum-
coated, heated/pulled optical fiber generates NADH as a fluorescent bypro-
duct, directly proportional to the local lactate concentration. When excited by
360-nm UV light, the NADH fluoresces at 460 nm, allowing extremely sensitive
and selective detection. While this promises to be an excellent technique for
identifying cancerous cells in vitro, no plans have been made to use the sensors
for implanted in vivo measurements.54 Another very recent lactate sensor
designed by Martı́n et al. utilizes genetically encoded Förster resonance energy
transfer (FRET) and fluorescence-based detection to measure local lactate
extracellular concentration.55 The sensor design proved extremely selective and
very sensitive (single cell), but was pH sensitive and difficult to fabricate. Future
in vivo lactate sensors, designed for continuous monitoring of patients to
indicate health of critically ill patients may still utilize electrochemical
detection, but could also benefit from the methods designed to improve the
biocompatibility of implanted in vivo glucose measurements.

5.3 Biocompatibility Issues that Influence In Vivo Sensor
Performance and Reliability

Several research teams actually fabricated prototype blood-gas/pH-sensing
catheter products that were evaluated first in animals and then in
humans.13,56–59 Despite claims of success by some investigators, significant
problems remain, both for intravascular and subcutaneous devices. A common
observation for some sensors during in vivo studies is the performance pattern
illustrated in Figure 5.6. Specifically, after a given period of time, sensor output
signals often begin to deviate significantly from the values obtained for discrete
blood samples analyzed in vitro on conventional laboratory instruments. The
pattern is always the same, with intravascular sensor values for pH and PO2

always lower than corresponding in vitro measurements and PCO2 levels al-
ways higher than the corresponding in vitro values. This behavior was initially
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thought to arise exclusively from thrombus formation on the surface of im-
planted sensors, in which platelets and other entrapped metabolically active
cells create a local environment that differs in PO2, PCO2 and pH levels
compared to the bulk blood (due to cellular respiration). Although this effect
will certainly be accentuated by the formation of a thick thrombus layer, even
the adhesion of a single layer of metabolically active cells, e.g. platelets, could
cause a local change in analyte concentrations immediately adjacent to the
surface of the device. Similar errors can be observed for glucose measurements,
given the ability of cells to metabolize glucose, creating lower values near the
surface of cell coated sensors.

5.3.1 Details of Biological Response in Blood

Platelet adhesion and activation on foreign surfaces, such as the outer coatings
of intravascular sensors, is primarily governed by the ability of platelets to
recognize certain proteins that adsorb on the device surfaces once they are
inserted into the bloodstream. Two proteins, von Willebrand’s Factor (vWF)
and fibrinogen, play key roles in this process.60 vWF is a circulating protein
that readily adsorbs to collagen and foreign materials that do not an have intact
endothelial layer. Upon adsorption, vWF will bind with glycoprotein Ib (GPIb)
on the surface of platelets to form the GPIb-V-IX complex, which allows
platelet adhesion to the device surface.61 Adherent and activated platelets re-
lease a host of factors that promote more platelet adhesion and accelerate the
coagulation cascade including prostaglandins (PGH2 and PGG2), Ca

21, and
thromboxane A2.

62 Thomboxane A2 promotes the presentation of GP IIb/IIIa
on the surface of platelets that actively binds circulating fibrinogen, linking
platelets together and locally converting fibrinogen to insoluble fibrin.62 Fibrin
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Figure 5.6 Overall concept of in vivo blood gas/pH patient monitoring system based
on use of intravascular chemical sensors. Sensor inserted in to artery
would be able to continuously monitor oxygen, carbon dioxide and pH
levels in the atrial blood.
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entangles blood cells and forms the physical barrier that covers devices placed
in blood. In addition to the role of platelets in coagulation, coagulation factor
XII and platelet factor 3 (which is released by adherent platelets) will bind
directly to the foreign surface and also convert prothombin to thrombin, which
will further promote the conversion of fibrinogen to fibrin (see Figure 5.7).62 As
mentioned above, even if significant blood clots are not formed, the presence of
just a single layer of active platelets and other potential cells can alter the
analyte concentrations near the surface of the implanted sensor, yielding in-
accurate values compared to the concentration measured in the bulk blood
phase. Within the realm of designing intravascular sensors, it is critical to be
aware that the dynamic nature of this surface interaction is a significant chal-
lenge to obtaining accurate measurements of physiologically important
analytes.

5.3.2 Details of Biological Response in Subcutaneous Tissue

Sensors developed for real-time subcutaneous measurements, most notably
electrochemical glucose sensors,12–21 do not suffer from accuracy issues related
to platelet activation and thrombus formation. However, such sensors are
subject to their own unique biocompatibility problems that can influence the
analytical performance of the implanted devices.63,64 Specifically, a significant
tissue inflammatory response to a large ‘‘foreign body’’ (i.e., the sensor) can
lead to encapsulation of the devices within a sheath of leukocytes, macro-
phages, and fibroblasts (see Figure 5.8). This sheath can alter local analyte
levels (e.g., glucose) via metabolic reactions (e.g., inflamed tissues consume
glucose at an accelerated rate12,32,65,66) and also greatly perturb mass transfer of
the analyte to the sensor surface as well as between the blood and the interstitial

Figure 5.7 Physiological response to the outer surface of a sensor placed into the
blood stream, ultimately causing activation of platelets and potentially
thrombus formation on all or part of the sensor’s surface. The coatings of
cells on sensor surface can cause significant errors in the measurement of
the target analytes.
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fluid region. Such changes can effectively alter the calibration curve (e.g.,
change sensitivity) for the device and can also greatly affect the lag time of the
sensors response to varying glucose levels in the bulk blood.12,32,67

When foreign materials are placed in subcutaneous tissue, the inflammatory
response poses significant challenges to stable sensor performance. Upon im-
plantation of a sensor, an acute response occurs that lasts from minutes up to
days.68 As is the case with intravascular sensors, nearly instantly, proteins
adsorb to the surface of the device. Due to the need to pass through vascu-
larized tissue to place the sensors in subcutaneous tissue, both plasma and
tissue proteins such as albumin, fibrinogen, complement factors, globulins,
fibronectin, and vitronectin adsorb to the device.68 Mast cells (MCs) present in

Figure 5.8 Schematic of inflammatory response process that takes place when a
sensor, such as a glucose sensor, is placed subcutaneously. The
increase in inflammatory cells in the area and the ultimate encapsulation
of the device in a fibrous sheath creates a situation where levels of the
analyte near the sensor surface do not reflect the concentrations in the
blood.
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subcutaneous tissue play a central role in regulating inflammation.69,70 Upon
injury, MCs will release a series of stored proinflammatory agents including
vasoactive amine, chemotactic factors and proteases. As a result of sustained
stimulation, they will then synthesize and continue to release pro-inflammatory
mediators that will recruit macrophages and lymphocytes. Additionally, they
release vascular endothelial cell growth factor (VEGF) that is important for
angiogenesis at the site of injury. MCs will also release cytokines that recruit
and activate fibroblasts that will eventually participate in fibrous
encapsulation.69

Following initial protein adsorption and release of proinflammatory agents,
neutrophils are recruited to the site of implantation and begin attempting to
phagocytose and degrade the foreign device (in this case, the sensor).71 This
involves the release lysosomal proteases, reactive oxygen species, and chemo-
kines that serve as potent signals to recruit cells to the wound site. Neutrophils
will persist at the wound for 1–2 days before they are replaced by monocytes/
macrophages (monocytes excite the vasculature and mature into macrophages
in tissue near the site of sensor implantation) and lymphocytes.71 The macro-
phages become activated and release IL-12 and IL-23, reactive nitrogen and
oxygen species (such as nitric oxide (NO), superoxides and H2O2), and proin-
flammatory cytokines.72 Activated macrophages also continue to release che-
moattractants to recruit more monocytes/macrophages. It has been shown that
there is heterogeneous activation of macrophages, dependent on many factors
that include the nature of the protein layer present and environmental signals
that recruit monocytes from circulation.73 The release of these active agents is
intended to kill bacteria at the implantation site and biodegrade the foreign
material that is in the subcutaneous tissue. These reactive species will add-
itionally damage healthy tissue surrounding the implant and can lead to a state
of chronic inflammation that ultimately leads to fibrous encapsulation of the
sensor.

As the macrophages adhere to the protein-coated sensor, they undergo a
cytoskeletal rearrangement in order to spread over the surface of the device.
Adherent macrophages then fuse to form foreign-body giant cells (FBGCs) that
further attempt to biodegrade the implanted device. After approximately 1–2
weeks, chronic inflammation leads to the deposition of a collagen matrix by
fibroblasts to encapsulate the implant and isolate it from native tissue.74

The collagen layer thickness is partially dependent on factors such as the
implant texture, the protein layer adhered to the implant, and cells adhered to
the protein layer. Additionally, movement of the sensor over time can change
the thickness and level of inflammation around the implant. It is important to
recognize that the material properties, topography, and placement in vivo affect
the biological response to the implant, but the biological response itself will
further influence long-term tissue response.74 Again, this is a complicated and
dynamic response that changes over time. This continuous change creates a
highly challenging analytical environment in which reliable measurements must
be made in order to make the use of implanted subcutaneous sensors for in vivo
monitoring a clinical reality.
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5.4 Strategies for Mediating Biological Response to

Implanted Sensors

The commercial development of implantable chemical sensors for routine
blood monitoring in humans has, at this point in time, reached an impasse of
sorts. With only three commercial subcutaneous glucose sensors approved for
limited use and no commercially available intravascular sensors, it appears that
the combination of problems related to cell adhesion, thrombus formation,
inflammatory response, etc. yielding poor in vivo sensor performance is a for-
midable challenge to overcome. Key to ultimate success in this field will be
developing coatings that can prevent/resist the in vivo biocompatibility issues
that play a dramatic role in the performance of implanted sensors. Fortunately,
there has been significant fundamental research recently to address these issues.
In the following section, we discuss how various new coatings may provide a
solution to the dynamic biocompatibility problems that have plagued all in vivo
sensors developed to date.

5.4.1 Materials Development for Improved Biological Response

to Implanted Sensors

A great deal of research over the last two decades has focused on designing
materials that can be used to coat or fabricate sensors that are able to reduce
the in vivo biological response that is responsible for loss of sensor function over
time. An excellent review by Wisniewski and Reichert75 details approaches that
have been investigated to modify the materials surface properties to achieve
this goal. Briefly, this review discusses use of hydrogels such as crosslinked
poly(hydroxyethyl methacrylate) (PHEMA) or poly(ethylene glycol) (PEG)
that allow water-soluble analytes to diffuse to the sensing element, and the
hydrophilic nature of these materials is thought to improve biocompatibility.
Phospholipid surface modification has been used in an attempt to mimic
phospholipids present on cells in the body, thereby decreasing physiological
response toward the sensor. Another approach is to apply thin Nafion
(a chemically inert anionic compound that contains both hydrophobic and
hydrophilic properties) coatings that show little adsorption of molecules from
solution or use surfactants applied to sensor surfaces that have shown reduced
protein adsorption. The use of natural materials such as modified cellulose has
been shown to reduce compliment activation, covalent attachment of anti-
fouling agents such as phenylenediamine, diols, and glycols seem to enhance
biocompatibility. Additionally, using diamond-like carbons and controlling the
topography of sensor coats also enhances biocompatibility and stability
over time.

The development of biomimetic hydrogels for sensor coatings involves
PHEMA-based membranes with PEG incorporated and crosslinked with tet-
raethyleneglycol diacrylate. Such a material has been reported by Justin and
coworkers.76 This UV-cured material was applied to microdisc electrode
arrays, and it was shown that the diffusion coefficient of analyte was decreased,
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and pH response of the material from 6.1 to 8.8 caused a change in the im-
pedance signal obtained. This material is expected to improve biocompatibility
of the coated sensor, but tuning of the porosity and crosslinking density is
needed to preserve the sensor response. Silica based sol-gels (SG) have also
been developed77 that include the incorporation of either PEG (SG-PEG),
heparin (SG-HEP), dextran sulfate (SG-DS), Nafion (SG-NAF), or poly-
styrene sulfonate (SG-PSS). The composite materials have been tested for
toxicity in vitro with fibroblast cultures. The effect on cell proliferation was
dependent on which additive was included. SG-DS showed the most promising
results as glucose sensor coating when tested in BSA and serum, slowing the
growth of fibroblasts on the surface of the hybrid material, while also allowing
the best glucose response when coated on an amperometric sensor.

Work focused on controlling topography and stability of sensor coatings by
Ju and coworkers78 includes the development of a 3-dimensional porous type-I
collagen scaffold crosslinked by nordihydroguaiaretic acid (NDGA) or glu-
taraldehyde (GA) that was applied to subcutaneous glucose sensors that were
implanted for up to 28 days. The NDGA crosslinked collagen coatings showed
a decrease in inflammation compared to bare implanted sensors. Wang and
coworkers79 developed electrospun fibroporous polyurethane coatings for
implantable glucose sensors. The authors were able to control the dimensions
of the electrospun fibers and their density on the sensors to secure certain ad-
vantages including a stronger mechanical stability, a greater ability to elongate
to accommodate the swelling enzyme layer on the sensor, a reduction in
mechanical weak spots along the length of the coating, fibers that have excellent
interconnected porosity, and a fiber structure that mimics natural extracellular
matrix structure. Although this material has not been tested in vivo yet, the
authors point out that in vitro sensor performance was not adversely affected
by the electrospun coating, and there is huge potential to apply biomimetic
electrospun fibers to sensors once functioning of the fiber coating is validated.
Ai, et al.80 developed a perfluorocarboxylic acid ionomer (PFCI) that showed
reduced cracking compared to the commonly used perfluorosulfonate ionomer
membrane (PFSI). The advantage was realized because PFCI possess higher
crystallinity and smaller ion clusters compared to PFSI, thereby reducing
mineralization in vivo and reducing cracking, while maintaining the inert
benefits of perfluoro materials.

5.4.2 Active Releasing Materials for Controlling Biological

Response

Although the development of static materials that are more cognizant of
potential biological response and biocompatibility problems is useful, it is
unlikely that changing the chemistry of the material itself will alleviate
biofouling and subsequent sensor failure when placed in the harsh, dynamic
physiological environment. Work has also been undertaken that relies on more
biomimetic approaches such as inclusion of specific surface active agents such
as CD47 and drug eluting materials, both targeted at controlling explicit
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aspects of the inflammatory response. Stachelek, et al.81 developed a material
that appended a recombinant CD47 to poly(vinyl chloride) (PVC) or
Tecothane, a polyether polyurethane (PU). CD 47 is a transmembrane protein
that binds to specific receptors on leukocytes and macrophages, which causes a
downregulation of inflammatory cell attachment. The CD47-PU material was
tested in a rat subdermal implant model for 70 days and showed significantly
reduced number of attached cells associated with both acute and chronic
inflammation.

Several researchers have also proposed development of systems that will
release the anti-inflammatory agent, dexamethasone (DX), and/or the angio-
genic agent, vascular endothelial growth factor (VEGF). Norton et al.82 de-
veloped a hydrogel system based on 2-hydroxyethyl methacrylate that released
both DX and VEGF. The idea was to decrease inflammation and encourage
angiogenesis around an implanted glucose sensor. Decreasing inflammation
should decrease the thickness of the fibrous capsule and allow a stable back-
ground current to be reached more quickly, and increasing vasculature should
help increase glucose flux to the sensor. It was found that DX alone did de-
crease inflammation after 2 weeks of implantation in rats. VEGF alone did
increase vascularity of the fibrous capsule, but when DX and VEGF are re-
leased at the same time from the hydrogel, while there is still a decrease in
inflammation, there is no increase in vascularization. After six weeks, there is
no observable difference between the drug-releasing hydrogels and control
implants, indicating that the positive effect is not maintained once the drug-
release reservoir is depleted. Sung, et al.83 then investigated a similar approach
by sequentially delivering DX and VEGF from a crosslinked PEG. The release
of DX is faster (kDX¼ 0.5/day) and VEGF is slower (kVEGF¼ 0.4/day). The
difference in delivery rate is enough to see a marked decrease in inflammation
and increase in vascular density in an ex ova chick embryo after 8 days. This is
significant because it points to the temporal importance of delivering agents in
the appropriate sequence, thus more closely mimicking normal physiological
conditions.

Bhardwaj and coworkers84 tested the temporal effect of DX over much
longer term implants by fabricating different poly(lactic-co-glycolic acid)
(PLGA) microspheres that release DX for 30 days or PLGA/poly vinyl alcohol
(PVA) composite microspheres that release DX over a 3-month period. The
microspheres were implanted in rats to test for both acute and chronic in-
flammation. Sustained release of DX was achieved by combining microspheres,
and the continued release did show suppression of inflammation for 3 months,
while spheres that exhausted their drug after 30 days lost the ability to decrease
inflammation. The same group then modified this approach and developed a
system that dispersed PLGA microspheres in a crosslinked PVA hydrogel.85

The motivation for this was that many different drugs in addition to the DX
that was tested could be encapsulated in PLGA microspheres to impart a wide
array of drug-release capability, and the PVA allows both analyte to diffuse to
the sensor surface and drug to diffuse into the tissue immediately surrounding
the sensor. The ‘‘smart’’ PLGA microsphere/PVA composite system showed
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good proof of concept tissue response when tested in both type-1 and type-2
diabetic rats for 1 month. Importantly, this system also recognizes the im-
portance of tailoring the implanted material to the site of implantation and the
specific medical condition under which the sensors are being used and holds the
potential for incorporating additional biological mediators into the sensor
coating.

Another very promising active agent for release from implanted sensors is
nitric oxide (NO). Nitric oxide is a free radical-gas that is released endogen-
ously in many physiological processes.86 Namely, within the context of in-
dwelling sensors, NO is a potent antithrombotic agent87 and plays a role in
mediating the inflammatory response in subcutaneous tissue.88 NO is an im-
portant signaling molecule in shifting inflammation from acute stages to po-
tentially helping in enhancing wound healing. If NO can be released from
intravascular or subcutaneous sensors at the appropriate levels and with good
temporal control, evidence suggests that NO may radically reduce the bio-
logical response to these indwelling sensors.89 A class of NO donor that has
been extensively used for improving the biological response toward implanted
sensors is diazeniumdiolates.87–90 Figure 5.9 shows the structure of some ex-
amples of these molecules that have been used in polymeric materials to impart
NO release to materials for sensor fabrication. Each diazeniumdiolate molecule
will release 2 molecules of NO via thermal decomposition at 37 1C or a proton-
mediated decomposition mechanism. The rate of decomposition can be con-
trolled by changing the molecular structure of the parent compound used
to form the diazeniumdiolate and/or by tuning the water uptake and pH of
the polymer matrix in which the molecule is embedded. Initial work dispersed
(Z)-1-[N-methyl-N-[6-(N-methylammoniohexyl)amino]]-diazen-1-ium-1,2-diolate
(DMHD/N2O2), evenly through a PDMS matrix coated on an amperometric
oxygen sensor.90 This material showed greatly reduced thromobogenicity,

Figure 5.9 Chemical structures of two diazeniumdiolate type NO donor species that
can be incorporated into polymers to coat implantable sensors, creating
NO release surfaces that can reduce activation and adhesion of platelets in
the blood stream and also decrease inflammatory response for subcutane-
ous sensors. (A) diazeniumdiolated dimethylhexanediamine (B) diaze-
niumdiolated dibutyhexanediamine.
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but it was found that the hydrophilic DMHD/N2O2 leached out of the
polymer matrix, presenting potential problems by allowing the parent
diamine compound used to form the diazeniumdiolate (and present after NO
release) to circulate in the body. Some diamine compounds are known to be
carcinogenic.91

Because of the extremely promising results for inhibiting thrombus for-
mation on the surface of the blood contacting device, work began to either
covalently link the NO donor to the backbone of the polymer matrix used or to
make the donor lipophilic enough that it would not exit the hydrophobic
polymer matrix to enter the aqueous environment of blood. To this end,
modified PDMS materials were developed that contained pendant secondary
amines that could be converted to diazeniumdiolates and result in materials
with different NO release properties. Zhang and coworkers92 developed
DACA/N2O2 and TACA/N2O2 PDMS that used diamine and triamino-
containing crosslinking agents to react with hydroxyl-terminated PDMS
chains. Once the crosslinked polymer was cured, it could be converted to the
diazeniumdiolate by reacting in 5 atm of NO. Polyurethanes capable of re-
leasing NO were reported by Reynolds, et al.93 They developed two different
methods to synthesize polyurethanes, containing pendent amines in different
positions along the backbone of the PU that could be diazeniumdiolated, and
these polyurethans released NO for up to 6 days in aqueous solution at 37 1C.
These PDMSs and PUs are routinely used as membranes for sensors (O2, CO2,
glucose, lactate, etc.) and should be useful for improving the biological re-
sponse to indwelling sensors.

Another approach to impart NO-release properties to polymers used for
sensor fabrication is to develop a more lipophilic analog of DMHD/N2O2 that
replaces the methyl side groups with butyl side groups (DBHD/N2O2)

94 in an
effort to alter the partition coefficient enough to keep the NO donor within the
PDMS matrix in which it is dispersed. There are two distinct advantages to
blending a discrete NO donor into the polymer matrix being used to fabricate a
sensor over modifying materials to covalently attach NO donors. First, it
provides the ability to alter the amounts of the NO donor blended into the
material, depending on the level and reservoir of NO donor desired for a given
application. Secondly, the base polymer matrix can be varied without changing
the fundamental synthetic chemistry of the polymer itself. A limitation to this
approach, however, is that the NO donor can still diffuse out of the polymer,
albeit a greatly reduced risk compared to DMHD/N2O2. An alternative, which
allows similar advantages but reduces leaching, is the development of deriva-
tivized particle fillers with NO-releasing surface chemistry, such that these
particles could be incorporated into different polymers, thereby imparting NO
release capability to the material without changing the fundamental chemistry
used to synthesize the matrix. These particles also have a much higher potential
loading capacity and release of NO owing to the fact that they have more
potential NO donating groups than just single molecules. Zhang and cow-
orkers95 developed a series of silica particles modified by covalent attachment
of alkylamines to their surface that could be converted into diazeniumdiolates
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and subsequently blended into different polymers. This yielded mechanically
entrapped NO donors that were unable to leach from the polymer surface.
Frost and Meyerhoff96 also developed fumed silica particles derivatized with
different S-nitrosothiols, another class of NO donor (e.g., S-nitroso-cysteine, S-
nitroso-N-acetylcysteine, and S-nitroso-N-acetylpenicillamine) that could im-
part NO-release ability with different release profiles compared to the
diazeniumdiolate-based particle/polymer composites in response to Cu1, or
visible light when blended into plasticized PVC films.

There has also been extensive work to develop NO-releasing sol-gels (i.e.
xerogels) for potential implantable sensor applications.97–100 Shin and
Schoenfisch97 note that these are attractive materials because they are
synthesized under mild conditions and are chemically flexible and generally
porous, facilitating diffusion of analytes through the matrix to the sensor.
Marxer and coworkers98,99 report the synthesis of sol-gels prepared by the
hydrolysis and condensation of amine-functionalized alkoxysilanes and alkyl-
trimethoxysilanes. The crosslinked materials were exposed to 5 atm of NO to
form diazeniumdiolate moieties covalently linked to the material. Four dif-
ferent aminosilanes (isobutyltrimethoxysilane, (aminoethylaminomethyl)-
phenethyltrimethoxysilane, (aminohexyl)aminopropyltrimethoxy-silane and
N-[3-(trimethoxysilyl)propyl]diethylenetriamine) all had different storage and
release properties, demonstrating the ability to achieve a wide range of NO-
release profiles from this class of material. Shin et al.100 embedded NO-
releasing sol-gel particles into a polyurethane matrix to use as an NO-release
coating for glucose sensors. Roughly 10–200 mm NO-releasing particles were
obtained by grinding cured sol-gel monoliths synthesized by using (amino-
hexyl)aminopropyltrimethoxysilane reacted with methyltrimethoxysilane or
isobutyltrimethoxysilane. This further demonstrates the utility of these ma-
terials and the approach of incorporating NO release particles into a wide
variety of polymer matrices to obtain composite materials that are able to re-
lease physiologically relevant levels of NO.

These materials that release bioactive agents show immense promise in
controlling and mediating biological response around implanted sensors. One
limitation all these materials possess, however, is a finite reservoir of active
agent that is able to be released from materials preloaded with molecules such
as VEGF, DX or NO. Since these materials also release their agents continu-
ously once release is initiated, this limits the lifetime of a device. NO is, con-
sequently, released even when it may not be needed to limit thrombosis, or even
when a lower level of release may be adequate, and thus the total reservoir is
exhausted sooner than need be. This unnecessary NO release limits the effective
lifetime of the sensor.

In an effort to impart dynamic control over the level of NO released, RSNO-
derivatized fumed silica particles imbedded in a hydrophobic polymer matrix
showed dynamic NO release when illuminated with different intensities of
light.101 The hydrophobic polymer matrix excludes transition metal ions and
ascorbate ions such that NO release is only initiated by illumination, thereby
providing a dynamic on-off trigger for controlling NO release. Gierke et al.102
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then developed a modified polydimethylsiloxane with S-nitroso-N-acetyl-
penicillamine (SNAP-PDMS) covalently attached to the crosslinking agent
used to form the PDMS. This material, when coated onto declad optical fibers,
enables the precise control over the level and duration of NO released in re-
sponse to a programmed sequence of light generated by a wirelessly controlled
LED light source (see Figure 5.10).103 This system will permit control over NO
release and allow detailed information to be obtained regarding the level and
duration of NO needed to ensure controlled biological response in both blood
contacting and tissue contacting sensor applications. Riccio and cow-
orkers104,105 developed RSNO-containing xerogels that also releases NO in
response to illumination using incandescent bulbs of different wattages. These
types of materials that are able to release NO in a dynamically controllable
manner may offer a means to more closely mimic the physiological release of
NO and have the potential to allow implanted sensors to reach a stable,
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Figure 5.10 NO generated from S-nitroso-N-acetylpenicillamine-polydimethylsilox-
ane (SNAP-PDMS) coated on declad region of a 500 mm poly(methyl-
methacrylate) (PMMA) optical fiber with drive current turned on and off
and increasing with each step. The pulses used in this example were in 4
min intervals, light off and then light on with increasing light applied in
each subsequent step from 2, 5, 10, 15 and 20 mA of Idrive applied and
then 15, 10, 5, 2 and 0 mA applied to the LED via the ED. The
corresponding surface fluxes of NO generated was 0.95 � 0.04, 1.50
� 0.13, 2.37 � 0.33, 3.19 � 0.45, 3.88 � 0.57, 3.13 � 0.13, 2.30 � 0.19,
1.42 � 0.12, and 0.91� 0.04 (all�10–10 mol � cm–2 �min–1), respectively.
The inset shows that the surface flux of NO generated is linearly related
to the drive current applied to the LED illuminating the coated optical
fiber and is identical whether Idrive is applied form 0–20mA or 20–0mA.
Measurements were made at 22 1C with chemiluminescence detection.
(From ref. 103 with permission.)
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interfacial blood/tissue response that may ultimately allow for widespread
clinical utility.

5.4.3 Materials to Mimic Biological Form and Function

To more fully mimic biological tissue such as intact endothelium, Zhou
and Meyerhoff106 created a trilayer system that combined NO release with
surface-immobilized heparin. The idea is to more closely mimic the dual action of
antiplatelet NO and anticoagulant heparin. Wu and coworkers107 later combined
a continuously releasing NO PurSils layer top coated with a CarboSils with
surface-bound thrombomodulin and heparin that were shown to be biologically
active. As material development produces more matrices that exhibit better
biocompatibility, it is likely that combining these improved materials properties
with controlled active agent release and immobilized bioactive molecules will
lead to greatly enhanced performance of indwelling sensors.

An additional step toward creating longer-term implants would be to
eliminate the dependence on the reservoir of active agent present in the
implanted device. Klueh and coworkers108 developed a system in which they
genetically engineering cells to produce excess levels of VEGF. These cells were
entrapped in the tip of a glucose sensor. The goal was to increase vasculari-
zation around the implanted sensor to allow ample diffusion of glucose to the
sensor. When implanted in ex ova chick embryos, they were able to demon-
strate a dramatic increase in the density of blood vessels present around the
implant. This approach relies on the production of VEGF by cells in situ rather
than a preloading of the sensor with the active agent. Another approach to
avoid preloading donor molecules was demonstrated by Oh and Meyerhoff.109

They developed a lipophilic catalytic copper-containing species that was in-
corporated into poly(vinyl chloride) (PVC) and demonstrated that RSNOs
present in the bathing solution surrounding the material were decomposed to
release NO catalytically. Hwang and Meyerhoff110 then took a similar copper
cyclen structure and tethered it to the surface of biomedical-grade polyurethane
that was capable of spontaneously generating NO when in contact with blood.
This approach offers the advantage of using already existing medical grade
polymers and imparting them with NO-release properties. Cha and Meyerh-
off111 then extended this by developing an immobilized organoselenium moiety
that was able to catalytically generate NO from RSNOs present in plasma.
These catalytic systems should be capable of nearly indefinite production of NO
from their polymer surfaces because RSNOs are endogenously produced in the
body and circulate in blood and intestinal fluid. As long as adequate levels of the
endogenous RSNOs and reducing equivalents are present, the material will
continue to generate physiological NO levels at the polymer/biological interface.

5.5 Summary

The goal of developing implantable blood gas, glucose, and lactate sensors
that can provide reliable, real-time clinically relevant results remains elusive.
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While great advances have been made in the development of miniaturized
electrochemical and optical sensors that have adequate sensitivity, selectivity
and stability when operated in vitro, the placement of such devices in the
in vivo environment creates a physiological response that greatly influences
the quality of analytical results obtained. As summarized above, progress in
this area mandates the development of appropriate sensor coating materials
that can mitigate the normal activation of platelets and other cells when de-
vices are placed intravascularly and the inhibition of the inflammatory re-
sponse when sensors are placed subcutaneously. These coatings must be
capable of diminishing the normal physiological responses to the implanted
sensors, yet they cannot adversely affect analytical response properties, in-
cluding response times, sensitivity to the target analyte, and selectivity of the
sensor. A wide range of new, passive and active biomaterials coatings have
been devised in recent years specifically to target the in vivo sensing challenge.
In the end, it is likely that a combination of immobilized agents and slow
chemical release strategies will be needed to resolve the physiological response
issues that have limited the analytical performance of implanted sensors to
date. Continued research in this area during the coming years will hopefully
achieve success and provide an array of new in vivo sensor tools that will
enhance the quality of health care and disease management for millions of
people worldwide.
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CHAPTER 6

Peroxynitrite Electrochemical
Quantification: Recent Advances
and Challenges

SERBAN F. PETEU*a AND SABINE SZUNERITSb

aNational Institute for Research and Development in Chemistry and
Petrochemistry, 202 Splaiul Independentei, Sector 6, 060021 Bucuresti,
Romania; b Institut de Recherche Interdisciplinaire (IRI, USR 3078),
Université Lille 1, Parc de la Haute Borne, 50 Avenue de Halley, BP 70478,
59658 Villeneuve d’Ascq, France
*Email: sfpeteu@umich.edu

6.1 Introduction

The ageing population worldwide is affected by a high incidence of devastating
diseases, metabolic, cardiovascular and neurodegenerative to name a few,
caused by age-dependent formation of free radicals.1–3 Free radicals include
atoms, ions, molecules with unpaired valence electrons or open electron shell,
typically highly reactive and short lived.4–6

Clinical evidence shows the so-called reactive nitrogen and oxygen species
(RNOS), which include free radicals and peroxynitrite (ONOO–) to play a
fundamental role in cell signaling, for example being produced to maintain
their integrity when challenged by environmentally unsafe exposures such as
mechanical stress, UV radiation, toxins in air or water, bacteria, or viruses.1

When these species are, however, in excess, the steady state maintained by
physiological processes (homeostasis) is disturbed. At this point, the nitro
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oxidative metabolic stress develops and its actions over time leads to modifi-
cations of bio-macromolecules and also interfere with the redox signaling
processes.4–8

Already established in the last decade as a powerful nitrating, nitrosating and
oxidative ‘‘triple agent’’ for cellular constituents, peroxynitrite (ONOO– or
PON for short) is also being clinically established to exert a variety of detri-
mental, cytotoxic effects in cells and tissues, both in vitro and in living organ-
isms.4,10,11 Here, ONOO– is typically formed via the diffusion-controlled
reaction between superoxide radical (O2

��) and nitric oxide (NO).4–8 The PON
anion is a short-lived species, a potent inducer of cell death, thus perhaps
rightfully hailed as the ‘‘ugly side’’ of nitric oxide and with a very short life time,
that is only about one second at physiological pH11. By contrast, NO is acting
as a ‘‘good’’ molecule, whose low-level production is important, including in
protecting organs, such as the liver, from ischemic damage. Consequently, the
trio (�NO; O2

��; ONOO�) was notably dubbed5 as ‘‘the Good, the Bad and the
Ugly’’. Its fate50 is illustrated in Scheme 6.1.

Starting from the 1990s with the seminal publications by J. S. Beckman,
H. Ischiropoulos, R. Radi, and their groups and others4–6 suggested the
biological formation of peroxynitrite by the near diffusion-controlled reaction
in vivo between nitric oxide and superoxide radicals with their implications for
oxidative injury.4,5,7,12–14,50

Ever since, the literature constantly provides solid clinical evidence showing
that endogenously generated peroxynitrite is correlated with acute cytotoxicity
and is thus incriminated in various pathologies and diseases.4–6 In fact, the
discovery of the peroxynitrite biological formation, role and fate, arguably
continues and accomplishes the nitric oxide crucial discovery as a signaling
molecule in the cardiovascular system15 pioneered by R.F. Furchgott, L.J.
Ignarro and F. Murad, the 1998 Physiology-Medicine Nobel laureates.

Reactive
Oxygen 
Species O2 O2

1O2

H2O2 OH

ONOOH

+e
H+ H+

+e

Fe2+ Fe3+

ONOO-

RH

H+

NO
CO2

NO2
NO2

+

CO3

NO2
N2O3

NO2
N2O3

NO2
N2O3

RNH2
O2

decomp.decomp.
Reactive
Nitrogen
Species

RH

RO
ROO

O2

RO
ROO

Scheme 6.1 The principal RNOS derived from the biological conversion of oxygen
into superoxide ion and nitric oxide. Redrawn with the kind permission
of the American Chemical Society.
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Before dealing with peroxynitrite detection methods and tough challenges, it
seems highly appropriate to briefly review its role in biological systems.8,47,48

Herein, we table very succinctly the published clinical evidence for peroxynitrite
toxicity, especially to emphasize the vital need for the in vivo detection of this
analyte. The pathogenic effects of peroxynitrite have been aptly reviewed and
readers are referred to these articles.4–6

Furthermore, it is equally important to discuss efforts and strategies em-
ployed by others to attenuate the toxic effects of ONOO–.7,10,35–37,43 Some of
these potentially therapeutic methods are based on peroxynitrite isomerization

(A) (B) (C)

(D) (E)

O

O-

TCPP
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O

O
O-

TPPS

N

TM-4-PyP

CH3 N

TE-2-PyP

CH2CH3 N

4-alkylpyridium

(CH2)nH

N

N
R1

R1

2,2'-dialkylimidazolinium [R1= (CH2)nH]
2,2'-dimethoxyethylimidazolinium [R1=
(CH2)2OCH3]
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OCH3
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N
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to nitrate using metallo-macrocycle molecules and the catalytic reduction of
PON to nitrite and are examined extensively on models of several devastating
diseases models. An interesting fact is that same classes of metallo-macrocycles
decomposing or destroying peroxynitrite are arguably the ones that are also
electrochemically sensitive to PON, since in both cases catalytic processes are
involved. So, one can imagine perhaps designing PON sensitive films, with ‘‘de-
tect-and-destroy’’ double capabilities. Some of such PON decomposition
catalysts are shown in Scheme 6.2.

6.2 Challenges Confronted in the Accurate

Quantification of Peroxynitrite

Peroxynitrite is an extremely reactive molecule involved in numerous and
fast reaction pathways, thus the exogenous addition (from outside sources)
of ONOO– into (multi)cellular model systems is less than ideal to study its
biological effects.6 There are a number of reviews that outline the advances
and challenges when confronted to PON detection.4–7,47–50 Clinical and
pharmacological studies have discovered that PON is generated in vivo at steady,
low rates often quite the opposite of any analytical approach,4,5 where chemists
employ mostly short bolus exposures to characterize the PON-sensitive chemical
sensors.50 Thus, a gradual permeation of PON using an automatic variable-rate
delivery system (i.e. motor-driven syringe) seems better to model the in vivo
reality.6

The chemical instability of PON is an added difficulty to be considered, with
special weight for in vivo studies – where some investigators prefer the so-called

Scheme 6.2 Peroxynitrite decomposition catalysts: (A) FeTMPyP¼Fe (III)meso-
tetra(N-methyl-4-pyridyl) porphine chloride; (B) MnTDE-2-ImP51¼
Mn(III) meso-tetrakis(N,N 0-diethylimidazolium-2-yl) porphyrin; and
(C) FeTPPS¼ 5,10,15,20-tetrakis(4-sulfonatophenyl)porphyrinato Fe
(III), chloride. (D) The general structure of several PON decomposition
catalysts including several Mn and Fe porphyrins.6 The metallo-
porphyrins group that have alkylpyridyl substituents are represented
by TE-2-PyP (tetrakis((N-ethyl) pyridynium-2-yl) l porphyrin) and
TMPyP (tetrakis((N-methyl) pyridynium-4-yl) l porphyrin). These read-
ily decompose PON. By changing substituents position and alkyl chain
length, one can influence both hydrophobicity and redox potential. (E)
Also, several specific R groups are specified.6 The metalloporphyrins
such as Mn(III) tetrakis [N-N0-diethylimida-zolium-2-yl]porphyrin
MnTDE-2-ImP5 contain dialkylimidazoline substituents as seen in
Scheme 2B where R1 is en ethyl group. Other acronyms are TCPP
(tetrakis 4-carboxylato-phenyl porphyrin); TPPS (5,10,15,20-tetrakis-
40-sulfonatophenyl porphyrin). Finally, the FeCl tetrakis-2-(triethylene
glycol monomethyl ether) pyridyl porphyrin FP15 contains a triethylene
glycol monomethyl ether pyridynium moiety as the R-group linked to the
porphyrin ring. The acronyms in bold are referred to in Table 6.1.
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Table 6.1 Peroxynitrite pathological effects and potential therapeutic
strategies.

Diseases

Pathogenic Effects of Peroxynitrite
Established Clinically in Disease
Models

PON Decomposition
Catalysts Potentially
Therapeutic

Cardiac diseases

� Cardiovascular
effects in vitro/
in vivo

� Myocardial
ischemia/
reperfusion
injury

� Myocarditis
� Cardiac

allograft acute
rejection

� Chronic heart
failure

PON has been shown to trigger
apoptosis in cardiomyocytes16,17

endothelial18 and vascular smooth
muscle cells.19,20

Reperfusion (treatment to reduce
myocardial damage resulted from
infarction, organ transplantation)
leads to additional tissue injury
facilitated by RNOS21,22 upon
reperfusion, including by an apparent
PON formation increase.23,24

Myocarditis has been linked to
increased nitro-tyrosine immune-
reactivity, indicating a pathogenic
role of PON formation.25,26,64

FP15 reduced myocardial
infarct size in infarction
porcine model.38

FeTPPS prevented
myocardial dysfunction in
an inflammatory heart-
failure model.7

Vascular diseases

� Atherosclerosis
� Aging
� Hypertension

The pathogenic role of peroxynitrite
in atherosclerosis27 and in arterial
hypertension is supported by recent
findings.28

Increased oxidative stress in aging
also leads to functional inactivation
of NO by elevated concentrations of
O2

– favoring an enhanced PON
formation.29

Using FeTPPS, recent
studies have provided
additional data for role of
peroxynitrite.39

FP15 improved vascular
function, cardiac function,
peripheral motor and
sensory nerve
conductance.38

Chronic

Inflammation

� Chronic
arthritis

� Inflammation
of toxic origin

� Chronic
inflammation
with cancer
potential

In arthritis, the PON could be the
final finisher of previously
considered NO-dependent
inflammation, as ascertained by a
series of findings.7

PON is suspected to play an important
role in the development of organ
damage and inflammation prompted
by various toxic chemicals.30

A correlation between chronic
inflammation and tumorigenesis has
been thought. Long-term exposures
to PON nitro-oxidative stress could
lead to cancer, under inflammatory
conditions.7

FeTMPS exerted anti-
inflammatory effects in
paw-swelling models.40,41

FP15 improved the effect of
autoimmune arthritis and
colitis in murine models.42

PON decomposition
catalysts might develop
into potential tools for
chronic joint
inflammation.6,7

Neurodegenerative

diseases

� Multiple
sclerosis

� Parkinson’s
� Alzheimer’s
� Huntington’s

The concurrently increased nitric oxide
and superoxide production
associated with neurodegenerative
disorders favors the in vivo generation
of peroxynitrite.31

Numerous findings seem to strongly
support the involvement of PON in
all neurodegenerative disorders.11

NOS inhibitors were helpful
in neurodegeneration
models, potentially by
averting peroxynitrite
formation.7

Porphyrinic antioxidants
improved the outcome in
sclerosis murine models.44
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‘‘genuine’’ ONOO–. Several synthetic methods for the preparation of per-
oxynitrite have been reported and are being successfully used, including:

(a) the ozone reaction with azide ions in presence of low concentration
alkali;51

(b) the auto-oxidation of hydroxylamine in moderately alkaline NaOH
solution;52

(c) the nitrite reaction with acidified H2O2 followed by a base quench;53

(d) the ethoxyethyl nitrite reaction with H2O2 in a basic medium;54

(e) the UV photolysis of solid KNO3;
55

(f) the two-phase displacement reaction by the hydroperoxide anion, in the
aqueous phase, on the isoamyl nitrite, the organic phase.56,57

Typically, the as-synthesized PON solution results with a double-digit
milliMolar final concentration and could be stored at –50 1C being useable for
several months, with a typical loss, nonetheless, of about 2% PON per day.
Nevertheless, its real concentration can be assessed by absorbance in UV-Vis at
302 nm, (e¼ 1700 mol–1 L cm–1). All these experiments are mostly carried out at
around 2–4 1C over an ice bath to minimize the spontaneous peroxynitrite
decay.57

Additionally, it has to be kept in mind that synthetic PON stock solutions
need a higher pH (such as pH 9.5) where the analyte is more stable and
characterization can be made adequately. By contrast, at physiological pH

Table 6.1 (Continued)

Diseases

Pathogenic Effects of Peroxynitrite
Established Clinically in Disease
Models

PON Decomposition
Catalysts Potentially
Therapeutic

Diabetes and

complications

� Primary
diabetes

� Cardio-
vascular
dysfunction

� Neuropathy,
nephropathy,
retinopathy

Type 1 (insulin-dependent) diabetes
is an autoimmune destruction of
insulin producing beta cells,
thus resulting in long-term
hyperglycemia.

While the real trigger is still
unknown, the current findings
converge for a crucial function of
nitric oxide, superoxide and
peroxynitrite in the pathogenesis
of diabetes and associated
complications32 with PON
potentially implicated in beta-cell
destruction.33,34

Mercaptoalkylguanidines
and FP15 reduced the
type 1 diabetes onset in
murine models.7,45

FP15 improves retinal
microcirculation in
diabetes rodent models.46

The acronyms utilized are (see also Scheme 6.2):
FeTMPS¼Fe (III)meso-tetra(2,4,6-trimethyl-3,5-disulfonato)porphine chloride
FeTPPS¼ 5,10,15,20-tetrakis(4-sulfonatophenyl)porphyrinato Fe(III), chloride
FP15¼Fe(III)tetrakis-2-(N-triethylene glycol monomethyl ether) pyridyl porphyrin.
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peroxynitrite is prone to fast decomposition.4,5,7 This is one reason that other
routes for the PON formation have been looked at.

The use of donor solutions of SIN-1 (3-Morpholino-sydnonimine, also called
Linsidomine) has become widely accepted as one way to overcome this limi-
tation. SIN-1 is being used as a PON producer at physiological pH, nowadays,
under ambient molecular oxygen conditions, it produces both nitric oxide and
superoxide as illustrated in Scheme 6.3 and therefore is a PON donor or
generator.58–63

SIN-1 liberates superoxide anions and nitric oxide spontaneously in
solution with a 1 : 1 stoichiometry, thereby generating peroxynitrite continu-
ously for a certain period of time. Indeed, in an aerobic aqueous solution SIN-1
decomposes readily to SIN-1A, which in the presence of an oxidant like
oxygen forms the unstable SIN-1A radical cation. The latter liberates NO
and eventually forms the stable end product 3-morpholino-iminoacetonitrile
SIN-1C, as shown in Scheme 6.3.

The quantitative determination of ONOO– continues to be complicated, due
to a variety of intrinsic obstacles,47–49 including

(i) inherent difficulties to accurately reproduce the true in vivo kinetics of
PON in the model experiments in vivo;7,9,10

(ii) the potential of misinterpreting PON concentration ‘‘as determined’’, if
the experimental conditions are not carefully optimized;8,47

(iii) the vast complexities of the in vivo real environment, as PON typically
interacts with more than one target per unit time, due to its high
reactivity.10

Scheme 6.3 The oxidative mechanism for ONOO– release from SIN-1.
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The detection arsenal for peroxynitrite as well as its precursors nitric oxide
and superoxide, includes indirect biochemical assays, optical detection methods
with suitable dyes, electron (paramagnetic) spin resonance spectroscopy and
electrochemical sensing strategies.8,50,71

Biochemical assays measure PON concentrations indirectly, typically based
on up- or down- stream interactions, furthermore suffering from additional
unwanted sample processing, such as freezing.65–67 Other, more sophisticated
and extremely expensive techniques, such as electron spin resonance spec-
troscopy (ESR) used with spin-trapping agents, are afforded by only few select
laboratories, are considered too far outside of the scope of this chapter, and
plus these have been reviewed in detail elsewhere.8,50,71

By contrast, electrochemical detection using chemically modified electrodes89

is considered a great analytical technique when it comes to real-time, label-free
and direct measurements of these reactive species.11,47,50 One main drawback,
however, is that the selectivity sometimes implies the use of an additional
membrane or film, which brings a trade-off between specificity or a slower
sensor response.68,69

6.3 Electrochemical Interfaces and Methods for

Peroxynitrite Detection

Several reviews on the PON electrochemical detection have outlined the
different materials and methods used.4,47 While the best perspectives for
label-free, in situ detection to date seem to be offered by electroanalytical
methods, surprisingly there are just a handful of papers dealing with
this issue.68–73 Furthermore, most of the reports have not comprehensively
characterized the peroxynitrite-sensitive electrocatalytic matrices such as the
conductive polymer-manganese ion complex73 or the manganese (II)
tetraamino-phthalocyanine coated with poly(4-vinylpyridine).72

Thus, motivated by the challenge to find better-performing interfaces for the
electrochemical detection of peroxynitrite, the state-of-the-art in PON sensors
will be discussed, including their sensitivity, response time, specificity against
other electroactive molecules with selectivity to peroxyitrite. Also, the advan-
tages and drawbacks will emphasize their potential to be used in real biological
matrices. The discussion will be focused on two main aspects, the reaction
mechanism and the selectivity of the respective PON-sensitive film, when
available. The other important performance factors such as limit of detection,
response time, sensitivity, are shown in Table 6.2.

Amatore and colleagues68,69 have pioneered a number of interesting methods
and dedicated micro- and nanosensors supported by theoretical and experi-
mental models. From this body of work, herein will be outlined only some of
the efforts leading to peroxynitrite quantification. Simultaneous detection of
NO, O2

�� and ONOO� at different potentials was possible with a new ex-
perimental method illustrated in Figure 6.1. They reported that a single-cell
oxidative burst could be in fact decomposed into each of the corresponding
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species, specifically reduced oxygen (O2
��, H2O2) and reduced nitrogen (NO,

NO2
�, ONOO�). The distance between the platinized carbon microelectrode

(CFE) tip and the cell surface was minimized, thus facilitating a fast detection
of species despite their short life spans. Then, amperometric tests performed
on fibroblast cells at different oxidative potentials, have shown that the cell –
response level increased with the potential and, accordingly these responses
appeared to integrate multiple electroactive species. The in vivo experimental
data consisted of several oxidative waves, subsequently confirmed by in vitro
experiments with same electrodes for stable solutions. Figure 6.1 shows the
species H2O2, ONOO�, NO, NO2

� to be directly oxidized at the platinized
CFEs for their respective potentials vs. SSCE. Each species, including the
ONOO�, could selectively be quantified by amperometry at their respective
potentials. While this experimental algorithm allowed new investigations in
carefully controlled bioenvironments, its definitive merits for unknown com-
plex configurations in vivo, still remain to be seen.

Table 6.2 Electrochemical methods for peroxynitrite-sensitive interfaces.

Reference
Detection Limit (LoD), Response Time (RT),
Sensitivity (S) and Selectivity

A Amatore et al., Chem. Eur. J., 2001
Amatore et al., Chem. Bio. Chem.,

2006
Amatore et al., Anal. Chem., 2010

Special methods.
The different species including PON were
reported as being selectively quantified by
amperometry at their respective potentials
(see text)

B Xue et al. Anal. Chem., 2000 LoD¼ 18 nM
S¼ 2.4�10–3 nA/nM
Selectivity was examined (see text)

C Wang and Chen Talanta, 2010 LoD¼ 100 nM
S¼ 0.22 nA/nM
Selectivity was examined (see text)

D Bedioui et al., Phys. Chem. Chem.
Phys., 2010

Bedioui et al., NO Biol. Chem., 2012
Cortes et al., Electroanalysis, 2007
Quinton, Griveau, Bedioui

Electrochem. Commun., 2010
Quinton et al., Lab on Chip, 2011

LoD¼ 5000 nM
S¼ 14�10–6 nA/nM
Qualitative indicator of ONOO- bolus pH 7.1
Selectivity not examined (see text)

E Koh et al., Anal. Chem., 2010 LoD¼ 2 nM
Selectivity determined (see text)

F Kubant et al., Electroanalysis, 2006 LoD¼ 1 nM
Selectivity not apparent (see text)

G Peteu et al., Biosens. Bioelectron.,
2010

Peteu et al., An. Chim. Acta, 2013

LoD¼ 200 nM
TR¼ 5 s
S¼ 13�10–3 nA/nM
LoD¼ 2500 nM
S¼ 75�10–3 nA/nM
Selectivity examined (see text)

H Szunerits et al., Analyst, 2013 LoD¼ 5 nM
S¼ 7.5 nA/nM
Selectivity not yet examined (see text)
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Metallo-phthalocyanine and metallo-porphyrin complexes have been tested
as peroxynitrite-sensitive electrochemical interfaces. From the family of the
tetrapyrrolic complexes, the metallo-phthalocyanines (MPC) are chemically
and thermally stable, have good electrocatalytic activity, with diverse co-
ordination and substitutional possibilities conferring versatile physicochemical
properties to MPCs.75,76 MPCs are known to behave as shuttles/relays in a
series of oxidative and reductive electron-transfer processes, even when im-
mobilized on surfaces.77–80 Furthermore, the MPCs can be readily tailored by
substituent variations onto the phenyl ring, with their electroactive metal center
typically conferring good electrocatalytic performance.81 Catalytic applications
of MPCs include sensing analytes such as oxygen, peroxide, thiols, dopamine,
epinephrine, nitrite.81–83 In aqueous phase, the MPC electrochemistry is illus-
trated by the multiple and often reversible redox processes localized on their PC
ring and metal center.84 On the other hand, the metallo-porphyrin complexes
have shown similar characteristics.99

The applications targeting PON detection follow. The manganese tetra-
aminophthalocyanine (MnTAPC) was employed by both the groups of Jin71

and of Bedioui70 for the PON detection on MnTAPC-modified CFEs and Pt
disc microelectrode, respectively.

Jin and colleagues71 electropolymerized the MnTAPC onto 7-mm
diameter CFEs. Based on quantum chemistry, they showed the O* atom from
peroxynitrite O–N–O–O*� providing the lone-pair electron to the center of
the Mn atom of the MnTAPC when these form an axial coordination
complex. The reaction in Scheme 6.4 shows that PON was oxidized to nitric
dioxygen and nitrite. The detection method employed was differential pulse
amperometry (DPA), the current measured being the difference between the
values at the potentials 0.20 V and 0.0 V vs. Ag/AgCl. The majority of the
electroactive compounds did not interfere with the signal, or were signifi-
cantly attenuated, since apparently these were easily oxidized at potentials

Figure 6.1 Individual steady-state voltammograms obtained at the same electrodes
for the respective species O2

–, H2O2, ONOO�, NO, NO2
�, including

peroxynitrite.
Reproduced with kind permission from the PCCP Owner Societies.
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over 0.2 V vs. Ag/AgCl. Additionally, a poly(4-vynilpyridine) film (PVP)
positively charged was added and it performed as a cation-repulsive barrier
and as a diffusional screen for larger biomolecules. The selectivity was tested
against a list of electroactive, interfering agents from biological media in-
cluding: nitric oxide, nitrite, nitrate, hydrogen peroxide, ascorbic acid, uric
acid, dopamine, epinephrine, glutathione, arginine. However, this improve-
ment in selectivity typically comes at the expense of the response time, which
is a drawback when fast detection is needed.

Bedioui and colleagues70 reported a similar MnTAPC film polymerized in
DMF at a Pt disc microelectrode, showing the determination of stable PON
in aerobic alkaline aqueous solution of 1.2M NaOH at pH 10.2 based on the
electrocatalytic reduction current at –0.45V vs. Ag/AgCl according to an
overall mechanism involving a two-electron reduction of a manganese
oxo intermediate [MnIV¼O], as previously suggested, although the exact
mechanism has not been identified. The main advantage of both of
these MnTAPC-based PON electrodes is the relatively low potential applied
between 0.0 V and –0.5 V vs. Ag/AgCl in the peroxynitrite detection. This
should solve the problem with most interfering oxidizable compounds.

For another PON-sensitive method developed in the same group,48 the de-
tection was reported at a bare gold RDE (rotating disc electrode) at 7.1 pH in
PBS. Since PON is extremely unstable in neutral solution, the current–potential
curve was reconstructed by RDE amperometry in the interval (–0.5 to 0.7) V vs.
SCE. The detection was reported to occur via electroreducing the conjugated
peroxynitrous acid ONOOH. While the detection is claimed to be selective due
to the –0.1 V operating potential, the PON bolus detection seems qualitative at
best, plus the sensitivity cannot easily be calculated and that is a clear drawback
of this method.

The same group published a proof of concept for an on-chip electrochemical
sensor array (ESA) platform.50 The ESA has individually addressable gold
ultramicroelectrodes (UMEs) of 50 mm in diameter and counter with Ag/AgCl
reference) for simultaneous screening of nitric oxide and peroxynitrite. The
ESA was interfaced with cell-culture wells.

Other electrochemical approaches to detect peroxynitrite include Wang and
Chen72 who employed a film of cyanocobalamin (vitamin B12) electro-
polymerized on a modified glassy carbon electrode, showing good electro-
catalytic activity for PON oxidation.

Scheme 6.4 The detailed catalytic reaction between MnTAPC and peroxynitrite.
Reproduced with kind permission from the American Chemical
Society.
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Earlier studies have shown that cobalt (II) tetraphenylporphyrins
(Co(II)TPP) can bind the O* atom in peroxynitrite (O–N–O–O*�) to form an
axial coordination compound (Co(II) –OONO–TPP). The reversible binding
reaction of peroxynitrite with Co(II)TPP has been confirmed by kinetic and
mechanistic experiments.72

Because cyanocob(II)alamin – or Cbl(II) – also contains cobalt(II) porphy-
rin, the thought was that Cbl(II) binds peroxynitrite to form a stable Cbl(II)–
OONO� coordination compound. The equations showing the postulated
electrocatalysis mechanism of poly(cyanocobalamin) film toward peroxynitrite
oxidation are illustrated in Scheme 6.5.

The postulated mechanism demonstrated the redox-active cobalt center in
poly(cyano-cobalamin) film can catalyze peroxynitrite decomposition through
the formation of intermediates, which is in agreement with the mechanism of
peroxynitrite decay in basic aqueous media proposed previously.72

The selectivity was claimed by studying the interference from: glucose,
dopamine, ascorbic acid, uric acid, xanthine, l-arginine, H2O2, NO and NO3

–,
NO2

–. As a drawback, however, there were no data shown, or theoretical
reasoning, in support for these specificity claims.

Koh with colleagues73 synthesized a manganese–polymer complex film
(polydithienyl-pyrrole-benzoic acid, or PDB) and electropolymerized it onto a
Pt microelectrode. This (Mn-pDPB) film also had gold nanoparticles electro-
deposited on the modified surface and it reportedly enhanced the PON re-
duction according to the reaction mechanism from Scheme 6.6.

In this work SIN-1 was employed as a peroxynitrite donor solution with a
half-life of 14–26 min, during which time PON was produced continuously.
This was timely confirmed with its 302-nm absorbance peak and was,
furthermore, ascertained in inhibitory tests with a peroxynitrite scavenger, such
as uric acid. During such tests, first the response current rose sharply after
several additions of PON, then the current arrived at a plateau, only to decline
abruptly following the addition of the PON scavenger uric acid.

An increase in selectivity was reported by using an outer layer of poly-
ethyleneimine (PEI), the interferents tested included serotonin, dopamine,
ascorbic acid, bilirubin, and the PON decomposition molecules. The selectivity
was reported as satisfactory, allowing these UMEs to be employed for the PON
determination in vitro on glioma cells. To fully validate this interesting work, it
would be perhaps interesting to repeat the same experiments with the ‘‘genu-
ine’’ peroxynitrite freshly synthesized.

Malinski and colleagues74 utilized a manganese(III) [2–2]paracyclo-
phenylporphyrin (MnPCP) that was electrodeposited on a 5-mm long, 250-mm

poly(CbI)(III) + O=N-O-O–

poly(CbI)(II) –OONO* -e

2ONO2* O2 + 2NO2

poly(CbI)(II) – OONO*

poly(CbI)(II) + ONO2*

Scheme 6.5 Reaction mechanism showing the redox-active cobalt center in poly-
(cyanocobalamin) film to catalyze peroxynitrite decomposition.
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diameter CFE for the PON sensor. They reported the detection of PON in the
presence of NO and O2

–.
The chrono-amperometry was conducted with a module integrating 3

working electrodes poised at different potentials, namely 0.67 V (for NO),
0.35 V (for O2

–) and –0.35 V (ONOO–), although the nature of the reference
electrode was not clear from the paper. Here, an interesting fact is that the ratio
between the concentration of NO and ONOO–, that is [NO]/[ONOO-] was
reported as a potential diagnostic marker, e.g. in cardiovascular diseases. While
this idea is surely interesting, a disadvantage here is that some details seem
unclear and so should be clarified in the future.

Elsewhere,57,127 the electropolymerized iron(III) chloroprotoporphyrin IX
(hemin) thin films were developed to examine the electrocatalytic oxidation of
peroxynitrite on glassy carbon and carbon-fiber microelectrodes, in both
standing solutions and in flow-through systems. The reaction scheme is illus-
trated in Scheme 6.7.57

The PON tests revealed a peak-shaped catalytic wave, indicating a fast
catalytic oxidation of peroxynitrite that was not observed with protoporphyrin-
only (without the iron) films. In reference to Scheme 6.7, this suggests the

N S

S
Pt Pt

C
O O

2+
Mn Mn

2+

O O O N OONO

N S

S

C
O O

3+
Mn Mn

3+

O O

N S

S

C
O O

2+
Mn Mn

2+

n n n

Pt

PON

Scheme 6.6 Reaction mechanism involving the manganese-polymer complex poly-
merized and the gold nanoparticles electrodeposited from solution.
Reproduced with kind permission from the American Chemical Society.

Scheme 6.7 Electrocatalytic PON oxidation scheme by the hemin-modified GC
electrode.
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essential role of the bound iron center/atom to allow the oxidative catalytic
turnover of peroxynitrite, also consistent with other reported direct interaction
with metallo-macrocycles. In one study, this interaction led to PON
decomposition, with a set of iron porphyrins in solution is based at the FeIII
center, and yields to the isomerization product, nitrate, through a sequence of
binding, ‘‘in-cage’’ dissociation mechanism, and rebound, utilizing an
Fe(IV)¼O intermediate.57

Additionally, a comparison was made between the properties of hemin alone
with hemin-PEDOT films. Hemin film exhibited a moderate response mediated
by a direct electrocatalytic oxidation of peroxynitrite. By contrast, after adding
PEDOT to the matrix, the sensitivity of the hemin-PEDOT modified CFEs is
strongly enhanced. This was due to the tortuous porous hybrid surface shaped
as a ‘‘nanocauliflower’’ that is characteristic of the PEDOT grown film
superimposed with the apparent synergistic effects between PEDOT and the
hemin macrocycle molecules.

The specificity was verified for the main decomposition products of peroxy-
nitrite, in this case (pH 10.5) nitrite and nitrate compared with PON for same
concentration 400 mM. The peak current ratio of PON compared with NO2

–

and NO3
– was 6.7 times higher. Certainly, more work is needed to address the

selectivity against other typical interferents from biological media including:
ascorbic acid, uric acid, dopamine, glutathione, arginine.71

The next section will examine more on the use of PEDOT and graphene to
increase the response sensitivity. In addition, some just-published results on
using a (reduced graphene–hemin) PON-sensitive film will be discussed in
detail.

6.4 Strategies to Increase Response Sensitivity:

Electroactive Polymers or Graphene

Electroactive Polymers (EAPs) are one way to increase the response/sensitivity
of the electrochemical systems, also known as Inherently Conductive Polymers
(ICPs) these two terms being used interchangeably in the literature.85–87

The common sense that plastics, unlike metals, do not conduct electricity was
shattered in the 1970s. The discovery and development of conductive polymers
was later rewarded with the 2000 Chemistry Nobel prize to A.J. Heeger, A.G.
MacDiarmid and H. Shirakawa.88

The use of EAPs deposition will be examined next, with a focus on the
electropolymerization method to apply a film or (multi)layer onto a working
electrode (WE). Herein, the main goal is to exploit the EAP’s potential and thus
to impart its qualities to the WE and improving the electroanalytical per-
formance and function adequately as ‘‘electrode modifiers’’, enhancing the WE
electrocatalytic activity, while also often offering antifouling properties.85–87

With their intrinsic advantages, nowadays the polythiophenes may be con-
sidered the preferred choice for amperometric sensing, although the polyaniline
and polypyrrole should not be undervalued for electroanalysis in general.90,91
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One reason for the attractiveness of thiophene is the arsenal of functionaliza-
tion tools afforded by its monomer ring, in order to confer good conductivity
and high stability to the electrode and/or to create properties such as higher/
lower specific affinity or binding towards a specific analytes, or by contrast
interferents.

From the thiophene family, the poly-3,4-ethylenedioxythiophene or
PEDOT (Scheme 6.8), has been especially preferred for several reasons. The
two oxygen atoms coupled to the thiophene rings permits this monomer to be
oxidized at especially low potentials. This aspect, added to the very low steric
hindrance of the condensed rings and the molecule symmetry, leads the
PEDOT to experience a high conductivity and a narrow bandgap, being easily
oxidized with a wide anodic potential window.92–94 Furthermore, it was
determined that its condensed ring polarity allows polymerization in aqueous
solution.87

The advancement of nanostructured hybrid materials came recently to offer
new perspectives to increase the sensor’s response (sensitivity) including the use
of conductive nanohybrids with an EAP complementing the electrocatalytic
activity of a partner such as metal (oxide) nano or microparticles.95–98

Metal complexes or ions can also act as (co-)electrocatalysts, while the
overall (PEDOT-metal ions/complex) hybrid film was shown to improve its
stability and, furthermore, decrease its resistance to charge transfer.87 In one
such case, the iron protoporphyrin (hemin) has been employed for the detection
of peroxynitrite (ONOO�) electroassembled on a glassy carbon electrode.8

When the hemin was included in a PEDOT coating, the sensitivity and linear
range of the calibration plots was strongly enhanced with respect to the two
single components, that is the PEDOT or the hemin, separately. Notably, the
hemin–PEDOT hybrid film enjoys a fractal three-dimensional ‘‘cauliflower’’
porous matrix with a very large specific area/volume, similar with the one
shown in Figure 6.2 as ascertained by SEM imaging.100

Additionally, a comparison was made between the properties of hemin
alone with hemin–PEDOT films. Hemin film exhibited a moderate response
(mediated a direct electrocatalytic oxidation of peroxynitrite and. By
contrast, after adding PEDOT to the matrix, the sensitivity of the hemin–
PEDOT-modified CFEs is being strongly enhanced. This was due to the
tortuous porous hybrid surface shaped as a ‘‘nanocauliflower’’ that is
characteristic of the PEDOT grown film superimposed with the apparent
synergistic effects between PEDOT and the hemin macrocycle molecules.

PEDOTpolypyrrole polyaniline

NH
n

nS

OO

nN
H

Scheme 6.8 Typical conductive polymers are polypyrrole, PEDOT and polyaniline.
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Further testing has arguably ascertained synergy effects developed between
the PEDOT and the hemin macrocycle molecules: this conclusion was sup-
ported by a significant lowering of the oxidation potential for the nanohybrid
material, as compared with the responses from either one of the two
components – when employed separately.8,87

Whereas such hybrid nanomaterials always seem desirable due to the ability
to tailor their properties to the specifically desired application, however, the fine
tuning of the properties is often the result of a ‘‘trial and error’’ approach.87

Additionally, there are few publications outlining the use of PEDOT for sen-
sors, in real biological media.

To optimize a particular electropolymerization method, the experimental
matrix has tens of variables or combinations to be addressed, even when the
same monomer is used, including: the nature of solvent, supporting electrolyte,
monomer concentration, film thickness, the temperature and each of those or
their combination can affect the usability (structural, morphological, chemical
features) of the electrodeposited film.

To this aim, the interaction at the film/electrode interface is important, as
it is considered that the very first layers of adsorbed molecules on the
WE surface very strongly affect the properties of the whole WE system.101 And
finally, in situ measurements performed by electrochemical, microgravi-
metric, microscopic and spectroscopic techniques performed on the electro-
polymerized film can accurately characterize the thin layer formed on this
conductive substrate.102–105

Figure 6.2 Nanohybrid of a metallo-porphyrin and PEDOT. The dimension between
arrows is less than 300 nm.
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Graphene, or other carbon-based materials such as glassy carbon, diamond,
diamond-like carbon, carbon nanotubes, fullerenes are another way to increase the
WE response and sensitivity. They have attracted much interest, because of their
marked structural differences and their related variety of electronic and elec-
trochemical properties.106–109 Their low cost, chemical stability, wide potential
window, rich surface chemistry and enhanced electrocatalytic activity for a
variety of redox reactions have made these materials of high importance for
analytical and industrial electrochemistry. Different forms of carbon nano-
materials, including carbon nanotubes, carbon nanofibers and fullerenes have
been more recently employed for electroanalytical applications and have been
shown to outperform the classical carbon materials based on graphite, glassy
carbon, diamond and carbon black.110

In contrast to other carbon-based electrodes, carbon nanotubes are typically
grown from carbon-containing gases with the use of catalytic metal nano-
particles, which remain in the nanostructures even after extensive purification
procedures. As a consequence, the electrochemical behavior of carbon nano-
tubes is dominated by these metal nanoparticles.111 These metallic impurities
are not only causing problems for the construction of reliable sensors and
energy devices112,113 but are also responsible of toxicological hazards within
biological samples.113

The demonstration by Novoselov and Geim, the 2010 Nobel Laureates in
Physics, that single layers of graphene can be isolated from graphite and
identified by microscopy has pushed graphene to the forefront of research
in the design of electrochemical sensors.114,115 Most recently, hemin-
functionalized graphene nanosheets have revealed PON activity.116,117

The potential of graphene to support organic molecules such as hemin, and
other porphyrin species, through p� p stacking interactions116–122 makes this
material of high interest to study its resulting peroxynitrite activity.117 The
hemin-functionalized reduced graphene oxide (rGO/hemin) matrix can be
formed by reduction of graphene oxide to reduced graphene oxide using
hydrazine116 or dithiothreitol117 followed by immersion into hemin solution, or
by a simultaneous reduction and chemical modification process as illustrated in
Figure 6.3A.116

The incorporation of hemin into the RGO matrix can be revealed by the
presence of the Fe31/21 center of hemin119,122,123 at E¼ –0.4 V (Figure 6.1B).,
where the amount of incorporated hemin was estimated as G was
(3.6� 0.5) � 10–8mol cm–2. This value is much larger than that reported for
hemin–pyrolytic graphite (0.74 � 10–8mol cm–2),124 hemin–multiwalled carbon
nanotubes (0.27 � 10–8mol cm–2)125 and is comparable to hemin immobilized on
highly ordered mesoporous carbon (1.75 � 10–8 mol cm–2).126

Addition of ONOO–, generated from SIN-1 to a GCE/rGO/hemin electrode
shows an oxidative wave at Eox,1¼ 1.17 V (Figure 6.4A). This wave is close to
the oxidation potential of hemin and is thus assigned to the electrochemical
oxidation of hemin on the rGO platform. In the presence of ONOO–, an
electrocatalytic oxidations ONOO– mediated by oxidized hemin centers seems
to occur (Figure 6.4B).127 The Fe31 center in the rGO/hemin film is oxidized to
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Figure 6.4 (A) Cyclic voltammograms in the absence (black) and presence of 200 mM
SIN-1 (pH 7.4) on GCE electrode modified with rGO/hemin (blue); (B)
Proposed mechanism for the electrocatalytic oxidation of ONOO– by
rGO/hemin interface.
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Figure 6.3 (A) Schematic representation of the synthesis of rGO/hemin; (B) Cyclic
voltammograms of bare glassy carbon (black) and a rGO/hemin modified
GCE electrode prepared by drop casting 5�25 mL of rGO/hemin (0.5 mg/
mL) onto GCE (black): solution: N2-saturated PBS buffer (0.1 M, pH 7.4),
scan rate: 50 mV s–1.
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a high-valent iron form (e.g. iron oxo intermediate, [Fe41¼O]) electro-
chemically at the electrode interface, which, in the presence ONOO–, is re-
reduced back to Fe31 for further turnovers. The performance of the rGO/
hemin modified GCE towards the detection of peroxynitrite was evaluated by
chronoamperometry and showed a PON sensitivity ofE7.5� 1.5 nA nM–1 with
a low nanomolar detection limit of E5 � 1 nM, as illustrated in Figure 6.5.

6.5 Conclusions and Perspectives

This chapter offered an overview of the state-of-the-art in electrochemical
quantification of peroxynitrite, a powerful nitrating, nitrosating and oxidative
agent4,10,11 and product of the nitric oxide reacting with superoxide radical.4–8

In addition, this chapter examined the real challenges to detect this analyte,
together with the most recent advances.

In order to show the vital necessity for in vivo ONOO– detection, the medical
facts are purposely outlined, as a solid body of published findings has clinically
ascertained peroxynitrite to be a potent cell death inducer, in several devas-
tating diseases.4–6 Equally important are the strategies to develop PON de-
composition catalysts as potential therapies to attenuate its adverse effects.
These therapeutic methods are based on peroxynitrite isomerization to nitrate
using metallo-macrocycle molecules and the catalytic reduction of PON to
nitrite.

Currently, a number of these PON decomposition compounds are examined
extensively on diseases models,7–10 including by few dedicated startups or
spinoffs. Not surprisingly, the interest from the ‘‘angel investors’’ to finance
such potentially successful endeavors – PON decomposition catalysts – could
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Figure 6.5 (A) Typical amperometric response curve obtained using a GCE/rGO/
hemin electrode polarized at þ1.1 V vs. Ag/AgCl with subsequent add-
ition of SIN-1 and, (B) Calibration curve.
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be massive in the United States for example, where clearly the medical benefits
of any candidates successfully vetted by the Food and Drug Administration
(FDA) would bring vast scientific and financial paybacks.

Interestingly, some of the classes of metallo-macrocycles decomposing or
destroying peroxynitrite7–10 are arguably also electrochemically sensitive to
PON,57,70–72 since in both cases catalytic redox processes are involved. So, one
can imagine perhaps the synthesis of peroxynitrite-sensitive films with ‘‘detect-
and-destroy’’ double capabilities?

There is little doubt that PON detection poses multiple challenges, especially
in vivo, stemming from its very short lifetime, coupled with an extremely high
reactivity within multiple pathways concurrently, in real environments.7–10,47–49

The optical detection has been available for some time now (e.g. oxidation
of fluorescent probes, chemiluminescence, probe nitration), however, it
was not a focus in this chapter. As these optical techniques tend to be
indirect, rather elaborate and relatively difficult to apply real time, it is not
surprising that one turns to electrochemical quantification that is conceptually
simple, more convenient for real-time, label-free and direct in situ measure-
ments especially in the microsensor format89,127–130 and including for
peroxynitrite.8,57,70–74

The state-of-the-art in the electrochemical quantification of peroxynitrite was
examined in some detail. There are just a handful of groups involved, and some
PON detection limits were reported in the low-single digits.70–74,116 This would
seem encouraging when associated with a fast response time. However, a major
difficulty for implementation continues to be the specificity and not all authors
investigated it for their PON-sensitive films. This selectivity is perhaps the most
essential element to consider, particularly for in vivo usability. Equally im-
portant are other performance factors such as sensor calibration, the geometry
of the sensitive surface – be it macro-, micro-, or nanoscale – and the noise in the
response that often has multiple roots.

The efforts to develop specificity for peroxynitrite were reviewed herein and
these included: (i) using an outer membrane to reduce competing interference
by means of charge repulsion or size exclusion71 (ii) employing interrogation
techniques with specific pulse profiles, such as differential pulse amperometry
(DPA) or differential pulse voltammetry (DPV) that can help discriminate
between competing species,71 (iii) considering the specific redox potential of
each species including PON and designing methods to separate their contri-
bution within the sensor response signal.68,69 However, one needs to be mindful
of possible trade-offs between specificity at a cost of slower response time, es-
pecially since PON is a short-lived species with about 1 s lifetime.

In particular, two interesting hybrid films were examined: the
polythiophene–hemin57 and the reduced graphene oxide–hemin complex116 and
their apparent significant increase in sensor response was further scrutinized.

In the case of the PEDOT-hemin hybrid film utilized for the first time in PON
detection,8 the Fe ions acted as (co-)electrocatalysts, while the overall hybrid
film seemed to improve the overall stability and furthermore enhance charge
transfer.87 Notably, the hemin-PEDOT hybrid film was imaged by SEM, as a
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porous matrix typically shaped as a ‘‘nanocauliflower’’. When the hemin was
included in a PEDOT coating, the sensitivity and linear range of the calibration
plots was strongly enhanced with respect to any of the two single components
(PEDOT or hemin) tested separately, seemingly due to the extremely high
(specific area per volume) ratio100 superimposed with apparent synergy effects
between PEDOT and the hemin macrocycle molecules. This conclusion
was supported by a significant lowering of the oxidation potential for the
PEDOT–hemin nanostructured material, compared with responses from either
one of the two, separately used components.8,87

And finally, the rGO/hemin nanocomposite was successfully tested for the
first time,116 as a sensitive platform for the detection of peroxynitrite generated
by SIN-1 in PBS. The sensitivity of the rGO/hemin-modified electrodes
for peroxynitrite was 7.5 � 1.5 nAnM–1 with a low nanomolar detection limit
of 5� 1 nM. Compared with the rGO formed by hydrazine reduction and
postmodified with hemin, the sensitivity was more than an order of magnitude
lower at 0.6 nA nM–1 and a detection limit more than twice larger.

The fundamental causes for such an enhancement are diverse and need to be
further investigated, as several graphene features may contribute collectively to
the enhanced performance, as discussed elsewhere.116

While more efforts are ongoing to better understand the catalytic mechanism
at play, this study clearly highlights for the first time, the importance of the use
of graphene-supported hemin as a general strategy for the fabrication of highly
sensitive peroxynitrite sensors.116
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103. A. R. Gonçalves, M. E. Ghica and C. M. A. Brett, Electrochim. Acta,
2011, 56, 3685.

104. V. Ruiz, A. Colina, A. Heras, J. Lopez-Palacios and R. Seeber, Helv.
Chim. Acta, 2001, 84, 3628.

105. L. Pigani, A. Heras, A. Colina, R. Seeber and J. Lopez-Palacios, Elec-
trochem. Commun., 2004, 6, 1192.

106. R. L. McCrerry, Chem. Rev., 2008, 108, 2646.
107. D. Tsasis, N. Tagmatarchis, A. Bianco and M. Prato, Chem. Rev., 2002,

106, 1105.
108. A. H. Castro Neto, F. Guinea, N. M. R. Peres, K. S. Novoselov and

A. K. Geim, Rev. Mod. Phys., 2009, 81, 109.
109. A. Fujishima, Y. Einaga, T. N. Rao, and D. A. Tryk, Diamond Electro-

chemistry, Elsevier, co-publication with BKC Inc. Japan, 2005.
110. E. Mercey, R. Sadir, E. Maillart, A. Roget, F. Baleux, H. Lortat-Jacob

and T. Livache, Analyt. Chem., 2008, 80, 3476.
111. M. Pumera, Langmuir, 2007, 23, 6453.

180 Chapter 6

 1
4/

10
/2

01
3 

09
:2

8:
06

. 
Pu

bl
is

he
d 

on
 2

3 
Se

pt
em

be
r 

20
13

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
18

49
73

73
02

-0
01

56
View Online

http://dx.doi.org/10.1039/9781849737302-00156


112. C. E. Banks, A. Crossley, C. Salter, S. J. Wilkins and R. G. Compton,
Angew. Chem. Int. Ed., 2006, 45, 2533.

113. M. Pumera and Y. Miyahara, Nanoscale, 2009.
114. K. S. Novoselov, A. K. Geim, S. V. Morozov, D. Jiang, Y. Zhang,

S. V. Dubonos, I. V. Grigorieva and A. A. Firsov, Science, 2004, 306,
666–669.

115. K. S. Novoselov, D. Jiang, F. Schedin, T. J. Booth, S. V. Khotkevich,
S. V. Morozov and A. K. Geim, Proc. Natl. Acad. Sci. USA, 2005,
102, 10451.

116. R. Oprea, S. F. Peteu, P. Subramanian, W. Qi, E. Pichonat, H. Happy, M.
Bayachou, R. Boukherroub, and S. Szunerits, Analyst, 2013, 138, 4345.

117. A. A. Vernekar and G. Mugesh, Chem. Eur. J., 2012, 18, 15122.
118. T. Xue, S. Jiang, Y. Qu, Q. Su, R. Cheng, S. Dubin, C.-Y. Chiu,

R. B. Kaner, Y. Huang and X. Duan, Angew. Chem. Int. Ed., 2012,
51, 3822.

119. Y. Guo, J. Li and S. Dong, Sens. Actuators B Chem., 2011, 160, 295.
120. C. X. Guo, Y. Lei and C. M. Li, Electroanalysis, 2011, 23, 885.
121. C. Xu, J. Li, X. Wang, J. Wang, L. Wan, Y. Li, M. Zhang, X. Shang and

Y. Yang, Mater. Chem. Phys., 2012, 132, 858.
122. Y. Guo, L. Deng, J. Li, S. Guo, E. Wang and S. Dong, ACS Nano, 2011,

5, 1282.
123. J. Wei, J. Qiu, L. Li, L. Ren, X. Zhang, J. Chaudhuri and S. Wang,

Nanotechnol, 2012, 23, 335707.
124. J. Chen, U. Wollenberger, F. Lisdat, B. Ge and F. W. Scheller, Sens.

Actuators B, 2000, 70, 115.
125. J. S. Ye, Y. Wen, W. DeZhang, H. F. Cui, L. M. Gan, G. Q. Xu and

F. S. Sheu, J. Electroanal. Chem., 2004, 562, 241.
126. H. Cao, X. Sun, Y. Zhang, C. Hu and N. Jia, Analyt. Meth., 2012, 4, 2412.
127. S. F. Peteu and M. Bayachou, Analyt. Chim. Acta, 2013, 780, 81.
128. D. Emerson, S. F. Peteu and R. M. Woden, Biotechnol. Tech., 1996, 10,

673.
129. S. F. Peteu, M. T. Widman and R. M. Worden, Biosens. Bioelectr., 1998,

780, 81.
130. R. Gutierez-Osuna and A. Hierlmann, Ann. Rev. Bioanalyt. Chem., 2010,

3, 250.

Peroxynitrite Electrochemical Quantification: Recent Advances and Challenges 181

 1
4/

10
/2

01
3 

09
:2

8:
06

. 
Pu

bl
is

he
d 

on
 2

3 
Se

pt
em

be
r 

20
13

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
18

49
73

73
02

-0
01

56
View Online

http://dx.doi.org/10.1039/9781849737302-00156


CHAPTER 7

The Diagnosis of
Myelodysplastic Syndromes

ALISON S. THOMAS AND CHRISTOPHER MCNAMARA*

Department of Haematology, Royal Free Hospital, London NW3 2QG,
United Kingdom
*Email: cmcnamara1@nhs.net

Myelodysplastic syndromes (MDS) comprise a heterogeneous group of clonal
stem-cell disorders characterised by dysplasia, ineffective haematopoiesis and a
risk of transformation to acute myeloid leukaemia. MDS may arise de novo or
secondary to exposure to mutagenic agents. MDS is usually first suspected due
to the presence of peripheral blood cytopenias or evidence of dysplasia on a
blood film and the diagnosis is confirmed by the presence of otherwise un-
explained significant dysplasia in the bone marrow, often in the presence of
cytogenetic abnormalities. Originally described as a preleukaemic condition in
the early 20th century, the cytopenias that form part of the clinical picture of
MDS can give rise to transfusion dependence, recurrent infections and a
bleeding diathesis and the complications of bone marrow failure are the main
cause of mortality in patients, rather than leukaemic transformation. The
definition of MDS has evolved since the initial proposal of a French–
American–British classification in 19761 as our understanding of the patho-
physiology and natural history of the syndrome has advanced. Alongside this
has been the development of subclassifications, aimed at defining groups with
differing diagnostic and prognostic features within this highly heterogeneous
disorder. Despite many scientific advances there remains, however, no single
biological or genetic marker that reliably identifies all cases of MDS and
morphology remains the cornerstone of diagnosis. Accurate diagnosis of MDS
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relies on the ability to differentiate MDS from other causes of myelodysplasia
and a willingness to revisit the diagnosis in cases of uncertainty. There is a
pressing need for increased engagement in research programs that seek to
further our understanding of the molecular and biological mechanisms
underpinning the pathogenesis of this disorder.

7.1 Morphological Features of Myelodysplasia

Dysplasia, derived from the Greek words dns (dys-, abnormal) and plasiB
(plasis, growth or formation) describes the aberrant maturation of cells.
Myeloid dysplasia manifests morphologically as an excess of immature myeloid
precursors with cytoplasmic and nuclear abnormalities. These precursors may
be abnormally located within the bone marrow compartment, as visible on
trephine biopsy, denoted as abnormal location of immature precursors (ALIP).
Although patients have peripheral blood cytopenias, the bone marrow is
commonly hypercellular with an increased proportion of immature cells (‘‘left-
shifted’’).

Myeloid dysplasia can affect any of the myeloid lineages (erythroid, gra-
nulocytic or megakaryocytic) and commonly affects more than one lineage
even if there is only a cytopenia in one lineage. Detection of dysplasia requires
examination of blood films and bone marrow aspirates that are stained to a
high standard. Inadequately stained slides may lead to erroneous identifi-
cation of abnormalities of granularity. Diagnosis of MDS requires the pres-
ence of unequivocal dysplasia in Z10% of at least one of the myeloid series.
Accurate determination of the percentage of blast cells is required for sub-
classification and at least 200 cells should be counted in the peripheral blood
and 500 in the bone marrow. Common dysplastic features in each lineage are
summarised in Table 7.1 and shown in Figure 7.1.

7.1.1 Erythroid Dysplasia

In MDS, dysplasia is most commonly seen in the erythroid series. The most
reliable dysplastic features are nuclear abnormalities including: nuclear
budding,2,3 internuclear bridging (connections between the nuclei of two
different cells), multinuclearity and megaloblastic features. Cytoplasmic fea-
tures include patchy haemoglobinisation, intercytoplasmic bridging and
vacuolisation. An iron stain (e.g. Perl’s stain) should be performed on all
bone-marrow aspirates of patients with suspected MDS, both to assess iron
stores, as iron deficiency can cause dysplasia, and to look for the presence of
ringed sideroblasts, the percentage of which is important in the sub-
classification of MDS. Ringed sideroblasts are erythroid precursors which
have at least five siderotic granules in a perinucelar distribution, covering at
least a third of the nuclear circumference.4 An increased number of ringed
sideroblasts is a feature of a specific subclass of MDS, refractory anaemia
with ringed sideroblasts (RARS).
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7.1.2 Granulocytic Dysplasia

Dysgranulopoiesis is characterised by nuclear abnormalities with both hypo-
lobation (pseudo-Pelger–Huet) and hyperlobation.5 Cytoplasmic granulation
may be decreased. There is often an increase in immature myeloid precursors
(e.g. blasts, promyelocytes). Accurate enumeration of the blast percentage is
important for diagnosis of acute myeloid leukaemia (myeloid blastsZ20%) and
for subclassification and prognosis of MDS. Myeloid blasts comprise: myelo-
blasts, monoblasts and megakaryoblasts; erythroid precursors are not counted
as blasts except in cases of erythroleukaemia. To ensure consistency in identi-
fication of blast cells in MDS a consensus statement containing detailed de-
scriptions and diagrams of blast cells has been published.4

7.1.3 Megakaryocytic Dysplasia

It is recommended that at least 30 megakaryocytes are evaluated; megakaryocytic
dysplasia is more easily identified on trephine sections. Micromegakaryocytes

Table 7.1 Common morphological features of dysplasia.

Lineage Peripheral blood Bone-marrow aspirate Bone-marrow trephine

Erythroid Poikilocytosis: Megaloblastoid
features

Defective maturation
in erythroid islands –
erythroblasts at
same stage of
maturation

Ovalomacrocytes Nuclear budding and
multinucleation

Dacrocytes Internuclear and
intercytoplasmic
bridging

Elliptocytes Cytoplasmic
vacuolisation

Howell–Jolly bodies Patchy
haemoglobinisation

Nucleated RBC Nuclear-cytoplasmic
asynchrony

Basophilic stippling Ringed sideroblasts
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and multinucleate megakaryocytes are considered most reliable for the diag-
nosis of MDS.6 Micromegakaryocytes are small megakaryocytes with hypo-
lobated nuclei. Multinucleate megakaryocytes have multiple, widely separated
nuclei in contrast to the polylobated nucleus of normal megakaryocytes and
there may be increased variation in size.

A B

C D

E F

G H

Figure 7.1 Morphological features of myelodysplasia. (A) erythroid intercytoplasmic
bridging and red blood cell poikilocytosis, MGG�100. (B) erythroid
dysplasia and hypogranular myelocyte, MGG�100. (C) multinucleate
late erythroblast with megaloblastic features, erythroblast with patchy
haemoglobinisation and abnormally lobated neutrophil, MGG�100. (D)
ringed sideroblasts, Perls’ stain,�100. (E) monolobated megakaryocytes in
5q- syndrome, MGG�10. (F) trephine showing dysplastic megakaryo-
cytes, (H) and (E),�10. (G) pseudo-Pelger-Huët abnormality, MGG�100
(H) hypogranular myelocyte, MGG�100.
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7.2 Differential Diagnosis of Myelodysplasia

Bone marrow findings should be interpreted in the context of the clinical pre-
sentation and full blood count abnormalities. Minor dysplastic features are a
common finding in bone marrow specimens from healthy volunteers:7 minor
dyserythropoietic features were present in 84% of specimens (patchy hae-
moglobinisation 62%, cytoplasmic bridging 42%, binuclearity 24%); the per-
centage of erythroid cells with dysplastic features was 1–7%; 38% of samples
had a small number of dysplastic megakaryocytes. Diagnosis of MDS requires
the presence of significant (i.e. Z10% of cells in any one lineage) dysplasia and
the exclusion of causes of nonclonal dysplasia (see Table 7.2).

7.2.1 Metabolic Abnormalities

Nutritional deficiencies are a common cause of cytopenias and dysplasia. B12
and folate deficiency both cause dyserythropoiesis and, if severe, pancytopaenia
and multilineage dysplasia. Deficiencies of other B vitamins may also result in
similar abnormalities.8 Copper deficiency, whether primary or secondary
to zinc excess, is increasingly recognised as a cause of reversible dysplasia.9

Exposure to heavy metals, particularly arsenic, which can be found in con-
taminated water supplies in certain geographic regions, may result in bone-
marrow failure and dysplasia.10,11

7.2.2 Drugs and Toxins

Cytotoxic drugs can result in significant dysplasia in any myeloid lineage. Many
drugs have been reported as causing myelodysplastic changes including:

Table 7.2 Differential diagnosis of myelodysplasia.

Vitamin/minerals B12 deficiency
Folate deficiency
Copper deficiency (may be secondary to zinc excess)
Arsenic poisoning

Infections HIV
Parvovirus
Any severe infection

Drugs and toxins Alcohol
Chemotherapeutic agents
Mycophenolate mofetil
Ganciclovir
Sodium valproate
G-CSF, erythropoietin

Inherited disorders Congenital dyserythropoietic anaemia
Inherited bone-marrow-failure syndromes

Other myeloid neoplasms Acute myeloid leukaemia
Myeloproliferative syndromes
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� growth factor therapy: granulocyte colony stimulating factor results in
hypergranulation, abnormal granulocytic nuclear lobation and an in-
creased proportion of myeloblasts, particularly in the peripheral blood;

� ganciclovir;12,13

� sodium valproate;
� mycophenolate mofetil;12,13

� co-trimoxazole;
� alemtuzumab.14

7.2.3 Infectious Diseases

Myelodysplasia in very common in patients with HIV15 as a consequence of the
direct effects of the virus on haematopoiesis as well as opportunistic infections
and effects of antiretrovirals. Acute episodes of sepsis can stimulate a
reactive bone marrow response that may exhibit dysplastic features. Less
commonly, parvovirus infection can cause transient red cell aplasia with
dyserythropoiesis.16

7.2.4 Congenital Disorders

In isolated erythroid dysplasia, the diagnosis of congenital dyserythropoietic
anaemia should be considered. In younger patients, congenital bone-marrow
failure syndromes, which often have a myelodysplastic phase prior to leukaemic
transformation, should be included in the differential. These include: Fanconi
anaemia, dyskeratosis congenita, Diamond–Blackfan syndrome and
Schwachmann–Diamond syndrome. Although the dysplasia in these inherited
bone marrow failure syndromes is clonal, they are due to an inherited rather
than acquired genetic defect and as such represent distinct disorders which
require specialised management.

7.2.5 Acute Myeloid Leukaemia and Other Haematopoietic

Neoplasms

The presence of Z20% myeloid blasts in the peripheral blood or bone marrow
leads to a diagnosis of acute myeloid leukaemia (AML) regardless of the
presence or absence of dysplasia. Patients with a preceding history of cytotoxic
chemotherapy or radiotherapy who develop myelodysplastic changes as a late
complication are classified as having a therapy-related myeloid neoplasm, a
subclassification of AML, regardless of blast percentage and have a generally
poor prognosis. The most commonly implicated cytotoxic agents are alkylating
agents and topoisomerase II inhibitors. As discussed below, some patients may
present with features of a myeloproliferative disorder (e.g. thrombocytosis or
monocytosis) but also have evidence of myelodysplasia. The final diagnosis of
many of these patients is within the category of myelodysplastic/myeloproli-
ferative neoplasms, which includes chronic myelomonocytic leukaemia.
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7.3 Initial Assessment of a Patient with Possible MDS

Initial assessment of a patient with suspected MDS starts with a full clinical
history, including a detailed drug history and history of any malignancy.
Clinical examination should be unremarkable in MDS, except for occasional
bruising in thrombocytopenic patients. Lymphadenopathy and hepatospleno-
megaly are rare in MDS and their presence should prompt consideration of
alternative diagnoses.

Initial investigations should include assessment of peripheral blood cytope-
nias and morphology and detection of causes of nonclonal dysplasia (see
Figure 7.2). Anaemia is usually normocytic or macrocytic. An increased red cell
distribution width (RDW) reflects variability in red cell size, but a normal mean
cell haemoglobin concentration (MCHC), indicates a normal amount of
haemoglobin for the cell size. Neutropenia is common and circulating imma-
ture cells may be seen on the blood film. Whilst thrombocytopenia is more
common, occasionally thrombocytosis may be present. The importance of the
haematologist examining the blood film for themselves prior to deciding to
perform a bone-marrow biopsy cannot be overemphasised.

Any metabolic deficiencies should be corrected prior to further assessment of
the patient. Acute illness results in bone marrow stress and apparent dysplasia
making the diagnosis of MDS challenging in these circumstances; further in-
vestigation should be deferred until recovery if possible. If cytopenias remain
unexplained, then a bone marrow aspirate and trephine should be performed,
with a bone marrow sample being taken for cytogenetic analysis. The results of
the aspirate, trephine and cytogenetic analysis should be reviewed together in
conjunction with the clinical history and a summative, integrated report agreed.
In some cases a concrete diagnosis may not be possible and a period of ob-
servation followed by repeat evaluation is required.

7.4 Additional Diagnostic Tools for MDS

7.4.1 Bone Marrow Aspirate Cytochemistry

An iron stain (e.g. Perl’s stain) should be performed on all aspirates to enable
enumeration of ringed sideroblasts. Cytochemical staining can be performed to
confirm myeloid lineage of blasts (e.g. Sudan Black B) or to differentiate gra-
nulocytic from monocytic cells (e.g. dual esterase) but in most laboratories
these stains have been superseded by immunological techniques.

7.4.2 Bone Marrow Trephine Biopsy

A bone marrow trephine complements an aspirate, with different morpho-
logical information available from each.17 Whilst the aspirate provides detailed
cytological information, the trephine provides an overview of bone marrow
architecture and maturation. Dysplastic features may been evident as dis-
ruption of normal bone marrow architecture18,19 (see Table 7.1). Cellularity is
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normally increased and reactive changes secondary to the disease process may
also be seen, e.g. mastocytosis, fibrosis and increased histiocytes.20 Immuno-
histochemistry for lineage confirmation and enumeration of blast cells can be
performed on trephine biopsies and are of particular benefit if the aspirate has
been suboptimal. Importantly, a trephine biopsy may also provide evidence of

Idiopathic cytopenia of 

undetermined significance

Unexplained cytopenia 

or abnormal blood film

History and examination incl drug

history, previous malignancy, risk 

factors for HIV

Initial investigations:
FBC, including reticulocyte count

Blood film review

Haematinics: B12, folate, ferritin

Consider: copper, zinc, HIV test

Potential cause of myelodysplasia 

identified

Acute illness e.g. sepsis Re-review once recovered

Unexplained cytopenia(s): proceed to 

bone marrow aspirate +/– trephine

Receiving growth factor therapy 

(e.g. G-CSF, erythropoietin)

Treat and re-review

Unable to diagnose MDS whilst 

receiving – stop if possible 

≥10% cells in at least 1 myeloid lineage 

with unequivocal dysplasia

Specific cytogenetic abnormality present 

which is considered presumptive evidence 

of MDS

MDS
Sub-classify

(see Figure 7.3)

No clear diagnosis, re-assess 

and consider repeat bone 

marrow in 6 months

YES

YES

YES

YES

YES

NO

NO

NO

NO

NO

Figure 7.2 Approach to the patient with suspected MDS.
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an alternative disease process as explanation of cytopenias or dysplasia, e.g.
hairy cell leukaemia, metastatic carcinoma.

7.4.3 Cytogenetics

Cytogenetic abnormalities are seen in 40–70% patients with MDS21,22 and their
detection has an important role both in the diagnosis and prognosis of MDS.
A wide range of chromosomal abnormalities have been described in MDS in-
cluding numerical abnormalities (monosomy or trisomy), inversions and inter-
stitial deletions within one chromosome and balanced translocations between two
chromosomes. Cytogenetic studies should be performed on bone marrow samples
rather than peripheral blood. Karyotyping can be undertaken using conventional
metaphase analysis. This has the advantage of detecting a wide range of ab-
normalities but can be difficult in the presence of complex abnormalities and can
be hampered by poor sample quality. Fluorescent in situ hybridisation (FISH)
can be performed on metaphase chromosomes or interphase nuclei but will only
detect the abnormalities specific to the panel of probes utilised.23

7.4.3.1 Role of Cytogenetics in Diagnosis of MDS

In cases of suspected MDS with cytopenias but minimal dysplasia, the presence
of specific cytogenetic abnormalities is considered sufficient for the diagnosis of
MDS to be made in the absence of significant morphological dysplasia. These
abnormalities are listed in Table 7.3. MDS can precede AML; there are three
cytogenetic abnormalities which are considered diagnostic of AML, regardless
of blast percentage: t(8;21)(q22.q22), inv(16)(p13.1q22) or t(16;16)(p13.1;q22)
or t(15;17)(q22;q21.1)

7.4.3.2 Role of Cytogenetics in Subclassification and Prognosis
of MDS

The finding of 5q- as the sole cytogenetic abnormality comprises a specific
subclass of MDS, 5q- syndrome. This is associated with characteristic mor-
phological abnormalities of hypolobated and monolobated megakaryocytes; it

Table 7.3 Cytogenetic abnormalities, which if present, are diagnostic
of MDS in the presence of peripheral blood cytopenias,
even in the absence of significant dysplasia.

Deletions �5 or del(5q) or �7/del(7q)
Del(9q) or del(11q) or del(12q) or del(13q)

Translocations and inversions t(1;3)(p36.3;q21)
t(2;11)(p21;q23)
inv(3)(q21;q26.2)
t(3;21)(q26.2;q22.1)
t(6;9)(p23;q34)
t(11;16)(q23;p13.3)
t(17p) or i(17q) with loss of 17p
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is associated with a favourable prognosis. Currently, there are no other cyto-
genetic abnormalities associated with specific clinical and morphological fea-
tures. Monosomy 7 or complex cytogenetic abnormalities (45 cytogenetic
abnormalities) are associated with a poorer prognosis21 and are more common
in RAEB than other subclasses of MDS.22

7.4.4 Immunophenotyping

As myeloid cells develop, different genes are transcribed and their proteins ex-
pressed intracellularly and on the cell surface membrane. Loss of coordination of
the processes governing normal cell maturation occurs inMDS and may result in
aberrant or asynchronous expression of maturation-associated antigens on
myeloid cells. The aberrant expression or absence of a cell surface antigen may
provide supporting evidence for the presence of an abnormal cell population.
The role of immunophenotyping in the diagnosis of MDS remains, however,
controversial. The specificity of abnormalities in antigen expression to MDS has
not been extensively studied.24 Aberrant expression has been described in re-
active left-shift25 and in nonhaematological disorders that can mimic MDS.26

Further data is required to clarify the role of immunophenotyping in the diag-
nosis of MDS. This requires standardisation of sample processing, antibody
panels and analysis protocols to enable comparisons between different data
sets.27 The current guidance is that immunophenotyping reports should be de-
scriptive; the presence of Z3 phenotypic abnormalities may be suggestive of
MDS, but is not currently considered diagnostic.2 Immunophenotyping should
not be used in place of morphology to enumerate blast cells. Samples are often
haemodilute, leading to underestimation and not all blast cells express CD34.

7.5 Diagnostic Difficulties in MDS

7.5.1 Unexplained Cytopenias in the Presence of Minimal

Dysplasia

In some cases, patients will have unexplained cytopenias but will not meet the
‘‘minimum’’ morphological criteria for significant dysplasia of at least 10% of
cells of at least one myeloid lineage showing unequivocal dysplasia. In these
cases, additional effort should be made to ensure that the diagnostic samples
are of adequate quality and that other causes of cytopenias and dysplasia have
been excluded. There are some specific cytogenetic abnormalities (see
Table 7.3), which if present, are considered sufficient for a presumptive diag-
nosis of MDS to be made in the absence of significant dysplasia.2 Diagnosis can
be difficult in the absence of cytogenetic abnormalities; virtually all
bone marrow specimens will have at least some mild dysplasia. In a study of
bone marrows of patients with different causes of anaemia,28 dysplasia was seen
in at least one lineage in 93% of iron-deficiency anaemia, 92% of megaloblastic
anaemia and 84% of haemolytic anaemia. The percentage of dysplastic cells
was similar in these anaemias to patients given a diagnosis of refractory
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anaemia with normal cytogenetics. In patients with unexplained significant
cytopenias (haemoglobin o10 g/dL, neutrophils o1.8�109/L or platelets
o100�109/L) the term ‘‘idiopathic cytopenia of undetermined significance’’ has
been suggested, emphasising the lack of diagnostic clarity. These patients
should be monitored and a repeat bone marrow evaluation after six months
considered.

7.5.2 Myelioproliferative/Myelodysplastic Overlap Syndromes

Persistent monocytosis (41�109/L) accompanied by the presence of dysplasia
in one or myeloid lineages but with a blast percentage of o20% is diagnostic
for chronic myelomonocytic leukaemia (CMML). Although originally con-
sidered part of MDS, CMML also shares some features of myeloproliferative
neoplasms (MPN) and in the WHO 3rd edition, a new category of myelo-
dysplastic/myeloproliferative neoplasms was created, incorporating CMML.

Some patients have laboratory and morphological features consistent with a
diagnosis of MDS, but have additional myeloproliferative features (e.g.
platelets Z450�109/L or WBC 413�109/L) without a preceding history of
myeloproliferative disorders. These patients are also considered to have a
myelodysplastic/myeloproliferative neoplasm. Within this group are patients
who have anaemia accompanied by thrombocytosis, with ringed sideroblasts
present in excess on the bone marrow. Up to 2/3 of these patients will have a
JAK2 V617F mutation;29,30 in patients initially diagnosed with refractory an-
aemia with ringed sideroblasts who develop a thrombocytosis, acquisition of
the JAK2 V617F mutation at the time of development of thrombocytosis has
been demonstrated.30 These patients fall into a provisional entity of ‘‘refractory
anaemia with ring sideroblasts associated with marked thrombocytosis’’.

7.5.3 Cytopenias in the Presence of a Hypocellular Bone

Marrow

In approximately 10% of cases of MDS the bone marrow is hypocellular and
this can raise a diagnostic challenge in differentiating MDS from aplastic an-
aemia. In aplastic anaemia, cellular elements will be reduced but should be
morphologically normal. The peripheral blood film should be carefully exam-
ined for evidence of dysplasia – if leukocyte counts are significantly reduced a
film may need to be prepared from the buffy coat. If the aspirate is paucicel-
lular, blast percentage can be estimated by immunohistochemistry on the tre-
phine specimen. Cytogenetic abnormalities are far commoner in MDS than
aplastic anaemia and the presence of clonal cytogenetic abnormalities would
favour a diagnosis of MDS.31

7.5.4 Dysplasia in the Presence of Bone Marrow Fibrosis

Bone marrow fibrosis occurs in approximately 10% MDS. Difficulty in ob-
taining an aspirate, which is often haemodilute, reduces the quantity of
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diagnostic material available and a good quality trephine specimen of adequate
length is essential. The differential diagnosis includes: acute panmyelosis with
myelofibrosis, acute megakaryoblastic leukaemia and chronic myeloprolifera-
tive neoplasms. Immunohistochemistry should be performed to enumerate
CD34 positive blast cells and to identify megakaryocytic cells. Evaluation for
the JAK2 V617F mutation may be helpful in distinguishing fibrotic MDS from
myelofibrosis; the mutation is present in approximately 50% of myelofibrosis
but is infrequent in MDS.32

7.6 Subclassification of MDS

Once the diagnosis of MDS has been established, classification into a specific
subtype of MDS is required. Classifications are consensus definitions of specific
disease entities and currently the most widely used classification of MDS is the
WHO 4th Edition Classification.2 This incorporates clinical and laboratory
data to arrive at diagnostic criteria and subclassifications of MDS. Sub-
classification is important given the heterogeneous features and variable
prognosis of MDS. The classification of MDS is designed to be used in routine
clinical practice, as well as to provide common definitions for clinical trials and
other studies. It incorporates data available at the time it was written; in this
rapidly advancing field new data is constantly being published as our under-
standing of MDS evolves. This is recognised in the 4th edition of the WHO
classification where provisional entities are described based on new findings
where further data is needed to clarify and confirm the clinical significance.

7.6.1 Original FAB Classification

The original classification of MDS was the 1976 French–American–British (FAB)
classification,1 where the category of dysmyelopoietic syndromes was designed to
help distinguish acute leukaemia from less acute disorders that carried a risk of
progression to acute leukaemia. Two categories were described: CMML and re-
fractory anaemia with excess blasts (RAEB). Diagnosis was based entirely on the
morphological appearances of peripheral blood and bone marrow. RAEB was
defined as bone marrow blasts 10–30%, with 30–50% representing probable
progression to AML. AML was diagnosed if blasts were 450%.

The FAB classification was revised in 198233 in recognition that there was a
wide range of dysplastic morphological appearances and that the risk of
transformation to AML was variable and, to a certain extent, correlated with
morphological features. The expansion to five categories aimed to enable better
assessment of the prognostic significance of these morphological features:

� Refractory anaemia (RA): o1% blasts in peripheral blood (PB), o5%
blasts in bone marrow (BM); granulocytic and megakaryocytic series
usually normal

� Refractory anaemia with ringed sideroblasts (RARS): o1% blasts in PB,
o5% blasts in BM, ringed sideroblasts 415% all nucleated cells in BM
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� RA with excess blasts (RAEB): 5–20% blasts in BM and o5% in PB
� CMML: monocytes 41�109/L, o5% blasts in PB
� RAEB in transformation (RAEB-T): 45% blasts in PB, 20–30% blasts in

BM or Auer rods.

7.6.2 WHO Classification 3rd Edition and 4th Edition

Whilst the FAB classifications were based solely on morphological appear-
ances, the World Health Organisation (WHO) classifications incorporate
morphological, genetic, immunophenotypic and clinical features in an attempt
to identify distinct molecular pathways underlying neoplastic disorders.
Haematological malignancies, including MDS, were first included in the 3rd
edition of the WHO Classification of tumours in 2001. These have been sub-
sequently revised and a 4th edition published in 2008.24 The WHO classification
introduced a new category, MDS/MPN overlap syndromes, recognising the
dysplastic and proliferative features present in some patients such as those with
CMML. Building on the FAB classification, the WHO classifications have
continued to refine subclassifications of MDS, aiming to be prognostically
relevant. A diagnostic algorithm for subclassifying MDS is presented in
Figure 7.3. As the availability of therapies for MDS increases, it is vital to
correctly subclassify patients and all diagnostic material should be reviewed by
haematopathologists experienced in the diagnosis of MDS. A review of the
diagnosis of patients referred to a tertiary cancer centre in the USA revealed a
discordant diagnosis in 12% with over two-thirds of these having higher risk
disease (i.e. RAEB) than initially diagnosed.34 A number of prognostic scoring
systems are available (e.g. revised IPSS,35 WPSS36), aimed at stratifying risk of
overall survival and evolution to AML. These incorporate information on blast
percentages, cytopenias and cytogenetic abnormalities alongside other
clinical data (e.g. transfusion dependence); sufficient information should be
provided on the integrated diagnostic report to enable clinicians to utilise these
scores.

7.7 Evolving Understanding of the Pathophysiology of

MDS

Much is still unknown about the molecular mechanisms underlying the
pathogenesis of MDS. There are many similarities in the gene abnormalities
identified in MDS and AML, including abnormalities in tumour suppressor
genes and oncogenes, but progression from MDS to AML is highly variable.
Whilst metaphase analysis and FISH-based approaches allow detection of
translocations and deletions, array-based approaches enable identification of
gene over/underexpression, loss of heterozygosity and copy-number variations.
In addition to abnormalities in genes involved in regulation of the cell cycle,
epigenetic mechanisms of gene expression regulation and mRNA splicing may
be important in the pathogenesis of MDS.
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7.7.1 Altered Methylation

Altered methylation is an important epigenetic mechanism of gene expression
regulation and mutations have been found in the TET2 (ten-eleven-transloca-
tion) gene family in up to 23% patients with MDS37 and isocitrate dehy-
drogenase (IDH) oncogenes in 3.6% patients,38 both resulting in
hypermethylation.
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Figure 7.3 Subclassification of MDS.
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7.7.2 Abnormalities in RNA Splicing Machinery

RNA splicing is accomplished by a complex of five small nuclear ribonucleo-
proteins (snRNPs) and other proteins on pre-mRNAs that form the spliceo-
some. Mutations within any of these proteins can result in aberrantly spliced
mRNA. Whole exome sequencing of MDS specimens has revealed novel mu-
tations involving components of the spliceosome, particularly those involved in
30 splice site recognition39 in up to 40% of MDS patients.39,40 Mutations have
also been found in patients with other haematological and nonhaematological
malignancies, but at lower levels (1–5%). Mutations in SRSF2 and ZRSR2 are
more common in those with RAEB and associated with poorer survival.40

Mutations in SF3B1 are found in up to 75% of patients with ringed side-
roblasts;39 knockdown of SF3B1 in normal cells leads to development of ringed
sideroblasts.41

MDS represents a heterogeneous group of clonal disorders of haemato-
poietic stem cell maturation. First identified by the presence of bone marrow
dysplasia and a propensity to develop into acute leukaemia, it is clear that
current diagnostic criteria for MDS incorporate a number of different entities
with vastly different natural histories, ranging from RAEB-2 with a high risk of
leukaemia and short life expectancy to refractory anaemia, which may run a
more indolent course. Care should be given in arriving at the diagnosis, par-
ticularly in the absence of significant dysplasia and cytogenetic abnormalities;
observation and re-evaluation are prudent in these circumstances. Common
nonclonal causes of MDS must be excluded prior to the initiation of any
specific (e.g. chemotherapeutic) therapy for MDS. As molecular diagnostic
techniques advance, coupled with large cohort analyses of patients, so too may
our understanding of the underlying pathogenesis of the myelodysplastic syn-
dromes. In future it may be possible to diagnose and subclassify these syn-
dromes on the basis of molecular and genetic, rather than primarily
morphological abnormalities.
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CHAPTER 8

The Prospects for Real-Time
Raman Spectroscopy for
Oesophageal Neoplasia
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8.1 The Clinical Problem

Over the past 40 years the incidence of oesophageal adenocarcinoma has in-
creased more rapidly than any other solid tumour in the Western world and
now represents a major public health problem. Recently, the National United
Kingdom Oesophagogastric Cancer Audit reported a 5-year age-adjusted
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survival rate of 10%.1 There is a clear imperative to bring forward the diagnosis
of this cancer and to identify and treat precancerous changes.

Barrett’s oesophagus has been identified as a major risk factor. It is defined
as ‘‘a change in the distal oesophageal epithelium of any length that can be
recognised as columnar type mucosa at endoscopy and is confirmed by biopsy
of the tubular oesophagus’’. This can be recognised endoscopically but often
the subtle molecular degeneration to cancer cannot be seen.2

The major healthcare problem is that the population prevalence estimates of
Barrett’s oesophagus in the UK and US populations is approximately 1million
and 4million individuals, respectively. There is also evidence that the incidence
of Barrett’s oesophagus is increasing by around 2% per year.3–6

Although Barrett’s oesophagus is accepted as a significant risk factor for the
development of adenocarcinoma, the overall risk of progression and the risk of
disease specific mortality are low. Two large population-based cohort studies
reported annual rates of progression to be 0.12–0.13% per year.7,8

The natural history of preneoplastic/dysplastic Barrett’s oesophagus has
been difficult to ascertain. Studies have suffered from inadequate power, in-
sufficient follow-up durations, sampling errors at endoscopy, and considerable
diagnostic variability due to histological subjectivity. Two phenotypes, low-
grade dysplasia (LGD) and high-grade dysplasia (HGD), indicate increased
risk of cancer development. A cohort study of 111 patients with LGD showed a
relative risk of 9.7 (95% confidence intervals of 4.4–21.5) for progression to
HGD or adenocarcinoma.9 If detected at the baseline endoscopy the risk was
4.8 (95% CI 2.6-8.8). 7 LGD is hard to diagnose from biopsy samples and may
be overdiagnosed. Of 1198 Barrett’s patients undergoing surveillance 12.5%
were diagnosed as LGD. A review of the histology by two external expert
pathologists showed only 0.7% were considered to have ‘‘true LGD’’; 42% of
these patients progressed to cancer or HGD, after 51 months.10 Patients with
HGD have a 59% change of invasive cancer after 5 years.11

8.2 Endoscopic Recognition of Dysplasia and Cancer

Barrett’s oesophagus is usually identified in patients who are undergoing an
endoscopy for investigation of symptoms of acid reflux, see Figure 8.1. It can be
easily recognised by due to its salmon pink appearance. The detection of early
dysplasia and early cancer using standard white-light endoscopy is very difficult
and highly subjective, even for experts. Therefore guidelines recommend that
quadrantic biopsies are taken every 2 cm of Barrett’s oesophagus with add-
itional targeted biopsies from any visible areas of mucosal abnormality. These
are poorly adhered to outside of clinical trials, sample less than 5% of the
mucosa and may miss up to 57% of dysplasia.12,13

Several advanced endoscopic imaging techniques have been developed that
may aid targeted biopsies and identify high-risk areas,14–18 The latest endo-
scopes are high resolution (one million pixels) and do improve detection of
early Barrett’s neoplasia in expert hands.19 In addition, spraying dyes or acetic
acid onto the surface of the oesophagus can allow more accurate lesion
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recognition. There are several methods for this ‘‘chromoendoscopy’’. Ab-
sorptive stains (such as methylene blue) cross epithelial membranes selectively,
whereas contrast stains (such as indigo carmine) permeate into mucosal crevices
highlighting surface topography and mucosal irregularities. Success is varied
and acetic acid is currently favoured.

Specific targeted biomarkers do hold promise. The Fitzgerald group have
demonstrated that alterations in cell-surface glycans occur in Barrett’s
oesophagus during progression to adenocarcinoma. Selective binding of a
candidate lectin (wheat germ agglutinin) sprayed into an ex vivo oesophagus
enabled visualisation of high-grade dysplastic lesions, which were not detect-
able by conventional endoscopy.20

To avoid staining the surface narrow-band imaging (NBI) is an alternative
method to provide contrast during endoscopic examination. The oesophageal
surface is illuminated with blue and green light. Longer wavelengths penetrate
deeper into tissue. By using shorter wavelengths in the blue part of the spectrum
superficial capillary networks can be seen, and green light displays the sub-
epithelial vessels. In combination, they produce an extremely high-definition
image of the mucosal surface allowing visualisation of subtle mucosal irregular-
ities and alterations in vascular patterns consistent with dysplasia and intra-
mucosal cancer.21,22 A recent review of NBI with magnification demonstrated
high accuracy for the diagnosis of HGD in Barrett’s oesophagus based on rec-
ognition of irregular mucosal pit patterns and/or irregular microvascularisation.23

Overall, data on the accuracy of NBI in Barrett’s oesophagus are inconclusive
and results of multicentre randomised controlled trials are awaited.

Figure 8.1 Endoscopic picture of Barrett’s oesophagus. The nodular area with white
areas in the corner is clearly abnormal and is an early cancer. The patchy
reddened areas may simply be inflammation, Barrett’s oesophagus or
invisible early cancer or dysplasia. These are only clarified by biopsy.
However, the biopsy may miss an area of dysplasia and full mapping is
necessary. Every biopsy will produce bleeding further obscuring the view.

The Prospects for Real-Time Raman Spectroscopy for Oesophageal Neoplasia 203

 1
4/

10
/2

01
3 

09
:2

8:
25

. 
Pu

bl
is

he
d 

on
 2

3 
Se

pt
em

be
r 

20
13

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
18

49
73

73
02

-0
02

01
View Online

http://dx.doi.org/10.1039/9781849737302-00201


As well as morphological changes there are fluorophore concentration dif-
ferences between normal, metaplastic and neoplastic tissue. Autofluoresecence
endoscopy (AFI) endoscopy has been used for the detection of high grade
dysplasia in Barrett’s oesophagus. Curvers et al. demonstrated an increased
detection rate of HGD/IMC using AFI compared to WLE alone (53% vs.
90%) but this came at the expense of a high false-positive rate of 81%.24

Optical coherence tomography OCT produces cross-sectional images of the
oesophageal surface. The probe has to be passed through the instrument
channel of an endoscope. In 55 patients with Barrett’s oesophagus, OCT was
able to differentiate between HGD and adenocarcinoma with a sensitivity of
83% and a specificity of 75%.25 The acquisition of images and interpretation
can take some time and further developments are awaited.

Endoscopic confocal microscopy magnifies the mucosa 1000-fold enabling
real-time visualisation of cellular structures. It has shown considerable poten-
tial for use in patients with Barrett’s oesophagus with reported accuracy of up
to 97.4% for the detection of dysplasia.26 There is considerable interuser
variation, it is time consuming, requires administration of an exogenous agent;
and is expensive.27

Elastic scattering spectroscopy (ESS) was one of the first methods to be
examined for the detection of dysplasia in Barrett’s using a probe passed down
the instrumentation channel of the endoscope. Lovat et al. measured spectra
from 181 tissue sites from 81 patients that were correlated with consensus
histopathology. ESS identified HGDwith a sensitivity of 92% and a specificity of
60% and was able to differentiate these sites from inflammation with a sensitivity
and specificity of 79%.28 This current level of accuracy is probably not sufficient
to support clinical uptake of ESS, unless it can be improved through refinement
of the technology or the use of a concomitant imaging modality.

8.3 Raman Spectroscopy

The attraction of Raman spectroscopy is near-instantaneous acquisition of
molecular information. Raman scattering was first described in 1928 by an
Indian physicist of the same name who was very shortly afterwards awarded the
Nobel Prize for Physics.29 The great attraction of the technique is the highly
specific biochemical/molecular information obtained. In the past decade, the
potential of the technique for differentiating between normal, premalignant,
and cancerous tissue has been extensively explored. Technological develop-
ments have occurred, which have allowed the possibility of an endoscopic
Raman probe to provide accurate, noninvasive optical diagnosis in ‘‘real-time’’,
without the need for biopsy.

Two types of Raman scattering have been described, dependent on the state
of the molecule when the interaction with light occurs. Stokes scattering results
when light interacts with a molecule in its ground (unexcited) state. Nuclear
motion is initiated and the scattered light has a lower energy than the incident
light. However, where the molecule exists in an already vibrationally excited
state, as is seen at high temperatures, the scattered light is of a higher energy
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than the incident light. This is known as anti-Stokes scattering. At room
temperature, most molecules are at the ground vibrational state and therefore
Stokes Raman scattering is much more prevalent than anti-Stokes scattering. It
is possible to calculate the proportion of molecules in a substance that are in the
ground and excited states using the ratio of intensities of Stokes and anti-Stokes
scattering.

As a molecule vibrates the surrounding electron cloud changes shape. This can
induce a change of the dipole moment or a change in the polarisation of the
molecule. For the vibrational change in a molecule to be Raman active there
must be a change in the polarisation of the molecule. That is to say that in shifting
from one vibrational state to another, the electron density relative to the position
of the nucleus must change. However, not all changes in vibrational states can be
detected by Raman spectroscopy. In some cases the change in vibrational mode
represents a change in the dipole moment of the molecule and not its polarisation.
This change is not detected by Raman spectroscopy but can be detected by in-
frared (IR) spectroscopy. An example of the differences in vibrational modes can
be appreciated when the properties of a phenyl ring are compared to that of OH
bond. The phenyl ring has a large electron cloud and is highly polarisable, giving
a strong Raman signal, whereas an OH bond is less polarisable (so gives a weak
Raman signal), but a dipole change is readily induced, causing a strong IR signal.
These properties of the OH bond have important consequences for the appli-
cation of spectroscopy to living-tissue diagnostics. As a result of the strong IR
signal, all water must be excluded from tissue samples before using IR spec-
troscopy to prevent profound distortion of the spectra from the marked dipole
effect of the OH bonds. This effect is not seen with Raman spectroscopy and so
allows this technique to be used to analyse fresh tissue. Any molecule of sufficient
complexity will usually exhibit a usable Raman signal.

A Raman spectrum is a plot of ‘‘Raman shift’’ measured in wave numbers
(on the x-axis) against intensity (on the y-axis) (see Figure 8.2). The zero point
on the x-axis corresponds to the energy of the incident light. Data to the right
of this point therefore represents Stokes scattering, whereas data to the left
represents anti-Stokes scattering. A Raman spectrum is always relative to the
wavelength of the incident light. As a result, a specific wavelength of incident
light can be selected in order to determine the wavelength region of the
measured Raman spectra. The x-axis of a Raman spectrum is therefore rarely
measured in wavelength as this would vary with the incident light chosen for
excitation. Instead, wave number is used to represent the ‘‘Raman shift’’ and
facilitate comparison between spectra. A larger Raman shift indicates that a
greater energy is required to create vibrational motion in a given molecule and
crucially, the ‘‘value’’ of the Raman shift for a given compound is independent
of the frequency of the excitational light. The excitational light frequency does
directly affect the intensity of the Raman signal.

Raman peaks are spectrally narrow and correspond precisely to the vibration
of specific bonds within molecules. In addition, the intensity of a peak is pro-
portional to the concentration of the specific molecular constituent that gives
rise to it. This allows specific vibrations to be assigned to certain spectral peaks,
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enabling a precise qualitative and quantitative biochemical fingerprint to be
obtained.30 However, in complex molecules peak assignment can be difficult
and unreliable as the various peaks merge to form bands. It is then the shape
and distribution of these bands that can then be used as a chemically sensitive
signature of the specimen.

Analysis of pure natural compounds such as glycogen and collagen has
enabled scientists to assign peaks that are characteristic of these mole-
cules. Glycogen molecules have characteristic peaks at 490, 853, 937, 1083 and
1123 cm–1. Although potentially obscured by signals from other molecular
constituents, modern multivariate analysis techniques can be used to extract
these subtle spectral features and enable conclusions to be drawn regarding the
nature of a tissue specimen. This highlights the potential of Raman spec-
troscopy to measure objective, quantitative information that can enable precise
tissue analysis and medical diagnosis.

8.4 Instrumentation

Raman spectrometers must be very sensitive in order to detect Raman signals
of extremely low intensity. Other signals, in particular elastically scattered light,
have to be excluded. Otherwise, the weak Raman signal would be completely
obscured. This is achieved using a series of filters within the instrument. As the
positions of Raman peaks are relative to the wavelength of incident light, a
monochromatic (single-wavelength) incident laser is used for excitation. When
assessing biological tissue, incident laser light in the near-infrared (NIR) region
is generally the preferred source for excitation. At this wavelength there is
minimal tissue absorption and the risks of thermal or mutagenic effects are

Figure 8.2 Raman spectrum acquired from normal squamous oesophageal mucosa.
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therefore avoided. In addition, the effect of fluorescence seen with visible and
UV light is largely overcome.

A series of mirrors typically guide the laser onto the sample. Scattered light
passes back into the spectrometer and is filtered by a notch or edge filter to
remove elastically scattered light. A lens focuses the light onto a slit, which
removes any stray light. The light is then split and dispersed by the diffraction
grating and then reflected onto the charge-coupled device (CCD).

The CCD typically consists of a sectored length of silicon. This enables
different frequencies of scattered light to be collected separately, and this in-
formation can then be relayed to a computer in order to construct a spectrum.
The shape of the spectrum will depend on the number of photons striking each
sector of the silicon. The two main types of CCD used for Raman spectroscopy
are backthinned and deep-depletion devices. Backthinned CCDs suffer from
etaloning and for this reason deep-depletion CCDs are commonly preferred for
NIR applications.

8.5 Raman Spectroscopy for Medical Diagnosis

The ability of Raman spectroscopy to accurately identify pathological changes
in tissues has been proven using ex vivo tissue specimens from breast, cervix,
larynx, bladder, prostate, lymph nodes and oesophagus.31–48 These studies have
encouraged clinicians about the potential of Raman spectroscopy to bring
forward cancer and precancer diagnosis. In particular, to understand the subtle
molecular degeneration that occurs before an invasive cancer becomes mor-
phologically visible. The aim is to provide real-time rapid diagnosis without the
need for tissue removal and biopsy and to detect the earliest molecular changes
that indicate a segment of Barrett’s oesophagus has the potential to become
‘‘bad’’. A Raman probe could identify early neoplastic changes within the
oesophagus, which are often invisible using standard endoscopy. In addition
Raman spectroscopy could remove the subjectivity from histological assessment
and even eliminate the need for a biopsy altogether (so called ‘‘optical biopsy’’).
Objective endoscopic diagnosis of neoplastic change in the oesophagus would
enable immediate intervention to take place. HGD in Barrett’s oesophagus
could be diagnosed and then treated by immediate endoscopic resection during a
single endoscopy session. Similarly, tumour margins could be assessed intra-
operatively to ensure an adequate surgical resection. In addition, when rescoping
a patient with biopsy-proven focal HGD or IMC, Raman spectroscopy could
accurately identify the lesion so that endoscopic resection (of the correct area)
could be performed. The challenge of developing in vivo Raman systems is
considerable as several important factors must be addressed and overcome:

– Weak signal strength:
J Raman signals are inherently weak (only 1 in 106–108 photons are

inelastically scattered).
J Biochemical changes in cells that have become dysplastic are very dif-

ficult to detect as they may be present in minute concentrations.
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J When used on living tissue, the intensity of the excitatory laser must be
limited to prevent tissue damage. This limits the ability to generate
strong scattering signals from the tissue.

– Signal interference:
J Biological tissues are inhomogeneous in composition and thus highly

scattering.
J Tissue fluorescence.
J Spectral contamination caused by the background Raman and fluor-

escence signals generated in the fibre-optic materials.

Previous studies have recognised that simple peak analysis comparing
the intensities and wave numbers of individual peaks, fails to provide dis-
crimination between pathology. Instead, one must consider diagnostic infor-
mation to be spread throughout the spectrum and complex chemometric
approaches such as principal component analysis (PCA) and linear dis-
criminant analysis (LDA) have been utilised to tease out biochemical differ-
ences between tissue types.

When aiming to optimise signal strength we must remember that the inten-
sity of a Raman peak is dependent on the polarisability of the molecule being
excited, the concentration of that molecule in the tissue, and the intensity of the
incident laser. The power of Raman scattering increases with the fourth power
of the frequency of the excitation source. In addition, the signal-to-noise ratio
(SNR) is proportional to the square of the intensity of the incident light
multiplied by the acquisition time.

Therefore, increasing both the incident laser power and the acquisition time
would be expected to generate a stronger Raman signal. However, in practice
this could cause injury to human tissue and therefore does not offer a realistic
solution. Moreover, prolonged acquisition times of more than a few seconds
would be impractical for in vivo use.

Another problem when using Raman spectroscopy to examine biological
tissue is that of tissue fluorescence that often obscures the Raman signal.

8.6 Raman Spectroscopy Assessment of Oesophageal

Pathology

Several groups have explored the potential of Raman spectroscopy for diag-
nosis of oesophageal pathology in vitro.

In 2003 Kendall et al. analysed snap-frozen oesophageal biopsy specimens
using Raman microspectroscopy.49 Their subset analysis included normal
squamous mucosa, Barrett’s mucosa and adenocarcinoma, and showed a high
level of agreement (kappa statistic, k¼ 0.89) between consensus pathological
opinion (the gold standard) and Raman measurements. They also showed that
the level of agreement between Raman spectroscopy and consensus histological
diagnosis compared favourably to that between an independent pathologist
and the consensus pathology opinion for the same biopsy specimens (k¼ 0.76).
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This illustrated the importance of gaining a consensus pathology opinion in
order to reduce interobserver variability, a finding supported by others.11,49

Shetty et al. used Raman spectroscopy to characterise some of the early
biochemical changes that occur in oesophageal mucosal cells as they progress
to Barrett’s metaplasia and then to dysplasia and cancer.43 They found a
marked variation in the distribution of various biochemical constituents in
normal, dysplastic and malignant tissue. The changes occurred in sugars,
lipids, and amino acids. Raman spectroscopy identified increased levels of
DNA, actin and oleic acid in dysplastic glandular tissue compared to normal
Barrett’s or squamous mucosa. Conversely, glycogen was particularly prom-
inent in normal squamous tissue and reduced in neoplastic tissue. This study
further supported the potential of Raman spectroscopy for early diagnosis of
malignancy, and raised the possibility that Raman spectroscopy could perhaps
enable detection of biochemical changes in tissue before morphological
changes manifest. The proven ability of Raman spectroscopy to analyse and
classify biopsied oesophageal tissue has demonstrated potential for the tech-
nique to be used to aid histological assessment of tissue samples. The ability
to objectively characterise tissue based on its biochemical profile could help
to overcome the inherent subjectivity associated with histopathological
classification.

Recently, Hutchings et al. demonstrated that rapid Raman mapping of
oesophageal tissue can identify histologically relevant biochemistry in order to
distinguish between pathological subgroups in a clinically practicable time-
scale.38 Hutchings et al. used a Renishaw StreamLine system coupled to a
microscope fitted with a Leica �50 long working distance objective (NA 0.5) to
map 12 oesophageal biopsy samples that had been snap frozen and sectioned.
A 830-nm diode laser was used for excitation which had a power of 70 mW at
the sample. A variety of mapping parameters were evaluated (see Figure 8.3).
The continuous readout of the CCD minimised time between sequential data
measurements resulting in the acquisition of thousands of spectra in relatively
short timescales. Mapping of a 2-mm oesophageal biopsy in 30–90 min (0.5 s
acquisition time per 25.3mm Raman pixels) in conjunction with principal
component analysis was shown to be sufficient to generate spectral maps with
clearly identifiable pathological regions.34

Rapid Raman mapping has the potential to provide prompt objective as-
sessment of biopsied tissue samples without the need for tissue fixation or
staining. This low signal-to-noise mapping lends itself to automation. Fur-
thermore, objective diagnosis can be obtained by projecting measured spectral
data onto pre-established multivariate algorithms in order to obtain a diagnosis
based on the biochemical profile of the tissue, thus removing the subjectivity of
histological reporting. Work is currently underway to further evaluate the
diagnostic potential of rapid Raman mapping as an aid to oesophageal histo-
pathology evaluation, particularly with regard to the grading of Barrett’s-as-
sociated dysplasia. This ability to map out pathological regions within
oesophageal biopsy specimens, which can be correlated with histology ap-
pearance, provides further evidence of the ability of Raman spectroscopy to
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objectively assess tissue and therefore gives additional support to the proposal
of developing diagnostic Raman probes for in vivo use in the oesophagus.

8.7 Fibre-Optic Raman Spectroscopy

In order to develop a clinically applicable in vivo Raman probe for upper
gastrointestinal endoscopy, there are several specific scientific and practical
considerations that must be addressed and overcome.

– The probe must be narrow, long enough to fit down an endoscope
channel – modern instruments have a 2.8-mm diameter port and are
90 cm in length. The design of the probe tip must not interfere with
manipulation of the articulated distal end of the endoscope.

– Signal-to-noise ratio must be maximised, although acquisition times must
remain clinically applicable (up to 2 s). The probe and spectrometer must
be coupled to a data-processing unit so that short acquisition times are
translated to meaningful clinical results in near ‘‘real time’’.

– Data measurement should also be close to ‘‘real time’’ (short acquisition
times) to enable rapid assessment of large areas of oesophagus and to
minimise inaccuracy caused by scope movement or oesophageal peristalsis.

– The probe must be safe for use in vivo (laser wavelength and power must
not cause tissue destruction or long-term mutagenic effects).

– The probe must function effectively in the presence of endoscopic light –
laboratory Raman spectroscopy requires reduced ambient light to
minimise unwanted spectral noise.

Figure 8.3 A high-quality Raman map is able to identify 4 distinct areas that have
been discriminated through differences in their biochemical composition.
Each has a characteristic spectral fingerprint which can be distinguished
using PC-fed LDA.
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– The sampling depth and volume must be optimised. Metaplasia and
dysplasia develop in the oesophageal epithelium – the optimum depth
from which to attain Raman signal is therefore 10–200 mm.43 Sampling
from large surface areas would provide more rapid assessment of clinical
pathology but may decrease sensitivity and specificity for focal
abnormalities.

– The probe must work in direct contact with the mucosal surface in order
to facilitate endoscopic use.

– The probe must work safely and accurately in the presence of blood, saliva
and gastric juice.

– The probe must be packaged so that it can be reused for multiple
endoscopies and must be robust enough to withstand sterilisation pro-
cedures or must be simple and cheap enough to manufacture to enable
single use.

– Measurements must be reproducible on different days, by different en-
doscopists and using different probes and spectrometers;

– High sensitivity and specificity must be achievable in the clinical setting
(and this must be tested and reproduced in vivo).

As Raman scattering is weak and the power of the incident laser must be low
(to minimise thermal injury), the design of a fibre-optic Raman probe must
centre on maximising collection efficiency, whilst minimising intrinsic scattering
and fluorescence produced by the probe.

One of the most potentially difficult problems to overcome is the propensity
of probe fibres to generate their own Raman and fluorescence signals.50,51 In
some cases, the Raman signals may be greater than those arising from the tissue
being studied. Fibre signal is proportional to fibre length and to the intensity of
excitatory light. It is generated in the delivery fibre due to excitation by the laser
light and in the collection fibres by elastically scattered light transmitting back
along the collection fibre. Holographic notch filters or metal-oxide edge filters
can be used to remove elastically scattered light from the collection fibre, and
narrow-bandpass filters are commonly used to remove fibre-optic signal that
has been generated in the delivery fibre.

In 1998, Mahadevan-Jansen et al. published in vivo results using a fibre-
optic Raman probe to analyse dysplastic change in cervical tissue.52 Silica–
silica fibres were shown to cause less signal disruption than sapphire and
liquid guide fibres despite their tendency to generate significant background
signal at low wave numbers (below 900 cm–1). The probe consisted of a single
excitation fibre and 50 collection fibres and had a total diameter of 12mm.
The excitation fibre was positioned at the edge of the probe, and the laser
output (at 789 nm) was reflected by a gold mirror at an angle to produce a
900-mm diameter excitation spot on the tissue surface. A bandpass filter on the
distal tip of the excitation fibre blocked fluorescence and Raman scattering
generated by the fibre, but transmitted the excitation light. Although
demonstrating that Raman spectra could feasibly be measured in vivo using a
fibre optic, the dimensions of this probe and the time taken for spectral
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acquisition (90 s) meant this design was impractical for use in the
gastrointestinal tract.

The next important challenge was to develop an effective miniature fibre-
optic probe that employed state-of-the-art probe technology but that was
compatible for use with a medical endoscope. An endoscope is 90 cm in length
and has a 2.8-mm diameter instrument channel through which a Raman probe
could be delivered. This presents a considerable technical challenge; to package
a probe with all its constituent parts (filters, collimating lenses, illumination and
collection channels, and external casing) into a durable device with a diameter
smaller than 2.8 mm.

In 1999 Shim et al. reported on utilising an endoscope compatible, fibre-optic
Raman probe consisting of one central delivery fibre (400 mm diameter) sur-
rounded by seven collection fibres each with a 300-mm diameter (Visionex, Inc,
Sunnyvale, CA, USA, probe).53 Filters were placed over the fibres approxi-
mately 2.5 cm from the probe tip and the collection fibres were part bevelled so
that they predominantly collected signal from a zone in front of the delivery
fibre and at a specified collection depth, determined by the bevelled angle. This
design provided a means of controlling the sampling volume whilst optimising
collection efficiency.

In 2000, Shim et al. reported the first in vivo Raman measurement of gas-
trointestinal tissue using the Visionex probe described above.54 In this feasi-
bility study the probe was passed through an endoscope into the oesophagus,
stomach and colon. Twenty patients successfully underwent the endoscopic
procedure following routine sedation and no complications were reported. The
probe was positioned to touch an area of mucosa for 5 s during which time
readings were taken. The probed site was then biopsied to allow comparison of
Raman spectra with histopathology at that site. Subtle differences were re-
ported in spectra from normal and diseased areas but the data acquired was not
sufficient to discriminate between pathological groups. Whilst demonstrating
feasibility, Shim et al. concluded that more work was needed to enhance the
signal-to-noise ratio (SNR), to minimise acquisition times, and to improve data
interpretation before reliable results could be generated. This study illustrated
that endoscopic Raman spectroscopy could be performed safely in human
patients, but was not large enough to enable comparison with results generated
using laboratory-based Raman spectrometers.

Motz et al. used a novel probe to study dysplasia in rat palate tissue using
100mW of laser light (at 830 nm) for excitation.54,55 Multivariate data analysis
of Raman spectra demonstrated differences in low- and high-grade dysplasia.
They concluded that further modifications to the probe were necessary to op-
timise collection depth as a significant spectral contribution was collected from
tissue that was deeper than 500 mm. More recently, a greater emphasis has been
placed on targeted illumination of the epithelial lining of the gastrointestinal
tract. Precancerous dysplasia develops in epithelial cells and, by definition, has
not yet invaded deeper structures. For optimum diagnostic accuracy, probes
must collect signal from the epithelial layer and minimise spectral contributions
from scattering occurring in deeper tissues.
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In 2005, Wilson and coworkers published results of an in vivo trial in the
upper gastrointestinal tract of humans. They used a probe consisting of a
central delivery fibre surrounded by six 300-mm diameter bevelled collection
fibres that achieved an estimated sampling depth of 500 mm.56 In conjunction
with a diode laser (emitting at 785 nm) and a modern CCD detector they re-
ported an accuracy of 87% for delineating between normal oesophageal tissue
and dysplasia.

Huang and coworkers recently described the use of a ball lens at the distal tip
of a novel Raman probe to focus excitation light onto the epithelium and help
collimate scattered light into the collection fibres.57 In 2010, following a
number of preliminary in vitro and in vivo studies in rats, Huang et al. published
a series of results from in vivo trials of endoscopic Raman spectroscopy for the
detection of gastric neoplasia in humans. They used a 1.8-mm diameter Raman
probe consisting of 32 collection fibres surrounding a single central delivery
fibre. The probe had two stages of optical filters, at its proximal and distal ends,
and used 785 nm excitation. Each spectrum was acquired in 0.5 s with a laser
light irradiance of 1.5 W cm–2. In December 2010 they reported a diagnostic
sensitivity of 82.1% and a specificity of 95.3% for delineating malignant gastric
ulcers from benign tissue.58 In 2011, the same Raman probe system was used in
the oesophagus demonstrating a sensitivity of 97.0% and a specificity of 95.2%
for detecting oesophageal cancer.59

8.8 Novel Raman Probe

We have developed a novel probe for in vivo analysis of oesophageal tissue
using a novel, custom-built, confocal Raman probe that has been designed
specifically for compatibility with a standard medical endoscope. The Raman
probe has been designed and built at the Interface Analysis Centre, at the
University of Bristol.

A full description of the probe has been published by Day et al.37 The laser is
transmitted through the excitation fibre, collimated by a GRIN lens, and fil-
tered to remove Raman and elastic scattering signals generated within the fibre.
A monolith reflects the light onto a dichroic filter that reflects only light at the
specified excitation wavelength onto a focusing GRIN lens. After interaction
with the sample, scattered light is collimated by the GRIN lens and transmitted
back to the dichroic filter that reflects the elastically scattered light but allows
inelastically scattered wavelengths to pass through to a second dichroic filter.
The signal is then collimated by a GRIN lens and transmitted back to the
spectrometer through the collection fibre. The probe is confocal, that is to say,
the exit aperture of the excitation fibre is equal to the entrance aperture of the
collection fibre. It has been designed to focus to 150 mm in order to sample from
the oesophageal epithelium and minimise signal interference from deeper
tissues. In addition, unlike previous commercial fibre-optic Raman probes it
has a short tip so that endoscopic manipulation will be possible when taking
probe measurements in vivo. It is also designed for direct tissue contact in
order to facilitate in vivo endoscopic measurements. Initial analysis was on
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oesophagectomy specimens using a fixed grid as shown (see Figure 8.4). Fol-
lowing spectral measurement, a biopsy was taken using standard endoscopy
forceps at each of the specified grid positions and immediately fixed in formalin.
All samples were paraffin embedded, microtomed and stained with Haema-
toxylin and Eosin prior to expert histological reporting. In addition, endo-
scopic resection (ER) and endoscopic biopsy samples were used to augment the
spectral dataset. These specimens were placed on acetate and snap frozen in
liquid nitrogen in the endoscopy suite. They were subsequently allowed to
defrost at room temperature for 2 min (point biopsies) or 5min (ERs) and
mounted on calcium fluoride substrate with their mucosal surface facing up-
wards before measurement. All tissue samples were independently reported by
two expert Consultant Pathologists based at different hospitals in order to gain
consensus expert diagnosis.

Figure 8.5 shows the results for classification of neoplasia in Barrett’s
oesophagus. The results presented have demonstrated that a custom-built
Raman probe designed for endoscopic use can accurately discriminate between
a variety of oesophageal tissue types. Despite unavoidable background signal,
an inherent problem when aiming to measure subtle spectral features via a fibre-
optic, principal-component-fed linear discriminant analysis (PC-fed LDA)
demonstrated sufficient ability to detect the specific biochemical information to
enable tissue classification. Background subtraction/correction algorithms did
not yield improvements in classification performance.

Results have been validated using independent test datasets and cross-
validation techniques (e.g. leave-one-out). The independent test datasets, which
were acquired over a different timescale to the training dataset, demonstrated

Figure 8.4 Photograph taken prior to tissue measurements after placement of the
perspex mapping grid. The distal oesophagus and proximal stomach have
been opened and the grid has been pinned in place so that it overlies the
distal oesophagus and gastro-oesophageal junction.
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accurate classification performance. We have also demonstrated that reliable
spectra can be acquired using different identically designed probes used by
different operators and that these results can be accurately classified using an
independent ‘‘training’’ algorithm.

8.9 Discussion

The data demonstrates that there is the possibility of real-time fibre-optic probe
analysis of the oesophageal mucosa in clinically applicable timescales. In
addition, spectra can feasibly be measured under direct vision using WLE and /
or NBI. Shim et al. in 2000, demonstrated that in vivo Raman measurements
were feasible and safe in the oesophagus, although diagnostically useful in-
formation was not obtained.54 In vivo work by several groups has supported the
conclusions that Raman spectroscopy is safe and feasible and has demonstrated
more encouraging diagnostic data, although detection of early lesions using
other probe systems has proved difficult.55,56

The results presented and the experience from previous pilot clinical trials
support the need for an in vivo trial using this custom-built Raman probe
system. There are several practical considerations that need to be addressed:

� Probe durability – Probes must be sufficiently durable to tolerate multiple
passes down an endoscope without it affecting spectral recordings. Early
in this project a probe was damaged during passage through a scope
prompting a change to the design of the external rigid coating of the distal
tip of the probe.

� Single or multiuse – Our data has shown that a multiuse probe could
feasibly collect reliable data over at least a 2-year period.

Figure 8.5 Linear discriminant analysis scatter plot of the three group classification
model. All spectra were acquired in 1 s. NSq-normal squamous (normal
oesophagus) HGD/cancer is high-grade dysplasia and cancer, LGD/ND8
is low-grade dysplasia and nondysplastic Barrett’s Oesophagus. PC stands
for principle component and ld (LD) is Linear Discriminant.
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� Manufacturing – There needs to be an established mechanism for repro-
ducing identically built probes to high standards.

� CE marking – this is the mandatory legal conformity mark necessary for
products placed on the European market. It confirms that the manu-
facturer has ensured that the product is not only safe but also functions in
a way so as to achieve its intended purpose.

� Commercial support – There needs to be a mechanism for funding a future
clinical trial. This will most likely be through a commercial collaboration.

After addressing these factors a carefully planned clinical trial will need to be
undertaken. The aims of the trial would need to be clearly defined. Prior to a
large, randomised trial a significant in vivo spectral dataset would be required to
generate a robust classification model. The technique for ensuring that probe
spectra can be correlated with the current gold standard (consensus expert
histology) must be established. Huang et al. have described the use of an ER
cap to ensure that probe and biopsy sites match. However, this requires that all
patients are scoped using an ER cap, despite not necessarily needing ther-
apeutic intervention. Alternatively, a double-lumen scope could be used so that
the probe and the biopsy forceps are passed simultaneously through the scope.
This would enable a biopsy to immediately be followed by a Raman meas-
urement. However, slight adjustment by the endoscopists to allow for the dif-
ferent positions of the instrument channels will be required.

A Raman probe system could potentially have a role as a surgical adjunct
during oesophagectomy. It could enable surgeons to assess resection margins
intraoperatively to ensure they are clear of microscopic tumour deposits in
order to minimise the risk of locally recurrent disease. Similarly, the probe
could even act as an adjunct to oesohagogastric cancer staging, through
laparoscopic assessment of suspicious peritoneal or lymphatic deposits, or
potentially endoscopic assessment of the depth of tumour invasion through the
oesophagus. Previously, the ability of RS to stage transitional cell carcinoma of
the bladder based on urothelial measurements has been demonstrated.44 There
is potential for tumour depth ‘‘T-staging’’ in the oesophagus, however, modi-
fication to the confocal design of the probe described would be necessary if this
were intended.

There are several methodological limitations that must be highlighted. These
relate to the technique of spectral acquisition, the nature and design of the
probe, the data preprocessing and analysis, and to assumptions made between
the ex vivo environment and the real clinical environment at endoscopy.

� Point measurements – This is a recognised limitation of the technique. It is
hoped that further developments may enable real-time imaging that could
facilitate assessment of whole Barrett’s segments in clinically applicable
timescales. Thus, Raman point measurements may need to be combined
with a wide field imaging system to identify areas of maximal concern.

� Fluorescence – The endogenous fluorophores in blood are well known to
induce fluorescence that may mask weak Raman signals. Although water
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lavage could be performed during endoscopy to remove excess blood, the
fluorescence effects may interfere with a clinicians’ ability to take multiple
targeted biopsies. This will need further evaluation in vivo. As fluorescence
was very rare ex vivo (following mucosal lavage) and these spectra were
easily identifiable as visual outliers prior to data analysis, the problems
caused by fluorescence were minimal.

� Probe background – The custom-built Raman probe has significant
background signal due to Raman, fluorescence, and elastic scattering
signals being generated within the fibre-optic cables. However, the probe
has been shown to be sufficiently sensitive to detect the important spectral
signals that enable tissue classification. Although not all visible above the
probe background, PC-fed LDA was able to extract this data for tissue
classification. Background subtraction/correction algorithms were not
shown to improve classification performance.

� Exclusion of ambient light – All measurements presented and discussed
were acquired following exclusion of ambient light as visible wave-
lengths can cause spectral disruption. However, both endoscopic white
light and NBI have been shown to be compatible with Raman
measurements.

� Pressure effects – Inadequate contact of the probe with the tissue may have
affected the spectral signal. However, as explained previously, this was a
translational project using a clinically applicable tool that was pressed
against the tissue by hand, as would be the case in vivo. No attempt was
taken to regulate probe pressure as this would be impractical in vivo.

� Inability to subclassify the grade of dysplasia – Despite measuring in ex-
cess of a thousand ex vivo tissue spectra, the numbers of homogeneous
LGD and HGD samples that were confirmed by consensus histological
diagnosis were too low to enable distinction between grades of dysplasia.
Prior to widespread clinical use, an in vivo trial of sufficient power will
need to generate a large spectral database in order to produce a robust
classification model for in vivo spectra.

� Neoadjuvant chemotherapy – The majority of patients were treated with
chemotherapy prior to surgical resection. This often led to shrinkage and
fibrosis of the tumour, which may have affected its spectral signal.

� Previous ablation therapy – Some point biopsies/endoscopic resections
were taken from patients who had undergone previous ablation therapy. It
is unclear what effect, if any, this may have had on the Raman signal
obtained from this tissue. However, in a clinical setting it will be essential
that the probe can detect recurrent Barrett’s/dysplasia in patients who
have undergone previous endoscopic treatment. The ability to detect
buried metaplasia has not been evaluated.

� Ischaemia effects – The effects of tissue ischemia have not been fully es-
tablished. This may mean that the results cannot be generalised to in vivo
results with complete accuracy. A large spectral dataset will need to be
established following an in vivo trial and at that point comparisons with
ex vivo data can be made.

The Prospects for Real-Time Raman Spectroscopy for Oesophageal Neoplasia 217

 1
4/

10
/2

01
3 

09
:2

8:
25

. 
Pu

bl
is

he
d 

on
 2

3 
Se

pt
em

be
r 

20
13

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
18

49
73

73
02

-0
02

01
View Online

http://dx.doi.org/10.1039/9781849737302-00201


� No assessment has been made as to whether the probe can identify
macroscopically invisible areas of dysplasia/cancer. In order for RS to be a
clinically applicable tool, it will need to be shown to improve recognition
of early lesions and therefore demonstrate the ability to change patient
care. This is impractical to do at this early stage but should be considered
when designing future in vivo clinical trials in order to demonstrate
diagnostic benefits.

� All spectra were acquired from a biased population as all patients had a
history of Barrett’s oesophagus and/or adenocarcinoma. However, these
patients represent the target population for this clinical tool.

� It is possible systematic errors may have affected the dataset, for example
systematic drift in the intensity or wave number axes over time. However,
careful calibration prior to all sets of measurements was used to obviate
these effects. In addition, the data presented showed no evidence of sys-
tematic drift and instrument response (green-glass) correction failed to
improve the classification performance suggesting that major systemic
drift was not a problem.
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NARESH MAGANb

aBiophotonics Research Unit, Leadon House, GHNHSFT, Gloucester,
GL1 3NN, United Kingdom; bCranfield Health, Cranfield University,
MK43 0AL, United Kingdom; cGloucestershire Royal Hospital,
Gloucestershire NHS Foundation Trust, United Kingdom
*Email: c.kendall@medical-research-centre.com

9.1 Volatile Diagnostics

The human nose is used as a qualitative analytical tool for discrimination/
detection of odours from food (fish, meat, cheese, wine), perfumes (cosmetics,
soaps) and flavours. Since the time of the ancient Greeks, physicians have been
aware that it is possible to smell disease on the breath of those afflicted. An
obvious example of this is the pear drop like smell of acetone in the breath of a
diabetic or bodily fluids such as urine can also have distinctive smells, which are
specific to disease, such as the honey-like smell of urine in phenylketonuria.

People can be highly skilled at detecting odours, but there may be problems
because of a lack of sensitivity over time and the variation between individuals.
It may also sometimes be unsafe or unhealthy and variable depending on the
individual.1 To avoid these difficulties, attempts have been made to build an
artificial system that can mimic the olfactory sense of mammals and that can
detect and discriminate the production of volatile compounds from various
sources. Since the 1970s the potential of breath analysis as a way of detecting
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disease in the human body has been recognised. These early studies were pri-
marily performed using gas chromatography-mass spectrometry (GC-MS). In
1971 Pauling et al.2 demonstrated that several hundred compounds were pre-
sent in human breath and that some of these could be associated with abnormal
physiological states or disease. When considering breath analysis, diseases of
the lung and respiratory tract are the obvious choice of pathologies to be in-
vestigated as the vast majority of expired breath gas has been produced in the
lung. Breath analysis is attractive because it offers the potential for rapid,
noninvasive near-patient diagnosis.

All the methods for breath analysis rely on the detection of volatile organic
compounds or VOCs. Organic compounds are those that contain carbon and
are found in all living things. VOCs are organic compounds that easily become
gases or vapours; as such they can be detected in breath and bodily fluids.
Many studies, including those using GC-MS have shown that for certain
pathological conditions (infection, malignancy, liver and cardiopulmonary
disease) specific patterns of VOCs can be detected. These patterns are known as
‘‘volatile fingerprints’’. It is hoped that these fingerprints will provide the basis
for accurate breath screening for disease in the future. These same technologies
can also be employed to smell the headspace above bodily fluids such as blood
and urine, which adds other potential medical applications to the uses of these
technologies.

9.1.1 GC-MS and SIFT-MS Techniques

Techniques such as gas chromatography (GC), gas chromatography linked
with mass spectrometry (GC-MS) and selected ion flow tube-mass spec-
trometry (SIFT-MS) have been used to analyse volatile compounds. SIFT-MS
was developed in 1976 for real-time quantification of gas analysis of ambient
air, exhaled breath and the headspace above liquids.3,4 Headspace analysis of
liquid samples such as urine to detect nephrotoxicity,5 blood to detect bacterial
growth6 and human sweat to investigate stimulant compounds for mosquitoes
causing malaria7 have also been examined.

A large number of studies have been carried out to identify Microbial VOCs
(MVOCs) growing on a diversity of matrices using chromatographic techniques
but only a few have investigated these compounds from micro-organisms in-
volved in ventilator associated pneumonia (VAP). Humphreys8 used GC-MS
for patient’s breath analysis in order to identify patients with VAP. Scotter
et al.9 used SIFT-MS to find the fingerprints of volatiles from medically im-
portant fungi (Aspergillus flavus, A.fumigatus, Candida albicans, Mucor race-
mosus, Fusarium solani and Cryptococcus neoformans) grown on a variety of
laboratory media (SDA, BHIB, Columbia agar, blood agar). Others10 have
identified MVOCs present in diverse building materials and from isolated and
subcultured pure mould cultures (Stachybotrys chartarum, Aspergillus peni-
cillioides and Chaetomium globosum) related to allergic status using GC-MS
and solid-phase microextraction (SPME). Finally, there has been interest in
monitoring mycotoxigenic fungal strains of Penicillium roqueforti using SPME
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with GC-MS by the detection of some metabolites formed in the biosynthesis of
the mycotoxins.11

9.1.2 Electronic Noses

In the 1960s the development of instruments to detect odours started using
mechanical noses based on redox reactions. It was not until the 1980s when
integrated e-nose (electronic-nose) systems began appearing as research tools
and commercial devices. The first ‘‘electronic nose’’ was described by Persaud
and Dodd in 1981.12 They attempted to replicate the various stages of the
human olfactory process using biochemical sensors. Volatile compounds react
on the surface of the sensors, neural networks can be used to analyse the sensor
responses and evaluate the main useful components of the data, enabling in
volatile odour recognition. The currently accepted definition of an e-nose, re-
garding the chemical sensor arrays used to detect odorant molecules, was
proposed by Gardner and Bartlett in 1994:13

‘‘An electronic nose is an instrument which comprises an array of electronic
chemical sensors with partial sensitivity and an appropriate pattern recognition
system, capable of recognising simple or complex odours’’.

The odorant molecules that interact with the surface of the sensors in an
e-nose (equivalent to the stimuli in the olfactory system) are typically hydro-
phobic and volatile due to their molecular weight (30–300 Da), strength of
the interactions between molecules and molecular shape.14 Many of the
odorant molecules are produced by micro-organisms. The ability of the e-nose
to detect volatile fingerprints combined with pattern recognition systems may
permit the early detection of specific micro-organisms or groups of micro-
organisms.

A wide range of MVOCs are released from both primary and secondary
metabolites and obtained from the breakdown of protein and carbohydrates
during the metabolic pathways. These compounds can be alcohols, ketones,
esters, lactones, aldehydes, sulfur and nitrogen-based products, as well as
mycotoxins such as trichothecenes. These MVOCs can be characteristic and
different for each species.15,16 They also can vary depending on temperature,
the age of cultures, the nutritional status17 and the different water availability
of the substrates.16

Micro-organisms are known to produce a wide range of different organic
compounds that are released, with some of them being volatile. These MVOCs
may be used as fingerprints of microbial growth and perhaps to discriminate
between different species.

Analytical approaches involving more complex devices such as gas chro-
matography associated with mass spectrometry (GC-MS) and selected ion flow
tube-mass spectrometry (SIFT) have also been employed to detect volatile
biomarkers in headspace samples for similar applications. However, such ap-
proaches are more expensive and require a high level of expertise for analyses
and interpretation of data sets.
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9.1.2.1 E-Nose Technology

Typically, an e-nose consists of three parts: a sensor array, where the sensors
measure electrical changes generated by adsorption of volatiles to the odour-
sensitive chemical surface; a transducer that converts signals in readable values
and the software for the analysis of the data. This structure has been copied
from the olfactory organ of mammals in the sense that the active material of the
sensors in an e-nose device (olfactory receptors) interacts with the volatiles
creating a sensor response (electric signal or pattern) which is transmitted to the
preprocessor (olfactory bulb) where the output is amplified and the noise is
reduced. In the final stage the simplified signals (nerve impulses), as patterns of
responses, are processed into the data-analysis system (hypothalamus and ol-
factory cortex in the brain).18

9.1.2.2 Types of Odour Sensors

Since the first model of an e-nose reported by Persaud and Dodd,12 many
advances have been made in the development of sensor technology. Some of the
most important aspects of sensors are that they must be sensitive enough to the
chemicals even at low concentrations and each sensor in the array must have
partial sensitivity. Thus, response to a range of different gases rather than to a
specific one is an advantage. This variable sensitivity leads to the production of
distinct qualitative volatile fingerprints, enabling the identification of different
patterns.

The e-nose sensor technologies can be classified according to the sensor
material and its transduction or conversion principle. Table 9.1 provides a
summary of the main sensor transducer systems and their characteristics.

Table 9.1 Summary of the sensor technologies for e-noses. (Adapted
from refs. 67, 68.)

Category Measures Material Sensitivity Principle

Electrochemical
MOS Resistance Oxides 5–500

ppm
Changes in
current or in
potentialMOSFET Capacitance Catalytic metals ppm

CP Resistance Polymers 0.1–100
ppm

Optical
Optical fibres Intensity/

Spectrum
Fluorescent
dyes

Low ppb Changes in light
intensityFluorescence

Chemoluminescence
Piezoelectric
SAW Piezoelectricity Polymer-coated

resonating
quartz disc

1 pg mass
change

Changes in mass,
density, viscosity
and acoustic
phenomena

QCM 1ng mass
change
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Electrochemical sensors can be:

a) Conductivity sensors: these exhibit a change in resistance when they are
exposed to volatile organic compounds. There are two types of con-
ductivity sensors:
1. Conducting polymer sensors (CP sensors): This kind of sensor has

reversible physiochemical properties in terms of change in conduct-
ivity under ambient temperature conditions when the active material
(such as polypyrroles, thiophenes) is exposed to the chemicals, which
bond with the polymer backbone. They are extremely sensitive and the
standardisation of sample presentation is crucial for avoiding prob-
lems with humidity and drift over time.

2. Metal oxide semiconductor sensors (MOS sensors): In this case, the
doped materials with which the volatile organic compound (VOC)
interacts are oxides that can be made of tin, zinc, and tungsten. Those
materials are deposited between two metal contacts over a heating
element that operates at high temperatures, 200–650 1C. When the
sample interacts with the oxide material, oxidation occurs. The output
signal is produced by a change in resistance caused by the reaction be-
tween the adsorbed oxygen and the gas molecules. They are quite sen-
sitive (5–500 ppm) and this can be improved by using noble metals or
changing the operating temperature. They are also resistant to humidity,
but they may have drift problems over time and they may be poisoned by
irreversible binding by different compounds such as sulfur or weak acids.

b) Metal oxide silicon field effect sensors (MOSFET sensors): They consist
of three layers: a semiconductor, which can be made of silicon (Si) or
silicon carbide (SiC); a thick oxide layer (SiO2) as insulator; and on top a
thin catalytic metal layer made of platinum (Pt), iridium (Ir) or palladium
(Pd). In these sensors, the contact between the gas molecules and the
catalytic gate metal affects the voltage and thus change the capacitance
through the transistor. The gas detection is recorded as a voltage change
in the sensor signal. The sensitivity and selectivity can be determined by
the choice of the operation temperature, gate metal and structure of the
gate metal. The sensitivity of the sensors is normally high for low con-
centrations of the gases, while it becomes saturated for high concen-
trations of gases. MOSFET and MOS sensors operate at high
temperatures and are considered to be less sensitive to humidity with less
carryover from one measurement to another.19

Piezoelectric sensors can measure temperature, mass changes, pressure, force
and acceleration. The e-nose with piezoelectric sensors is designed to detect
mass changes. There are two types of piezoelectric sensors:

a) Quartz crystal microbalance (QCM sensors): They consist of a resonating
quartz disc that vibrates at a characteristic frequency (10–30 MHz). When
the volatiles are absorbed there is an increase in the mass of the disc
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reducing the resonance frequency. This reduction is inversely pro-
portional to the mass of the odorant absorbed.

b) Surface acoustic-wave devices (SAW sensors): These sensors measure
mass changes too but differ from those above in that they operate at much
higher frequencies and require waves to travel over the surface of the
device. They can be less sensitive than other piezoelectric sensors.

Optical sensors include, amongst other materials, glass fibres coated with a
thin chemically active material that contains a fluorescent dye. When the
volatiles interact with the dye under a light source of a determinate frequency,
or narrow range of frequencies, the polarity light of the fluorescent dye is
altered and then a shift is produced in the emission spectrum. This change of
colour (or of fluorescence, chemoluminescence, absorbance or reflectance) can
be measured. Optical sensors have wide biological applications though they
present bleaching problems with sunlight.

9.2 Applications of Volatile Fingerprinting

These sensor array systems, so called e-noses, have been examined for potential
applications in many fields such as food quality control and spoilage, cosmetics
and beverages industries, environmental monitoring and more recently in
medical diagnostics.20

9.2.1 Food

E-nose technology has been applied in many fields, but the most frequently
considered has been the analysis of raw or manufactured food products;
freshness and maturity monitoring; shelf-life investigations; microbial detection
and control of food packaging material. In this field, many studies have been
performed in order to find the quality of raw materials like grains;21,22 to
evaluate the olive oil oxidation during storage;23 for freshness evaluation of
meats or fish; to classify a wide range of beverages such as coffee, beer, wine;24

to recognise spoilage bacteria and yeasts in milk;25 to detect spoilage fungi in
bread26 and to monitor the ripening of Danish blue cheese.27

Today, there is significant interest in detecting the levels of mycotoxins
produced by fungi in many food products. Thus, diverse studies using the
e-nose technology have been carried out to differentiate between mycotoxigenic
and nonmycotoxigenic strains of Fusarium, Aspergillus, Penicillium in food raw
materials28,29 and in ham-based medium.30 Discrimination between mycotoxin
producers and nonproducers strains is based, as some studies have reported, on
the different volatile fingerprints produced because of the different biosynthetic
pathways for mycotoxin production used.

Food applications have received significant attention because of the ease of
consistent sample presentation, sample size that may be required, it is non-
invasive technique and the lack of sample preparation. Thus, potential exists in
using this approach as part of a quality-assurance system.31
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9.2.2 Medical Applications

If the e-nose is able to recognise volatiles from bacterial and fungal growth on
food substrates, it may also be able to detect and diagnose certain illnesses.
There is a need for rapid, inexpensive and objective systems for clinical diag-
nosis. E-nose technology could provide a tool for early detection and reduce the
high costs and the time consuming nature of using molecular, microbiological
cultures and serological tests in the detection of diseases like Helicobacter
pylori,32 and Mycobacterium tuberculosis.18,33 The use of e-nose systems in
medicine for the early diagnosis of noninfectious diseases such as breast and
lung cancers34,35 kidney disorders and infectious diseases has been recog-
nised33,36–38 and will be discussed further. Clinical studies for rapid real-time
diagnosis have proved challenging. We conducted a prospective study to detect
the premalignant phenotype Barrett’s oesophagus that can progress to
oesophageal cancer. Patients attending for upper GI endoscopy who have given
written informed consent to participate were examined using ‘‘the sniffing
endoscope’’ aspirating the insufflated gas through an e-nose device. The results
(Figure 9.1) revealed to complexity of obtaining a real-time in vivo diagnosis.
Although differences are apparent the results are inconsistent and very indi-
vidual. We will require technology improvement and very large studies. When
moving onto real patients, this very complex project encountered some
challenges.

A
rb

itr
ar

y 
U

ni
ts

Arbitrary Units

annotations ascribed to peaks for recognition

Figure 9.1 This figure shows that using an artificial stomach it is possible to ‘‘sniff’’
the stomach and detect helicobacter infection. There is complete dis-
crimination betweenH.pylori and sterile patterns.32 The project to develop
real-time ‘‘sniffing endoscopy’’ using volatile fingerprints in association
with standard visualization is complex.
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9.2.2.1 Lung Cancer

In 1999 Phillips et al.39 found a combination of 22 VOCs in the breath of lung-
cancer patients that could be used to identify those with the disease. The
compounds were identified using GC-MS and were predominantly alkanes,
alkane derivatives and benzene derivatives. This was a cross-sectional study
that looked at breath samples from 108 patients with abnormal chest X-rays.
Patients then underwent bronchoscopy and histological or cytological sampling.
60 patients were confirmed to have lung cancer. Patients underwent breath
sampling within 24 h prior to bronchoscopy and the breath samples were ana-
lysed using GC-MS techniques. 67 VOCs were common to the breath samples of
62 patients, of these VOCs 22 were selected by discriminate analysis. Using this
approach for the detection of stage 1 lung cancer the technique had 100%
sensitivity and 81.3% specificity. Crossvalidation of the technique correctly
predicted the diagnosis in 71.7% with lung cancer and 66.7% of those without.

Di Natale et al.40 used an electronic nose to identify lung cancer patients.
A total of 62 breath samples were taken from 60 individuals by the bag-
collection method. 35 patients had lung cancer, 18 were used as reference
subjects and 7 patients were postsurgery for lung cancer. 100% of the lung
cancer patients were correctly classified, 94% of the controls were correctly
classified and 44% of the postsurgical patients were also correctly classified.
The misclassified postsurgical patients were classified as healthy controls.

Machado et al.41 studied the exhaled breath from individuals with lung
cancer and compared this with subjects with noncancer diseases and a healthy
group as noncancer control volunteers. They demonstrated that the e-nose
could identify the different characteristics of exhaled breath in patients with
lung cancer in a noninvasive way. A total of 330 of 388 breath samples collected
from this group were correctly classified; an overall accuracy of 85%. The
electronic nose had 71.4% sensitivity and 91.9% specificity. More recently Peng
et al.35 were able to differentiate between distinct cancer types by means of
patient breath analysis using a nanosensor array.

9.2.2.2 Breast Cancer

In 2003 Phillips et al.42 used 22 C4–C20 alkanes found in breath to identify
women suffering with breast cancer from those without breast cancer. Two
hundred breath samples were obtained from women with abnormal mammo-
grams who subsequently underwent breast biopsy. Fifty one cases of breast
cancer were detected in 198 consecutive biopsies. The breath test distinguished
between women with breast cancer and healthy volunteers with a sensitivity of
94.1% (48/51) and a specificity of 73.8% (31/42) (crossvalidated sensitivity
88.2% (45/51), specificity 73.8% (31/42)). Compared to women with abnormal
mammograms and no cancer on biopsy, the breath test identified breast cancer
with a sensitivity of 62.7% (32/51) and a specificity of 84.0% (42/50) (cross-
validated sensitivity of 60.8% (31/51), specificity of 82.0% (41/50)). The
negative predictive value (NPV) of a screening breath test for breast cancer was
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superior to a screening mammogram (99.93% versus 99.89%); the positive
predictive value (PPV) of a screening mammogram was superior to a screening
breath test (4.63% versus 1.29%).

Previous in vitro studies suggest it could be possible to diagnose microbial
pathogens of medical importance such as anaerobic bacteria Clostridium spp
and Bacteroides fragilis, and even to discriminate between different Clostridia
based on volatiles produced.43

9.2.2.3 Microbial Infections

Furthermore, there has been an increasing need for early detection of microbial
infections in the hospital environment. Dutta et al.44 distinguished between
different types of Staphylococcus aureus species: MRSA, MSSA and coagulase-
negative staphylococci (C-NS) from swab samples of infected patients using a
sensor array. Other acquired diseases of great importance in hospitals are those
related to prolonged mechanical ventilation like sinusitis, bronchitis and
pneumonia.38,45

In 2004 Hockstein et al.46 used e-nose analysis of the breath of ventilated pa-
tients in an intensive-care unit to diagnose ventilator associated pneumonia (VAP).
He compared breath analysis to computed tomography (CT) of the chest. They
report an accuracy of at least 80% when comparing e nose analysis to chest CT.

Adrie et al.47 have reported increased levels of nitric oxide in the breath of
patients with pneumonia compared to those without pneumonia.

Humphreys et al.38 investigated the diagnosis of VAP by detecting micro-
organisms in bronchoalveolar lavage (BAL) fluid in a prospective comparative
study of e-nose and microbiology using LDA for the data analysis. 77% of the
samples were correctly classified and 68% when patients on antibiotics were
included.

Thaler et al. (2006)48 was able to identify correctly biofilms versus nonbiofilm
producing Pseudomonas and Staphylococcus species with accuracy ranging
from 72.2% to 100% in patients suffering with rhinosinusitis.

9.2.2.4 Bacterial Infections

Pavlou et al.36 used an e-nose to identify samples of urine that were infected
with bacteria. They were further able to identify the species of bacteria causing
the infection. Shyknon et al. used e-nose technology to differentiate between
different bacterial causes of otits media.49

Some recent studies have demonstrated the capacity of a hybrid metal-oxide/
metal-ion-based sensor systems to discriminate between different species of
Trichophyton that cause dermatophytosis.50 At present, the diagnosis of these
skin diseases takes up to 1–2 weeks. They were able to differentiate between
species and distinct concentrations within 4 days of growth. This would permit
a rapid diagnosis, the appropriate use of antifungal drugs and also monitoring
their activity during the treatment. Naraghi et al.51 studied the potential of
using an e-nose for discriminating between five antifungal treatments against
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two dermatophytes species within 96–120 h. This approach is important due to
the lack of accurate susceptibility testing, especially for dermatophytic fungi.

9.2.3 Environmental

Pollution has become one of the main concerns among public opinion and for
local governments. The water supply can be contaminated with faecal micro-
organisms and with chemical products discharged from industrial, agricultural
and animal farm activities. The traditional methods for detecting indicator
micro-organisms of pollution, such as microbiological cultures, can under-
estimate their presence in water. Sensor arrays have been used to monitor was-
tewater in treatment plants, sewage treatment works and to discriminate between
different products from sources as diverse as leather and automotive industries.

A wide spectrum of organisms, both bacteria and fungi, and chemical
components such as pesticides and insecticides can contaminate water sup-
plies.52 E-noses have also been used to monitor the quality of potable water for
testing cyanobacterial species53 or detecting and differentiating between
Streptomyces spp spores in reverse osmosis and tap water54 (Bastos and
Magan,54). Recently, they showed that soil quality and microbial status could be
differentiated using volatile production patterns under different environmental
regimes.55 Other interesting applications such as control of health and safety air
quality in the aircraft-cabin environment have gained special interest.56

9.3 Ventilator-Associated Pneumonia (VAP)

Ventilator-associated pneumonia (VAP) is a significant infection and has be-
come of great medical importance because it is associated with antibiotic-
resistant pathogens and might result in high rates of morbidity, mortality and
increased medical care costs. The diagnosis of VAP is still difficult since there is
no gold standard diagnostic test and the specificity and sensitivity of all existing
diagnostics are not very high. Clinical signs of VAP are not specific and the
scoring systems do not give high accuracy for VAP diagnosis.

VAP is the acquired pneumonia that occurs in patients who require mech-
anical ventilator support by endotracheal tube or tracheostomy forZ48 h.57

Therefore, VAP is considered a nosocomial disease because it is acquired in the
health care environment with no evidence that it is present or incubated at the
time of hospital admission.

VAP can be caused by a range of individual or mixtures of micro-organisms.
Gram-negative enteric rods, Staphylococcus aureus and Pseudomonas aerugi-
nosa are the predominant organisms responsible for this infection. However,
many other micro-organisms can cause VAP including Streptococcus pneumo-
niae, Haemophilus influenzae and Acinetobacter baumanii depending on the
onset of the illness.58 There are other opportunistic micro-organisms such as
Candida albicans and Aspergillus fumigatus that can play a role in immune-
compromised patients. Polymicrobial infections appear to be especially high in
patients with acute respiratory distress syndrome (ARDS).

Volatile Analysis for Clinical Diagnostics 231

 1
4/

10
/2

01
3 

09
:2

8:
34

. 
Pu

bl
is

he
d 

on
 2

3 
Se

pt
em

be
r 

20
13

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
18

49
73

73
02

-0
02

22
View Online

http://dx.doi.org/10.1039/9781849737302-00222


Identification of the micro-organisms that may have the most clinically im-
pact on a patient, depends on the individual patient, the type of intensive-care
unit (ICU), duration of stay and on any previous antibiotic treatment.58 Several
studies suggest that the time of onset determines that pathogens will infect and
the prognosis of the disease.59,60 For the latter authors H.influenzae, S.pneu-
moniae, methicillin sensitive S.aureus (MSSA) and some Enterobacteriaceae
were common in early-onset VAP, while P.aeruginosa, Acinetobacter spp and
methicillin resistant S.aureus (MRSA) were typically more common in late-
onset infections. The latter species belong to the group of micro-organisms that
potentially can be multidrug resistant (MDR). These pathogens have a high
and very variable range of mortality, between 0–50%, due to their specific risk
factors, patterns of clinical resolution and resistance.61

The incidence of VAP is estimated at between 8–28%59,60 and in all cases
there has been a close relationship between VAP and the length of mechanical
ventilation. Mortality rates due to VAP may reach values of up to 50%, es-
pecially in elderly populations, in severely ill patients, and those who may have
received inappropriate previous drug therapy. However, some studies have not
found any relationship between the high rates of mortality and VAP, but are
mostly due to the underlying diseases.

The diagnosis of VAP is difficult because there is no specific and single
clinical criterion. A large number of diseases, even noninfectious, may present
similar clinical signs such as ARDS, nosocomial tracheobronchitis, congestive
heart failure, atelactasis, pulmonary thromboembolism and pulmonary
haemorrhage. Likewise, the lack of a gold standard in diagnosis may result in a
nonspecific and sometimes unsuccessful treatment, which exposes the patients
to high levels of toxicity, longer stays in hospital, and elevates the costs and
risks of having resistant micro-organisms.62

There have been various clinical strategies for VAP diagnosis such as CPIS
(clinical pulmonary infection score) developed and modified by Pugin et al.63

although some consider CPIS of little usefulness for daily evaluation due to the
need of a waiting period for culture results and for its low sensitivity and
specificity.64 Also, CPIS has not been validated in immunosuppressed patients.

Regarding VAP treatment, the decisive points to be considered once the
therapy for VAP is chosen are the antibiotic selection and its duration. The
empiric antibiotic therapy has to be based on knowledge of the most common
micro-organisms and its local resistance pattern within the ICU,65 on the
duration of mechanical ventilation and on the previous treatment, if there was
one. The duration of the therapy has been lately reduced due to the obser-
vations that prolonged therapies lead to colonization with antibiotic resistant
bacteria such as P.aeruginosa, S.aureus or Enterobacteriaceae. This can result in
a relapse of VAP, mainly in the second week of treatment.66 An early effective
diagnosis and therapy are crucial for good outcomes with less antibiotic use
and therefore for reducing mortality.

Work has been undertaken to examine the potential for using qualitative
volatile fingerprints of specific micro-organisms involved in VAP infections
using the hybrid sensor e-nose to discriminate between different species; to
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build an in vitro model based on these data sets to interpret samples from VAP
patients to enable better and more accurate treatments to be applied.
Humphreys et al.38 investigated the diagnosis of VAP by detecting micro-
organisms in bronchoalveolar lavage (BAL) fluid in a prospective comparative
study of e-nose and microbiology using LDA for the data analysis. 77% of the
samples were correctly classified and 68% when patients on antibiotics were
included.
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