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FOREWORD

“What is Calculus?” is a classic deep question. Calculus is the most powerful branch of

mathematics, which revolves around calculations involving varying quantities. It provides a

system of rules to calculate quantities which cannot be calculated by applying any other branch

of mathematics. Schools or colleges find it difficult to motivate students to learn this subject,

while those who do take the course find it very mechanical. Many a times, it has been observed

that students incorrectly solve real-life problems by applying Calculus. They may not be

capable to understand or admit their shortcomings in terms of basic understanding of

fundamental concepts! The study of Calculus is one of the most powerful intellectual

achievements of the human brain. One important goal of this manuscript is to give begin-

ner-level students an appreciation of the beauty of Calculus. Whether taught in a traditional

lecture format or in the lab with individual or group learning, Calculus needs focusing on

numerical and graphical experimentation. This means that the ideas and techniques have to be

presented clearly and accurately in an articulated manner.

The ideas relatedwith the development ofCalculus appear throughoutmathematical history,

spanning over more than 2000 years. However, the credit of its invention goes to the

mathematicians of the seventeenth century (in particular, to Newton andLeibniz) and continues

up to the nineteenth century, whenFrenchmathematicianAugustin-Louis Cauchy (1789–1857)

gave the definition of the limit, a concept which removed doubts about the soundness of

Calculus, andmade it free from all confusion. The history of controversy about Calculus ismost

illuminating as to the growth of mathematics. The soundness of Calculus was doubted by the

greatest mathematicians of the eighteenth century, yet, it was not only applied freely but great

developments like differential equations, differential geometry, and so on were achieved.

Calculus, which is the outcome of an intellectual struggle for such a long period of time, has

proved to be the most beautiful intellectual achievement of the human mind.

There are certain problems inmathematics, mechanics, physics, andmany other branches of

science, which cannot be solved by ordinary methods of geometry or algebra alone. To solve

these problems, we have to use a new branch of mathematics, known as Calculus. It uses not

only the ideas and methods from arithmetic, geometry, algebra, coordinate geometry, trigo-

nometry, and so on, but also the notion of limit, which is a new ideawhich lies at the foundation

ofCalculus. Using this notion as a tool, the derivative of a function (which is a variable quantity)

is defined as the limit of a particular kind. In general, Differential Calculus provides a method

for calculating “the rate of change” of the value of the variable quantity. On the other hand,

Integral Calculus provides methods for calculating the total effect of such changes, under the

given conditions. The phrase rate of change mentioned above stands for the actual rate of

change of a variable, and not its average rate of change. The phrase “rate of change” might look

like a foreign language to beginners, but concepts like rate of change, stationary point, and root,

and so on, have precise mathematical meaning, agreed-upon all over the world. Understanding

such words helps a lot in understanding the mathematics they convey. At this stage, it must also
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be made clear that whereas algebra, geometry, and trigonometry are the tools which are used in

the study of Calculus, they should not be confused with the subject of Calculus.

Thismanuscript is the result of joint efforts byProf. UlrichL.Rohde,Mr.G.C. Jain,Dr.Ajay

K. Poddar, and myself. All of us are aware of the practical difficulties of the students facewhile

learningCalculus. I amof the opinion thatwith the availability of these notes, students should be

able to learn the subject easily and enjoy its beauty and power. In fact, for want of such simple

and systematicwork,most students are learning the subject as a set of rules and formulas, which

is really unfortunate. I wish to discourage this trend.

Professor Ulrich L. Rohde, Faculty of Mechanical, Electrical and Industrial Engineering

(RF and Microwave Circuit Design & Techniques) Brandenburg University of Technology,

Cottbus, Germany has optimized this book by expanding it, adding useful applications, and

adapting it for today’s needs. Parts of the mathematical approach from the Rohde, Poddar, and

B€oeck textbook on wireless oscillators (The Design of Modern Microwave Oscillators for

Wireless Applications: Theory and Optimization, John Wiley & Sons, ISBN 0-471-72342-8,

2005) were used as they combine differentiation and integration to calculate the damped and

starting oscillation condition using simple differential equations. This is a good transition for

more challenging tasks for scientific studies with engineering applications for beginners who

find difficulties in understanding the problem-solving power of Calculus.

Mr. Jain is not a teacher by profession, but his curiosity to go to the roots of the subject to

prepare the so-called concept-oriented notes for systematic studies in Calculus is his

contribution toward creating interest among students for learning mathematics in general,

and Calculus in particular. This book started with these concept-oriented notes prepared for

teaching students to face real-life engineering problems. Most of the material pertaining to this

manuscript on calculus was prepared by Mr. G. C. Jain in the process of teaching his kids and

helping other students who needed help in learning the subject. Later on, his friends (including

me) realized the beauty of his compilation and we wanted to see his useful work published.

I am also aware thatMr. Jain got his notes examined from some professors at theDepartment

of Mathematics, Pune University, India. I know Mr. Jain right from his scientific career at

Armament Research and Development Establishment (ARDE) at Pashan, Pune, India, where I

was a Senior Scientist (1982–1998) and headed theAerodynamicGroupARDE, Pune inDRDO

(Defense Research and Development Organization), India. Coincidently, Dr. Ajay K. Poddar,

Chief Scientist at Synergy Microwave Corp., NJ 07504, USA was also a Senior Scientist

(1990–2001) in a very responsible position in the Fuze Division of ARDE andwas aware of the

aptitude of Mr. Jain.

Dr. Ajay K. Poddar has been the main driving force towards the realization of the

conceptualized notes prepared by Mr. Jain in manuscript form and his sincere efforts made

timely publication possible. Dr. Poddar hasmade tireless effort by extending all possible help to

ensure that Mr. Jain’s notes are published for the benefit of the students. His contributions

include (but are not limited to) valuable inputs and suggestions throughout the preparation of

this manuscript for its improvement, as well as many relevant literature acquisitions. I am sure,

as a leading scientist, Dr. Poddar will have realized how important it is for the younger

generation to avoid shortcomings in terms of basic understanding of the fundamental concepts

of Calculus.

I have had a long time association with Mr. Jain and Dr. Poddar at ARDE, Pune. My

objective has been to proofread the manuscript and highlight its salient features. However, only

a personal examination of the bookwill convey to the reader the broad scope of its coverage and

its contribution in addressing the proper way of learning Calculus. I hope this bookwill prove to

be very useful to the students of Junior Colleges and to those in higher classes (of science and

engineering streams) who might need it to get rid of confusions, if any.
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My special thanks goes to Dr. Poddar, who is not only a gifted scientist but has also been a

mentor. It was his suggestion to publish the manuscript in two parts (Part I: Introduction to

Differential Calculus: Systematic Studies with Engineering Applications for Beginners and

Part II: Introduction to Integral Calculus: Systematic Studieswith EngineeringApplications for

Beginners) so that beginners could digest the concepts of Differential and Integral Calculus

without confusion and misunderstanding. It is the purpose of this book to provide a clear

understanding of the concepts needed by beginners and engineers who are interested in the

application ofCalculus of their field of study. This book has been designed as a supplement to all

current standard textbooks on Calculus and each chapter begins with a clear statement of

pertinent definitions, principles, and theorems together with illustrative and other descriptive

material. Considerably more material has been included here than can be covered in most high

schools and undergraduate study courses. This has been done tomake the bookmore flexible; to

provide concept-oriented notes and stimulate interest in the relevant topics. I believe that

students learn best when procedural techniques are laid out as clearly and simply as possible.

Consistent with the reader’s needs and for completeness, there are a large number of examples

for self-practice.

The authors are to be commended for their efforts in this endeavor and I am sure that both

Part I and Part II will be an asset to the beginner’s handbook on the bookshelf. I hope that after

reading this book, the students will begin to share the enthusiasm of the authors in under-

standing and applying the principles of Calculus and its usefulness. With all these changes, the

authors have not compromised our belief that the fundamental goal of Calculus is to help

prepare beginners enter the world of mathematics, science, and engineering.

Finally, I would like to thank Susanne Steitz-Filler, Editor (Mathematics and Statistics)

at John Wiley & Sons, Inc., Danielle Lacourciere, Senior Production Editor at John Wiley &

Sons, Inc., and Sanchari S. at Thomosn Digital for her patience and splendid cooperation

throughout the journey of this publication.

AJOY KANTI GHOSH

PROFESSOR & FACULTY INCHARGE (FLIGHT LABORATORY)

DEPARTMENT OF AEROSPACE ENGINEERING

IIT KANPUR, INDIA
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PREFACE

In general, there is a perception that Calculus is an extremely difficult subject, probably because

the required number of good teachers and good books are not available. We know that books

cannot replace teachers, but we are of the opinion that, good books can definitely reduce

dependence on teachers, and students can gain more confidence by learning most of the

concepts on their own. In the process of helping students to learn Calculus, we have gone

throughmany books on the subject, and realized that whereas a large number of good books are

available at the graduate level, there is hardly any book available for introducing the subject to

beginners. The reason for such a situation can be easily understood by anyone who knows the

subject of Calculus and hence the practical difficulties associated with the process of learning

the subject. In themarket hundreds of books are available onCalculus. All these books contain a

large number of important solved problems. Besides, the rules for solving the problems and the

list of necessary formulae are given in the books, without discussing anything about the basic

concepts involved. Of course, such books are useful for passing the examination(s), but

Calculus is hardly learnt from these books. Initially, the coauthors had compiled concept-

oriented notes for systematic studies in differential and integral Calculus, intended for

beginners. These notes were used by students, in school- and undergraduate-level courses.

The response and the appreciation experienced from the students and their parents encouraged

us to make these notes available to the beginners. It is due to the efforts of our friends and well-

wishers that our dream has now materialized in the form of two independent books: Part I for

Differential Calculus and Part II for Integral Calculus. Of course there are some world class

authors who have written useful books on the subject at introductory level, presuming that the

reader has the necessary knowledge of prerequisites. Some such books are What is Calculus
About? (By Professor W.W. Sawyer), Teach Yourself Calculus (By P. Abbott, B.A), Calculus
Made Easy (By S.P. Thomson), and Calculus Explained (By W.J. Reichmann). Any person

with some knowledge ofCalculuswill definitely appreciate the contents and the approach of the

authors.However, a readerwill be easily convinced thatmost of the beginnersmay not be able to

get (from these books) the desired benefit, for various reasons. From this point of view, both

parts (Part I and Part II) of our bookwould prove to be unique since it provides a comprehensive

material on Calculus, for the beginners. First six chapters of Part I would help the beginner to

come up to the level, so that one can easily learn the concept of limit,which is in the foundation

of calculus. The purpose of these works is to provide the basic (but solid) foundation of

Calculus to beginners. The books aim to show them the enjoyment in the beauty and power

of Calculus and develop the ability to select proper material needed for their studies in any

technical and scientific field, involving Calculus.

One reason for such a high dropout rate is that at beginner levels, Calculus is so poorly

taught. Classes tend to be so boring that students sometimes fall asleep. Calculus textbooks get

fatter and fatter every year, withmoremulticolor overlays, computer graphics, and photographs

of eminent mathematicians (starting with Newton and Leibniz), yet they never seem easier to

comprehend. We look through them in vain for simple, clear exposition, and for problems that
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will hook a student’s interest. Recent years have seen a great hue and cry inmathematical circles

over ways to improve teaching Calculus to beginner and high-school students. Endless

conferences have been held, many funded by the federal government, dozens of experimental

programs are here and there. Some leaders of reform argue that a traditional textbook gets

weightier but lacks the step-by-step approach to generate sufficient interest to learn Calculus in

beginner, high school, and undergraduate students. Students see no reason why they should

master tenuous ways of differentiating and integrating by hand when a calculator or computer

will do the job. Leaders of Calculus reform are not suggesting that calculators and computers

should no longer be used; what they observe is that without basic understanding about the

subject, solving differentiation and integration problems will be a futile exercise. Although

suggestions are plentiful for ways to improve Calculus understanding among students and

professionals, a general consensus is yet to emerge.

The word “Calculus” is taken from Latin and it simply means a “stone” or “pebble”, which

was employed by the Romans to assist the process of counting.By extending themeaning of the

word “Calculus”, it is now applied to wider fields (of calculation) which involve processes

other than mere counting. In the context of this book (with the discussion to follow), the word

“Calculus” is an abbreviation for Infinitesimal Calculus or to one of its two separate but

complimentary branches—Differential Calculus and Integral Calculus. It is natural that the

above terminology may not convey anything useful to the beginner(s) until they are acquainted

with the processes of differentiation and integration. This book is a true textbook with

examples, it should find a good place in the market and shall compare favorably to those

with more complicated approaches.

The author’s aim throughout has been to provide a tour of Calculus for a beginner as

well as strong fundamental basics to undergraduate students on the basis of the following

questions, which frequently came to our minds, and for which we wanted satisfactory and

correct answers.

(i) What is Calculus?

(ii) What does it calculate?

(iii) Why do teachers of physics and mathematics frequently advise us to learn Calculus

seriously?

(iv) How is Calculus more important and more useful than algebra and trigonometry or

any other branch of mathematics?

(v) Why is Calculus more difficult to absorb than algebra or trigonometry?

(vi) Are there any problems faced in our day-to-day life that can be solved more easily by

Calculus than by arithmetic or algebra?

(vii) Are there any problems which cannot be solved without Calculus?

(viii) Why study Calculus at all?

(ix) Is Calculus different from other branches of mathematics?

(x) What type(s) of problems are handled by Calculus?

At this stage, we can answer these questions only partly. However, aswe proceed, the associated

discussions will make the answers clear and complete. To answer one or all of the above

questions, it was necessary to know: How does the subject of Calculus begin?; How can we

learn Calculus? andWhat can Calculus do for us? The answers to these questions are hinted at

in the books: What is Calculus about? and Mathematician’s Delight, both by W.W. Sawyer.

However, it will depend on the curiosity and the interest of the reader to study, understand, and
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absorb the subject. The author use very simple and nontechnical language to convey the ideas

involved. However, if the reader is interested to learn the operations of Calculus faster, then he

may feel disappointed. This is so, because the nature of Calculus and the methods of learning it

are very different from those applicable in arithmetic or algebra. Besides, one must have a real

interest to learn the subject, patience to read many books, and obtain proper guidance from

teachers or the right books.

Calculus is a higher branch of mathematics, which enters into the process of calculating

changing quantities (and certain properties), in the field ofmathematics and various branches of

science, including social science. It is called Mathematics of Change. We cannot begin to

answer any question related with change unless we know: What is that change and how it

changes? This statement takes us closer to the concept of function y¼ f(x), wherein “y” is

related to “x” through a rule “f”. We say that “y” is a function of x, by which we mean that “y”

depends on “x”. (We say that “y” is a dependent variable, depending on the value of x, an

independent variable.) From this statement, it is clear that as the value of “x” changes, there

results a corresponding change in the value of “y”, depending on the nature of the function “f ”

or the formula defining “f ”.

The immense practical power of Calculus is due to its ability to describe and predict the

behavior of the changing quantities “y” and “x”. In case of linear functions [which are of the

form y¼mx þ b], an amount of change in the value of “x” causes a proportionate change in the

value of “y”. However, in the case of other functions (like y¼ x2� 5, y¼ x3, y¼ x4� x3 þ 3,

y¼ sin x, y¼ 3ex þ x, etc.) which are not linear, no such proportionality exists. Our interest

lies in studying the behavior of the dependent variable “y”[¼f(x)] with respect to the change in

(the value of) the independent variable “x”. In other words, wewish to find the rate at which “y”

changes with respect to “x”.

We know that every rate is the ratio of change thatmay occur in quantities which are related

to one another through a rule. It is easy to compute the average rate at which the value of y

changes when x is changed from x1 to x2. It can be easily checked that (for the nonlinear

functions) these average rate(s) are different between different values of x. [Thus, if jx2� x1j
¼ jx3� x2j ¼ jx4� x3j ¼ . . .. . ., (for all x1, x2, x3, x4,. . .) then we have f(x2)� f(x1) 6¼ f(x3) �
f(x2) 6¼ f(x4)� f(x3) 6¼ . . .. . .]. Thus, we get that the rate of change of y is different in between
different values of x.

Our interest lies in computing the rate of change of “y” at every value of “x”. It is known

as the instantaneous rate of change of “y”with respect to “x”, andwe call it the “rate function”

of “y” with respect to “x”. It is also called the derived function of “y” with respect to “x”

and denoted by the symbol y0[¼f 0(x)]. The derived function f 0(x) is also called the derivative of
y[¼f(x)] with respect to x. The equation y0 ¼ f 0(x) tells that the derived function f0(x) is also a
function of x, derived (or obtained) from the original function y¼ f(x). There is another (useful)

symbol for the derived function, denoted by dy/dx. This symbol appears like a ratio, but itmust

be treated as a single unit, as we will learn later. The equation y0 ¼ f 0(x) gives us the

instantaneous rate of change of y with respect to x, for every value of “x”, for which f 0(x)
is defined.

To define the derivative formally and to compute it symbolically is the subject ofDifferential

Calculus. In the process of defining the derivative, various subtleties and puzzles will inevitably

arise. Nevertheless, it will not be difficult to grasp the concept (of derivatives) with our

systematic approach. The relationship between f(x) and f 0(x) is themain theme. Wewill study

what it means for f 0(x) to be “the rate function” of f(x), and what each function says about

the other. It is important to understand clearly the meaning of the instantaneous rate of change

of f(x) with respect to x. These matters are systematically discussed in this book. Note that we

have answered the first two questions and now proceed to answer the third one.

PREFACE xv



There are certain problems in mathematics and other branches of science, which cannot be

solved by ordinary methods known to us in arithmetic, geometry, and algebra alone. In

Calculus, we can study the properties of a function without drawing its graph. However, it is

important to be aware of the underlying presence of the curve of the given function. Recall that

this is due to the introduction of coordinate geometry by Decartes and Fermat. Now, consider

the curve defined by the function y¼ x3� x2� x.We know that, the slope of this curve changes

from point to point. If it is desired to find its slope at x¼ 2, then Calculus alone can help us give

the answer, which is 7. No other branch of mathematics would be useful.

Calculus uses not only the ideas andmethods from arithmetic, geometry, algebra, coordinate

geometry, trigonometry, and so on but also the notion of limit, which is a new idea that lies at

the foundation of Calculus. Using the notion of limit as a tool, the derivative of a function is

defined as the limit of a particular kind. (It will be seen later that the derivative of a function is

generally a new function.) Thus, Calculus provides a system of rules for calculating changing

quantities which cannot be calculated otherwise. Here it may be mentioned that the concept

of limit is equally important and applicable in Integral Calculus, which will be clear

when we study the concept of the definite integral in Chapter 5 of Part II. Calculus is the most

beautiful and powerful achievement of the human brain. It has been developed over a period

of more than 2000 years. The idea of derivative of a function is among the most important

concepts in all of mathematics and it alone distinguishes Calculus from the other branches of

mathematics.

The derivative and an integral have foundmany diverse uses. The list is very long and can be

seen in any book on the subject. Differential calculus is a subject which can be applied to

anything whichmoves, or changes or has a shape. It is useful for the study of machinery of all

kinds - for electric lighting and wireless, optics and thermodynamics. It also helps us to answer

questions about the greatest and smallest values a function can take. ProfessorW.W. Sawyer, in

his famous bookMathematician’s Delight, writes:Once the basic ideas of differential calculus

have been grasped, a whole world of problems can be tackled without great difficulty. It is a

subject well worth learning.

On the other hand, integral calculus considers the problem of determining a function from

the information about its rate of change. Given a formula for the velocity of a body, as a

function of time, we can use integral calculus to produce a formula that tells us how far the body

has traveled from its starting point, at any instant. It provides methods for the calculation of

quantities such as areas and volumes of curvilinear shapes. It is also useful for themeasurement

of dimensions of mathematical curves.

The concepts basic to Calculus can be traced, in uncrystallized form, to the time of the

ancient Greeks (around 287–212 BC). However, it was only in the sixteenth and the early

seventeenth centuries that mathematicians developed refined techniques for determining

tangents to curves and areas of plane regions. These mathematicians and their ingenious

techniques set the stage for Isaac Newton (1642–1727) and Gottfried Leibniz (1646–1716),

who are usually credited with the “invention” of Calculus.

Later on, the concept of the definite integral was also developed. Newton and Leibniz

recognized the importance of the fact that finding derivatives and finding integrals (i.e.,

antiderivatives) are inverse processes, thus making possible the rule for evaluating definite

integrals. All these matters are systematically introduced in Part II of the book. (There were

many difficulties in the foundation of the subject of Calculus. Some problems reflecting

conflicts and doubts on the soundness of the subject are reflected in the “Historical Notes” given

at the end ofChapter 9 of Part I.)During the last 150 years, Calculus hasmatured bit by bit. In the

middle of the nineteenth century, French Mathematician Augustin-Louis Cauchy (1789–1857)

gave the definition of limit, which removed all doubts about the soundness of Calculus and
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made it free from all confusion. It was then that Calculus had become, mathematically, much as

we know it today.

To obtain the derivative of a given function (and to apply it for studying the properties of the

function) is the subject of the ‘differential calculus’. On the other hand, computing a function

whose derivative is the given function is the subject of integral calculus. [The function so

obtained is called an anti-derivative of the given function.] In the operation of computing the

antiderivative, the concept of limit is involved indirectly. On the other hand, in defining the

definite integral of a function, the concept of limit enters the process directly. Thus, the concept

of limit is involved in both, differential and integral calculus. In fact, we might define calculus

as the study of limits. It is therefore important that we have a deep understanding of this

concept. Although, the topic of limit is rather theoretical in nature, it has been presented and

discussed in a very simpleway, in theChapters 7(a) and 7(b) of Part-I (i.e. Differential Calculus)

and in Chapter 5 of Part-II (i.e. Integral Calculus). Around the year 1930, the increasing use of

Calculus in engineering and sciences, created a necessary requirement to encourage students of

engineering and science to learn Calculus. During those days, Calculus was considered an

extremely difficult subject. Many authors came up with introductory books on Calculus, but

most students could not enjoy the subject, because the basic concepts of the Calculus and its

interrelations with the other subjects were probably not conveyed or understood properly. The

result was that most of the students learnt Calculus only as a set of rules and formulas. Even

today, many students (at the elementary level) “learn” Calculus in the sameway. For them, it is

easy to remember formulae and apply themwithout bothering to know:How the formulae have

come and why do they work?

The best answer to the question “Why study Calculus at all?” is available in the book:

Calculus fromGraphical, Numerical and Symbolic Points of View by Arnold Ostebee and Paul

Zorn. There are plenty of good practical and “educational” reasons, which emphasize that one

must study Calculus:

. Because it is good for applications;

. Because higher mathematics requires it;

. Because its good mental training;

. Because other majors require it; and

. Because jobs require it.

Also, another reason to study Calculus (according to the authors) is that Calculus is among our

deepest, richest, farthest-reaching, and most beautiful intellectual achievements. This manu-

script differs in certain respects, from the conventional books on Calculus for the beginners.

Organization

The work is divided into two independent books: Book I—Differential Calculus (Introduction

to Differential Calculus: Systematic Studies with Engineering Applications for Beginners)

and Book II–Integral Calculus (Introduction to Integral Calculus: Systematic Studies with

Engineering Applications for Beginners).

Part I consists of 23 chapters in which certain chapters are divided into two sub-units such as

7a and 7b, 11a and 11b, 13a and 13b, 15a and 15b, 19a and 19b. Basically, these sub-units are

different from each other in one way, but they are interrelated through concepts.

Part II consists of nine chapters inwhich certain chapters are divided into two sub-units such

as 3a and 3b, 4a and 4b, 6a and 6b, 7a and 7b, 8a and 8b, and finally 9a and 9b. The division of

chapters is based on the same principle as in the case of Part I. Each chapter (or unit) in both the

PREFACE xvii



parts begins with an introduction, clear statements of pertinent definitions, principles and

theorems. Meaning(s) of different theorems and their consequences are discussed at length,

before they are proved. The solved examples serve to illustrate and amplify the theory, thus

bringing into sharp focus many fine points, to make the reader comfortable.

The contents of each chapter are accompanied by all the necessary details. However, some

useful information about certain chapters is furnished below. Also, illustrative and other

descriptivematerial (alongwith notes and remarks) is given to help the beginner understand the

ideas involved easily.

Book II (Introduction to Integral Calculus: Systematic Studies with Engineering Applica-

tions for Beginners):

. Chapter 1 deals with the operation of antidifferentiation (also called integration) as the

inverse process of differentiation.Meanings of different terms are discussed at length. The

comparison between the operations of differentiation and integration are discussed.

. Chapter(s) 2, 3a, 3b, 4a, and 4b deal with different methods for converting the given

integrals to the standard form, so that the antiderivatives (or integrals) of the given

functions can be easily written using the standard results.

. Chapter 5 deals with the discussion of the concept of area, leading to the concept of the

definite integral and certain methods of evaluating definite integrals.

. Chapter 6a deals with the first and second fundamental theorems of Calculus and their

applications in computing definite integrals.

. Chapter 6b deals with the process of defining the natural logarithmic function using

Calculus.

. Chapter 7a deals with the methods of evaluating definite integrals using the second

fundamental theorem of Calculus.

. Chapter 7b deals with the important properties of definite integrals established using the

second fundamental theorem of Calculus and applying them to evaluate definite integrals.

. Chapter 8a deals with the computation of plane areas bounded by curves.

. Chapter 8b deals with the application of the definite integral in computing the lengths of

curves, the volumes of solids of revolution, and the curved surface areas of the solids of

revolution.

. Chapter 9a deals with basic concepts related to differential equations and the methods of

forming them and the types of their solutions.

. Chapter 9b deals with certain methods of solving ordinary differential equations of the

first order and first degree.

An important advice for using both the parts of this book:

. The CONTENTS clearly indicate how important it is to go through the prerequisites.

Certain concepts [like (�1) · (�1) ¼ 1, and why division by zero is not permitted in

mathematics, etc] which are generally accepted as rules, are discussed logically. The

concept of infinity and its algebra are very important for learning calculus. The ideas

and definitions of functions introduced in Chapter-2, and extended in Chapter-6, are

very useful.

. The role of co-ordinate geometry in defining trigonometric functions and in the devel-

opment of calculus should be carefully learnt.
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. The theorems, in both the Parts are proved in a very simple and convincing way. The

solved examples will be found very useful by the students of plus-two standard and the

first year college. Difficult problems have been purposely not included in solved examples

and the exercise, tomaintain the interest and enthusiasmof the beginners. The readersmay

pickup difficult problems from other books, once they have developed interest in the

subject.

. Concepts of limit, continuity and derivative are discussed at length in chapters 7(a) & 7(b),

8 and 9, respectively. The one who goes through from chapters-1 to 9 has practically learnt

more than 60% of differential calculus. The readers will find that remaining chapters of

differential calculus are easy to understand. Subsequently, readers should not find any

difficulties in learning the concepts of integral calculus and the process of integration

including themethods of computing definite integrals and their applications in fining areas

and volumes, etc.

. The differential equations right from their formation and the methods of solving certain

differential equations of first order and first degree will be easily learnt.

. Students of High Schools and Junior College level may treat this book as a text book for
the purpose of solving the problems and may study desired concepts from the book
treating it as a reference book. Also the students of higher classes will find this book very
useful for understanding the concepts and treating the book as a reference book for this

purpose. Thus, the usefulness of this book is not limited to any particular standard. The
reference books are included in the bibliography.

I hope, above discussion will be found very useful to all those who wish to learn the basics of

calculus (or wish to revise them) for their higher studies in any technical field involving

calculus.

Suggestions from the readers for typos/errors/improvements will be highly appreciated.

Finally, efforts have beenmade to the ensure that the interest of the beginner ismaintained all

through. It is a fact that reading mathematics is very different from reading a novel. However,

we hope that the readers will enjoy this book like a novel and learn Calculus. We are very sure

that if beginners go through the first six chapters of Part I (i.e., prerequisites), then theymay not

only learn Calculus, but will start loving mathematics.

DR. -ING. AJAY KUMAR PODDAR

CHIEF SCIENTIST

SYNERGY MICROWAVE CORPORATION

NJ 07504, USA

FORMER SENIOR SCIENTIST (DRDO, INDIA)

Spring 2011
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INTRODUCTION

In less than 15min, let us realize that calculus is capable of computing many quantities

accurately, which cannot be calculated using any other branch of mathematics.

To be able to appreciate this fact, we consider a “nonvertical line” that makes an angle “�”
with the positive direction of x-axis, and that � 6¼ 0.We say that the given line is “inclined” at an

angle “�” (or that the inclination of the given line is “�”).
The important idea of our interest is the “slope of the given line,” which is expressed by the

trigonometric ratio “tan �.” Technically the slope of the line tells us that if we travel by “one

unit,” in the positive direction along the x-axis, then the number of units by which the height of

the line rises (or falls) is the measure of its slope.

Also, it is important to remember that the “slope of a line” is a constant for that line. On the

other hand “the slope of any curve” changes from point to point and it is defined in terms of the

slope of the “tangent line” existing there. To find the slope of a curve y¼ f(x) at any value of x,

the “differential calculus” is the only branch of Mathematics, which can be used even if we are

unable to imagine the shape of the curve.

At this stage, it is very important to remember (in advance) and understand clearly that

whereas, the subject of Calculus demands the knowledge of algebra, geometry, coordinate

geometry and trigonometry, and so on (as a prerequisite), but they do know from the subject of

Calculus. Hence, calculus should not be confused as a combination of these branches.

Calculus is a different subject. The backbone of Calculus is the “concept of limit,” which is

introduced and discussed at length in Part I of the book. The first eight chapters in Part I simply

offer the necessary material, under the head: What must you know to learn Calculus? We learn

the concept of “derivative” in Chapter 9. In fact, it is the technical term for the “slope.”

The ideas developed in Part I are used to define an inverse operation of computing

antiderivative. (In a sense, this operation is opposite to that of computing the derivative of

a given function.)

Most of the developments in the field of various sciences and technologies are due to

the ideas developed in computing derivatives and antiderivatives (also called integrals). The

matters related with integrals are discussed in “Integral Calculus.”

The two branches are in fact complimentary, since the process of integral calculus is

regarded as the inverse process of the differential calculus. As an application of integral

calculus, the area under a curve y¼ f(x) from x¼ a to x¼ b, and the x-axis can be computed

only by applying the integral calculus. No other branch of mathematics is helpful in computing

such areas with curved boundaries.

PROF. ULRICH L. ROHDE
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1 Antiderivative(s) [or Indefinite
Integral(s)]

1.1 INTRODUCTION

In mathematics, we are familiar withmany pairs of inverse operations: addition and subtraction,

multiplication and division, raising to powers and extracting roots, taking logarithms and finding

antilogarithms, and so on. In this chapter, we discuss the inverse operation of differentiation,

which we call antidifferentiation.

Definition (1): A function �(x) is called an antiderivative of the given function f (x) on the

interval [a, b], if at all points of the interval [a, b],

�0ðxÞ ¼ f ðxÞð1Þ

Of course, it is logical to use the terms differentiation and antidifferentiation to mean the

operations, which must be inverse of each other. However, the term integration is frequently

used to stand for the process of antidifferentiation, and the term an integral (or an indefinite

integral) is generally used to mean an antiderivative of a function.

The reason behind using the terminology “an integral” (or an indefinite integral) will be clear

only after we have studied the concept of “the definite integral” in Chapter 5. The relation

between “the definite integral” and “an antiderivative” or an indefinite integral of a function is

established through first and second fundamental theorems ofCalculus, discussed inChapter 6a.

For the time being, we agree to use these terms freely, with an understanding that the terms:

“an antiderivative” and “an indefinite integral” have the samemeaning for all practical purposes

and that the logic behind using these terms will be clear later on. If a function f is differentiable

in an interval I, [i.e., if its derivative f 0 exists at each point in I] then a natural question arises:

Given f 0(x) which exists at each point of I, can we determine the function f(x)? In this chapter,

we shall consider this reverse problem, and study some methods of finding f(x) from f 0(x).

Note:We know that the derivative of a function f (x), if it exits, is a unique function. Let f 0(x)¼
g(x) and that f (x) and g(x) [where g(x)¼ f 0(x)] both exist for each x 2 I, then we say that an

antiderivative (or an integral) of the function g(x) is f (x).(2)

Introduction to Integral Calculus: Systematic Studies with Engineering Applications for Beginners, First Edition.
Ulrich L. Rohde, G. C. Jain, Ajay K. Poddar, and A. K. Ghosh.
� 2012 John Wiley & Sons, Inc. Published 2012 by John Wiley & Sons, Inc.

1-Anti-differentiation (or integration) as the inverse process of differentiation.

(2) Shortly, it will be shown that an integral of the function g(x)[¼ f 0(x)] can be expressed in the form f (x)þ c, where c is

any constant. Thus, any two integrals of g(x) can differ only by some constant.We say that an integral (or an antiderivative)

of a function is “unique up to a constant.”

(1) Note that if x is an end point of the interval [a, b], then �0(x) will stand for the one-sided derivative at x.

1



To understand the concept of an antiderivative (or an indefinite integral) more clearly, consider

the following example.

Example: Find an antiderivative of the function f (x)¼ x3.

Solution: From the definition of the derivative of a function, and its relation with the given

function, it is natural to guess that an integral of x3 must have the term x4. Therefore, we

consider the derivative of x4. Thus, we have

d

dx
x4 ¼ 4x3:

Now, from the definition of antiderivative (or indefinite integral)we canwrite that antiderivative

of 4x3 is x4. Therefore, antiderivative of x3 must be x4=4. In other words, the function

�ðxÞ ¼ x4=4 is an antiderivative of x3.

1.1.1 The Constant of Integration

When a function �(x) containing a constant term is differentiated, the constant term does not

appear in the derivative, since its derivative is zero. For instance, we have,

d

dx
x4 þ 6
� � ¼ 4x3 þ 0 ¼ 4x3;

d

dx
x4 ¼ 4x3; and

d

dx
x4 � 5
� � ¼ 4x3 � 0 ¼ 4x3:

Thus, by the definition of antiderivative, we can say that the functions x4 þ 6, x4, x4 � 5, and in

general, x4 þ c (where c2R), all are antiderivatives of 4x3.

Remark: From the above examples, it follows that a given function f (x) can have infinite

number of antiderivatives. Suppose the antiderivative of f (x) is�(x), then not only�(x) but also
functions like �(x)þ 3, �(x)� 2, and so on all are called antiderivatives of f (x). Since, the

constant term involvedwith an antiderivative can be any real number, an antiderivative is called

an indefinite integral, the indefiniteness being due to the constant term.

In the process of antidifferentiation,we cannot determine the constant term, associatedwith

the (original) function �(x). Hence, from this point of view, an antiderivative �(x) of the given
function f (x) will always be incomplete up to a constant. Therefore, to get a complete

antiderivative of a function, an arbitrary constant (which may be denoted by “c” or “k” or any

other symbol) must be added to the result. This arbitrary constant represents the undetermined

constant term of the function, and is called the constant of integration.

1.1.2 The Symbol for Integration (or Antidifferentiation)

The symbol chosen for expressing the operation of integration is “
Ð
”; it is the old fashioned

elongated “S”, and it is selected as being the first letter of the word “Sum”, which is another

aspect of integration, as will be seen later.(3)

(3) The symbol
Ð
is also looked upon as a modification of the summation sign

P
.
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Thus, if an integral of a function f (x) is �(x), we writeð
f ðxÞdx ¼ �ðxÞ þ c; where c is the constant of integration:

Remark: The differential “dx” [written by the side of the function f (x) to be integrated]

separately does not have a meaning. However, “dx” indicates the independent variable “x”,

with respect to which the original differentiation was made. It also suggests that the reverse

process of integration has to be performed with respect to x.

Note:The concept of differentials “dy” and “dx” is discussed at length, inChapter 16. There, we

have discussed how the derivative of a function y¼ f (x) can be looked upon as the ratio dy=dx of
differentials. Besides, it is also explained that the equation dy=dx ¼ f 0ðxÞ can be expressed

in the form

dy ¼ f 0ðxÞdx;
which defines the differential of the dependent variable [i.e., the differential of the function

y¼ f (x)].

Accordingly,
Ð
f ðxÞdx stands to mean that f (x) is to be integrated with respect to x. In

other words, we have to find (or identify) a function �(x) such that �0(x)¼ f (x). Once this is

done, we can write ð
f ðxÞdx ¼ �ðxÞ þ c; ðc 2 RÞ:

Now, we are in a position to clarify the distinction between an antiderivative and an indefinite

integral.

Definition: If the function �(x) is an antiderivative of f (x), then the expression �(x)þ c

is called the indefinite integral of f (x) and it is denoted by the symbol
Ð
f ðxÞdx.

Thus, by definition,ð
f ðxÞdx ¼ �ðxÞ þ c; ðc 2 RÞ; provided �0ðxÞ ¼ f ðxÞ:

Remark: Note that the function in the form �(x)þ c exhausts all the antiderivatives of the

function f (x). On the other hand, the function �(x) with a constant [for instance, �(x)þ 3, or

�(x)� 7, or �(x)þ 0, etc.] is called an antiderivative or an indefinite integral (or simply,

an integral) of f (x).

1.1.3 Geometrical Interpretation of the Indefinite Integral

From the geometrical point of view, the indefinite integral of a function is a collection (or

family) of curves, each ofwhich is obtained by translating anyone curve [representing�(x)þ c]

parallel to itself, upwards or downwards along the y-axis. A natural question arises: Do

antiderivatives exist for every function f(x)? The answer is NO.

Let us note, however,without proof, that if a function f(x) is continuous on an interval [a, b],

then the function has an antiderivative.

Now, let us integrate the function y ¼ Ð
f (x)¼ 2x. We have,ð

f ðxÞdx ¼
ð
2x dx ¼ x2 þ c ð1Þ
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For different values of c, we get different antiderivatives of f (x). But, these antiderivatives (or

indefinite integrals) are very similar geometrically. By assigning different values to c, we get

different members of the family. All these members considered together constitute the

indefinite integral of f(x)¼ 2x. In this case, each antiderivative represents a parabola with

its axis along the y-axis.(4)

Note that for each positivevalue of c, there is a parabola of the familywhich has its vertex on

the positive side of the y-axis, and for each negative value of c, there is a parabola which has its

vertex on the negative side of the y-axis.

Let us consider the intersection of all these parabolas by a line x¼ a. In Figure 1.1, we have

taken a> 0 (the same is true for a< 0). If the line x¼ a intersects the parabolas y¼ x2,

(4) For c¼ 0,we obtain y¼x2, a parabolawith its vertex on the origin. The curve y¼ x2þ 1 for c¼ 1, is obtained by shifting

the parabola y¼ x2 one unit along y-axis in positive direction. Similarly, for c¼�1, the curve y¼x2� 1 is obtained by

shifting the parabola y¼ x2 one unit along y-axis in the negative direction. Similarly, all other curves can be obtained.

y

P3

P2

P1

y = x2 + 3

y = x2 + 2

y = x2 + 1

y = x2 – 1

y = x2 – 2

y = x2 – 3

y = x2

P0

P–1

P–2

0

x

P–3

x = a

FIGURE 1.1 Shows some curves of f (x)¼ 2x family.
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y¼ x2þ 1, y¼ x2þ 2, y¼ x2� 1, y¼ x2� 2, at P0, P1,P2,P�1,P�2, and so on, respectively,

then dy=dx (i.e., the slope of each curve) at x¼ a is 2a. This indicates that the tangents to

the curves �(x)¼ x2þ c at x¼ a are parallel. This is the geometrical interpretation of the

indefinite integral.

Now, supposewewant to find the curve that passes through the point (3, 6). These values of

x and y can be substituted in the equation of the curve. Thus, on substitution in the equation

y¼ x2 þ c,

We get, 6 ¼ 32 þ c

) c ¼ �3

Thus, y¼ x2� 3 is the equation of the particular curve which passes through the point (3, 6).

Similarly, we can find the equation of any curvewhich passes through any given point (a, b). In

the relation,

ð
f ðxÞdx ¼ �ðxÞ þ c; ðc 2 RÞ:

. The function f (x) is called the integrand.

. The expression under the integral sign, that is, “f (x)dx” is called the element of integration.

Remark: By the definition of an integral, we have,

f ðxÞ ¼ ½� ðxÞ þ c�0 ¼ �0ðxÞ:

Thus, we can write,

ð
f ðxÞdx ¼

ð
�0ðxÞdx

¼
ð
d½�ðxÞ�

Observe that the last expression
Ð
d �ðxÞ½ � does not have “dx” attached to it (Why?). Recall that

d �ðxÞ½ � stands for the differential of the function �(x), which is denoted by �0(x)dx, as
discussed in Chapter 16 of Part I. Thus, we write,

ð
f ðxÞdx ¼

ð
�0ðxÞdx ¼

ð
d½�ðxÞ� ¼ �ðxÞ þ c: ð2Þ

Equation(2) tells us that when we integrate f(x) [or antidifferentiate the differential of a

function �(x)] we obtain the function “�(x)þ c”, where “c” is an arbitrary constant. Thus, on

the differential level, we have a useful interpretation of antiderivative of “f ”.

Since we have
Ð
f ðxÞdx ¼ �ðxÞ, we can say that an antiderivative of “f ” is a function “�”,

whose differential �0(x)dx equals f (x)dx. Thus, we can say that in the symbol
Ð
f ðxÞdx, the

expression “f ðxÞdx” is the differential of some function �(x).

Remark: Equation (2) suggests that differentiation and antidifferentiation (or integration) are

inverse processes of each other. (We shall come back to this discussion again in Chapter 6a).
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Leibniz introduced the convention of writing the differential of a function after the integral

symbol “
Ð
”. The advantage of using the differential in this manner will be apparent to the

reader later whenwe compute antiderivatives by themethod of substitution—to be studied later

in Chapters 3a and 3b. Whenever we are asked to evaluate the integral
Ð
f ðxÞdx, we are

required to find a function �(x), satisfying the condition �0(x)¼ f (x). But how can we find the

function �(x)?
Because of certain practical difficulties, it is not possible to formulate a set of rules bywhich

any function may be integrated. However, certain methods have been devised for integrating

certain types of functions.

. The knowledge of these methods,

. good grasp of differentiation formulas, and

. necessary practice, should help the students to integrate most of the commonly occurring

functions.

The methods of integration, in general, consist of certain mathematical operations

applied to the integrand so that it assumes some known form(s) of which the integrals

are known. Whenever it is possible to express the integrand in any of the known forms

(which we call standard forms), the final solution becomes a matter of recognition and

inspection.

Remark: It is important to remember that in the integral
Ð
f ðxÞdx, the variable in the integrand

“f (x)” and in the differential “dx”must be same (Here it is “x” in both). Thus,
Ð
cos y dx cannot

be evaluated as it stands. It would be necessary, if possible, to express cos y as a function of x.

Any other letter may be used to represent the independent variable besides x. Thus,
Ð
t2dt

indicates that t2 is to be integrated (wherein t is the independent variable), and we need to

integrate it with respect to t (which appears in dt).

Note: Integration has one advantage that the result can always be checked by differen-

tiation. If the function obtained by integration is differentiated, we should get back the

original function.

1.2 USEFUL SYMBOLS, TERMS, AND PHRASES FREQUENTLY NEEDED

TABLE 1.1 Useful Symbols, Terms, and Phrases Frequently Needed

Symbols/Terms/Phrases Meaning

f (x) in
Ð
f ðxÞdx Integrand

The expression f (x)dx in
Ð
f ðxÞdx The element of integrationÐ

f ðxÞdx Integral of f (x) with respect to x. Here, x in “dx” is the

variable of integration

Integrate Find the indefinite integral (i.e., find an antiderivative and add

an arbitrary constant to it)a

An integral of f (x) A function �(x), such that �0(x)¼ f (x)

Integration The process of finding the integral

Constant of integration An arbitrary real number denoted by “c” (or any other

symbol) and considered as a constant.

aThe term integration also stands for the process of computing the definite integral of f(x), to be studied in Chapter 5.
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1.3 TABLE(S) OF DERIVATIVES AND THEIR CORRESPONDING

INTEGRALS

From the formulas of derivatives of functions, we can write down directly the corresponding

formulas for integrals. The formulas for integrals of the important functions given on the right-

hand side of the Table 1.2a are referred to as standard formulas which will be used to find

integrals of other (similar) functions.

Remark (1): We make two comments about formula (2) mentioned in Table 1.2a.

(i) It is meant to include the case when n¼ 0, that is,

ð
x0dx ¼

ð
1dx ¼ xþ c

(ii) Since no interval is specified, the conclusion is understood to be valid for any interval

on which xn is defined. In particular, if n< 0, we must exclude any interval containing

the origin. (Thus,
Ð
x�3dx ¼ ðx�2=� 2Þ ¼ �ð1=2x2Þ, which is valid in any interval not

containing zero.)

Remark (2): Refer to formula (5) mentioned in Table 1.2a. We have to be careful when

considering functions whose domain is not the whole real line. For instance, when we say

d=dx logexð Þ ¼ 1=x; it is obvious that in this equality x 6¼ 0. However, it is important to

remember that, logex is defined only for positive x.(5)

TABLE 1.2a Table of Derivatives and Corresponding Integrals

S. No.

Differentiation Formulas Already

Known to us
d

dx
f ðxÞ½ � ¼ f 0ðxÞ

Corresponding Formulas for IntegralsÐ
f 0ðxÞdx ¼ f ðxÞ þ c

(Antiderivative with Arbitrary Constants)

1.
d

dx
xnð Þ ¼ n xn�1, n2R

ð
nxn�1dx ¼ xn þ c, n2R

2.
d

dx

xnþ1

nþ 1

� �
¼ xn, n 6¼�1

ð
xndx ¼ xnþ1

nþ 1
þ c; n 6¼ �1, n2R.

This form is more useful

3.
d

dx
exð Þ ¼ ex

ð
exdx ¼ ex þ c

4.
d

dx
axð Þ ¼ ax � logea ða > 0Þ

or
d

dx

ax

logea

� �
¼ ax ða > 0Þ

ð
ax � logea dx ¼ ax þ c ða > 0Þ

)
ð
ax dx ¼ ax

logea
þ c

5.
d

dx
logexð Þ ¼ 1

x
ðx > 0Þ

ð
1

x
dx ¼ logejxj þ c, x 6¼ 0�

�This formula is discussed at length in Remark (2), which follows.

(5) Recall that y¼ ex, logey¼x. Note that ex (¼y) is always a positive number. It follows that logey is defined only for

positive numbers. In fact, in any equality involving the function logex (to any base), it is assumed that log x is defined only

for positive values of x.
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In view of the above, the derivative of logexmust also be considered only for positive values

of x. Further, when we write
Ð
1=xðdxÞ ¼ logex, one must remember that in this equality the

function 1/x is to be considered only for positive values of x.

Note:Observe that, though the integrand 1/x is defined for negative values of x, it will be wrong

to say that, since 1/x is defined for all nonzero values of x, the integral of 1/x (which is logex)

may be defined for negative values of x. To overcome this situation, we write

ð
1

x
dx ¼ loge xj j; x 6¼ 0: Let us prove this:

For x> 0, we have,

d

dx
logexð Þ ¼ 1

x
;

and; for x < 0;

d

dx
logeð�xÞ½ � ¼ 1

�x
ð�1Þ ¼ 1

x

:

[Note that for x< 0, (�x)> 0]. Combining these two results, we get,

d

dx
loge xj jð Þ ¼ 1

x
; x 6¼ 0 )

ð
1

x
dx ¼ loge xj j þ c; x 6¼ 0:

From this point of view, it is not appropriate to write

ð
1

x
dx ¼ logex; x 6¼ 0: ðWhy?Þ

The correct statement is:

ð
1

x
dx ¼ logex; x > 0: ðAÞ

or

ð
1

x
dx ¼ loge xj j; x 6¼ 0 ðBÞ

Note that both the equalities at (A) and (B) above clearly indicate that logex is defined only for

positive values of x.

In solving problems involving log functions, generally the base “e” is assumed. It is

convenient and saves time and effort, both (To avoid confusion, onemay like to indicate the base

of logarithm, if necessary). Some important formulas for integrals that are directly obtained

from the derivatives of certain functions, are listed in Tables 1.2b and 1.2c.

Besides, there are certain results (formulas) for integration, which are not obtained directly

from the formulas for derivatives but obtained indirectly by applying other methods of

integration. (These methods will be discussed and developed in subsequent chapters).

Many important formulas for integration (whether obtained directly or indirectly) are

treated as standard formulas for integration, whichmeans that we can use these results towrite

the integrals of (other) similar looking functions.
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Important Note: The main problem in evaluating an integral lies in expressing the integrand

in the standard form. For this purpose, we may have to use algebraic operations and/or

trigonometric identities. For certain integrals, wemay have to change the variable of integration

by using themethod of substitution, to be studied later, in Chapters 3a and 3b. In such cases, the

element of integration is changed to a new element of integration, in which the integrand (in a

new variable) may be in the standard form. Once the integrand is expressed in the standard

TABLE 1.2b Table of Derivatives and Corresponding Integrals

S. No.

Differentiation Formulas

Already Known to us
d

dx
f ðxÞ½ � ¼ f 0ðxÞ

Corresponding Formulas for Indefinite

Integrals
Ð
f 0ðxÞdx ¼ f ðxÞ þ c

6.
d

dx
sin xð Þ ¼ cos x

Ð
cos x dx ¼ sin xþ c

7.a
d

dx
cos xð Þ ¼ �sin x

Ð ð�sin xÞdx ¼ cos xþ c

)
Ð
sin x dx ¼ �cos xþ c

8.
d

dx
tan xð Þ ¼ sec2x

Ð
sec2 x dx ¼ tan xþ c

9.a
d

dx
cot xð Þ ¼ �cosec2x

Ð ð�cosec2 xÞdx ¼ cot xþ c

)
Ð
cosec2 x dx ¼ �cot xþ c

10.
d

dx
sec xð Þ ¼ sec x � tan x Ð

sec x � tan x dx ¼ sec xþ c

11.a
d

dx
cosec xð Þ ¼ �cosec x � cot x

Ð ð�cosec x � cot xÞdx ¼ cosec xþ c

)
Ð
cosec x � cot x dx ¼ �cosec xþ c

aObserve that derivatives of trigonometric functions starting with “co,” (i.e., cos x, cot x, and cosec x) are with

negative sign. Accordingly, the corresponding integrals are also with negative sign.

TABLE 1.2c Derivatives of Inverse Trigonometric Functions and Corresponding Formulas for

Indefinite Integrals

S. No.

Differentiation Formulas

Already Known to us
d

dx
f ðxÞ½ � ¼ f 0ðxÞ

Corresponding Formulas for

Indefinite Integrals
Ð
f 0ðxÞdx ¼ f ðxÞ þ c

12.
d

dx
sin�1 x
� � ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� x2
p

d

dx
cos�1 x
� � ¼ �1ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� x2
p

ð
dxffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x2

p ¼
sin�1 xþ c

or

�cos�1 xþ c

8><
>:

13. d

dx
tan�1 x
� � ¼ 1

1þ x2

d

dx
cot�1 x
� � ¼ �1

1þ x2

ð
dx

1þ x2
¼

tan�1 xþ c

or

�cot�1 xþ c

8><
>:

14.
d

dx
sec�1 x
� � ¼ 1

x �
ffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � 1

p
d

dx
cosec�1 x
� � ¼ �1

x �
ffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � 1

p

ð
dx

x �
ffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � 1

p ¼
sec�1 xþ c

or

�cosec�1 xþ c

8><
>:
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form, evaluating the integral depends only on recognizing the form and remembering the table

of integrals.

Remark: Thus, integration as such is not at all difficult. The real difficulty lies in applying the

necessary algebraic operations and using trigonometric identities needed for converting the

integrand to standard form(s).

1.3.1 Table of Integrals of tan x, cot x, sec x, and cosec x

Now consider Table 1.2b.

Note: Table 1.2b does not include the integrals of tan x, cot x, sec x, and cosec x. The integrals

of these functions will be established by using the method of substitution (to be studied later in

Chapter 3a). However, we list below these results for convenience.

1.3.2 Results for the Integrals of tan x, cot x, sec x, and cosec x

(i)
Ð
tan x dx ¼ loge sec xj j þ c ¼ logðsec xÞ þ c

(ii)
Ð
cot x dx ¼ loge sin xj j þ c ¼ logðsin xÞ þ c

(iii)
Ð
sec x dx ¼ logðsec xþ tan xÞ þ c ¼ log tan x

2
þ p

4

� �� �þ c

(iv)
Ð
cosec x dx ¼ logðcosec x� cot xÞ þ c ¼ log tan x

2

� �þ c

These four integrals are also treated as standard integrals.

Now, we consider Table 1.2c.

Remark: Derivatives of inverse circular functions are certain algebraic functions. In

fact, there are only three types of algebraic functions whose integrals are inverse circular

functions.

1.4 INTEGRATION OF CERTAIN COMBINATIONS OF FUNCTIONS

There are some theorems of differentiation that have their counterparts in integration. These

theorems state the properties of “indefinite integrals” and can be easily proved using the

definition of antiderivative. Almost every theorem is proved with the help of differentiation,

thus stressing the concept of antidifferentiation. To integrate a given function, we shall need

these theorems of integration, in addition to the above standard formulas. We give below these

results without proof.

(a)
Ð
f ðxÞ þ gðxÞ½ �dx ¼ Ð

f ðxÞdxþ Ð
gðxÞdx

In words, “an integral of the sum of two functions, is equal to the sum of integrals of

these two functions”. The above rule can be extended to the sum of a finite number of

functions. The result also holds good, if the sum is replaced by the difference. Hence,

integration can be extended to the sum or difference of a finite number of functions.

(b)
Ð
c � f ðxÞdx ¼ c � Ð f ðxÞdx; where c is a real number:
Note that result (b) follows from result (a).
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Thus, a constant can be taken out of the integral sign. The theorem can also be

extended as follows:

Corollary:ð
k1f ðxÞ þ k2gðxÞ½ �dx ¼ k1

ð
f ðxÞdxþ k2

ð
gðxÞdx; where k1 and k2 are real numbers

(c) If

ð
f ðxÞdx ¼ FðxÞ þ c

then

ð
f ðxþ bÞdx ¼ Fðxþ bÞ þ c:

Example: ð
cosðxþ 3Þdx ¼ sinðxþ 3Þ þ c

(d) If

ð
f ðxÞdx ¼ FðxÞ þ c;

then

ð
f ðaxþ bÞdx ¼ 1

a
Fðaxþ bÞ þ c:

This result is easily proved, by differentiating both the sides.

Proof: It is given that
Ð
f ðxÞdx ¼ FðxÞ þ c

) F0ðxÞ ¼ f ðxÞ ðBy definitionÞ

To prove the desired result, we will show that the derivatives of both the sides give the same

function.

Now consider,

LHS:
d

dx

ð
f ðaxþ bÞdx

� �
¼ f ðaxþ bÞð6Þ

RHS:
d

dx

1

a
Fðaxþ bÞ þ c

� �
¼ 1

a
F0ðaxþ bÞ � a

¼ F0ðaxþ bÞ
¼ f ðaxþ bÞ

) L:H:S: ¼ R:H:S:

Note: This result is very useful since it offers a new set of “standard forms of integrals”,

wherein “x” is replaced by a linear function (axþ b). Later on, we will show that this result is

more conveniently proved by the method of substitution, to be studied in Chapter 3a.

Let us now evaluate the integrals of some functions using the above theorems, and the standard

formulas given in Tables 1.2a–1.2c.

(6) We know that the process of differentiation is the inverse of integration (and vice versa). Hence, differentiation nullifies

the integration, and we get the integrand as the result. (Detailed explanation on this is given in Chapter 6a).
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Examples: We can write,

(i)

ð
sin ð5xþ 7Þdx ¼ � 1

5
cos ð5xþ 7Þ þ c

)

ð
sin x dx ¼ �cos xþ c

� �

Similarly,

(ii)
ð
e3x�2dx ¼ 1

3
e3x�2 þ c

(iii)

ð
sin ð2xþ 1Þ þ x� 2

x
� 4x

� �
dx

¼
ð
sinð2xþ 1Þdxþ

ð
1dx� 2

ð
1

x
dx�

ð
4x dx

¼ � 1

2
cosð2xþ 1Þ þ x� 2 logex� 4x

loge4
þ c Ans:

(iv)

ð
xðxþ 3Þ � 5 sec2x� 3e6x�1
	 


¼
ð
x2dxþ 3

ð
x dx� 5

ð
sec2 x dx� 3

ð
e6x�1dx

¼ x3

3
þ 3x2

2
� 5 tan x� 3e6x�1

6
þ c

¼ x3

3
þ 3

2
x2 � 5 tan x� 1

2
e6x�1 þ c Ans:

(v)
ð
xþ 2

ffiffiffi
x

p þ 7ffiffiffi
x

p dx ¼ I ðsayÞ

) I ¼
ð
x1=2 þ 2þ 7 � x�1=2
� �

dx

¼ x3=2

3=2
þ 2xþ 7

x1=2

1=2
þ c

¼ 2

3
x3=2 þ 2xþ 14x1=2 þ c Ans:

Here, the integrand is in the form of a ratio, which can be easily reduced to a sum

of functions in the standard form and hence their antiderivatives can be written, using

the tables.

(vi)

ð
3xþ 1

x� 3
dx ¼

ð
3x� 9þ 9þ 1

x� 3
dx

¼
ð
3ðx� 3Þ þ 10

x� 3
dx

¼ 3

ð
dxþ

ð
10

x� 3
dx

¼ 3xþ 10 logeðx� 3Þ þ c Ans:
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Here again, the integrand is in the form of a ratio, which can be easily reduced to the

standard form. If the degree of numerator and denominator is same, then creating

the same factor as the denominator (as shown above) is a quicker method than

actual division.

(vii)

ð
ð2xþ 3Þ ffiffiffiffiffiffiffiffiffiffiffi

x� 4
p

dx ¼ I ðsayÞ

) I ¼
ð
ð2x� 8þ 11Þ ffiffiffiffiffiffiffiffiffiffiffi

x� 4
p

dx

¼
ð
2ðx� 4Þ þ 11½ � � ffiffiffiffiffiffiffiffiffiffiffi

x� 4
p

dx

¼ 2

ð
ðx� 4Þ3=2dxþ 11

ð
ðx� 4Þ1=2dx

¼ 2 � ðx� 4Þ5=2
5=2

þ 11 � ðx� 4Þ3=2
3=2

¼ 4

5
ðx� 4Þ5=2 þ 22

3
ðx� 4Þ3=2 þ c Ans:

Here, the integrand is in the form of a product, which can be easily reduced to the

standard forms, as indicated above.

In solving the above problems, it has been possible to evaluate the integrals in the form of

quotients and products of functions, simply because the integrands can be converted to

standard forms, by applying certain algebraic operations. In fact, there are different methods

for handling integrals involving quotients and products and so on. For example, consider the

following integrals.

(a)

ð
ð3x2 � 5Þ100x dx

(b)

ð
sin3 x cos x dx

(c)

ð
sin x

1þ sin x
dx

(d)

ð
1� cos 2x

1þ cos 2x
dx

(e)

ð
x2sin x dx

(f)

ð
3x� 4

x2 � 3xþ 2
dx

The above integrals are not in the standard form(s), but they can be reduced to the standard

forms, by using algebraic operations, trigonometric identities, and some special methods to be

studied later.

Note:We emphasize that the main problem in evaluating integrals lies in converting the given

integrals into standard forms. Some integrands can be reduced to standard forms by using
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algebraic operations and trigonometric identities. For instance, consider
Ð
sin2 x dx. Here,

the integrand sin2x is not in the standard form. But, we know the trigonometric identity

cos 2x¼ 1� 2 sin2x. ) sin2x¼ (1� cos 2x)/2.

Thus,
Ð
sin2x dx ¼ Ð ðð1� cos 2xÞ=2Þdx ¼ 1=2

Ð
dx� ð1=2Þ Ð cos 2x dx; where the inte-

grands are in the standard form and so their (indefinite) integrals can bewritten easily. Note that,

here we could express the integrand in a standard form by using a trigonometric identity.

Similarly, we can show that

ð
sin x

1þ sin x
dx ¼

ð
ðsec x � tan x� sec2 xþ 1Þdx

and

ð
1� cos 2x

1þ cos 2x
dx ¼

ð
ðsec2x� 1Þdx

wherein, the integrands on the right-hand side are in the standard form(s). A good number of

such integrals, involving trigonometric functions, are evaluated in Chapter 2, using trigono-

metric identities and algebraic operations. Naturally, the variable of integration remains

unchanged in these operations.

Now, consider the integral
Ð
f ðxÞdx ¼ Ð

sin3x cos x dx. Here, again the integrand is not in

the standard form. Moreover, it is not possible to convert it to a standard form by using

algebraic operations and/or trigonometric identities. However, it is possible to convert it into a

standard form as follows:

We put sin x¼ t and differentiate both sides of this equation with respect to t to obtain

cos x dx¼ dt. Now, by using these relations in the expression for the element of integration,

we get
Ð
sin3x cos x dx ¼ Ð

t3dt, which can be easily evaluated. We have

ð
t3dt ¼ t4

4
þ c ¼ sin4 x

4
þ c

Note that, in the process of converting the above integrand into a standard form, we had to

change the variable of integration from x to t. This method is known as the method of

substitution which is to be studied later.

The method of substitution is a very useful method for integration, associated with the

change of variable of integration. Besides these there are other methods of integration. In this

book, our interest is restricted to study the following methods of integration.

(a) Integration of certain trigonometric functions by using algebraic operations and/or

trigonometric identities.

(b) Method of substitution. This method involves the change of variable.

(c) Integration by parts. This method is applicable for integrating product(s) of two

different functions. It is also used for evaluating integrals of powers of trigonometric

functions (reduction formula). Finer details of this method will be appreciated only

while solving problems in Chapters 4a and 4b

(d) Method of integration by partial fractions. For integrating rational functions likeÐ ð3x� 4Þ=ðx2 � 3xþ 2Þdx.

The purpose of each method is to reduce the integrad into the standard form.
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Before going for discussions about the above methods of integration, it is useful to realize

and appreciate the following points related to the processes of differentiation and integration, in

connection with the similarities and differences in these operations.

1.5 COMPARISON BETWEEN THE OPERATIONS OF DIFFERENTIATION

AND INTEGRATION

(1) Both operate on functions.

(2) Both satisfy the property of linearity, that is,

(i)
d

dx
k1f1ðxÞ þ k2f2ðxÞ½ � ¼ k1

d

dx
f1ðxÞ þ k2

d

dx
f2ðxÞ, where k1 and k2 are constants.

(ii)

ð
k1f1ðxÞ þ k2f2ðxÞ½ �dx ¼ k1

ð
f1ðxÞdxþ k2

ð
f2ðxÞdx, wherek1and k2 are constants.

(3) We have seen that all functions are not differentiable. Similarly, all functions are not

integrable. We will learn about this later in Chapter 5.

(4) The derivative of a function (when it exists) is a unique function. The integral of a

function is not so.However, integrals are unique up to an additive constant, that is, any

two integrals of a function differ by a constant.

(5) When a polynomial function P is differentiated, the result is a polynomial whose

degree is one less than the degree ofP.When a polynomial functionP is integrated, the

result is a polynomial whose degree is one more than that of P.

(6) We can speak of the derivative at a point. We do not speak of an integral at a point. We

speak of an integral over an interval on which the integral is defined. (This will be seen

in the Chapter 5).

(7) The derivative of a function has a geometrical meaning, namely the slope of the

tangent to the corresponding curve at a point. Similarly, the indefinite integral of a

function represents geometrically, a family of curves placed parallel to each other

having parallel tangents at the points of intersection of the curve by the family of lines

perpendicular to the axis representing the variable of integration. (Definite integral has

a geometrical meaning as an area under a curve).

(8) The derivative is used to find some physical quantities such as the velocity of a moving

particle, when the distance traversed at any time t is known. Similarly, the integral is

used in calculating the distance traversed, when the velocity at time t is known.

(9) Differentiation is the process involving limits. So is the process of integration, as

will be seen in Chapter 5. Both processes deal with situations where the quantities

vary.

(10) The process of differentiation and integration are inverses of each other as will be clear

in Chapter 6a.
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2 Integration Using Trigonometric
Identities

2.1 INTRODUCTION

Themain problem in evaluating integrals lies in converting the integrand to some standard form.

When the integrand involves trigonometric functions, it is sometimes possible to convert the

integrand into a standard form, by applying algebraic operations and/or trigonometric

identities. Obviously, in such cases, the integrand can be changed to a standard form, without

changing the variable of integration. Once this is done,we can easilywrite the final result, using

the standard formulas.

2.1.1 Illustrative Examples

Example (1): To evaluate
Ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ sin 2x
p

dx

Solution: Let I ¼ Ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ sin 2x

p
dx

Here, the integrand is not in the standard form.

We consider,

1þ sin 2x¼ sin2 xþ cos2 xþ 2 sin x � cos x
¼ ðsin xþ cos xÞ2

) I ¼
ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðsin xþ cos xÞ2
q

dx ¼
ð
ðsin xþ cos xÞ dx

Now, the constituent functions in the integrand are in the standard form (since, we have

formulas for the integrals of sin x and cos x). Therefore, by applying the theorem on the integral

of a sum and the standard formulas for the integrals of sin x and cos x, we have,

I ¼
ð
ðsin xþ cos xÞ dx ¼ �cos xþ sin xþ c

¼ sin x� cos xþ c Ans:

Introduction to Integral Calculus: Systematic Studies with Engineering Applications for Beginners, First Edition.
Ulrich L. Rohde, G. C. Jain, Ajay K. Poddar, and A. K. Ghosh.
� 2012 John Wiley & Sons, Inc. Published 2012 by John Wiley & Sons, Inc.

2-Integration of certain trigonometric functions using trigonometric identities and applying algebraic manipulations,

to express them in some standard form(s).
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Example (2): To evaluate
Ð

1ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þsin 2x

p dx

Solution: We have seen in Example (1), that 1þ sin 2x¼ sin xþ cos x.

Now; sin xþ cos x ¼ ffiffiffi
2

p sin xþ cos xffiffiffi
2

p
� �

¼ ffiffiffi
2

p
sin x

1ffiffiffi
2

p þ cos x
1ffiffiffi
2

p
� �

¼ ffiffiffi
2

p
sin x � cos p

4
þ cos x � sin p

4

h i
; )cos p

4
¼ sin

p
4
¼ 1ffiffiffi

2
p

� �

¼ ffiffiffi
2

p
sin xþ p

4

h i

)
ð

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ sin 2x

p dx ¼
ð

1ffiffiffi
2

p
sinðxþ ðp=4ÞÞ dx

¼ 1ffiffiffi
2

p
ð
cosec xþ p

4

� �
dx ¼ 1ffiffiffi

2
p log tan

x

2
þ p

8

� �h i
þ c

)

ð
cosec x dx ¼ log tan

x

2

� �
þ c

� �� �
ð1Þ Ans:

Example (3): To evaluate
Ð

sin x
1þsin x

dx

Solution: Let I ¼ Ð
sin x

1þsin x
dx

Observe that the integrand ðsin xÞ=ð1þ sin xÞ is not in the standard form.

Now consider,

sin x

1þ sin x
¼ sin x

1þ sin x
� 1� sin x

1� sin x
¼ sin x� sin2 x

1� sin2 x

¼ sin x� sin2 x

cos2 x

)1� sin2 x ¼ cos2 x
	 


¼ sin x

cos2 x
� sin2 x

cos2 x
¼ sec x � tan x� tan2 x

¼ sec x � tan x� ðsec2 x� 1Þ; )tan2 x ¼ sec2 x� 1½ �
¼ sec x � tan x� sec2 xþ 1

) I ¼
ð
sec x � tan x dx�

ð
sec2 x dxþ

ð
dx

) I ¼ sec x� tan xþ xþ c Ans:

Note that here we had to use the identity tan2 xþ 1¼ sec2 x, to express tan2 x in the standard

form.

(1) We have already listed this formula in Chapter 1, to meet such requirements. However, its proof is given only in

Chapter 3a.
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Example (4): To evaluate
Ð

sin x
cos2 x

dx

Solution: Let I ¼ Ð
sin x
cos2 x

dx

Consider

sin x

cos2 x
¼ 1

cos x
� sin x
cos x

¼ sec x � tan x

) I ¼
ð
sec x � tan x dx

¼ sec xþ c Ans:

Example (5): To evaluate
Ð
sin2 nx dx

Solution: We know that

cos 2x ¼
cos2 x� sin2 x ð1Þ
2 cos2 x� 1 ð2Þ
1� 2 sin2 x ð3Þ

8><
>:

Therefore, using the identity (3), we get

sin2 x ¼ 1� cos 2x

2

)
ð
sin2 nx dx¼

ð
1� cos 2nx

2
dx

¼ 1

2

ð
dx� 1

2

ð
cos 2nx dx

¼ 1

2
x� 1

2

"
1

2n
sin 2nx

#
þ c

¼ 1

2
x� 1

4n
sin 2nxþ c Ans:

Similarly, using the identity (2), we can writeð
cos2 x dx ¼ 1

2

ð
ðcos 2xþ 1Þdx

¼ 1

2

ð
cos 2x dxþ 1

2

ð
dx

¼ 1

4
sin 2xþ 1

2
xþ c Ans:

Next consider;

ð
ðcos xþ sin xÞðcos x� sin xÞdx ¼

ð
ðcos2 x� sin2 xÞ dx

¼
ð
cos 2x dx

¼ 1

2
sin 2xþ c Ans:
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Now, we give below some examples of trigonometric functions and show how easily they can

be converted into standard form(s) by using simple algebraic operations and trigonometric

identities.(2)

The basic idea behind these operations is to simplify the given integrand (to the extent it is

possible) and then express it in some standard form. Once this is done, the only requirement

is to make use of the standard formulas for integration.

While simplifying the expressions, it will be observed that depending on some (type of)

similarity in expressions, certain steps are naturally repeated. Besides, the simplified expres-

sions so obtained are not only useful for integration but also equally important for computing

their derivatives. This will be pointed out wherever necessary.

S. No.

Given Trigonometric

Function(s)

Operations Involved in Converting the

Function(s) to the Standard Form

1.
sin x

cos2 x
¼ 1

cos x
� sin x
cos x

¼ sec x � tan x

2.
cos x

sin2 x
¼ 1

sin x
� cos x
sin x

¼ cosec x � cot x

3.
1

1þ sin x
¼ 1

1þ sin x
� 1� sin x

1� sin x
¼ 1� sin x

cos2 x

¼ sec2 x� sec x � tan x

4.
1

1� sin x
¼ 1þ sin x

cos2 x
¼ sec2 xþ sec x � tan x

5.

1

1þ cos x
¼ 1

1þ cos x
� 1� cos x

1� cos x
¼ 1� cos x

sin2 x

¼ cosec2 x� cosec x � cot x

6.
1

1� cos x
¼ 1þ cos x

sin2 x
¼ cosec2 xþ cosec x � cot x

7.
sin x

1þ sin x
¼ sin x

1þ sin x
� 1� sin x

1� sin x

¼ sin x� sin2 x

cos2 x
¼ sin x

cos2 x
� tan2 x

¼ sec x � tan x� ðsec2 x� 1Þ
¼ sec x � tan x� sec2 xþ 1

8.
cos x

1þ cos x ¼ cos xð1� cos xÞ
1� cos2 x

¼ cos x� cos2 x

sin2 x

¼ cosec x � cot x� cot2 x

¼ cosec x � cot x� ðcosec2 x� 1Þ
¼ cosec x � cot x� cosec2 xþ 1

Note:Wehave already shown at S. Nos. (5) and (6) respectively, that ð1=ð1þ cos xÞÞ ¼ cosec2 x� cosec c � cot x and
ð1=ð1� cos xÞÞ ¼ cosec2 xþ cosec c � cot x.

(2) In general, the trigonometric identities listed in Chapter 5 of Part I are sufficient to meet our requirements.
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These expressions can also be put in a simpler “standard form” as follows:

1

1þ cos x
¼ 1

1þ 2 cos2ðx=2Þ � 1ð Þ ¼
1

2
sec2

x

2

and
1

1� cos x
¼ 1

1� 1� 2 sin2ðx=2Þ	 
 ¼ 1

2
cosec2

x

2

)
ð

1

1þ cos x
dx ¼ 1

2

ð
sec2

x

2
dx ¼ 1

2
� tanðx=2Þ½ �

1=2
þ c

¼ tan x=2þ c

Similarly;

ð
1

1� cos x
dx ¼ 1

2

ð
cosec2

x

2
dx ¼ � 1

2

cotðx=2Þ
1=2

¼ �cotðx=2Þ

Note: Whenever expressions like 1� cos x; 1� cos 2x; 1� cos 3x, and so on, occur in any

function, we generally replace cos x, cos 2x, and so on, using one of the identities,

cos 2x ¼ 2 cos2 x� 1 or cos 2x ¼ 1� 2 sin2 x, keeping inmind that the number 1 (in 1� cosx,

1� cos 2x,. . ., etc.) must be removed by using the correct identity. Besides, for any constant “a”,

we write a ¼ aðsin2 xþ cos2 xÞ ¼ aðsin2ðx=2Þ þ cos2ðx=2ÞÞ, and so on. Also, we write

sin x ¼ 2 sinðx=2Þ � cosðx=2Þ, sin 2x ¼ 2 sin x � cos x, and so on, as per the requirement. Other

useful relations to be remembered are sin x ¼ cosððp=2Þ � xÞ and cos x ¼ sinððp=2Þ � xÞ.
Now, we consider some more functions and express them in the standard forms.

S. No.

Given Trigonometric

Function(s)

Operations Involved in Converting the Function(s)

to the Standard Form

9.
sin x

1þ cos x
¼ 2 sinðx=2Þ � cosðx=2Þ

1þ 2 cos2ðx=2Þ � 1
¼ tanðx=2Þ

10.
cos x

1þ sin x ¼ sin ðp=2Þ � xð Þ
1þ cos ðp=2Þ � xð Þ Imp: step½ �

¼ tanð1=2Þ ðp=2Þ � xð Þ ¼ tan ðp=4Þ � ðx=2Þð Þ

11.
1þ sin x

1þ cos x
¼ 1

1þ cos x
þ sin x

1þ cos x

¼ 1

2 cos2ðx=2Þ þ
2 sinðx=2Þ � cosðx=2Þ

2 cos2ðx=2Þ

¼ 1

2
sec2

x

2
þ tan

x

2

12.
1þ cos x

1þ sin x
¼ 1þ cos x

1þ sin x
¼ 1

1þ sin x
þ cos x

1þ sin x

¼ ð1� sin xÞ
1� sin2 x

þ sin ðp=2Þ � xð Þ
1þ cos ðp=2Þ � xð Þ

¼ sec2 xþ sec x � tan xþ tan
p
4
� x

2

� �

(continued )
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S. No.

Given Trigonometric

Function(s)

Operations Involved in Converting the Function(s)

to the Standard Form

13.
1þ sin x

1� sin x
¼ 1þ sin x

1� sin x
:
1þ sin x

1þ sin x
Note this step½ �

¼ ð1þ sin xÞ2
1� sin2 x

¼ sin2 xþ 2 sin xþ 1

cos2 x

¼ tan2 xþ 2 sec x � tan xþ sec2 x

¼ ðsec2 x� 1Þ þ 2 sec x � tan xþ sec2 x

¼ 2 sec2 xþ 2 sec x � tan x� 1

ðAÞ

14. Similarly,
1� sin x

1þ sin x
¼ 1� sin x

1þ sin x
� 1� sin x

1� sin x
Note this step½ �

¼ sin2 x� 2 sin xþ 1

cos2 x

¼ tan2 x� 2 sec x � tan xþ sec2 x

¼ 2 sec2 x� 2 sec x � tan x� 1

ðBÞ

Observe that each term in the expressions (A) and (B) is in the standard form. Now, we shall

express (13) and (14) in other new forms, which are frequently useful for both integration and

differentiation. They might appear complicated, but in reality they pose no difficulty, once we

learn the operations involved in expressing them in desired forms.

S. No.

Given Trigonometric

Function(s)

Operations Involved in Converting the Function(s)

to the Standard Form

13a.
1þ sin x

1� sin x
¼ sin2ðx=2Þ þ cos2ðx=2Þ þ 2 sinðx=2Þ � cosðx=2Þ

sin2ðx=2Þ þ cos2ðx=2Þ � 2 sinðx=2Þ � cosðx=2Þ

¼ cosðx=2Þ þ sinðx=2Þ
cosðx=2Þ � sinðx=2Þ

� �2 ðCÞ

Dividing Nr and Dr by cos(x/2), we get

¼ 1þ tanðx=2Þ
1� tanðx=2Þ

� �2
ðDÞ

¼ tanðp=4Þ þ tanðx=2Þ
1� tanðp=4Þ � tanðx=2Þ

� �2
; )tanp

4
¼ 1

� �

¼ tan
p
4
þ x

2

� �h i2
¼ tan2

p
4
þ x

2

� � ðEÞ

¼ tan
p
4
þ x

� �h i2
, and so on

Similarly,
1þ sin 2x

1� sin 2x

(Continued )
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On similar lines as above, it is easy to express the following function in the standard form.

S. No.

Given Trigonometric

Function(s)

Operations Involved in Converting the Function(s)

to the Standard Form

14a.
1� sin x

1þ sin x ¼ cosðx=2Þ � sinðx=2Þ
cosðx=2Þ þ sinðx=2Þ

� �2
¼ 1� tanðx=2Þ

1þ tanðx=2Þ
� �2

¼ tan
p
4
� x

2

� �h i2
¼ tan

p
4
� x

2

� �

¼ tan2
p
4
� x

� �
, and so on

and
1� sin 2x

1þ sin 2x

Now, let us consider the following examples wherein the integrands can be easily expressed in

the standard form(s) using the steps shown above in achieving the results at (C), (D), and (E).

Applications Integration

ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ sin 6x

1� sin 6x

r
dx ¼

ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
tan2

p
4
þ 3x

� �r
dx

¼
ð
tan

p
4
þ 3x

� �
dx a

¼ 1

3
log sec

p
4
þ 3x

� �h i
þ c

ð
1� tan 2x

1þ tan 2x
dx ¼

ð
tan

p
4
� 2x

� �
dx

¼ 1

�2
log sec

p
4
� 2x

� �h i
þ c a

ð
cos xþ sin x

cos x� sin x
dx ¼

ð
1þ tan x

1� tan x
dx

¼
ð
tan

p
4
þ x

� �
dx ¼ log sec

p
4
þ x

� �h i
þ c a

ð
1þ sin 2x

1� sin 2x
dx ¼

ð
tan2

p
4
þ x

� �
dx

¼
ð

sec2
p
4
þ x

� �
� 1

h i
dx a

¼ tan
p
4
þ x

� �
� xþ c

ð
1� sin 6x

1þ sin 6x
dx ¼

ð
tan2

p
4
� 3x

� �
dx

¼
ð

sec2
p
4
� 3x

� �
� 1

h i
dx a

¼ � 1

3
tan

p
4
� 3x

� �
� xþ c

aThese results should not be used as formulas. They must be properly derived before use.
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S. No.

Given Trigonometric

Function(s)

Operations Involved in Converting the Function(s)

to the Standard Form

15.
1þ cos x

1� cos x
¼ 1þ 2 cos2ðx=2Þ � 1ð Þ

1� 1� 2 sin2ðx=2Þ	 
 ¼ 2 cos2ðx=2Þ
2 sin2ðx=2Þ

¼ cot2
x

2

� �
¼ cosec2

x

2

� �
� 1

16.
1� cos 2x

1þ cos 2x
¼ 2 sin2 x

2 cos2 x
¼ tan2 x ¼ sec2 x� 1

17.
1þ sin 2x

1þ cos 2x
¼ 1þ 2 sin x � cos x

1þ ð2 cos2 x� 1Þ

¼ 1

2 cos2 x
þ 2 sin x � cos x

2 cos2 x
¼ 1

2
sec2 xþ tan x

18.
1þ cos x

1þ sin x
¼ 1

1þ sin x
þ cos x

1þ sin x

¼ 1� sin x

1� sin2 x
þ sin ðp=2Þ � xð Þ
1þ cos ðp=2Þ � xð Þ Imp: step½ �

¼ 1� sin x

cos2 x
þ 2 sin ðp=4Þ � ðx=2Þð Þ � cos ðp=4Þ � ðx=2Þð Þ

2 cos2 ðp=4Þ � ðx=2Þð Þ

sec2 x� sec x tan xþ tan
p
4
� x

2

� �

Wegive below somemore examples of different types of trigonometric functions, which can be

easily converted to the standard form(s).(3)

S. No.

Given Trigonometric

Function(s)

Operations Involved in Converting the Function(s)

to the Standard Form

19.

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ sin x

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cos2

x

2
þ sin2

x

2
þ 2 sin

x

2
� cosx

2

r

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cos

x

2
þ sin

x

2

� �2
r

¼ cos
x

2
þ sin

x

2

a

20.
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� sin x

p ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cos

x

2
� sin

x

2

� �2
r

¼ cos
x

2
� sin

x

2
or sin

x

2
� cos

x

2

o
a

Note:

cos
x

2
� sin

x

2
¼ ffiffiffi

2
p cosðx=2Þ � sinðx=2Þffiffiffi

2
p

� �

¼ ffiffiffi
2

p
sin

p
4
cos

x

2
� cos

p
4
� sin x

2

h i )sin p
4
¼ 1ffiffiffi

2
p ¼ cos

p
4

� �

¼ ffiffiffi
2

p
sin

p
4
� x

2

� �
¼ ffiffiffi

2
p

cos
p
4
þ x

2

� � )sin � ¼ cos
p
2
� �

� �� �
.

aThese expressions are in the standard form(s) for integration.

(3) At this stage, the reader’s attention is drawn to the following functions:

1þsin x
1þcos x

� ex; 1�sin x
1�cos x

� ex; 1þsin 2x
1þcos 2x

� e2x; x
1þsin x

; and x
1þcos x

:

Note that these functions are different than from those listed at S. Nos. (11) and (12). These functions can be converted to

certain products of functions,which can be easily integrated using the method of Integration by Parts (to be studied later

in Chapters 4a and 4b).
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S. No.

Given Trigonometric

Function(s)

Operations Involved in Converting the Function(s)

to the Standard Form

21.
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ sin x
p ¼ 1

cosðx=2Þ þ sinðx=2Þ
¼ 1ffiffiffi

2
p

sin ðx=2Þ þ ðp=4Þð Þ ¼
1ffiffiffi
2

p cosec
x

2
þ p

4

� �

¼ 1ffiffiffi
2

p sec
p
4
� x

2

� �
9>>=
>>;

a

Similarly,

22.
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ sin 2x
p ¼ 1ffiffiffi

2
p cosec xþ p

4

� �
¼ 1ffiffiffi

2
p sec

p
4
� x

� ��
a

23.
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� sin 2x
p ¼ 1ffiffiffi

2
p cosec

p
4
� x

� �
; or

¼ 1ffiffiffi
2

p sec
p
4
þ x

� �
9>>=
>>;

a

24.
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ cos x

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2 cos2

x

2
� 1

� �r
¼ ffiffiffi

2
p

cos
x

2
a

25.
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� cos x

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 1� 2 sin2

x

2

� �r
¼ ffiffiffi

2
p

sin
x

2
a

26.
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ cos 2x
p 1ffiffiffi

2
p sec xa

27.
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� cos 2x
p 1ffiffiffi

2
p cosec xa

aThese expressions are in the standard form for integration.

The next four functions are in the standard form with regard to integration, but if they appear in

their reciprocal form, they have to be converted to a standard form for integration.

S. No.

Given Trigonometric

Function(s)

Operations Involved in Converting the Function(s)

to the Standard Form

28. secxþ tanx ¼ 1

cos x
þ sin x

cos x
¼ 1þ sin x

cos x

¼ sin2ðx=2Þ þ cos2ðx=2Þ þ 2 sinðx=2Þ � cosðx=2Þ
cos2ðx=2Þ � sin2ðx=2Þ

a

) 1

sec xþ tan x

¼ cosðx=2Þ þ sinðx=2Þ
cosðx=2Þ � sinðx=2Þ ¼

1þ tanðx=2Þ
1� tanðx=2Þ ¼ tan

p
4
þ x

2

� �

¼ 1

tan ðp=4Þ þ ðx=2Þð Þ ¼ cot ðp=4Þ þ ðx=2Þð Þ ¼ tan ðp=4Þ � ðx=2Þð Þa

29. secx � tanx ¼ 1� sin x

cos x
¼ cosðx=2Þ � sinðx=2Þ

cosðx=2Þ � sinðx=2Þ ¼
1� tanðx=2Þ
1þ tanðx=2Þ ¼ tan

p
4
� x

2

� �

) 1

sec x� tan x

¼ 1

tan ðp=4Þ � ðx=2Þð Þ ¼ cot
p
4
� x

2

� �

¼ tan
p
4
þ x

2

� �
b

(continued )
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(Continued)

S. No.

Given Trigonometric

Function(s)

Operations Involved in Converting the Function(s)

to the Standard Form

30. cosecxþ cot x ¼ 1� cos x

sin x
¼ 2 cos2ðx=2Þ

2 sinðx=2Þ � cosðx=2Þ ¼ cot
x

2

) 1

cosec xþ cot x
¼ 1

cotðx=2Þ ¼ tan
x

2
b

31. cosecx � cot x ¼ 1� cos x

sin x
¼ 2 sin2ðx=2Þ

2 sinðx=2Þ � cosðx=2Þ ¼ tan
x

2

) 1

cosec x� cot x
¼ 1

tanðx=2Þ ¼ cot
x

2
¼ tan

p
2
� x

2

� �
b

aThese forms frequently appear in problems for differentiation and integration. For example,
d
dx

tan�1ðsec xþ tan xÞ½ � ¼ d
dx
tan�1 tan p

4
þ x

2

	 
� 
 ¼ d
dx

p
4
þ x

2

	 
 ¼ 1
2
. Also,

Ð
1þsin x
cos x

dx ¼ Ð
tan p

4
þ x

2

	 

dx. Similarly,Ð

1
sec xþtan x

dx ¼ Ð
tan p

4
� x

2

	 

dx and so on. These expressions are in the standard form.

bThese are in the standard forms convenient for integration.

Integration of trigonometric functions involving certain higher powers and those involving

certain products:

S. No.

Given Trigonometric

Function(s)

Operations Involved inConverting the Function(s)

to the Standard Form

32.

sin2 x

cos2 x

8<
:

Consider the identities

cos 2x¼ 2 cos2x � 1¼ 1 � 2 sin2 x

) sin2 x ¼ 1� cos 2x

2

and cos2 x ¼ 1þ cos 2x

2

9>=
>;

a

33.

sin3 x

cos3 x

8>>>><
>>>>:

sin 3x¼ 3 sinx � 4 sin3 x

) sin3 x ¼ 3 sin x� sin 3x

4
a-

cos 3x ¼ 4 cos3 x� 3 cos x

) cos3 x ¼ cos 3xþ 3 cos x

4
a

34.

tan2 x

cot2 x

8<
:

sin2 xþ cos2 x¼ 1

) tan2xþ 1¼ sec2 x

) tan2x¼ sec2 x � 1a

and 1þ cot2 x¼ cosec2 x

) cot2x¼ cosec2 x � 1a

35.

cos
x

2
� sin

x

2

� �2

Similarly;
ðcos 3x� sin 3xÞ2

8>><
>>:

¼ cos2
x

2
þ sin2

x

2
� 2 sin

x

2
cos

x

2

¼ 1� 2 sin
x

2
cos

x

2
¼ 1� sin x

¼ 1� sin 6x

a

36.

ðsec x� tan xÞ2

ðcosec x� cot xÞ2

8>>>><
>>>>:

¼ sec2 xþ tan2 x� 2 sec x � tan x
¼ 2 sec2 x� 2 sec x � tan x� 1

ð )tan2 x ¼ sec2 x� 1Þ
a

¼ cosec2 xþ cot2 x� 2 cosec x � cot x
¼ 2 cosec2 x� 2 cosec x � cot x� 1

a

26 INTEGRATION USING TRIGONOMETRIC IDENTITIES



(Continued)

S. No.

Given Trigonometric

Function(s)

Operations Involved inConverting the Function(s)

to the Standard Form

37.

sin2 x � cos2 x

1

sin2 x � cos2 x
Also

1

sin2 x � cos2 x

) sec2 x � cosec2 x

8>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>:

¼ ðsin x � cos xÞ2 ¼ 1

2
sin 2x

� �2
a

¼ 1

4
sin2 2x ¼ 1� cos 4x

4

¼ 4

sin2 2x
¼ 4 cosec2 2xa

¼ sin2 xþ cos2 x

sin2 x � cos2 x ¼ 1

cos2 x
þ 1

sin2 x

¼ sec2 xþ cosec2 xa

¼ sec2 xþ cosec2 x ¼ 4 cosec2 2xa

aThese are in standard form for integration.

S. No.

Given Trigonometric

Function(s)

Operations Involved in Converting the Function(s)

to the Standard Form

38.

sin A � cos B
) sin 5x � cos x
and sin x � cos 5x

8<
:

¼ 1

2
sinðAþ BÞ þ sinðA� BÞ½ �

¼ 1

2
sin 6xþ sin 4x½ �

¼ 1

2
sin 6xþ sinð�4xÞ½ � ¼ 1

2
sin 6x� sin 4x½ �a

) sinð��Þ ¼ �sin �½ �

39.
cos A � sin B
ð¼ sin B � cos AÞ
) cos 7x � sin 3x

8<
:

¼ 1

2
sinðAþ BÞ � sinðA� BÞ½ �

¼ 1

2
sin 10x� sin 4x½ �

a

40.
cos A � cos B
) cos 5x � cos 3x ¼ 1

2
cosðAþ BÞ þ cosðA� BÞ½ �

¼ 1

2
cos 8xþ cos 2x½ �

a

¼ sin
p
2
� 5x

� �
� cos 3x

h i
¼ 1

2
sin

p
2
� 2x

� �
þ sin

p
2
� 8x

� �h i

¼ 1

2
cos 2xþ cos 8x½ �a

41. sin A � sin B
) sin 3x � sin 5x ¼ 1

2
cosðA� BÞ � cosðAþ BÞ½ � Note this formula½ �

¼ 1

2
cosð�2xÞ � cosð8xÞ½ �

¼ 1

2
cos 2x� cos 8x½ �

a

¼ sin 3x � cos p
2
� 5x

� �h i
¼ 1

2
sin

p
2
� 2x

� �
þ sin 8x� p

2

� �h i

¼ 1

2
cos 2x� sin

p
2
� 8x

� �h i

¼ 1

2
cos 2x� cos 8x½ �a

aThese are in the standard form. Note that identities at S. Nos. (38–41) can be easily remembered, if we carefully

remember the formula at (38).
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Sometimes, trigonometric identities can be directly used for expressing the given trigonometric

function in the standard form.

42. ) sin 2x ¼ 2 sin x � cos x ¼ 2 tan x

1þ tan2 x
;

we have

ð
2 tan x

1þ tan2 x
dx ¼

ð
sin 2x dx

43.

) cos 2x ¼ 2 cos2 x� 1

¼ 1� 2 sin2 x

¼ cos2 x� sin2 x

9=
;

¼ 1� tan2 x

1þ tan2 x
; we have

ð
1� tan2 x

1þ tan2 x
dx ¼

ð
cos 2x dx

44.

) tan 2x ¼ 2 tan x

1� tan2 x

ð
2 tan x

1� tan2 x
dx ¼

ð
tan 2x dx

2.1.2 Illustrative Examples

Example (6): To evaluate I ¼ Ð tan x

sec xþ tan x
dx

Solution: Consider
tan x

sec xþ tan x
¼ sin x=cos x

1=cos xþ sin x=cos x

¼ sin x

1þ sin x
¼ sin xð1� sin xÞ

ð1þ sin xÞð1� sin xÞ ¼
sin x� sin2 x

1� sin2 x

¼ sin x

cos2 x
� sin2 x

cos2 x
¼ sec x � tan x� tan2 x

¼ sec x � tan xðsec2 x� 1Þ
) I ¼

ð
secx � tan x dx�

ð
sec2 x dxþ

ð
dx

¼ sec x� tan xþ xþ c Ans:

Example (7): To evaluate I ¼ Ð ðtan xþ cot xÞ2dx

Solution: Consider (tanxþ cot x)2

¼ sin x

cos x
þ cos x

sin x

� �2

¼ sin2 xþ cos2 x

sinx � cotx
� �2

¼ 1

sin2 x � cos2 x ¼ sin2 xþ cos2 x

sin2 x � cos2 x ; ) sin2 xþ cos2 x ¼ 1
	 


¼ 1

cos2 x
þ 1

sin2 x
¼ sec2 xþ cosec2 x

) I ¼
ð
sec2 x dxþ

ð
cosec2 x dx

¼ tan x� cot xþ c Ans:
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Also, note that

ðtan xþ cot xÞ2 ¼ tan2 xþ cot2 xþ 2

¼ ðsec2 x� 1Þ þ ðcosec2 x� 1Þ þ 2

¼ sec2 xþ cosec2 x

Example (8): To evaluate I ¼ Ð
cos 3x � cos 2x � cos x dx

Solution: Consider cos 3x � cos 2x � cos x(4)

¼ 1

2
cos 5xþ cos x½ �cos x

¼ 1

2
cos 5x � cos xþ cos2 x
� 


¼ 1

4
cos 6xþ cos 4x½ � þ 1

2
cos2 x

) I ¼ 1

4

ð
cos 6x dxþ 1

4

ð
cos 4x dxþ 1

2

ð
cos2 x dx

¼ 1

24
sin 6xþ 1

16
sin 4xþ 1

2

ð
cos 2xþ 1

2
dx

� �

¼ 1

24
sin 6xþ 1

16
sin 4xþ 1

4
� sin 2x

2
þ 1

4
xþ c

¼ 1

24
sin 6xþ 1

16
sin 4xþ 1

8
sin 2xþ 1

4
xþ c Ans:

Example (9): To evaluate I ¼ Ð
sin 3x � sin x dx

Solution: Consider sin 3x � sin x ¼ sin 3x � cos p
2
� x

� �
(5)

¼ 1

2
sin 2xþ p

2

� �
þ sin 4x� p

2

� �h i

¼ 1

2
sin

p
2
þ 2x

� �
� sin

p
2
� 4x

� �h i

¼ 1

2
cos 2x� 1

2
cos 4x

) I ¼ 1

2

ð
cos 2x dx� 1

2

ð
cos 4x dx

¼ 1

4
sin 2x� 1

8
sin 4xþ c Ans:

(4) cos A � cos B ¼ 1
2
cosðAþ BÞ þ cosðA� BÞ½ �

(5) sin A � cos B ¼ 1
2
sinðAþ BÞ þ sinðA� BÞ½ �
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Example (10): To evaluate I ¼ Ð
5 cos3xþ7 sin3 x
2 sin2 x � cos2 x dx

Solution: Consider
5 cos3xþ 7sin3x

2 sin2x � cos2x

¼ 5

2
� cos x
sin2 x

þ 7

2
� sin x

cos2 x

¼ 5

2
cot x � cosec xþ 7

2
tan x � sec x

) I ¼ 5

2

ð
cot x � cosec x dxþ 7

2

ð
tan x � sec x dx

¼ 7

2

ð
sec x � tan x dxþ 5

2

ð
cosec x cot x dx

¼ 7

2
sec x� 5

2
cosec xþ c Ans:

Example (11): To evaluate I ¼ Ð
sec2 x cosec2 x dx

Solution: Consider sec2 x � cosec2x

¼ 1

cos2 x
� 1

sin2 x
¼ sin2 xþ cos2 x

sin2 x � cos2 x

¼ 1

cos2 x
þ 1

sin2 x
¼ sec2 xþ cosec2 x

) I ¼
ð
sec2 x dxþ

ð
cosec2 x dx

¼ tan x� cot xþ c Ans:

Example (12): To evaluate I ¼ Ð
tan�1 sin x

1þcos x

� �
dx

Solution: Consider
sin x

1þ cos x

¼ 2 sinðx=2Þ � cosðx=2Þ
1þ 2 cos2ðx=2Þ � 1ð Þ ¼

sinðx=2Þ � cosðx=2Þ
cos2ðx=2Þ ¼ tan

x

2

) I ¼
ð
tan�1 tan

x

2

� �
dx ¼

ð
x

2
dx; ) tan�1ðtan tÞ ¼ t

� 


¼ 1

2

ð
x dx ¼ 1

2
� x

2

2
þ c

¼ 1

4
x2 þ c Ans:
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Example (13): To evaluate I ¼ Ð
tan�1 cos x

1þsin x

� �
dx

Solution: Consider
cos x

1þ sin x

¼ sin ðp=2Þ � xð Þ
1� cos ðp=2Þ � xð Þ ¼ tan

1

2

p
2
� x

� �
As inExample ð7Þ½ �

¼ tan
p
4
� x

2

� �

) I ¼
ð
tan�1 tan

p
4
� x

2

� �h i
dx ¼

ð
p
4
� x

2

� �
dx

¼ p
4
x� x2

4
þ c Ans:

Example (14): To evaluate I ¼ Ð ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þsin 2x
1�sin 2x

q
dx

Solution:
1þ sin 2x

1� sin 2x
¼ tan

p
4
þ x

� �h i2
see: S:No: ð13Þ½ �

) I ¼
ð
tan

p
4
þ x

� �
dx ¼ log sec

p
4
þ x

� �h i
þ c Ans:

Note:

ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ sin x

1� sin x

r
dx ¼

ð
tan

p
4
þ x

2

� �
dx ¼ 1

2
log sec

p
4
þ x

2

� �h i
þ c

and

ð
tan�1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� sin 6x

1þ sin 6x

r" #
dx ¼

ð
tan�1 tan

p
4
� 3x

� �h i
dx

¼
ð

p
4
� 3x

� �
dx ¼ p

4
x� 3

2
x2 þ c Ans:

Example (15): To evaluate I ¼ Ð
tan�1 1þtan 4x

1�tan 4x

� 

dx

Solution: I ¼
ð
tan�1 tan

p
4
þ 4x

� �h i
dx

¼
ð

p
4
þ 4x

� �
dx ¼ p

4
xþ 2x2 þ c Ans:

Example (16): To evaluate I ¼ Ð
sin�1ðcos xÞdx

Solution: I ¼
ð
sin�1 sin

p
2
� x

� �h i
dx

¼
ð

p
2
� x

� �
dx ¼ p

2

ð
dx�

ð
x dx

¼ p
2
x� x2

2
þ c Ans:
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Similarly,

(a)

ð
cos�1ðcos2 x� sin2 xÞdx

¼
ð
cos�1ðcos 2xÞdx ¼

ð
2x dx

¼ 2 � x
2

2
þ c ¼ x2 þ c

(b)

ð
tan�1 2 tan x

1� tan2 x

� �
dx ¼

ð
tan�1ðtan 2xÞdx

¼
ð
2x dx ¼ x2 þ c: Recall: tan 2x ¼ 2 tan x

1� tan2 x

� �

(c)

ð
sin�1 2 tan 2x

1þ tan2 2x

� �
dx ¼

ð
sin�1ðsin 4xÞdx

¼
ð
4x dx ¼ 2x2 þ c: Recall: sin 2x ¼ 2 tan x

1þ tan2 x

� �

(d)

ð
cos�1 1� tan2 x

1þ tan2 x

� �
dx ¼

ð
cos�1ðcos 2xÞdx

¼
ð
2x dx ¼ x2 þ c: Recall: cos 2x ¼ 1� tan2 x

1þ tan2 x

� �

(e)

ð
sin�1 1� tan2 x

1þ tan2 x

� �
dx ¼

ð
sin�1ðcos 2xÞdx

¼
ð
sin�1 sin

p
2
� 2x

� �h i
dx; ) cos ¼ sin

p
2
� �

� �h i

¼
ð

p
2
� 2x

� �
dx ¼ p

2
x� x2 þ c

Example (17): To evaluate I ¼ Ð
cosmx cos nx dx, where m and n are positive integers and

m 6¼ n. What will happen if m¼ n?

Solution: We have the identity

cosmx � cos nx ¼ 1

2
cosðmþ nÞxþ cosðm� nÞx½ �

) I ¼ 1

2

ð
cosðmþ nÞx dxþ

ð
cosðm� nÞx dx

� �

¼ 1

2

sinðmþ nÞx
mþ n

þ sinðm� nÞx
m� n

� �
þ c: ðsincem 6¼ n; as givenÞ

When m¼ n, cos(m � n)x¼ cos 0¼ 1, and therefore, its integral is x.

Also, cos(mþ n)x¼ cos 2mx, and its integral is (sin 2mx)/(2m). Thus, we get

I ¼ 1

2

sin 2mx

2m
þ x

� �
þ c

32 INTEGRATION USING TRIGONOMETRIC IDENTITIES



Also, note that when m¼ n,

ð
cosmx cos nx dx ¼

ð
cos2 mx dx

¼
ð
1þ cos 2mx

2
dx ¼ 1

2

ð
ð1þ cos 2mxÞdx

� �

¼ 1

2
xþ sin 2mx

2m

� �
þ c Ans:

Exercise

Integrate the following with respect to x:

(1)
3� 2 sin x

cos2 x

Ans. 3 tan x� 2 sec xþ c

(2) tan�1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� cos 2x

1þ cos 2x

r

Ans.
x2

2
þ c

(3)
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ sin 2x

p

Ans. sin x� cos xþ c

(4)
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ cos 2x

p

Ans.
ffiffiffi
2

p
sin xþ c

(5)
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ cos 2x
p

Ans.
1ffiffiffi
2

p log tan
x

2
þ p

4

� �h i
þ c

(6) tan�1 cos 2x� sin 2x

cos 2xþ sin 2x

� �

Ans.
p
4
x� x2 þ c

(7)
1� tan2 3x

1þ tan2 3x

Ans.
1

6
sin 6x

[Hint: ð1� tan2 3xÞ=ð1þ tan2 3xÞ ¼ cos 6x]

(8)
1� tan3x

1þ tan3x

� �2

Ans. � 1

3
tan

p
4
� 3x

� �
� xþ c

[Hint: ðð1� tan 3xÞ=ð1þ tan 3xÞÞ2 ¼ tan2ððp=4Þ � 3xÞ ¼ sec2ððp=4Þ � 3xÞ � 1]
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(9) sin x � sin 2x � sin 3x

Ans.
cos 6x

24
� cos 2x

8
� cos 4x

6
þ c

[Hint:

sin A � sin B ¼ ð1=2Þ½cosðA� BÞ � cosðAþ BÞ�
or sin 3x � sin x ¼ sin 3x � cosððp=2Þ � xÞ ¼ ð1=2Þ½sinð2xþ ðp=2ÞÞ þ sinð4x� ðp=2ÞÞ��
true for identities like, sinmx�sin nx, where m and n are distinct positive integers.

and sinmx�cos nx, where m and n are distinct positive integers.

Remark: In this chapter, we have been able to integrate functions such as sin�1 (sin x),

cos�1 (cos x), tan�1 (tan x), and so on, because they can be reduced to simple algebraic

functions in the standard form.

On the other hand, by using the methods learnt so far, it is not possible to integrate inverse

trigonometric functions (i.e., sin�1 x, cos�1 x, tan�1 x, etc.). Integration of these functions is

discussed later under the method of integration by parts in Chapters 4a and 4b.

2.2 SOME IMPORTANT INTEGRALS INVOLVING sin x AND cos x

Certain trigonometric and algebraic manipulations are required to convert the following types

of integrals into standard forms.

2.2.1 Integrals of the Form

(i)

ð
sin x

sinðxþ aÞ dx;

(ii)

ð
sinðx� aÞ
cosðxþ aÞ dx;

(iii)

ð
sinðx� aÞ
sinðx� bÞ dx;

(iv)

ð
1

sinðx� aÞcosðx� bÞ dx;

(v)

ð
1

cosðxþ aÞcosðxþ bÞ dx, and so on

Example (18): Evaluate
Ð

sin x
sinðxþaÞ dx ¼ I ðsayÞ

Method:We express the variable x (in the numerator) in terms of the variable (xþ a), which is

in the denominator.
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Thus, x¼ (xþ a) � a(6)

) I ¼
ð
sinðxþ a � aÞ
sinðxþ aÞ dx

¼
ð
sinðxþ aÞ � cos a� cosðxþ aÞ � sin a

sinðxþ aÞ dx

¼ cos a

ð
dx� sin a

ð
cotðxþ aÞdx

¼ x cos a� ðsin aÞlog½sinðxþ aÞ� þ c Ans:

(Note that cos a and sin a are constants.)

Example (19): Evaluate
Ð sinðx�aÞ
cosðxþaÞ dx ¼ I ðsayÞ

Note: x � a¼ (xþ a) � 2a

) I ¼
ð
sinðxþ a � 2aÞ

cosðxþ aÞ dx

¼
ð
sinðxþ aÞ � cos 2a� cosðxþ aÞ � sin 2a

cosðxþ aÞ dx

) I ¼ cos 2a

ð
tanðxþ aÞdx� sin 2a

ð
dx

¼ cos 2a � log½secðxþ aÞ� � sin 2a � xþ c Ans:

Now, show that
ð
sinðx� aÞ
sinðxþ aÞ dx

¼ ðcos 2aÞx� ðsin 2aÞlog½sinðxþ aÞ� þ c

Example (20): Evaluate
Ð sinðx�aÞ
sinðx�bÞ dx ¼ I ðsayÞ

Note: x� a¼ ðx� bÞ þ b� a

¼ ðx� bÞ þ ðb� aÞ

) I ¼
ð
sin½ðx� bÞ þ ðb� aÞ�

sinðx� bÞ dx

¼
ð
sinðx� bÞ � cosðb� aÞ þ cosðx� bÞ � sinðb� aÞ

sinðx� bÞ dx

¼ cosðb� aÞ
ð
dxþ sinðb� aÞ

ð
cotðx� bÞdx

¼ cosðb� aÞ � xþ sinðb� aÞ � log½sinðx� bÞ� þ c Ans:

(6) Note that for evaluating
Ð sinðx�aÞ

sin x
dx;

Ð cosðx�aÞ
cos x

dx; or
Ð cosðx�aÞ

sin x
dx, no such adjustments are needed.
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Now, show that

ð
cosðx� aÞ
cosðx� bÞ dx

¼ x cosðb� aÞ � sinðb� aÞlog½secðx� bÞ� þ c

¼ x cosðb� aÞ þ sinðb� aÞlog½cosðx� bÞ� þ c

Example (21): Evaluate
Ð

1
sinðx�aÞ � cosðx�bÞ dx ¼ I ðsayÞ

Note: In such cases, we observe that (x � a) � (x � b)¼ (b � a), which is a constant.

Now consider
1

sinðx� aÞ � cosðx� bÞ
¼ 1

sinðx� aÞ � cosðx� bÞ �
cosðb� aÞ
cosðb� aÞ

(7)

¼ 1

cosðb� aÞ �
cosðb� aÞ

sinðx� aÞ � cosðx� bÞ

) I ¼ 1

cosðb� aÞ
ð
cos½ðx� aÞ � ðx� bÞ�
sinðx� aÞ � cosðx� bÞ dx

¼ 1

cosðb� aÞ
ð
cosðx� aÞcosðx� bÞ þ sinðx� aÞsinðx� bÞ

sinðx� aÞ � cosðx� bÞ dx

¼ 1

cosðb� aÞ
ð
½cotðx� aÞ þ tanðx� bÞ�dx

¼ 1

cosðb� aÞ log½sinðx� aÞ� þ log½secðx� bÞ�½ � þ c

¼ 1

cosðb� aÞ log sinðx� aÞ � log cosðx� bÞ½ � þ c

¼ secðb� aÞ log
sinðx� aÞ
cosðx� bÞ

� �
þ c Ans:

Example (22): Evaluate
Ð

1
cosðxþaÞcosðxþbÞ dx

Note: (xþ a) � (xþ b)¼ (a � b)

Consider
1

cosðxþ aÞcosðxþ bÞ �
sinða� bÞ
sinða� bÞ

(7) In this case, we multiply the integrand by the number ðcosðb� aÞ=cosðb� aÞÞð¼ 1Þ and then expand the Nr by

expressing it suitably. Here, we should not multiply the integrand by ðsinðb� aÞ=sinðb� aÞÞð¼ 1Þ. However, if the
integrand contains the product sin(x�a) � sin(x � b) or cos(x�a) � cos(x � b), we must choose the quantity

ðsinðb� aÞ=sinðb� aÞÞð¼ 1Þ formultiplyingwith the integrand. These choices are important for converting the integrand

into standard form. Check this.
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) I ¼ 1

sinða� bÞ
ð
sin½ðxþ aÞ � ðxþ bÞ�
cosðxþ aÞ � cosðxþ bÞ dx

¼ 1

sinða� bÞ
ð
sinðxþ aÞ � cosðxþ bÞ � cosðxþ aÞsinðxþ bÞ

cosðxþ aÞ � cosðxþ bÞ dx

¼ cosecða� bÞ
ð
tanðxþ aÞ � tanðxþ bÞ½ �dx

¼ cosecða� bÞ log secðxþ aÞ � log secðxþ bÞ½ � þ c

¼ cosecða� bÞ log
secðxþ aÞ
secðxþ bÞ

� �
þ c Ans:

Now, evaluate the following integrals:

(1)

ð
1

cosðx� aÞsinðx� bÞ dx

Ans: secðb� aÞ½ �log sinðx� bÞ
cosðx� aÞ

� �
þ c

(2)

ð
1

cosðx� aÞcosðx� bÞ dx

Ans: cosecðb� aÞ½ �log cosðx� bÞ
cosðx� aÞ

� �
þ c

(3)

ð
1

sinðx� aÞsinðx� bÞ dx

Ans: cosecðb� aÞ½ �log sinðx� bÞ
sinðx� aÞ

� �
þ c

2.3 INTEGRALS OF THE FORM
Ð ðdx=ða sin xþ b cos xÞÞ, WHERE a, b 2 r

Method: Consider the expression: a sin xþ b cos x.

This can be converted into a single trigonometric quantity.

Put a ¼ r cos a and b ¼ r sin a:

Then, r2 ¼ a2 þ b2 ) r ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ b2

p
and a ¼ tan�1ðb=aÞ

) a sin xþ b cos x ¼ r sin x cos aþ r cos x sin a

¼ rðsin x cos aþ cos x sin aÞ
¼ r sinðxþ aÞ; where r and a are defined above:
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)
ð

dx

a sin xþ b cos x
¼ 1

r

ð
dx

sinðxþ aÞ

¼ 1

r

ð
cosecðxþ aÞdxð8Þ

¼ 1

r
log tan

xþ a

2

� �h i
þ c

¼ 1

r
log tan

x

2
þ 1

2
ðaÞ

� �� �
þ c

¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ b2

p log tan
x

2
þ 1

2
tan�1 b

a

� �� �
þ c Ans:

Now, let us consider some expressions of the form a sin xþ b cos x, and convert them into a

single trigonometric quantity.

(i)
a sin xþ b cos xffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a2 þ b2
p ¼ E ðsayÞ

Put a¼ r cosa and b¼ r sina

) r2 ¼ a2 þ b2 ) r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ b2

p

and

a ¼ tan�1 b

a

) E ¼ r sinðxþ aÞ
r

¼ sinðxþ aÞ

where

a ¼ tan�1 b

a

(ii)
a cos xþ b sin xffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a2 þ b2
p ¼ E ðsayÞ

Put a¼ r sina and b¼ r cosa

) r2 ¼ a2 þ b2 ) r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ b2

p

(8) We know thatÐ
cosec x dx¼ logðcosec x� cot xÞ þ c ðiÞ

¼ log tan
x

2

� �
þ c ðiiÞ

It is always better to use form (ii) of the integral, since it is convenient to write. Also, it is easier to compute. Recall that in

evaluating
Ð
cosec x dx, we have to use the method of substitution.
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and

a ¼ tan�1 a

b

) E ¼ r sinðaþ xÞ
r

¼ sinðxþ aÞ

where

a ¼ tan�1 a

b
ðNote thisÞ

(iii) x cos aþ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x2

p
sin a ¼ E ðsayÞ

Put x ¼ sin t )
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x2

p
¼ cos t

and tan t ¼ xffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x2

p ) t ¼ tan�1 xffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x2

p

) E ¼ sin t cos aþ cos t sin a

¼ sinðtþ aÞ
where

t ¼ tan�1 xffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x2

p

(iv) sin xþcos xffiffi
2

p ¼ E ðsayÞ

We know that sin
p
4
¼ 1ffiffiffi

2
p ¼ cos

p
4

) E ¼ sinx � cos p
4
þ cos x � sin p

4

¼ sin xþ p
4

	 


To evaluate integrals of the type,
Ð

dx
a sin xþb cos x

¼ I ðsayÞ

Example (23):
Ð

dx
2 cos xþ3 sin x

Consider the expression 2 cos xþ 3 sin x.

Let 2 ¼ r sin a and 3 ¼ r cos a

) r2 ¼ 22 þ 3 ) r ¼ ffiffiffiffiffiffiffiffiffiffiffi
4þ 9

p ¼ ffiffiffiffiffi
13

p

and tan a ¼ 2

3
) a ¼ tan�1 2

3

) I ¼
ð

dx

r sin a cos xþ r cos a sin x

¼ 1

r

ð
dx

sinðaþ xÞ ¼
1

r

ð
cosecðxþ aÞdx

¼ 1

r
log tan

xþ a

2

h i
þ c

¼ 1ffiffiffiffiffi
13

p log tan
x

2
þ 1

2
tan�1 2

3

� �� �
þ c Ans:
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Example (24):ð
dx

cos xþ sin x
¼
ð

1ffiffiffi
2

p ð1= ffiffiffi
2

p Þcos xþ ð1= ffiffiffi
2

p Þsin x	 
 dx

¼ 1ffiffiffi
2

p
ð

dx

sin p=4þ xð Þ ¼
1ffiffiffi
2

p
ð

dx

sin ðxþ p=4ð Þ

¼ 1ffiffiffi
2

p
ð
cosecðxþ p=4Þdx )

ð
cosec x dx ¼ log tan

x

2

� �� �

¼ 1ffiffiffi
2

p log tan
x

2
þ p

8

� �h i
þ c Ans:

Example (25):

ð
1

5 cos x� 12 sin x
dx ¼ I ðsayÞ

Method (I): Let 5¼ r sin a and 12¼ r cos a

) r2 ¼ 52 þ ð12Þ2 ) r ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
25þ 144

p ¼
ffiffiffiffiffiffiffiffi
169

p
¼ 13

and tan a ¼ 5

12
) a ¼ tan�1 5

12

) I ¼ 1

r

ð
1

sinða� xÞ dx ¼ 1

r

ð
cosecða� xÞdx

¼ 1

r
log tan

ða� xÞ
2

� �
þ c ¼ 1

r
log tan

a

2
� x

2

� �h i
þ c

¼ 1

13
log tan

1

2
tan�1 5

12

� �
� x

2

� �� �
þ c Ans:

Method (II): Let 5¼ r cos a and 12¼ r sin a

) r2 ¼ 52 þ 122 ) r ¼
ffiffiffiffiffiffiffiffi
169

p
¼ 13

and tan a¼ 12/5 ) a¼ tan�1 12/518

) I ¼ 1

r

ð
1

cos x cos a� sin x sin a
dx

¼ 1

r

ð
1

cosðxþ aÞ dx

¼ 1

r

ð
secðxþ aÞdx

¼ 1

r
log tan

xþ a

2
þ p

4

� �h i
þ c

9>>>>>>>>>>>>=
>>>>>>>>>>>>;

ð9Þ

¼ 1

13
log tan

x

2
þ 1

2
tan�1 12

5

� �
þ p

4

� �� �
þ c Ans:

(9) cosA�cosB � sinA�sinB¼ cos(AþB)Ð
sec x dx ¼ log tan x

2
þ p

4

	 
� 
þ c
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Example (26):

ð
1

2 cos xþ 3 sin x
dx ¼ I ðsayÞ

Consider the expression 2 cos xþ 3 sin x

Method (I): Let 2¼ r sin a and 3¼ r cos a

) r2 ¼ 22 þ 32 ¼ 13 ) r ¼
ffiffiffiffiffi
13

p

and tan a¼ 2/3 ) a tan�1 2/3

) I ¼ 1

r

ð
dx

sinðaþ xÞ ¼
1

r

ð
dx

sinðxþ aÞ ¼
1

r

ð
cosecðxþ aÞdx

¼ 1

r
log tan

ðxþ aÞ
2

� �
þ c

¼ 1ffiffiffiffiffi
13

p log tan
x

2
þ 1

2
tan�1 2

3

� �� �
þ c Ans:

Method (II): Let 2¼ r cos a and 3¼ r sin a

) r2 ¼ 22 þ 32 ¼ 13 ) r ¼
ffiffiffiffiffi
13

p

and tan a¼ 3/2 ) a¼ tan�1 3/2

) I ¼ 1

r

ð
dx

cos a cos xþ sin a sin x
dx

¼ 1

r

ð
dx

cos x cos aþ sin x sin a
dx

¼ 1

r

ð
dx

cosðx� aÞ
¼ 1

r

ð
secðx� aÞdx

¼ 1

r
log tan

x� a

2
þ p

4

� �h i
þ c

¼ 1ffiffiffiffiffi
13

p log tan
x

2
� 1

2
tan�1 3

2
þ p

4

� �� �
þ c Ans:

Remark: Observe that the integral is in simpler form, if the expression (a sin x� b cos x) in

question is expressed in the form sin(a� x) instead of cos(a� x).

2.3.1 Converting the Non-Standard Formats to the Standard form of the Integral

(dx=(a sin x + b cos x))

Certain integrals can be expressed in the form
Ð ðdx=a sin xþ b cos xÞ. By identifying such

integrals, we can easily integrate them as done in the above solved examples. Such examples
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are important. One such example is given below, which may be evaluated.

ð
sec xffiffiffi
3

p þ tan x
dx ¼

ð
dxffiffiffi

3
p

cos xþ sin x

1

2
log tan

x

2
þ p

6

� �h i
þ c Ans:

The following integrals involving trigonometric functions, sin x and cos x, appear to be

simple, but they cannot be converted to the standard form(s) by trigonometric and algebraic

manipulations

ð
dx

aþ b sin x
;

ð
dx

aþ b cos x
;

ð
dx

a sin xþ b cos xþ c

where a, b, and c are integers. (These integrals should not be confused with those discussed in

Section 2.3).

We shall introduce a very simple substitution, which can be uniformly used in evaluating all

such integrals. But, as a prerequisite, it is necessary to first establish the following standard

integrals, since the above integrals are reduced to quadratic algebraic functions, due to

substitution:

(1)

ð
1

x2 þ a2
dx ¼ 1

a
tan�1 x

a

� �
þ c

(2)

ð
1

x2 � a2
dx ¼ 1

2a
log

x� a

xþ a

� �
þ c; x > a

(3)

ð
1

a2 � x2
dx ¼ 1

2a
log

aþ x

a� x

� �
þ c; x < a

Using these standard integrals, we can also evaluate integrals of the formÐ ðdx=ðax2 þ bxþ cÞÞ.
Details are discussed in Chapter 3b.
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3a Integration by Substitution:
Change of Variable of Integration

3a.1 INTRODUCTION

So far we have evaluated integrals of functions, which are of standard forms and those, which

can be reduced to standard forms by simple algebraic operations or trigonometric simplifi-

cation methods including the use of trigonometric identities. Many integrals cannot be reduced

to standard forms by these methods. We must, therefore, learn other techniques of integration.

In this chapter, we shall discuss themethod of substitution,which is applicable in reducing to

standard forms, the integrals involving composite functions. It will be observed that thismethod

involves change of variable of integration as against the earliermethods, wherein thevariable of

integration remains unchanged. Before introducing the theorem which governs the rule of

integration by substitution, let us recall the chain rule for differentiation, as applied to a power

of a function. If u¼ f(x) is a differentiable function and r is a rational number, then

d

dx

urþ1

rþ 1

� �
¼ ðrþ 1Þur

ðrþ 1Þ � du

dx
¼ ur:

d

dx
ðuÞ; ðr is rational; r 6¼ �1Þ

or
d

dx

½ f ðxÞ�rþ1

rþ 1

 !
¼ ½ f ðxÞ�r � f 0ðxÞð1Þ

From the above result, we obtain the following important rule for indefinite integrals.

3a.2 GENERALIZED POWER RULE

Let f be a differentiable function and “r” be a rational number other than “�1”. Then

ð
f ðxÞ½ �r f 0ðxÞdx ¼ f ðxÞ½ �rþ1

rþ 1
þ c;ðr rational; r 6¼ �1Þ

Note that, in the above statement, we have simply used the definition of an antiderivative (or an

integral).

Let us apply the above rule for evaluating the following integrals.

Introduction to Integral Calculus: Systematic Studies with Engineering Applications for Beginners, First Edition.
Ulrich L. Rohde, G. C. Jain, Ajay K. Poddar, and A. K. Ghosh.
� 2012 John Wiley & Sons, Inc. Published 2012 by John Wiley & Sons, Inc.

(1) It follows that
Ð
f ðxÞ½ �r f 0ðxÞdx ¼ f ðxÞ½ �rþ1

rþ 1
þ c, (r rational, r 6¼�1). In particular,

Ð
xndx ¼ xnþ1

nþ 1
þ c, n 6¼�1.
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Example (1): Find

(a)
Ð

x3 þ 2xð Þ25 3x2 þ 2ð Þdx
(b)

Ð
sin12 x cos x dx

Solution:

(a) To evaluate
Ð

x3 þ 2xð Þ25 3x2 þ 2ð Þdx,

we observe that
d

dx
(x3þ 2x)¼ 3x2þ 2.

Let f(x)¼ x3þ 2x,

) f 0(x)¼ 3x2þ 2.

Thus, by the above theorem,

ð
x3 þ 2xð Þ25 3x2 þ 2ð Þdx ¼

ð
f ðxÞ½ �25 � f 0ðxÞdx

¼ ½ f ðxÞ�26
26

þ c

¼ x3 þ 2xð Þ26
26

þ c

:

(b) To evaluate
Ð
sin12 x cos x dx, we observe that (d/dx)(sin x)¼ cos x.

Let f(x)¼ sin x, then f 0(x)¼ cos x. Thus,ð
sin12 x cos x dx ¼

ð
f ðxÞ½ �12 f 0ðxÞdx

¼ ½ f ðxÞ�13
13

þ c

¼ sin13x

13
þ c

Now,we can see why Leibniz used the differential dx in his notation
Ð
. . . dx: If we put u¼ f(x),

then du¼ f 0(x)dx. Therefore, the conclusion of result (1) is thatð
urdu ¼ urþ1

rþ 1
þ c; r 6¼ �1, which is the ordinary power rule,with “u” as the variable.

Thus, the generalized power rule is just the ordinary power rule applied to functions. But in

applying the power rule to functions, we must make sure that we have du to go with ur.

In the integral of Example 1(a), the function f(x)¼ (x3þ 2x) and its differential f 0(x)
dx¼ (3x2þ 2)dx, both appear in the element of integration. Similarly, in Example 1(b) the

function sin x and its differential cos xdx both appear in the element of integration.

Such integrals are easily expressed in the standard form(s) by substituting f(x)¼ u and

replacing f 0(x)dx by du.

The following examples will make this point clearer.

Example (2): Evaluate the following integrals:

(a)
Ð

x3 þ 6xð Þ5 6x2 þ 12ð Þdx
(b)

Ð
x2 þ 4ð Þ10x dx

(c)
Ð

x2

2
þ 3

� �2
x2 dx

(d)
Ð

2xþ 3ð Þcos x2 þ 3xð Þdx
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(a) To evaluate
Ð

x3 þ 6xð Þ5 6x2 þ 12ð Þdx
Let x3þ 6x¼ u

) (3x2þ 6)dx¼ du

) (6x2þ 12)dx¼ 2(3x2þ 6)dx¼ 2du.

)
ð
x3 þ 6xð Þ5 6x2 þ 12ð Þdx ¼

ð
u5 � 2du

¼ 2

ð
u5du ¼ 2

u6

6
þ c

� �
¼ u6

3
þ 2c

¼ u6

3
þ k:

Here, two things must be noted about our solution.

(i) Note that (6x2þ 12)dx¼ 2du (instead of “du”). The factor 2 could be moved in

front of the integral sign as shown above.

(ii) The constant “2c” obtained above is still an arbitrary constant and we may

call it k.

(b) To evaluate
Ð

x2 þ 4ð Þ10x dx
Let x2þ 4¼ u

) 2x dx¼ du

) x dx¼ 1
2
du: Thus,

)
ð
x2 þ 4ð Þ10x dx ¼

ð
u10 � 1

2
� du

¼ 1

2

ð
u10du

¼ 1

2

u11

11
þ c

� �
¼ x2 þ 4ð Þ11

22
þ k:

(c) To evaluate
Ð

x2

2
þ 3

� �2
x2 dx

Let x2

2
þ 3 ¼ u; ) x � dx ¼ du

Here, themethod illustrated in (a) and (b) fails because x2 dx¼ x(xdx)¼ xdu, andx

cannot be passed in front of the integral sign (that can be done only with a constant

factor). However, by ordinary algebra, we can express the given integral, asð
x2

2
þ 3

� �2

x2 dx ¼
ð

x4

4
þ 3x2 þ 9

� �
x2 dx

¼
ð

x6

4
þ 3x4 þ 9x2

� �
dx

¼ x7

28
þ 3x5

5
þ 3x3 þ c:

(d) To evaluate
Ð

2xþ 3ð Þcos x2 þ 3xð Þdx
If we put x2þ 3x¼ u, then we get (2xþ 3)dx¼ du.

By using these relations, the given integral transforms to
Ð
cos u du. Note that this

integral is not a power function. However, formally we getð
2xþ 3ð Þcos x2 þ 3xð Þdx ¼

ð
cos u du

¼ sin uþ c

¼ sinðx3 þ 3xÞ þ c:
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Remark: We observe that the method of substitution, introduced above for power functions,

extends for beyond that use. Now, we introduce the theorem, which governs the rule of

integration by substitution.

3a.3 THEOREM

If x¼�(t) is a differentiable function of t and f [�(t)] exists, then

ð
f ðxÞdx ¼

ð
f ðxÞ � dx

dt
� dt ¼

ð
f ½�ðtÞ��0ðtÞdt:

Proof: It is given that

x¼�(t) is a differentiable function of t.

) dx

dt
¼ �0ðtÞ:

Let

ð
f ðxÞdx ¼ FðxÞ ð1Þ

) By definition of an integral:
d

dx
FðxÞ½ � ¼ f ðxÞ; ð2Þ

Now, by chain rule, we have

) d

dt
FðxÞ½ � ¼ d

dx
FðxÞ � dx

dt

¼ f ðxÞ � dx

dt
; usingð2Þ½ �

) By the definition of integration,

FðxÞ ¼
ð
f ðxÞ dx

dt
� dt;

or

ð
f ðxÞdx ¼

ð
f ðxÞ dx

dt
� dt

¼
ð
f �ðtÞ½ ��0ðtÞdt

)x ¼ �ðtÞ
) dx

dt
¼ �0ðtÞ

2
4

ð3Þ

Note (1):We have seen that if x¼�(t) is a differentiable function of t and f [�(t)] exists then,ð
f ðxÞdx ¼

ð
f ðxÞ dx

dt
� dt

¼
ð
f �ðtÞ½ ��0ðtÞdt:

From this statement, we see that if in
Ð
f ðxÞdx; we substitute x¼�(t), then “dx” gets replaced

by �0(t)dt. Thus, if x¼�(t), then dx¼�0(t)dt.(2)

(2) In the case of any composite function y¼ f(x)¼ f[�(t)] the role of independent variable is played by the function �(t)

and we have seen that its differential [i.e., �0(t)dt] replaces the differential dx.

46 INTEGRATION BY SUBSTITUTION: CHANGE OF VARIABLE OF INTEGRATION



Note (2): Again consider the result (3). We have

ð
f ½�ðtÞ��0ðtÞdt ¼

ð
f ðxÞdx; where �ðtÞ ¼ x

Now, interchanging the roles of x and t, we get,

ð
f ½�ðxÞ��0ðxÞdx ¼

ð
f ðtÞdt;

or t ¼ �ðxÞ; ) �0ðxÞdx ¼ dt

9>=
>; ð4Þ

3a.3.1 Corollaries from the Rule of Integration by Substitution

Observe that the integrand on left-hand side of Equation (4) is complicated. In this integrand, we

have f[�(x)] (as a part of the integrand), which is a function of a function. If we substitute

�(x)¼ t, then�0(x)dx gets replaced by dt. Thus, the substitution�(x)¼ t simplifies the integrand.

The new integral with changed variablemay be in the standard form. In using thismethod, it

is important to recognize the form f [�(x)]��0(x) in the integrand. (In other words, it is helpful to
decide the most convenient substitution, if we can identify a function and its derivative in the

integrand). Only then can we find a suitable substitution, viz. �(x)¼ t. Essentially, this method

of integration reduces to finding out what kind of substitution has to be performed for the

given integrand.

Also, remember that the differential �0(x)dx may at times be expressed in the form k�dt,
where k is a constant. Using the rule of integration by substitution, given by (4), we can easily

prove the following results.

Corollary (1):

ð
½ f ðxÞ�n � f 0ðxÞdx ¼ ½ f ðxÞ�nþ1

nþ 1
þ c; n 6¼ �1

Corollary (2):

ð
f 0ðxÞ
½ f ðxÞ�n dx ¼ �1

ðn� 1Þ½ f ðxÞ�n�1
þ c; n 6¼ 1

Corollary (3):

ð
f 0ðxÞffiffiffiffiffiffiffiffiffi
f ðxÞp dx ¼ 2

ffiffiffiffiffiffiffiffiffi
f ðxÞ

p
þ c

Corollary (4):

ð
f 0ðxÞ
f ðxÞ dx ¼ loge f ðxÞ½ � þ c; f ðxÞ > 0

½More correctly ¼ loge f ðxÞj j þ c�

Corollary (5):

ð
e f ðxÞ � f 0ðxÞdx ¼ e f ðxÞ þ c

Corollary (6):

ð
a f ðxÞ � f 0ðxÞdx ¼ a f ðxÞ

logea
þ c; a > 0
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Corollary (7): If

ð
f ðxÞdx ¼ �ðxÞ; then

ð
f ðaxþ bÞdx ¼ �ðaxþ bÞ

a
þ c

Note: These corollaries should be treated as individual problems and not as formulas. When

solving problems we must use only the standard formulas,which are necessary for writing the

integral(s), in the new variable “t” (say). Later on t must be replaced by f(x) while writing the

final result(s).

To get a feel, how simple it is to establish these corollaries, we prove Corollaries (2), (4), (6),

and (7).

Corollary (2):

ð
f 0ðxÞ
½ f ðxÞ�n dx ¼ �1

ðn� 1Þ½ f ðxÞ�n�1
þ c; n 6¼ �1

Proof: Let I ¼
ð

f 0ðxÞ
½ f ðxÞ�n dx

Put f(x)¼ t ) f 0(x) dx¼ dt

) I ¼
ð
dt

tn
¼
ð
t�ndt

¼ t�nþ1

�nþ 1
¼ t�ðn�1Þ

�ðn� 1Þ

¼ 1

�ðn� 1Þtn�1
þ c; n 6¼ 1

¼ �1

ðn� 1Þ½ f ðxÞ�n�1
þ c; n 6¼ 1 Ans:

Corollary (4):

ð
f 0ðxÞ
f ðxÞ dx ¼ loge f ðxÞj j þ c

Here, it is convenient to put f(x)¼ t, so that, f 0(x)dx¼ dt,

)
ð
f 0ðxÞdx
f ðxÞ ¼

ð
dt

t
¼ loge tj j ¼ loge f ðxÞj j þ c Ans:

Corollary (6):

ð
a f ðxÞ � f 0ðxÞdx ¼ a f ðxÞ

logea
þ c; a > 0

Proof: Let I ¼ Ð af ðxÞ � f 0ðxÞdx
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Put f(x)¼ t ) f 0(x)dx¼ dt

) I ¼
ð
at dt ¼ at

logea
þ c ¼ af ðxÞ

logea
þ c Ans:

Corollary (7): If

ð
f ðxÞdx ¼ �ðxÞ; then

ð
f ðaxþ bÞdx ¼ �ðaxþ bÞ

a
þ c

Proof: It is given that ð
f ðxÞdx ¼ �ðxÞ ð5Þ

Let
Ð
f ðaxþ bÞdx ¼ I

Put axþ b¼ t

) a dx¼ dt.

) dx¼ (1/a)dt

) I ¼
ð
f ðtÞ 1

a
dt ¼ 1

a

ð
f ðtÞdt ¼ 1

a
�ðtÞ; by ð5Þ

¼ 1
a
�ðaxþ bÞ þ c Ans:

3a.3.2 Importance of Corollary (7)

The result of Corollary (7) tells us that corresponding to every standard integral of the

type
Ð
f ðxÞdx;we can at once write one more standard result for

Ð
f ðaxþ bÞdx. In fact,

f(axþ b) is an extended form of f(x). Here, we must remember two important things:

(i) If x in f(x) is replaced by a linear expression (axþ b), then the corresponding integral is

expressed bywriting the linear expression in place of x in the standard formula divided

by the coefficient of x. Note that if x in f(x) is replaced by any expression other than the

linear one, then we do not get any standard result. Check this.

(ii) The integrals of such extended forms are also treated as standard results and hence

they can be used as formulas.

Now, we give a list of some standard results, for extended forms.

3a.3.2.1 Standard Results for Extended Forms

(1)
Ð
sinðaxþ bÞdx ¼ � 1

a
cosðaxþ bÞ þ c

(2)
Ð
cosðaxþ bÞdx ¼ 1

a
sinðaxþ bÞ þ c

(3)
Ð
sec2ðaxþ bÞdx ¼ 1

a
tanðaxþ bÞ þ c

(4)
Ð
cosec2ðaxþ bÞdx ¼ � 1

a
cotðaxþ bÞ þ c

(5)
Ð
secðaxþ bÞtanðaxþ bÞdx ¼ 1

a
secðaxþ bÞ þ c

(6)
Ð
cosecðaxþ bÞcotðaxþ bÞdx ¼ � 1

a
cosecðaxþ bÞ þ c

(7)
Ð
eaxþbdx ¼ 1

a
eaxþb þ c

(8)
Ð
maxþbdx ¼ 1

a
� maxþb

logem
þ c; m > 0 see Corollary ð6Þ½ �
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(9)
Ð ðaxþ bÞndx ¼ 1

a
� ðaxþ bÞnþ1

nþ 1
þ c; n 6¼ �1

(10)

ð
1

axþ b
dx ¼ 1

a
logeðaxþ bÞ; ðaxþ bÞ > 0

3a.3.3 Importance of Corollary (4)

Corollary (4) helps in finding the integrals of tan x, cot x, sec x, and cosec x.

(1)
Ð
tan x dx ¼

ð
sin x

cos x
dx ¼ I ðsayÞ

Method (1): Put cos x¼ t

) �sin x dx¼ dt

or sin x dx¼�dt

) I ¼ �
ð
dt

t
¼ �loget ¼ loget

�1

¼ logeðcos xÞ�1 ¼ logeðsec xÞ þ c; sec x > 0

)
Ð
tan x dx ¼ loge sec xj j þ cð3Þ Ans:

(2)
Ð
cot x dx ¼

ð
cos x

sin x
dx ¼ I ðsayÞ

Put sin x¼ t

) cos x dx¼ dt

) I ¼
ð
dt

t
¼ loget ¼ logeðsin xÞ þ c; sin x > 0

)
Ð
cot x ¼ loge sin xj j þ c Ans:

(3)
Ð
cosec x dx ¼

ð
1

sin x
dx ¼ I ðsayÞ

) I ¼
ð

1

2 sinðx=2Þ � cosðx=2Þ dx

Dividing Nr and Dr by cos2
x

2
, we get I ¼

ð
sec2ðx=2Þ
2 tanðx=2Þ

¼
ð ð1=2Þ � sec2ðx=2Þ

tanðx=2Þ dxð4Þ

(4) Here, we have expressed “cosec x” in the form ðsec2ðx=2ÞÞ=ð2 tanðx=2ÞÞ, which is convenient for integration by the

method of substitution. (It can also be expressed in other useful forms.)

(3) Method (2)
ð
tan x dx ¼

ð
sec x tan x

sec x
dx

¼
ð ðd=dxÞðsec xÞ

sec x
dx

¼ logeðsec xÞ þ c; sec x > 0

¼ loge sec xj j þ c Ans:
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Method (1): Put

tan
x

2
¼ t

) 1

2
sec2

x

2
dx ¼ dt

) I ¼
ð
dt

t
¼ logeðtÞ

¼ loge tan
x

2

� �
þ c; tan

x

2
> 0

)
Ð
cosec x dx ¼ loge tan

x

2

			
			þ cð5Þ Ans:

(4)

ð
sec x dx ¼

ð
1

cos x
dx ¼ I ðsayÞ

) I ¼
ð

1

cos2ðx=2Þ � sin2ðx=2Þ dx

Dividing Nr and Dr by cos2ðx=2Þ; we get

I ¼
ð

sec2ðx=2Þ
1� tan2ðx=2Þ dx

Method (1): Put tanðx=2Þ ¼ t ) 1
2
sec2ðx=2Þ � dx ¼ dt

) I ¼
ð

2 dt

1� t2

¼
ð

1

1þ t
þ 1

1� t

� �
dt;

Note that
1

1þ t
þ 1

1� t
¼ ð1� tÞ þ ð1þ tÞ

1� t2
¼ 2

1� t2

We shall learn about this technique; later:

8<
:

¼ logeð1þ tÞ � logeð1� tÞ þ c

¼ loge
1þ t

1� t
þ c

¼ loge
1þ tanðx=2Þ
1� tanðx=2Þ
� �

¼ loge
tanðx=2Þ þ tanðp=4Þ

1� tanðx=2Þ � tanðp=4Þ
� �

¼ loge tan ðx=2Þ þ ðp=4Þð Þ½ � þ c )tanðp=4Þ ¼ 1½ �

(5) Method (2):
ð
cosec x dx ¼

ð
cosec xðcosec x� cot xÞ

ðcosec x� cot xÞ dx

¼
ð
cosec2x� cosec x cot x

cosec x� cot x
dx

¼
ð ðd=dxÞðcosec x� cot xÞ

cosec x� cot x
dx ¼ logeðcosec x� cot xÞ þ c

)
Ð
cosec x dx ¼ loge cosec x� cot xj j þ c

Further note that

cosec x� cot x ¼ 1

sin x
� cos x

sin x
¼ 1� cos x

sin x

¼ 1� ½1� 2 sin2ðx=2Þ�
2 sinðx=2Þ � cosðx=2Þ ¼

2 sin2ðx=2Þ
2 sinðx=2Þ � cosðx=2Þ

¼ tan
x

2
:
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ð
sec x dx ¼ loge tan

x

2
þ p

4

� �			
			þ cð6Þ Ans:

Note: The four integrals obtained above are treated as standard integrals. Hence, we add the

following results to our list of standard formulae.

(1)
Ð
tan x dx ¼ loge sec xj j þ c ¼ logðsec xÞ þ c

(2)
Ð
cot x dx ¼ loge sin xj j þ c ¼ logðsin xÞ þ cð7Þ

(3)

ð
cosec x dx ¼ logðcosec x� cot xÞ þ c

¼ log tan
x

2

� �
þ c

(4)

ð
sec x dx ¼ logðsec xþ tan xÞ þ c

¼ log tan
x

2
þ p

4

� �� �
þ c

Further, in view of the Corollary (7)

i:e:;

ð
f ðxÞdx ¼ �ðxÞ ¼>

ð
f ðaxþ bÞdx ¼ 1

a
�ðaxþ bÞ

� �

We also have the following standard results:

(1A)
Ð
tanðaxþ bÞdx ¼ 1

a
log secðaxþ bÞð Þ þ c

(1B)
Ð
cotðaxþ bÞdx ¼ 1

a
log sinðaxþ bÞð Þ þ c

(1C)

ð
cosecðaxþ bÞdx ¼ 1

a
log tan

axþ b

2

� �� �
þ c

¼ 1

a
log cosecðaxþ bÞ � cotðaxþ bÞð Þ þ c

(1D)

ð
secðaxþ bÞdx ¼ 1

a
log tan

axþ b

2
þ p

4

� �� �
þ c

¼ 1

a
log secðaxþ bÞ þ tanðaxþ bÞ½ � þ c

(7) Important Note:Here onwards, we agree to use the notation log[�(x)] to mean loge|�(x)|. This is done for saving time

and effort. However, the importance of the base “e” and that of the symbol for absolute value must always be remembered.

(6) Method (2):
ð
sec x dx ¼

ð
sec xðsec xþ tan xÞ

ðsec xþ tan xÞ dx

¼
ð
sec2 xþ sec x tan x

sec xþ tan x
¼
ð ðd=dxÞðsec xþ tan xÞ

ðsec xþ tan xÞ dx

¼ loge sec xþ tan xj j þ c

Further, note that sec xþ tan x ¼ 1

cos x
þ sin x

cos x
¼ 1þ sin x

cos x

¼ sin2ðx=2Þ þ cos2ðx=2Þ þ 2 sinðx=2Þ � cosðx=2Þ
cos2ðx=2Þ � sin2ðx=2Þ ¼ cosðx=2Þ þ sinðx=2Þð Þ2

cos2ðx=2Þ � sin2ðx=2Þ

¼ cosðx=2Þ þ sinðx=2Þ
cosðx=2Þ � sinðx=2Þ ¼

1þ tanðx=2Þ
1� tanðx=2Þ ¼ tan

x

2
þ p

4

� �
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3a.3.4 Some Solved Examples

In using the method of substitution, it is important to see carefully the form of the element of

integration.Usually, we make a substitution for a function whose derivative also occurs in the

integrand. This will be clear from the following examples.

Example (3): Find I ¼ Ð x3sin x4 dx
Put x4¼ t

) 4x3 dx¼ dt ) x3 dx¼ 1/4 dt

) I ¼ 1

4

ð
sin t dt

¼ 1

4
ð�cos tÞ þ c ¼ � 1

4
cos x4 þ c Ans:

Example (4): Find I ¼
ð

sin x

1þ cos x
dx

Put 1þ cos x¼ t

) �sin x dx¼ dt ) sin x dx¼�dt

) I ¼ �
ð
dt

t
¼ �log tþ c

¼ �logð1þ cos xÞ þ c Ans:

Example (5): Find I ¼
ð
cosðlog xÞ

x
dx

Put log x¼ t ) (1/x) dx¼ dt

) I ¼
ð
cos t dt ¼ sin tþ c

¼ sinðlog xÞ þ c Ans:

Example (6): Find I ¼
ð

1

x log x½logðlog xÞ� dx

Put log (log x)¼ t ) 1

log x
� 1

x
dx ¼ dt

i:e:;
1

x log x
dx ¼ dt

) I ¼
ð
dt

t
¼ log tþ c ¼ log logðlog xÞ½ � þ c Ans:

Example (7): Find I ¼ Ð x ax
2

dx

Put x2¼ t ) 2x dx¼ dt

) x dx¼ 1/2 dt

) I ¼ 1

2

ð
at dt ¼ 1

2
� at

log a
þ c

¼ 1

2
� ax

2

log a
þ c Ans:
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Example (8): Evaluate I ¼
ð
2 sin x � cos x
sin4 xþ cos4 x

dx

Method (1) Dividing Nr and Dr by cos4x, we get

I ¼
ð
2 tan x � sec2 x
tan4 xþ 1

dx:

2 sin x � cos x
cos4 x

¼ 2
sin x

cos x
� 1

cos2 x

¼ 2 tan x � sec2 x

8>>>>><
>>>>>:

Now, put tan2x¼ t ) 2 tan x sec2x dx¼ dt

I ¼
ð

dt

1þ t2
¼ tan�1 tþ c ¼ tan�1ðtan2 xÞ þ c Ans:

Method (2)

I ¼
ð

2 sin x cos x

sin4 xþ cos4 x
dx ¼

ð
2 sin x cos x

ðsin2 xÞ2 þ ð1� sin2 xÞ2 dx

Put sin2x¼ t ) 2 sin x cos x dx¼ dt

) I ¼
ð

dt

t2 þ ð1� tÞ2 ¼
ð

dt

t2 þ 1� 2tþ t2

¼
ð

dt

2t2 � 2tþ 1
¼ 1

2

ð
dt

t2 � tþ ð1=2Þ

Consider 2t2 � 2tþ 1

¼ 2 t2 � tþ ð1=2Þð Þ
Now; t2 � tþ 1

2

¼ t2 � 2
1

2

� �
tþ 1

4
� 1

4
þ 1

2

¼ t� 1

2

� �2

þ 1

2

� �2

8>>>>>>>>>>>><
>>>>>>>>>>>>:

¼ 1

2

ð
dt

t� ð1=2Þð Þ2 þ ð1=2Þ2

¼ 1

2
tan�1 t� ð1=2Þ

1=2
þ c ¼ 1

2
tan�1ð2t� 1Þ þ c

¼ 1

2
tan�1ð2 sin2 x� 1Þ þ c Ans:

Example (9): Evaluate I ¼
ð
xe�1 þ ex�1

xe þ ex
dx

Put xeþ ex¼ t

) (e xe�1þ ex) dx¼ dt

) e (xe�1þ ex�1) dx¼ dt [Note this step]

) I ¼ 1

e

ð
dt

t
¼ 1

e
log tþ c ¼ 1

e
logðxe þ exÞ þ c
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Example (10): Evaluate I ¼
ð

4 ex

7� 3 ex
dx

I ¼
ð

4 ex

7� 3 ex
dx

Putð7� 3 exÞ ¼ t

) � 3 ex dx ¼ dt

) ex dx ¼ � 1

3
dt

8>>><
>>>:

� 4

3
logð7� 3 exÞ þ c Ans:

Next, observe that the integral I ¼ Ð 1
exþe�x dx can also be expressed in a form that is

convenient for substitution.

We have, ex þ e�x ¼ ex þ 1

ex
¼ e2x þ 1

ex
:

) I ¼
ð

1

ex þ e�x
dx ¼

ð
ex

e2x þ 1
dx ¼

ð
ex

1þ ðexÞ2 dx

Now, put ex¼ t ) ex dx¼ dt

) I ¼
ð

dt

1þ t2
¼ tan�1 tþ c ¼ tan�1ðexÞ þ c Ans:

Similarly,
Ð

1
3þ4e�x dx ¼ Ð ex

3exþ4
dx; which is of the same form as in the Example (8).

Now, look at the following integral which appears to be of similar type, but it cannot be

integrated so easily.

Example (11):

ð
1

3þ 4ex
dx

ð
1

3þ 4 ex
dx Here;Nr is a constant and Dr is of the formðaex þ bÞ½ �

(Note that here no substitution is possible without changing the integrand, as shown below.)

In such cases, we divide Nr and Dr by ex, so that we get

I ¼ Ð e�x

3 e�xþ4
dx, which is now of the type at Example (8).

Now put 3e�xþ 4¼ t

) �3e�x dx¼ dt

) e�x dx¼�1/3 dt

) I ¼ � 1

3

ð
dt

t
¼ � 1

3
log tþ c

¼ � 1

3
logð3e�x þ 4Þ þ c Ans:

Remark: Note that, it is comparatively simpler to evaluate the integral
Ð

1
3þ4e�x dx, than to

evaluate the integral
Ð

1
3þ4ex

dx.
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Example (12): Evaluate I ¼
ð
e2x � 1

e2x þ 1
dx

Method (1): In such cases, we may break up the integral into two parts: one of the type at

Example (10) and the other of the type at Example (11), or else divide Nr and Dr by half the

power given to “e”.

Dividing Nr and Dr by ex, we get

I ¼
ð
ex � e�x

ex þ e�x
dx

Put (exþ e�x)¼ t ) (ex� e�x) dx¼ dt

) I ¼
ð
dt

t
¼ logtþ c ¼ logðex � e�xÞ þ c Ans:

Method (2): I ¼
ð
e2x � 1

e2x þ 1
dx

¼
ð

e2x

e2x þ 1
dx�

ð
1

e2x þ 1
dx

¼ I1� I2 (say).

Consider I1

Put e2xþ 1¼ t ) 2 e2x dx¼ dt ) e2x dx¼ 1/2dt

) I1 ¼ 1

2

ð
dt

t
¼ 1

2
log tþ c1 ¼ 1

2
logðe2x þ 1Þ þ c1

Consider I2¼
ð

1

e2x þ 1
dx ¼

ð
e�2x

1þ e�2x
dx

Put 1þ e�2x¼ t ) �2e�2x dx¼ dt

) e�2x dx¼�1/2 dt

I2 ¼ � 1

2

ð
dt

t
¼ � 1

2
log t ¼ � 1

2
logð1þ e�2xÞ þ c2

) I ¼ I1 � I2 ¼ 1

2
logðe2x þ 1Þ þ logð1þ e�2xÞ
 �þ c

¼ 1

2
log e2xþ2þ e�2x

 �þ c

¼ 1

2
log ex þ e�x½ �2 þ c

¼ logðex þ e�xÞ þ c Ans:

Let us solve one more example of the above type.

Example (13): Evaluate I ¼
ð
ex � 1

ex þ 1
dx

Dividing Nr and Dr by ex/2, we get

I ¼
ð
ex=2 � e�x=2

ex=2 þ e�x=2
dx
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Now, put ex/2þ e�x/2¼ t ) (ex/2� e�x/2) dx¼ 2dt

) I ¼ 2

ð
dt

t
¼ 2 log tþ c

¼ 2 logðex=2 þ e�x=2Þ þ c Ans:

To evaluate

ð
aex þ b

cex þ d
dx.

Note:Examples (12) and (13) are special cases of
Ð
aexþb
cexþd

dx. Of course, this type of integral can

be easily evaluated by breaking it into two parts as explained in Example (12), Method (2).

However, there is a simpler method (which is more general and applicable to many other

integrals) as explained in Example 14.

Example (14): Evaluate I ¼
ð
3ex þ 5

2ex þ 7
dx

We express,

Nr ¼ AðDrÞ þ B
d

dx
Dr

� �ð8Þ

i:e:; 3ex þ 5 ¼ Að2ex þ 7Þ þ Bð2exÞ )d
dx

ð2ex þ 7Þ ¼ 2ex
� �

¼ ðAþ BÞ2ex þ 7A:

Now, comparing terms and their coefficients, on both sides we getA¼ 5/7 and henceB¼ 11/14.

) I ¼ 5

7

ð
2ex þ 7

2ex þ 7
dxþ 11

14

ð
2ex

2ex þ 7
dx

¼ 5

7

ð
dxþ 11

14

ð ðd=dxÞð2ex þ 7Þ
2ex þ 7

dx

¼ 5

7
xþ 11

14
logð2ex þ 7Þ þ c Ans:

Example (15): Find I ¼
ð
sin

ffiffiffi
x

p
ffiffiffi
x

p dxð9Þ

Put
ffiffiffi
x

p ¼ t ) 1

2
ffiffiffi
x

p dx ¼ dt ) dxffiffiffi
x

p ¼ 2dt

) I ¼ 2

ð
sin t dt ¼ �2 cos tþ c

¼ �2 cos
ffiffiffi
x

p þ c Ans:

(8) Nr ¼ numerator and Dr ¼ denominator.
(9) Remark: It is because of the function

ffiffiffi
x

p
, that these integrals are easily evaluated. If we replace

ffiffiffi
x

p
by x, then the new

functions cannot be integrated by substitution. Even the integrals
Ð
sin

ffiffiffi
x

p
dx and

Ð
cos

ffiffiffi
x

p
dx, and so on, cannot be

evaluated by this method. Later on, it will be shown that the integrals
Ð
sin

ffiffiffi
x

p
dx and

Ð
cos

ffiffiffi
x

p
dx can be evaluated by the

method of “integration by parts”, to be studied later.
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Now, evaluate the following integrals:

(i)
ð
e
ffiffi
x

p

ffiffiffi
x

p dx

Ans: 2e
ffiffi
x

p
þ c

(ii)
ð
cos

ffiffiffi
x

p
ffiffiffi
x

p dx

Ans: 2 sin
ffiffiffi
x

p þ c

(iii)
ð
tan2

ffiffiffi
x

p
ffiffiffi
x

p dx

Ans: 2½tan ffiffiffi
x

p � ffiffiffi
x

p � þ c

(iv)
ð
sec2

ffiffiffi
x

p
ffiffiffi
x

p dx

Ans: 2 tan
ffiffiffi
x

p þ c

(v)
ð
sec

ffiffiffi
x

p
ffiffiffi
x

p dx

Ans: 2 log½sec ffiffiffi
x

p þ tan
ffiffiffi
x

p � þ c

Exercise

Integrate the following with respect to x:

(1) I ¼
ð ðsin�1 xÞ2ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� x2
p dx

Ans:
ðsin�1 xÞ3

3
þ c

(2) I ¼
ð

2x

1þ x4
dx

Ans. tan�1x2þ c

(3) I ¼
ð

1

x sin2ðlog xÞ d

Ans. �cot (log x)þ c

(4) I ¼
ð
ex cosðexÞd

Ans. sin(ex)þ c

(5) I ¼
ð ðlog xÞ2

x
dx

Ans:
ðlog xÞ3

3
þ c
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(6) I ¼
ð
etan x sec2 x dx

Ans. etan xþ c

(7) I ¼
ð

2x� 5ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � 5xþ 13

p dx

Ans: 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � 5xþ 13

p
þ c

(8) I ¼
ð
2x etan

�1x2

1þ x4
dx

Ans: etan
�1x2 þ c

(9) I ¼
ð

sin 2x

3 sin2 xþ 5 cos2 x
dx

Ans: � 1

2
logð5� 2 sin2 xÞ þ c

(10) I ¼
ð

cos 2x

sin2 xþ cos2 xþ 2 sin x cos x
dx

Ans:
1

2
logð1þ sin 2xÞ þ c

(11) I ¼
ð

sin 2x

a2 cos2 xþ b2 sin2 x
dx

Ans:
1

b2 � a2
log a2 þ ðb2 � a2Þsin2 x
 �þ c

(12) I ¼
ð

1

ex þ 1
dx

Ans. �logð1þ e�xÞ þ c or log
ex

ex þ 1

� �
þ c

(13) I ¼
ð

1

3þ 4e2x
dx

Ans: � 1

6
logð3e�2x þ 4Þ þ c

(14) I ¼
ð
2ex þ 3

4ex þ 5
dx

Ans:
3

5
x� 1

10
logð4ex þ 5Þ þ c

Note: Solutions to the above problems are available at the end of this chapter.
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3a.4 TOEVALUATE INTEGRALSOFTHEFORM
Ð
a sin xþb cos x
c sin xþd cos x dx;WHEREA,B,

C, AND D ARE CONSTANT

These integrals are handled as the integrals of the form
Ð ððaex þ bÞ=ðcex þ dÞÞdx.

Example (16): To find I ¼
ð

sin xþ 2 cos x

3 sin xþ 4 cos x
dx

we express Nr ¼ AðDrÞ þ B d
dx
ðDrÞ

d

dx
ðDrÞ ¼ d

dx
3 sin xþ 4 cos x½ � ¼ 3 cos x� 4 sin x

Now, sin xþ 2 cos x¼A(3 sin xþ 4 cos x)þB(3 cos x � 4 sin x)

¼ (3A�4B) sin xþ (4Aþ 3B) cos x.

Equating coefficients on both sides, we get

3A� 4B¼ 1 (i)

4Aþ 3B¼ 2 (ii)

(i) � 3: 9A � 12B¼ 3

(ii) � 4: 16Aþ 12B¼ 8

- - - - - - - - - - - - -

25A ¼ 11 ) A¼ 11/25

Now (ii) � 3: 12Aþ 9B ¼ 6

and (i) � 4: 12A� 16B¼ 4

� þ –
- - - - - - - - - - - - -

25B¼ 2 ) B¼ 2/25(10)

) I ¼ 11

25

ð
dxþ 2

25

ð ðd=dxÞð3 sin xþ 4 cos xÞ
3 sin xþ 4 cos xÞ þ c

¼ 11

25
xþ 2

25
logð3 sin xþ 4 cos xÞ þ c Ans:

Example (17): Find I ¼
ð

1

1þ tan x
dx

Consider
1

1þ tan x
¼ 1

1þ ðsin x=cos xÞ ¼
cos x

cos xþ sin x

We express Nr¼A(Dr)þB d/dx (Dr)

d

dx
ðDrÞ ¼ d

dx
ðcos xþ sin xÞ ¼ �sin xþ cos x

¼ cos x� sin x

Let cos x¼A(cos xþ sin x)þB(cos x�sin x)¼ (AþB) cos xþ (A�B) sin x

(10) Note: Value of B could also be found by putting the value of A in any of the Equations (i) or (ii).
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Equating coefficients, on both sides, we get

Aþ B ¼ 1 ð6Þ
A� B ¼ 0 ð7Þ

�
) 2A ¼ 1 ) A ¼ 1=2 and 2B ¼ 1 ) B ¼ 1=2

) I ¼
ð ð1=2Þðcos xþ sin xÞ þ ð1=2Þðcos x� sin xÞ

cos xþ sin x
dx

Put cos xþ sin x¼ t ) (cos x� sin x) dx¼ dt

) I ¼ 1

2

ð
dxþ 1

2

ð
dt

t
¼ x

2
þ 1

2
log tþ c

¼ x

2
þ 1

2
logðcos xþ sin xÞ þ c Ans:

Now evaluate the following integrals:

(i)

ð
1

1þ cot x
dx

Ans.
1

2
x� 1

2
logðsin xþ cos xÞ þ c

(ii)

ð
1

3þ 2 tan x
dx

Ans.
3

13
xþ 2

13
logð3 cos xþ 2 sin xÞ þ c

(iii)

ð
3 sin xþ 4 cos x

2 sin xþ cos x
dx

Ans. 2xþ logð2 sin xþ cos xÞ þ c

Information in Advance: We can also handle the integrals of the formÐ ððaþ b cos xþ c sin xÞ=ðaþ b cos x þ g sin xÞÞdx. Here, we shall express the Nr (i.e.,

aþ b cos xþ c sin x) as lðDrÞ þm ðd=dxÞof Drð Þ þ n;where l,m, nwill be found by comparing

the coefficients of corresponding terms (i.e., cos x, sin x, and constant terms). By thismethod, the

given integral reduces to the sumof three integrals. The first two integrals can be easily evaluated,

whereas the third integral is of the form
Ð ðn=ðaþ b cos xþ g sin xÞÞdx.We shall learn about

this integral in the next chapter. Obviously, evaluation of such integrals is time consuming.

Solutions to the Problems of the Exercise

Q. (1): Find I ¼
ð ðsin�1 xÞ2ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� x2
p dx

Put sin�1x¼ t ) 1ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x2

p dx ¼ dt

) I ¼
ð
t2 dt ¼ t3

3
þ c ¼ ðsin�1 xÞ3

3
þ c Ans:
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Q. (2): Find I ¼
ð

2x

1þ x4
dx

I ¼
ð

2x

1þ ðx2Þ2 dx

Put x2 ¼ t ) 2x dx ¼ dt

) I ¼
ð

dt

1þ t2
¼ tan�1 tþ c

¼ tan�1 x2 þ c Ans:

Q. (3): Find I ¼
ð

1

x sin2ðlog xÞ dx

Put log x¼ t ) (1/x)dx¼ dt

) I ¼
ð

dt

sin2 t
¼
ð
cosec2 t dt ¼ �cot tþ c

¼ �cotðlog xÞ þ c Ans:

Q. (4): Find I ¼ Ð ex cosðexÞdx
Put Q¼ t ) Q dx¼ dt

) I ¼
ð
cos t dt ¼ sin tþ c

¼ sinðexÞ þ c Ans:

Now evaluate the following integrals:

(i)

ð
1ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� x2
p

� sin�1 x
dx

Ans. logðsin�1xÞ þ c

(ii)

ð
2xffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x4

p dx

Ans. sin�1 x2 þ c

(iii)

ð
1þ sin 2xffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xþ sin2 x

p dx

Ans. 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xþ sin2 x

p
þ c

Q. (5): Find I ¼
ð ðlog xÞ2

x
dx

Put log x¼ t ) (1/x)dx¼ dt

) I ¼
ð
t2 dt ¼ t3

3
þ c

¼ ðlog xÞ3
3

þ c Ans:
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Now evaluate the following integrals:

(i)

ð
logðxþ 1Þ � log x

xðxþ 1Þ dx

Ans.
�½logðxþ 1Þ � log x�2

2
þ c

[Hint: Put logðxþ 1Þ � log x ¼ t]

(ii)

ð ð1þ xÞðlog xþ xÞ
2x

dx

Ans.
ðlog xþ xÞ2

4
þ c

[Hint: Put log xþ x¼ t]

(iii)

ð
sinðaþ b log xÞ

x
dx

Ans.
�1

b
cosðaþ b log xÞ þ c

[Hint: Put (aþ b log x)¼ t]

Q. (6): Find I ¼
ð
etan x sec2x dx

Put tan x¼ t ) sec2 x dx ¼ dt

) I ¼
ð
et dt ¼ et þ c ¼ etan x þ c Ans:

Q. (7): Find I ¼
ð

2x� 5ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � 5xþ 13

p dx

Put x2� 5xþ 13¼ t ) (2x� 5)dx¼ dt

) I ¼
ð
dtffiffi
t

p ¼ t1=2

1=2
þ c ¼ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � 5xþ 13

p
þ c Ans:

Q. (8): Find I ¼
ð
2x etan

�1 x2

1þ x4
dx

Put tan�1 x2 ¼ t ) 1

1þ ðx2Þ2 2x dx ¼ dt

i:e:;
2x dx

1þ x4
¼ dt

) I ¼
ð
et dt ¼ et þ c

¼ etan
�1 x2þc Ans:
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Q. (9): Find I ¼
ð

sin 2x

3 sin2xþ 5 cos2x
dx

I ¼
ð

2 sin x � cos x
3 sin2xþ 5ð1� sin2xÞ dx

¼
ð
2 sin x � cos x
5� 2 sin2x

dx

Method (1): Put 5� 2 sin2x¼ t

) �4 sin x � cos x dx ¼ dt

) 2 sin x � cos x dx ¼ � 1

2
dt

) I ¼ � 1

2

ð
dt

t
¼ � 1

2
log tþ c

¼ � 1

2
logð5� 2 sin2xÞ þ c Ans:

Method (2): Put 3 sin2xþ 5 cos2x¼ t

) [6 sin x cos x� 10 cos x sin x]dx¼ dt

or �4 sin x cos x dx¼ dt

or �2 sin 2x dx¼ dt or sin 2x dx¼�1/2 dt

) I ¼ � 1

2

ð
dt

t
¼ � 1

2
log tþ c

¼ � 1

2
logð3 sin2xþ 5 cos2xÞ þ c Ans:

Note: We have seen above that 3 sin2xþ 5 cos2x¼ 5�2 sin2x.

Q. (10): Find I ¼
ð

cos 2x

sin2xþ cos2xþ 2 sin x cos x
dx

I ¼
ð

cos 2x

sin2xþ cos2xþ 2 sin x cos x
dx

¼
ð

cos 2x

1þ sin 2x
dx

) sin2xþ cos2x ¼ 1 and

2 sin x cos x ¼ sin 2x

"

I ¼
ð

cos 2x

ðsin xþ cos xÞ2 dx ¼
ð

cos2x� sin2x

ðcos xþ sin xÞ2 dx

¼
ð
cos x� sin x

cos xþ sin x
dx ¼

ð ðd=dxÞðcos xþ sin xÞ
cos xþ sin x

dx

¼ log½cos xþ sin x� þ c Ans:

Also I ¼
ð
1� tan x

1þ tan x
¼
ð
tan

p
4
� x

� �
dx ¼ �log sec

p
4
� x

� �h i
þ c Ans:
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Put 1þ sin 2x¼ t ) 2 cos 2x dx¼ dt ) cos 2x dx¼ 1
2
dt

) I ¼ 1

2

ð
dt

t
¼ 1

2
log tþ c ¼ 1

2
logð1þ sin 2xÞ þ c Ans:

Q. (11): Find I ¼
ð

sin 2x

a2 cos2xþ b2 sin2x
dx

Consider a2 cos2xþ b2 sin2x

¼ a2 (1� sin2x)þ b2 sin2x

¼ a2þ (b2�a2) sin2x

) I ¼
ð

2 sin x � cos x dx

a2 þ ðb2 � a2Þsin2x

Put a2þ (b2� a2) sin2x¼ t

) (b2� a2) 2 sin x cos x � dx¼ dt

) 2 sin x cos x dx ¼ 1

ðb2 � a2Þ dt

) I ¼ 1

ðb2 � a2Þ
ð
dt

t
¼ 1

ðb2 � a2Þ log tþ c

¼ 1

b2 � a2
log ½a2 þ ðb2 � a2Þsin2x� þ c

 �

Ans:

Note: We may also put, a2 cos2xþ b2 sin2x¼ t

Then [�2a2 cos x � sin xþ 2b2 sin x � cos x] dx¼ dt

(2 sin x cos x) � (b2� a2) dx¼ dt

or sin 2x dx¼ 1

ðb2 � a2Þ dt

Q. (12): Evaluate I ¼ Ð 1
ex þ 1

dx

Dividing Nr and Dr by ex, we get

I ¼
ð

e�x

1þ e�x
dx

Put 1þ e�x¼ t

) �e�x dx¼ dt

) I ¼ �
ð
dt

t
¼ �log tþ c

¼ �logð1þ e�xÞ þ c Ans:

TO EVALUATE INTEGRALS OF THE FORM 65



Further simplification

I ¼ �log 1þ 1

ex

� �
þ c

¼ �log
ex þ 1

ex

� �
þ c ¼ log

ex

ex þ 1

� �
þ c

Q. (13): Evaluate I ¼ Ð 1
3þ 4e2x

dx

Dividing Nr and Dr by e2x

I ¼
ð

e�2x

3 e�2x þ 4
dx

Put 3e�2xþ 4¼ t

) �6e�2x dx¼ dt

) e�2x dx¼�1/6 dt

) I ¼ � 1

6

ð
dt

t
¼ � 1

6
log tþ c

¼ � 1

6
logð3e�2x þ 4Þ þ c Ans:

Q. (14): Evaluate I ¼ Ð 2ex þ 3
4ex þ 5

dx

We express Nr ¼ AðDrÞ þ B
d

dx
ðDrÞ

d

dx
ðDrÞ ¼ d

dx
ð4ex þ 5Þ ¼ 4ex

Let 2Qþ 3¼A(4Qþ 5)þB(4Q)

¼ (4Aþ 4B)Qþ 5A

Equating coefficients on both sides, we get

5A¼ 3

) A¼ 3/5

4
3

5

� �
þ 4B ¼ 2

3

5
þ B ¼ 1

2

) B ¼ 1

2
� 3

5
¼ 5� 6

10
¼ � 1

10

) I ¼
ð ð3=5Þð4ex þ 5Þ � ð1=10Þð4exÞ

4ex þ 5
dx

¼ 3

5

ð
dx� 1

10

ð ðd=dxÞð4ex þ 5Þ
4ex þ 5

dx

¼ 3

5
x� 1

10
logð4ex þ 5Þ þ c Ans:
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3b Further Integration by
Substitution: Additional
Standard Integrals

3b.1 INTRODUCTION

We know that the method of integration by substitution aims at reducing an integral to a

standard form (as in the case of other methods). In fact, there is no definite rule for choosing a

substitution that should convert the given integral to a standard form. However, as we have

seen in the previous Chapter 3a, if the integrand is a function of a function [i.e., f [�(x)]] and
the derivative of �(x) also appears in the integrand, so that the element of integration is in the

form f [�(x)] �0(x) dx, then it is convenient to choose the substitution �(x)¼ t.

With this substitution, we get�0(x) dx¼ dt, and the variable of integration is changed fromx

to t. The new integral in t is expected to be easier for integration. Also, it is sometimes

convenient to choose a change of variable (from x to t) by the substitution x¼ f(t), where f(t)

must be some suitable, trigonometric, algebraic, or hyperbolic function. This statement will be

clear from the following trigonometric (and algebraic) substitutions.

[Here, we shall not be considering the hyperbolic substitutions though they are equally

convenient for this purpose.We have discussed the hyperbolic functions at length in Chapter 23

of differential Calculus (i.e. Part I)].

3b.1.1 Trigonometric Substitutions

The following integrals can be easily evaluated by trigonometric substitutions as indicated

below:

(i) If the integrand involves
ffiffiffiffiffiffiffiffiffiffiffiffiffi
a2�x2

p
, then put x¼ a sin t or x¼ a cos t.

(ii) If the integrand involves
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ x2

p
or a2 þ x2, then put x¼ a tan t.

(iii) If the integrand involves
ffiffiffiffiffiffiffiffiffiffiffiffiffi
x2�a2

p
, then put x¼ a sec t.

The idea behind these substitutions is to get rid of the square root sign by using trigonometric

identities: 1� cos2t¼ sin2t, tan t þ 1¼ sec2t and sec2t� 1¼ tan2t, as required.

Introduction to Integral Calculus: Systematic Studies with Engineering Applications for Beginners, First Edition.
Ulrich L. Rohde, G. C. Jain, Ajay K. Poddar, and A. K. Ghosh.
� 2012 John Wiley & Sons, Inc. Published 2012 by John Wiley & Sons, Inc.
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3b.2 SPECIAL CASES OF INTEGRALS AND PROOF FOR STANDARD

INTEGRALS

There aremany other function(s) that can be reduced to the standard forms by substitutions. For

example, consider the following functions listed in three batches:

Batch (I)
1

x2 þ a2
;

1

x2�a2
;

1

a2�x2

Batch (II)
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ a2
p ;

1ffiffiffiffiffiffiffiffiffiffiffiffiffi
x2�a2

p ;
1ffiffiffiffiffiffiffiffiffiffiffiffiffi

a2�x2
p ;

1

x
ffiffiffiffiffiffiffiffiffiffiffiffiffi
x2�a2

p

Batch (III)
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

p
;
ffiffiffiffiffiffiffiffiffiffiffiffiffi
x2�a2

p
; and

ffiffiffiffiffiffiffiffiffiffiffiffiffi
a2�x2

p

It is useful to consider the integrals involving the above functions in the batches as listed

above. (It will be found helpful in remembering the standard formulae conveniently, in the

order they are developed.) Now, we proceed to obtain the formulas for the integrals of

Batch (I).

Integral ð1Þ
ð

1

x2 þ a2
dx ¼ 1

a
tan�1 x

a

� �
þ cð1Þ

Method (1): Let I ¼
ð

1

x2 þ a2
dx

Consider x2 þ a2 ¼ a2
x2

a2
þ 1

� �

¼ a2 1þ x2

a2

� �
¼ a2 1þ x

a

� �2� �

) I ¼ 1

a2

ð
1

1þ x=að Þ2 dx

Put
x

a
¼ t ) 1

a
dx ¼ dt ) dx ¼ a dt

) I ¼ 1

a2

ð
a dt

1þ t2
¼ 1

a

ð
dt

1þ t2

¼ 1

a
tan�1tþ c ¼ 1

a
tan�1 x

a

� �
þ c

)
ð

1

x2 þ a2
dx ¼ 1

a
tan�1 x

a

� �
þ c Ans:

(1) Note that, this result is more general than the result:
Ð ð1=ð1þx2ÞÞdx ¼ tan�1 xþ c, which follows the form

ðd=dxÞðtan�1 xÞ ¼ 1=ð1þx2Þ. Both these integrals are treated as standard formulas.
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Method (2): Let I ¼
ð

1

x2 þ a2
dx

Put x ¼ at ) dx ¼ a dt: Also t ¼ x

a

) I ¼
ð

1

a2t2 þ a2
: a dt ¼

ð
a dt

a2ðt2 þ 1Þ

¼ 1

a

ð
dt

t2 þ 1
¼ 1

a

ð
dt

1þ t2

¼ 1

a
tan�1 tþ c

¼ 1

a
tan�1 x

a

� �
þ c Ans:

Method (3): Let I ¼
ð

1

x2 þ a2
dx

Let x ¼ a tan t ) dx ¼ a sec2t dt

Also; tan t ¼ x

a
) t ¼ tan�1 x

a

) I ¼
ð

a sec2t dt

a2tan2tþ a2
¼
ð

a sec2t

a2ðtan2tþ 1Þ dt

¼ 1

a

ð
sec2t

sec2t
dt ¼ 1

a

ð
dt ¼ 1

a
tþ c

¼ 1

a
tan�1 x

a

� �
þ c

) ¼
ð

1

x2 þ a2
dx ¼ 1

a
tan�1 x

a

� �
þ c

ð1Þ

Note: To obtain the above result, we expressed the given integral in the standard formÐ ð1=ð1þ t2ÞÞ dt by using the method of substitution. In the Methods (1) and (2), we used the

same substitution in two different ways, but inMethod (3)we used a different substitutionwhich

converted the given integral into another standard form.

Integral ð2Þ
ð

1

x2�a2
dx ¼ 1

2a
log

x�a

xþ a

� �
þ c; x > a

Let I ¼
ð

1

x2�a2
dx

Consider
1

x2�a2
¼ 1

ðx�aÞðxþ aÞ ¼
1

2a

1

x�a
� 1

xþ a

� �
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) I ¼ 1

2a

ð
1

x�a
� 1

xþ a

� �
dx

¼ 1

2a
log ðx�aÞ�log ðxþ aÞ½ � þ c

¼ 1

2a
log

x�a

xþ a

� �
þ c

)
ð

1

x2�a2
dx ¼ 1

2a
log

x�a

xþ a

� �
þ c; x > a

or

ð
1

x2�a2
dx ¼ 1

2a
log

x�a

xþ a

				
				þ c

ð2Þ

Integral ð3Þ
ð

1

a2�x2
dx ¼ 1

2a
log

aþ x

a�x

� �
þ c; x< a

Suppose; I ¼
ð

1

a2�x2
dx ¼

ð
1

ða�xÞðaþ xÞ dx

Let
1

ða�xÞðaþ xÞ ¼
A

a�x
þ B

aþ x

) 1 ¼ Aðaþ xÞþBða�xÞ

This is an identity, and hence true for any value of x. To find the numbers A and B:

Put x¼ a, we get 1 ¼ 2a �A ) A ¼ ð1=2aÞ
Now, put x¼�a, we get 1 ¼ 2a �B ) B ¼ ð1=2aÞ

) 1

a2�x2
¼ 1

ða�xÞðaþ xÞ ¼
1

2a

1

a�x
þ 1

aþ x

� �

) I ¼ 1

2a

ð
1

a�x
þ 1

aþ x

� �
dx

¼ 1

2a
log ða�xÞ � ð�1Þþ logðaþ xÞ½ � þ c

¼ 1

2a
log ðaþ xÞ�log ða�xÞ½ � þ c

)
ð

1

a2�x2
dx ¼ 1

2a
log

aþ x

a�x

			
			þ c ð3Þ

Note: Integral (3) can be deduced from Integral (2) by observing that
Ð

dx
a2�x2

¼�Ð dx
x2�a2

and

log aþ x
a�x

		 		 ¼ �log x�a
xþ a

		 		:

Note that�log
x�a

xþ a

				
				 ¼ �log

�ða�xÞ
aþ x

				
				 ¼ �log

a�x

aþ x

				
				 ¼ log

aþ x

a�x

			
			:

� �
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Remark: We are now in a position to evaluate integrals of the form,

I ¼
ð

dx

ax2 þ bxþ c

To express this integral in the standard form,we express the quadratic expressionax2 þ bx þ c

in the form of sum or difference of two squares and then apply one of the above three formulas,

as applicable. For this purpose, we consider the following three cases.

Case (1): When the coefficient of x2 is plus one.

Example (i): x2 þ 6xþ 10 ¼ x2 þ 2ð3Þ � xþ 9þ 1

¼ ðxþ 3Þ2 þ 12

)
ð

dx

x2 þ 6xþ 10
¼
ð

dx

ðxþ 3Þ2 þ 12
¼ tan�1 xþ 3

1

� �
þ c

Example (ii): x2 þ 4x�5 ¼ x2 þ 2ð2Þ � xþ 4�9

¼ ðxþ 2Þ2�ð3Þ2

)
ð

dx

x2 þ 4x�5
¼
ð

dx

ðxþ 2Þ2�ð3Þ2 ¼
1

2 � 3 log
ðxþ 2Þ�3

ðxþ 2Þþ 3
þ c

¼ 1

6
log

x�1

xþ 5

� �
þ c; x > 1 Ans:

Similarly, x2�4xþ 8 ¼ x2�2ð2Þxþ 4þ 4 ¼ ðx�2Þ2 þð2Þ2

And, x2 þ x�3 ¼ x2 þ 2

 
1

2

!
xþ 1

4
� 1

4
�3

¼
 
xþ 1

2

!2

�
ffiffiffiffiffi
13

p

2

� �2

Now consider x2�12 ¼ x2�ð2 ffiffiffi
3

p Þ2

)
ð

dx

x2�12
¼
ð

dx

x2�ð2 ffiffiffi
3

p Þ2 ¼
1

4
ffiffiffi
3

p log
x�2

ffiffiffi
3

p

xþ 2
ffiffiffi
3

p
� �

þ c; x > 2
ffiffiffi
3

p

)

ð
dx

x2�a2
¼ 1

2a
log

x�a

xþ a

� �
þ c; x > a

� �

Case (2): When the coefficient of x2 is minus one.

SPECIAL CASES OF INTEGRALS AND PROOF FOR STANDARD INTEGRALS 71



Example (i): 1�x�x2 ¼ �½x2 þ x�1�

¼ � x2 þ 2
1

2

� �
xþ 1

4
� 1

4
þ 1

� �� �

¼ � xþ 1

2

� �2

�
ffiffiffi
5

p

2

 !2
2
4

3
5 ¼

ffiffiffi
5

p

2

 !2

� xþ 1

2

� �2
2
4

3
5

)
ð

dx

1�x�x2
¼

ð
dxffiffiffi

5
p

=2

 �2� xþð1=2Þð Þ2

¼ 1

2
ffiffiffi
5

p
=2


 � � log
ffiffiffi
5

p
=2þðxþð1=2ÞÞffiffiffi
5

p
=2�ðxþð1=2ÞÞ

 !
þ c

¼ 1ffiffiffi
5

p log

ffiffiffi
5

p þð2xþ 1Þffiffiffi
5

p �ð2xþ 1Þ

" #
þ c

¼ 1ffiffiffi
5

p log

ffiffiffi
5

p þ 1þ 2xffiffiffi
5

p �1�2x

				
				þ c Ans:

Example (ii): 15þ 4x�x2 ¼ �½x2�4x�15�
¼ �½x2�2ð2Þ xþ 4�4�15�
¼ � ðx�2Þ2�ð ffiffiffiffiffi

19
p Þ2

h i
¼ ð ffiffiffiffiffi

19
p Þ2�ðx�2Þ2

(Note that negative sign of x2 is absorbed in the final expression.)

)
ð

dx

15þ 4x�x2
¼

ð
dx

ð ffiffiffiffiffi
19

p Þ2�ðx�2Þ2

¼ 1

2
ffiffiffiffiffi
19

p � log
ffiffiffiffiffi
19

p þðx�2Þffiffiffiffiffi
19

p �ðx�2Þ

" #
þ c

¼ 1

2
ffiffiffiffiffi
19

p � log
ffiffiffiffiffi
19

p �2þ xffiffiffiffiffi
19

p þ 2�x

� �
þ c Ans:

Case (3): When the coefficient of x2 is some constant “a” (other than �1).

Method: After making the coefficient of x2 unity, we express the quadratic expression as sum

or difference of two squares.

Example (i): 3x2 þ 2xþ 7¼ 3 x2 þ 2

3
xþ 7

3

� �

¼ 3 x2 þ 2 1
3


 �
xþ 1

9
� 1

9
þ 7

3

� 


¼ 3 xþ 1
3


 �2 þ 20
9

h i
¼ 3 xþ 1

3


 �2 þ 2
ffiffi
5

p
3

� �2� �
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) I ¼
ð

dx

3x2 þ 2xþ 7
¼ 1

3

ð
dx

xþð1=3Þð Þ2 þ 2
ffiffiffi
5

p
=3


 �2

¼ 1

3
� 3

2
ffiffiffi
5

p tan�1 xþð1=3Þð Þ
2
ffiffiffi
5

p
=3

þ c

¼ 1

2
ffiffiffi
5

p tan�1 3xþ 1

2
ffiffiffi
5

p
� �

þ c Ans:

Similarly; 4�3x�2x2 ¼ �2 x2 þ 3

2
x�2

� �

¼�2 x2�2
3

4

� �
xþ 9

16
� 9

16
�2

� �

¼�2 xþ 3

4

� �2

� 41

16

" #
¼ �2 xþ 3

4

� �2

�
ffiffiffiffiffi
41

p

4

� �2
" #

¼ 2

ffiffiffiffiffi
41

p

4
� xþ 3

4

� �2
" #

[Note that the negative sign (of �2x2) is absorbed in the final expression. Finally, 2 is kept

outside the bracket and not –2.]

Remark: In the quadratic expression, if the coefficient of x2 is a positive number then, it

reduces to the forms v2� k2 and if the coefficient of x2 is a negative number, then it reduces to

the form k2� v2, where v is in the form (ax þ b) and k is a constant.

Note: We have seen that

ð
f ðxÞdx ¼ �ðxÞY

ð
f ðaxþ bÞdx ¼ 1

a
�ðaxþ bÞ:

Thus, it is possible to write the corresponding integrals directly, without reducing the

integrand to the standard form. Accordingly, one may write the following:

(i)

ð
1

4x2 þ 9
dx ¼

ð
1

ð2xÞ2 þð3Þ2 dx ¼ 1

2

1

3
tan�1 2x

3

� �� �
þ c

¼ 1

6
tan�1 2x

3

� �
þ c

(ii)

ð
1

9x2�4
dx ¼

ð
1

ð3xÞ2�ð2Þ2 dx ¼ 1

3

1

ð2Þð2Þ log
3x�2

3xþ 2

� �� �
þ c

¼ 1

12
log

3x�2

3xþ 2

� �
þ c
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(iii)
ð

1

9�4x2
dx ¼

ð
1

ð3Þ2�ð2xÞ2 dx ¼ 1

2

1

ð2Þ ð3Þ log
3þ 2x

3�2x

� �� �
þ c

¼ 1

12
log

3þ 2x

3�2x

� �
þ c

[Hint 1:Wewill shortly show thatwhen the final answer obtained by the abovemethod, there is a

possibility of committing mistake, unknowingly.]

[Hint 2: Besides, it will be seen from the integrals at (b) and (c) below that the studentmay

commit an even more serious mistake, if he is not careful about the standard integrals in

question. Now we will show, how the mistakes can creep in.]

Consider,

(a)

ð
1

4þ x2
dx ¼

ð
1

ð2Þ2 þ x2
dx ¼ 1

2
tan�1 x

2

� �
þ c

With this result, one may be tempted to write,

(b)

ð
1

1þ sin2x
dx 6¼ tan�1ðsin xÞþ c; ðwhy?Þ

Similarly, it will be wrong to write

(c)

ð
1

4þ 5 cos2 x
dx 6¼

ffiffiffi
5

p

2
tan�1

ffiffiffi
5

p

2
cos x

 !
þ c

It is easy to see why the results of (b) and (c) above are wrong.

Recall that the standard form is
Ð ð1=ða2 þ x2ÞÞdx ¼ ð1=aÞtan�1ðx=aÞþ c, wherein the

function x2 appears (without any coefficient). Naturally x2 cannot be replaced by any other

function in this formula. (A similar statement is applicable for other standard results.)

This suggests that the given integral be first converted to standard form, before writing the

final answer.

Now, we consider some special cases of the integrals of Batch I, and those that can

be expressed in these forms. We classify such integrals in three types: Type (a), Type (b), and

Type(c).(2)

Type (a): Integrals of the form(s)
Ð

dx
ax2�c

or
Ð

dx
c�ax2

and those that can be reduced to these

forms.

For this purpose consider the following exercise.

Exercise (1)

(i)
ð

dx

3x2�7

Ans:
1

2
ffiffiffi
2

p
1
log

ffiffiffi
3

p
x� ffiffiffi

7
p

ffiffiffi
3

p
xþ ffiffiffi

7
p

� �
þ c

(2) There are number of integrals involving algebraic, exponential, or trigonometric functions, which can be reduced to one

of the three standard integrals of Batch (I). This will be clear from the problems listed in the given exercise.
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(ii)
ð

dx

9�4x2

Ans:
1

12
log

3þ 2x

3�2x

� �
þ c

(iii)
ð

dx

9x2 þ 25

Ans:
1

15
tan�1 3x

5

� �
þ c

We emphasize that for computing such integrals, it is always necessary to make the

coefficient of x2 as 1 or (�1), so that the given integral can be expressed in the standard

form, that is,:

ð
dx

x2 � k2
or

ð
dx

k2�x2

Now we consider exercise (iii),

Let us evaluate

ð
dx

9x2�25

Let I ¼
ð

dx

9x2�25
¼
ð

dx

ð3xÞ2�ð5Þ2

Note that the integral on the right-hand side is not in standard form, but the reader is tempted to

write the integral as 1
ð3Þð5Þ log

3x�5
3xþ 5

� �
þ c; which is wrong.

This mistake can be avoided if we substitute 3x¼ t, so that 3dx¼ dt, and we get I ¼ 1=3Ð
dt=ðt2�52Þ. Now, this is in the standard form, and its value is 1=30 log ðð3x�5Þ=ð3xþ 5ÞÞþ c.

Note that, I ¼ 1

3

ð
dt

t2�52
¼ 1

3

1

ð2Þð5Þ log
t�5

tþ 5

� �� �� �
.

Such mistake(s) can also be easily avoided by making the coefficient of x2 as unity, as

mentioned above.

Consider 9x2�25 ¼ 9 x2� 25

9

� �
¼ 9 x2� 5

3

� �2
" #

) I ¼ 1

9

ð
dx

x2� 5=3ð Þ2 ¼ 1

9

1

2 � ð5=3Þ log
x�ð5=3Þ
xþð5=3Þ
� �� �

þ c

¼ 1

30
log

3x�5

3xþ 5

� �
þ c Ans:

(Observe that method of substitution indicated above is more convenient.)

Now we consider the following problems of the Exercise (1) from (iv).
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(iv)
ð

dx

ex þ 2e�x

Ans:
1ffiffiffi
2

p tan�1 exffiffiffi
2

p
� �

(v)
ð

cos x

9�sin2x
dx

Ans:
1

6
log

3þ sin x

3�sin x

� �
þ c

(vi)
ð

cos x

9�cos2 x
dx

Ans:
1ffiffiffi
8

p tan�1 sin xffiffiffi
8

p
� �

þ c

[Hint : cos2 x ¼ 1�sin2 x:]

(vii)
ð

3x

1þ 32x
dx

Ans:
1

2
tan�1 3xð Þþ c

(viii)
ð

x2

1�x6
dx

Ans:
1

6
log

1þ x2

1�x2

� �
þ c

(ix)
ð

sec2 x

25�16 tan2 x
dx

Ans:
1

40
log

5þ 4 tan x

5�4 tan x

� �
þ c

(x)
ð

dx

a2 sin2 xþ b2 cos2 x

Ans:
1

ab
tan�1 a tan x

b

� �
þ c

(xi)
ð

dx

1þ sin2 x

Ans:
1ffiffiffi
2

p tan�1
ffiffiffi
2

p
tan x

h i
þ c
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(xii)
ð

dx

4þ 5 cos2 x

Ans:
1

6
tan�1 2 tan x

3

� �
þ c

It is easy to show that the integrals at (ix)–(xii) are of the same type and can be evaluated in the

same way. To understand this, it is proposed to evaluate the last integral.

Let I ¼
ð

dx

4þ 5 cos2 x

Write 4¼ 4(sin2x þ cos2x)¼ 4sin2x þ 4cos2x.

) I ¼
ð

dx

4 sin2 xþ 9 cos2 x
ðAÞ

Dividing Nr and Dr by cos2x, we get

I ¼
ð

sec2 x dx

4tan2 xþ 9
¼
ð

sec2 x dx

ð2 tan xÞ2 þð3Þ2 ðBÞ

We put 2 tan x ¼ t ) 2 sec2x dx ¼ dt

) I ¼ 1

2

ð
dt

t2 þð3Þ2 ¼ 1

2

1

3
tan�1 t

3

� �
þ c

¼ 1

6
tan�1 2 tan x

3

� �
þ c Ans:

Note:Looking at the integrals at (A) and (B), and comparing their formswith those at (ix)–(xii)

of Exercise (1), it is easy to note that all these integrals are of the same type and hence, they can

be evaluated by the same method.

Type (b): Integrals of the form
Ð

dx
ax2 þ bxþ c

and those which can be reduced to this form by

substitution. [It is useful to be clear that all such integrals are finally reduced to the Type (a).]

Example: Let us evaluate the following integral:

I ¼
ð

dx

8�6x�9x2

Consider 8�6x�9x2 ¼ �9 x2 þ 2

3
x� 8

9

� �

¼ �9 x2 þ 2
1

3

� �
xþ 1

9
� 1

9
� 8

9

� �

¼ �9 xþ 1

3

� �2

�1

" #
¼ 9 12� xþ 1

3

� �2
" #
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) I ¼ 1

9

ð
dx

12� xþ 1

3

� �2

¼ 1

9

1

ð2Þð1Þ log
1þ xþð1=3Þð Þ
1� xþð1=3Þð Þ

� �� �
þ c

¼ 1

18
log

4þ 3x

2�3x

� �
þ c Ans:

Exercise (2)

Evaluate the following integrals:

(i)
ð

dx

3x2 þ 2xþ 7

Ans:
1ffiffiffiffiffi
20

p tan�1 3xþ 1ffiffiffiffiffi
20

p
� �

þ c

(ii)
ð

dx

3�10 x�25 x2

Ans:
1

20
log

3þ 5x

1�5x

� �
þ c

(iii)
ð

ex dx

e2x þ ex þ 1

Ans:
1ffiffiffi
3

p tan�1 2ex þ 1ffiffiffi
3

p
� �

þ c

(iv)
ð

cos x dx

9 sin2 xþ 12 sin xþ 5

Ans:
1

3
tan�1 3 tan x

2

� �
þ c

(v)
ð

dx

1þ 3ðx�5Þ2

Ans:
1ffiffiffi
3

p tan�1
ffiffiffi
3

p
ðx�5Þ

h i
þ c

(vi)
ð

sec2 x dx

2 tan2 xþ 6 tan xþ 5

Ans: tan�1ð2 tan xþ 3Þþ c
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(vii)
ð

sec2 x dx

sec2 x�3 tan xþ 1
Imp:½ �

Ans: log
tan x�2

tan x�1

� �
þ c

(viii)
ð

dx

2 cos2 xþ 2 sin x � cos xþ sin2 x

Ans: tan�1ðtan xþ 1Þþ c

(ix)
ð

dx

4 sin2 xþ 9 cos2 x

Ans:
1

6
tan�1 2 tan x

3

� �
þ c

(x)
ð

dx

8 sin2 xþ 12 sin xþ 1

Ans:
1

6
tan�1ð3 sin xþ 2Þþ c

Let us evaluate the integral at (viii).

Let I ¼
ð

dx

2 cos2 xþ 2 sin x cos xþ sin2 x

Dividing Nr and Dr by cos2x, we get

I ¼
ð

sec2 x dx

2þ 2 tan xþ tan2 x
¼
ð

sec2 x dx

tan2 xþ 2 tan xþ 2

Put tan x ¼ t ) sec2 x dx ¼ dt

) I ¼
ð

dt

t2 þ 2tþ 2

¼
ð

dt

ðtþ 1Þ2 þ 12
¼ tan�1ðtþ 1Þþ c

¼ tan�1ðtan xþ 1Þþ c Ans:

It is useful to remember that an integral of the form, I ¼ Ð dx=ðaþ b sin 2xþ c cos 2xÞ, where
a, b, and c are integers, which can always be reduced to a standard form, by the method of

substitution.Depending on the integers a, b, and c, the standard formof the integral are obtained

and accordingly the final answer. As an example, consider the following integral:

I ¼
ð

dx

3 sin 2xþ 2 cos 2xþ 3
ðPÞ
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Put sin 2x ¼ 2 sin x cos x

cos 2x ¼ cos2x�sin2x

and; 3 ¼ 3ðsin2xþ cos2xÞ

)

We get,

I ¼
ð

dx

6 sin x � cos xþ 2ðcos2 x�sin2 xÞþ 3 cos2 xþ 3 sin2 x

¼
ð

dx

sin2 xþ 6 sin x � cos xþ 5 cos2 x

Dividing Nr and Dr by cos2x, we get

I ¼
ð

sec2 x

tan2 xþ 6 tan xþ 5
ðQÞ

Now, put tan x ¼ t ) sec2 x dx ¼ dt

We get,

I ¼
ð

dt

t2 þ 6tþ 5
¼
ð

dt

t2 þ 2ð3Þtþ 9�4

¼
ð

dt

ðtþ 3Þ2�ð2Þ2

¼ 1

2 � 2 log
ðtþ 3Þ�2

ðtþ 3Þþ 2

� �
þ c ¼ 1

4
log

tþ 1

tþ 5

� �
þ c

¼ 1

4
log

tan xþ 1

tan xþ 5

� �
þ c Ans:

Note:Wehave shown above that an integral
Ð

dx
aþ b sin xþ c cos x

, where a, b, and c are integers, can

always be reduced to the form as listed in Batch I.

With a view to express any given integral of the form (P), to the standard form, we shall

always use the same trigonometric identities (as shown above). Also, we shall use the

substitution tan x¼ t to maintain uniformity in our approach.

Type (c): Now we will show that the integrals of the form
Ð

dx
aþ b cos x

and
Ð

dx
aþ b sin x

can also

be reduced to the forms of Batch (I).

Method: For integrating these functions of sin x and cos x, we make use of the following

identities:

sin x ¼ 2 sin
x

2
� cos x

2

cos x ¼ cos2
x

2
�sin2

x

2
; and for constant 00a00 we write;

a ¼ a

 
cos2

x

2
þ sin2

x

2

!

to express the denominator in the desired form.
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Finally, by dividing Nr and Dr by cos2 (x/2), we express the given integral in the form (See

chapter 3a example on pg. 51)
Ð
f tanðx=2Þð Þsec2ðx=2Þdx, and then put tanðx=2Þ ¼ t; to convert

it to the form
Ð ðdtÞ=ðAt2 þBtþ cÞ, as in the solved examples above.

Remark: This method is also applicable for evaluating integrals of the formÐ ðdxÞ=ða sin xþ b cos xÞ in which there is no separate constant term. However, there is an

alternate simplermethod available, inwhich the expression a sin x þ b cos x is converted into a

single trigonometric quantity r sin (x þ a), where r ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ b2

p
and a ¼ tan�1ðb=aÞ. We

have introduced this alternatemethod inChapter 2. Recall that, (in Chapter 2)we did not use the

method of substitution for evaluating such integrals. Besides, that method is simpler than

the method of substitution discussed here. Now, it is proposed to evaluate the integral

½Ð dx=ð4 sin xþ 3 cos xÞ� by both the methods for comparison.

Solution: Let I ¼
ð

dx

4 sin xþ 3 cos x

Method (I): Put sin x ¼ 2 sin
x

2
� cos x

2
; and

cos x ¼ cos2
x

2
�sin2

x

2

I ¼
ð

dx

8 sin ðx=2Þ cos ðx=2Þþ 3 cos2ðx=2Þ�3 sin2 ðx=2Þ

Dividing Nr and Dr, by cos2
x

2
; we get

I ¼
ð

sec2ðx=2Þdx
8 tanðx=2Þþ 3�3 tan2ðx=2Þ

¼
ð

sec2ðx=2Þdx
3þ 8 tanðx=2Þ�3 tan2ðx=2Þ

Put tan
x

2
¼ t ) 1

2
sec2

x

2
dx ¼ dt

) I ¼
ð

2dt

3þ 8t�3t2

Consider 3þ 8t�3t2 ¼ �3 t2� 8

3
t�3

� �

¼ �3 t2�2
4

3

� �
tþ 16

9
� 16

9
�3

� �

¼ �3 t� 4

3

� �2

�
ffiffiffiffiffi
43

p

3

� �2
" #

¼ 3

ffiffiffiffiffi
43

p

3

� �2

� t� 4

3

� �2
" #
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) I ¼ 2

3

ð
dtffiffiffiffiffi

43
p

=3

 �2� t�ð4=3Þð Þ2

¼ 2

3

1

2
� 3ffiffiffiffiffi

43
p log

ð ffiffiffiffiffi
43

p
=3Þþ t�ð4=3Þð Þ

ð ffiffiffiffiffi
43

p
=3Þ� t�ð4=3Þð Þ

 !" #
þ c

¼ 1ffiffiffiffiffi
43

p log

ffiffiffiffiffi
43

p �4þ 3tffiffiffiffiffi
43

p þ 4�3t

� �
þ c Ans:

Method (II): To evaluate

ð
dx

4 sin xþ 3 cos x

Consider 4 sin x þ 3 cos x¼E (say)

) Let 4 ¼ r cos a and 3 ¼ r sin a

) E ¼ r sin x cos aþ r cos x sin a

) ¼ r sin ðxþaÞ; where r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
42 þ 32

p
¼ 5

) I ¼
ð

dx

r sin ðxþaÞ ¼
ð
1

r
cosec ðxþaÞ

¼ 1

5
log tan

xþa

2

� �h i
þ c

¼ 1

5
log tan

x

2
þ 1

2
tan�1 3

4

� �� �
þ c Ans:

Observe that Method (II) is simpler than Method (I), and less time consuming.

Now, let us solve some problems of Type (c).

Example (1): Evaluate I ¼
ð

dx

1þ 2 sin xþ 3 cos x

Solution: Consider 1 þ 2 sin x þ 3 cos x

We write 1 ¼ cos2
x

2
þ sin2

x

2
;

2 sin ¼ x 4 sin
x

2
� cos x

2
;

and 3 cos x ¼ 3 cos2
x

2
�3 sin2

x

2

) I ¼
ð

dx

4 cos2ðx=2Þþ 4 sin ðx=2Þ � cosðx=2Þ�2 sin2ðx=2Þ

Dividing Nr and Dr by cos2
x

2
; we get

I ¼
ð

sec2ðx=2Þdx
4þ 4 tan ðx=2Þ�2 tan2ðx=2Þ

Put tan
x

2
¼ t; ) 1

2
sec2

x

2
dx ¼ dt

) I ¼
ð

2 dt

4þ 4t�2t2
¼
ð

dt

2þ 2t�t2
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Now consider,

2þ 2t�t2 ¼ � t2�2tþ 1�3½ �

¼ � ðt�1Þ2�ð ffiffiffi
3

p Þ2
h i

¼ ffiffiffi
3

p
 �2�ðt�1Þ2
h i

) I ¼
ð

dtffiffiffi
3

p
 �2�ðt�1Þ2
¼ 1

2
ffiffiffi
3

p log

ffiffiffi
3

p þ t�1ffiffiffi
3

p �tþ 1

� �
þ c

¼ 1

2
ffiffiffi
3

p log

ffiffiffi
3

p �1þ tffiffiffi
3

p þ 1�t

� �
þ c

¼ 1

2
ffiffiffi
3

p log

ffiffiffi
3

p �1

 �þ tanðx=2Þffiffiffi

3
p þ 1

 ��tanðx=2Þ

 !
þ c Ans:

Example (2): Evaluate
Ð

1
cos aþ cos x

dx ¼ I ðsayÞ

For convenience, let us put cos a¼ a,

) I ¼
ð

dx

aþ cos x

We write cos x ¼ cos2
x

2
�sin2

x

2

and a ¼ a cos2
x

2
þ a sin2

x

2

) I ¼
ð

dx

ð1þ aÞ cos2ðx=2Þ�ð1�aÞ sin2ðx=2Þ

Dividing Nr and Dr by cos2 x
2
; we get

I ¼
ð

sec2ðx=2Þdx
ð1þ aÞ�ð1�aÞ tan2ðx=2Þ

Put tan
x

2
¼ t ) 1

2
sec2

x

2
dx ¼ dt so that sec2

x

2
dx ¼ 2 dt

) I ¼
ð

2 dt

ð1þ aÞ�ð1�aÞt2 ¼
2

ð1�aÞ
ð

dt

ð1þ aÞ=ð1�aÞð Þ�t2

¼ 2

ð1�aÞ
ð

dt

ð ffiffiffiffiffiffiffiffiffiffiffi
1þ a

p Þ=ð ffiffiffiffiffiffiffiffiffi
1�a

p Þ
 �2�t2

¼ 2ffiffiffiffiffiffiffiffiffi
1�a

p
 �2 1

2

ffiffiffiffiffiffiffiffiffi
1�a

p
ffiffiffiffiffiffiffiffiffiffiffi
1þ a

p log
ð ffiffiffiffiffiffiffiffiffiffiffi

1þ a
p Þ=ð ffiffiffiffiffiffiffiffiffi

1�a
p þ tÞ

ð ffiffiffiffiffiffiffiffiffiffiffi
1þ a

p Þ=ð ffiffiffiffiffiffiffiffiffi
1�a

p �tÞ

 !" #
þ c
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¼ 1ffiffiffiffiffiffiffiffiffiffiffi
1�a2

p log
ð ffiffiffiffiffiffiffiffiffiffiffi

1þ a
p Þ=ð ffiffiffiffiffiffiffiffiffi

1�a
p þ tÞ

ð ffiffiffiffiffiffiffiffiffiffiffi
1þ a

p Þ=ð ffiffiffiffiffiffiffiffiffi
1�a

p �tÞ

 !
þ cð3Þ

¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�cos2a

p log
cotða=2Þþ tanðx=2Þ
cotða=2Þ�tanðx=2Þ
� �

þ c

¼ 1

sin a
log

cotða=2Þþ tanðx=2Þ
cotða=2Þ�tanðx=2Þ
� �

þ c Ans:

Example (3): Evaluate I ¼
ð
1þ cos a cos x

cos aþ cos x
dx

Here, we write 1¼ sin2 a þ cos2 a [Imp. step]

) I ¼
ð
sin2aþ cos2 aþ cos a cos x

cos aþ cos x
dx

¼
ð
sin2 aþ cos aðcos aþ cos xÞ

cos aþ cos x
dx

¼ sin2 a

ð
1

cos aþ cos x
dxþ

ð
cos a dx

¼ sin2 a

ð
1

cos aþ cos x
dxþ x cos a

Note that we have already evaluated the first integral in the previous Example (2).

) I ¼ sin2 a
1

sin a
log

cotða=2Þþ tanða=2Þ
cotða=2Þ�tanða=2Þ

� �
þðcos aÞx

� �
þ c

¼ sin a log
cotða=2Þþ tanða=2Þ
cotða=2Þ�tanða=2Þ

� �
þðcos aÞ � xþ c Ans:

3b.3 SOME NEW INTEGRALS

(i) Now we are in a position to consider for evaluation, the integrals of the form
Ð ððpxþ qÞ=

ðax2 þ bxþ cÞÞdx. Here, the Nris a linear polynomial and Dris a quadratic polynomial. In

this case, we express the numerator in the form A ðd=dxÞ of denominatorð ÞþB½ �, where A
and B are constants. In other words, we express

ð
pxþ q

ax2 þ bxþ c
dx ¼ A

ð
2axþ b

ax2 þ bxþ c
dxþB

ð
dx

ax2 þ bxþ c
:

(3) Since a ¼ cos a, we get
ffiffiffiffiffiffiffiffi
1þ a
1�a

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ cos a
1�cos a

q
¼ 1þ 2 cos2 ða=2Þ�1ð Þ

1� 1�2 sin2ða=2Þð Þ
� �1=2

¼ cos2 a
sin2 a

� �1=2
¼ cot a

2
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The first integral on the right-hand side is of the form
Ð ððf 0ðxÞÞ=ðf ðxÞÞÞdx ¼ log f ðxÞj j þ

c1 ¼ log ax2 þ bxþ c
		 		þ c1 and we know how to integrate the second integral.

(ii) We can also evaluate the integrals of the form
Ð ððf ðxÞÞ=ðax2 þ bxþ cÞÞdx, where f(x) is

a polynomial of degree 2.(4)

In this case, we divide the numerator by denominator, separate out the quotient and reduce the

remaining to the following form

K

ð
pxþ q

ax2 þ bxþ x
dx or K

ð
1

ax2 þ bxþ c
dx:

For example,
Ð
x3 þ 4x2 þ xþ 11

x2�5xþ 6
dx ¼ Ð xþ 1þ 2xþ 5

x2�5xþ 6

h i
dx, which can be easily integrated, as

we know.

Remark: In the integral of the form
Ð ððpxþ qÞ=ðax2 þ bxþ xÞÞdx, if the quadratic polyno-

mial in the denominator (i.e., ax2 þ bx þ c) has two distinct linear factors, then we can

evaluate the integral by the method of partial fractions. For example, it can be shown that

ðxþ 7Þ=ðx2 þ 8xþ 15Þ ¼ ð2=ðxþ 3ÞÞ�ð1=ðxþ 5ÞÞ(5)

3b.4 FOUR MORE STANDARD INTEGRALS

(i)

ð
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ a2
p dx ¼ log xþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

p� �
þ c

(ii)

ð
1ffiffiffiffiffiffiffiffiffiffiffiffiffi

x2�a2
p dx ¼ log xþ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
x2�a2

p� �
þ c

(iii)

ð
1ffiffiffiffiffiffiffiffiffiffiffiffiffi

a2�x2
p dx ¼ sin�1 x

a

� �
þ c

(iv)

ð
1

x
ffiffiffiffiffiffiffiffiffiffiffiffiffi
x2�a2

p dx ¼ 1

a
sec�1 x

a
þ c

Now, we shall prove the above standard integrals, using the method of substitution.

(i) To prove that

ð
dxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ a2
p ¼ log xþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

ph i
þ c

Solution: Let

ð
dxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ a2
p ¼ I

Put x ¼ a tan t ) dx ¼ a sec2 t dt

) I ¼
ð

a sec2 t dtffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 tan2 tþ a2

p ¼
ð

sec2 tffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
tan2 tþ 1

p dt

(4) We shall restrict ourselves to the cases where the denominator is a quadratic polynomial, irrespective of whether it has

linear factors or not.
(5) The (two) terms on the right-hand side are called the partial fractions of the given rational function. In algebra book,

methods are discussed for finding the partial fractions provided they exist. [We have already used the method of partial

fractions (earlier in this chapter) for evaluating the integrals
Ð ð1=ðx2�a2ÞÞdx and

Ð ð1=ða2�x2ÞÞdx.]
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I ¼
ð
sec2 t

sect
dt ¼

ð
sec t dt ) tan2 tþ 1 ¼ sec2 t

� 


¼ log tan tþ sec t½ � þ k

¼ log
x

a
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

p

a

" #
þ k

) x ¼ a tan t ) tan t ¼ x

a
and

sec t ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

p

a

8>><
>>:

¼ log
xþ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ a2
p

a

" #
þ k ¼ log xþ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ a2
p� 
�log aþ k

¼ log xþ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

p� 
þ c; where c is an arbitrary constant:

[Here (–log a) and k both are absorbed in arbitrary constant c.]

Thus,

ð
dxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ a2
p ¼ log xþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

ph i
þ c Ans:

(ii) To prove that

ð
dxffiffiffiffiffiffiffiffiffiffiffiffiffi
x2�a2

p ¼ log xþ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
x2�a2

ph i
þ c

Solution: Let

ð
dxffiffiffiffiffiffiffiffiffiffiffiffiffi
x2�a2

p ¼ I

Put x ¼ a sec t ) dx ¼ a sec t � tan t � dt

) I ¼
ð

a sec t tan tffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 sec2 t�a2

p dt

¼
ð
a sec t � tan tffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a2 tan2 t
p dt ¼

ð
sec t dt

)tan2xþ 1 ¼ sec2x

) sec2x�1 ¼ tan2x

2
4

3
5

I ¼ log sec tþ tan t½ � þ c

¼ log
x

a
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
x2�a2

p

a

" #
þ c

)x ¼ a sec t ) sec t ¼ ðx=aÞ and

tan t ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
x2�a2

p

a

8<
:

¼ log
xþ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
x2�a2

p

a

" #
þ c

¼ log xþ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
x2�a2

ph i
�log aþ c

¼ log xþ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
x2�a2

ph i
þ c
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(Here again the constant “–log a” is absorbed in the arbitrary constant c.)

Thus,

ð
dxffiffiffiffiffiffiffiffiffiffiffiffiffi
x2�a2

p ¼ log xþ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
x2�a2

ph i
þ c Ans:

Remark: The above result can also be obtained from the result (i) by replacing a2 by –a2.

(iii) To prove that

ð
dxffiffiffiffiffiffiffiffiffiffiffiffiffi
a2�x2

p ¼ sin�1 x

a
þ c

Solution: Let

ð
dxffiffiffiffiffiffiffiffiffiffiffiffiffi
a2�x2

p ¼ I

Put x ¼ a sin t ) dx ¼ a cos t dt

) I ¼
ð

a cos t dtffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2�a2 sin2 t

p ¼
ð
a cos t

a cos t
dt ¼

ð
dt ¼ tþ c ¼ sin�1 x

a
þ c

Thus,

ð
dxffiffiffiffiffiffiffiffiffiffiffiffiffi
a2�x2

p ¼ sin�1 x

a
þ c(6)

This result can also be obtained by using the substitution x¼ a�t. We get dx¼ a dt.

)
ð

dxffiffiffiffiffiffiffiffiffiffiffiffiffi
a2�x2

p ¼
ð

a dtffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2�a2 t2

p ¼
ð

dtffiffiffiffiffiffiffiffiffiffi
1�t2

p

¼ sin�1 tþ c ¼ sin�1 x

a
þ c )t ¼ sin�1 x

a

h i

[The readermay convince himself to note that the substitutionx¼ a�t is not applicable in
cases (i) and (ii).]

(iv) I ¼
ð

1

x
ffiffiffiffiffiffiffiffiffiffiffiffiffi
x2�a2

p dx ¼ 1

a
sec�1 x

a
þ cð7Þ

Put x ¼ a sec t ) dx ¼ a sec t � tan t dt

) I ¼
ð

a sec t � tan t
a sec t

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 sec2 t�a2

p dt

¼ 1

a

ð
tan tffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sec2 t�1

p dt ¼ 1

a

ð
dt ¼ 1

a
� tþ c

( ) sec t ¼ x=a

) t ¼ sec�1ðx=aÞ

¼ 1

a
sec�1 x

a

� �
þ c

)
ð

1

x
ffiffiffiffiffiffiffiffiffiffiffiffiffi
x2�a2

p dx ¼ 1

a
sec�1 x

a

� �
þ c

(6) Note that, this formula is the more general form of the result
Ð ð1=ðx ffiffiffiffiffiffiffiffiffiffiffi

x2�1
p

ÞÞdx ¼ sec�1 xþ c, which follows from

ðd=dxÞðsec�1 xÞ ¼ ð1=x
ffiffiffiffiffiffiffiffiffiffiffi
x2�1

p
Þ.

(7) Note that, this formula is the more general form of the result
Ð ð1=ðx ffiffiffiffiffiffiffiffiffiffiffi

x2�1
p

ÞÞdx ¼ sec�1 xþ c, which follows from

ðd=dxÞðsec�1 xÞ ¼ ð1=x
ffiffiffiffiffiffiffiffiffiffiffi
x2�1

p
Þ.
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Solved Examples

Evaluate the following:

Example (1):
ð

dxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
5þ 4x�x2

p ¼ I

Consider 5þ 4x�x2 ¼ �ðx2�4x�5Þ
¼ �½x2�2ð2Þxþ 4�9�
¼ �½ðx�2Þ2�32� ¼ ½32�ðx�2Þ2�

) I ¼
ð

dxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
32�ðx�2Þ2

q ¼ sin�1 x�2

3

� �
þ c Ans:

Example (2):
ð

2 cos xffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4�sin2 x

p dx

Put sin x ¼ t ) cos x dx ¼ dt

) I ¼
ð

2 dtffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2Þ2�t2

q ¼ 2

ð
dtffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ð2Þ2�t2
q

¼ 2 sin�1 t

2

� �h i
þ c ¼ 2 � sin�1 sin x

2

� �
þ c Ans:

Example (3):
ð

dxffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2x�x2

p ¼ I

Consider 2x�x2 ¼ �½x2�2x�
¼ �½x2�2xþ 1�1� ¼ �½ðx�1Þ2�ð1Þ2�
¼ ½ð1Þ2�ðx�1Þ2�

) I ¼
ð

dxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
12�ðx�1Þ2

q ¼ sin�1 x�1

1

� �
þ c

¼ sin�1ðx�1Þþ c Ans:

Example (4):
ð ffiffiffiffiffi

ex
p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ex þ 4e�x

p dx ¼ I

We have,
I ¼

ð ffiffiffiffiffi
ex

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ex þ 4e�x

p dx ¼
ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ex

ex þ 4e�x

r
dx

¼
ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

e2x

e2x þ 4

s
dx

( ) ex þ 4e�x

¼ ex þð4=exÞ
¼ ðe2x þ 4Þ=ex

¼
ð

exffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e2x þ 4

p dx ¼
ð

exffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðexÞ2 þð2Þ2

q dx

(It is clear how the numerator becomes free from square root.)
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Now put ex ¼ t ) ex dx ¼ dt

) I ¼
ð

dtffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t2 þð2Þ2

q ¼ log tþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t2 þ 22

ph i
þ c

¼ log ex þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e2x þ 4

p� 
þ c Ans:

Example (5):
ð

sin xffiffiffiffiffiffiffiffiffiffiffiffiffi
cos 2x

p dx ¼ I

We have; I ¼
ð

sin xffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 cos2 x�1

p dx

Note that

cos 2x ¼ 2 cos2 x�1

¼ ð ffiffiffi
2

p
cos xÞ2�1

8<
:

) I ¼
ð

sin xffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð ffiffiffi

2
p

cos xÞ2�12
q dx

Put
ffiffiffi
2

p
cos x ¼ t ) �

ffiffiffi
2

p
sin x dx ¼ dt

) I ¼� 1ffiffiffi
2

p
ð

dtffiffiffiffiffiffiffiffiffiffi
t2�1

p ¼ � 1ffiffiffi
2

p log tþ
ffiffiffiffiffiffiffiffiffiffi
t2�1

ph i
þ c

I ¼� 1ffiffiffi
2

p log
ffiffiffi
2

p
cos xþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 cos2 x�1

ph i
þ c

¼ � 1ffiffiffi
2

p log
ffiffiffi
2

p
cos xþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cosð2xÞ

ph i
þ c Ans:

Example (6):

ð
dxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2x2 þ 3xþ 4
p ¼ I

Consider 2x2 þ 3xþ 4 ¼ 2 x2 þ 3

2
xþ 2

� �

¼ 2 x2 þ 2
3

4

� �
xþ 3

4

� �2

� 3

4

� �2

þ 2

" #

¼ 2 xþ 3

4

� �2

�
ffiffiffiffiffi
23

p

2

� �2
" #

) I ¼ 1ffiffiffi
2

p
ð

dxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xþð3=4Þð Þ2�ð ffiffiffiffiffi

23
p

=2Þ2
q

¼ 1ffiffiffi
2

p log xþ 3

4

� �
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xþð3=4Þð Þ2�ð

ffiffiffiffiffi
23

p
=4Þ2

q� �
þ c

¼ 1ffiffiffi
2

p log xþ 3

4

� �
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ 3

2
xþ 2

r" #
þ c Ans:
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(Recall that after making the coefficient of x2 unity, we express the quadratic expression as the

sum or difference of two squares and then apply the required standard result.)

Exercise (3)

Evaluate the following integrals:

(i)

ð
cos xffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�4sin2 x
p dx

Ans:
1

2
sin�1ð2sin xÞþ c

[Hint: Put 2sin x ¼ t; so that 2 cos x dx ¼ dt]

(ii)

ð
dxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2ax�x2
p

Ans: sin�1 x�a

a

� �
þ c

(iii)

ð
x2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x6 þ 2x3 þ 2
p dx

Ans:
1

3
log ðx3 þ 1Þþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x6 þ 2x3 þ 2

ph i
þ c

(iv)

ð
x2ffiffiffiffiffiffiffiffiffiffiffiffiffi
a6�x6

p dx

Ans:
1

3
sin�1 x

3

a3
þ c

Solved Examples

Example (7)

ð
1

x
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3x2�2

p dx ¼ I

) I ¼ 1ffiffiffi
3

p
ð

1

x

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2�ð ffiffiffiffiffiffiffiffi

2=3
p Þ2

q dx ¼ 1ffiffiffi
3

p sec�1 xffiffiffiffiffiffiffiffi
2=3

p
 !

þ c

¼ 1ffiffiffi
3

p sec�1

ffiffiffi
3

p
xffiffiffi
2

p
� �

þ c Ans:

Example (8)

ð
1

x �
ffiffiffiffiffiffiffiffiffiffiffi
x4�9

p dx Imp:½ �

Let I ¼
ð

1

x �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx2Þ2�ð3Þ2

q dx
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Here, if we put x2¼ t, we get 2x dx¼ dt. But 2x is not there in theNr. Therefore, wemultiply Nr

and Dr by 2x and get.

) I ¼ 1

2

ð
2x

x2 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx2Þ2�ð3Þ2

q dx

Now put x2 ¼ t ) 2x dx ¼ dt

¼ 1

2

ð
dt

t �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t2�ð3Þ2

q ¼ 1

2

1

3
sec�1 t

3

� �
þ c

¼ 1

6
sec�1 x2

3

� �
þ c Ans:

Exercise (4)

Evaluate the following integrals:

(a)

ð
dx

x �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
16x2�9

p

Ans:
1

4
sec�1 4x

3

� �
þ c

(b)

ð
1

x2
ffiffiffiffiffiffiffiffiffiffiffi
x2�1

p dx

Ans:

ffiffiffiffiffiffiffiffiffiffiffi
x2�1

p

x
þ c

[Hint: Put x ¼ sec t]

(c)

ð
1

x3 �
ffiffiffiffiffiffiffiffiffiffiffi
x2�1

p dx

Ans:
1

2
sec�1xþ 1

2

ffiffiffiffiffiffiffiffiffiffiffi
x2�1

p

x2
þ c

Now we shall consider integrals of the type
Ð ðpxþ qÞ= ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ax2 þ bxþ c
p
 �

dx.

Method: We find two constants A and B, such that

pxþ q ¼ A
d

dx
ðax2 þ bxþ cÞþB

i:e:; pxþ q ¼ Að2axþ bÞþB

Now, by equating coefficients of x and the constants on both sides, we find the values ofA andB.

We then express the given integral as follows:

ð
pxþ qffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ax2 þ bxþ c
p dx ¼ A

ð
2axþ bffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ax2 þ bxþ c
p dxþB

ð
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ax2 þ bxþ c
p dx
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The first integral on the right-hand side is of the form
Ð ðf 0ðxÞ= ffiffiffiffiffiffiffiffiffi

f ðxÞp Þdx, which is easily

integrated by putting f(x)¼ t, so that f0(x) dx¼ dt, and we get

ð
f 0ðxÞffiffiffiffiffiffiffiffiffi
f ðxÞp dx ¼

ð
f ðxÞ½ ��1=2

f 0ðxÞdx ¼
ð
t�1=2 dt ¼ t1=2

1=2
þ c ¼ 2

ffiffi
t

p þ c

and the second can be evaluated by expressing ðax2 þ bxþ cÞ ¼ a x2 þ b
a
xþ c

a

� 

as a sum or difference of twoas a sum or difference of two squares and applying the relevant

standard formula applicable.

Illustrative Examples

Example (9): Evaluate

ð
4xþ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ 3xþ 2
p dx ¼ I ðsayÞ

Solution: Let 4x þ 1¼A
d

dx
ðx2 þ 3xþ 2Þ

� �
þB

Then 4xþ 1 ¼ A ð2xþ 3ÞþB

¼ 2Axþð3AþBÞ ð4Þ

Equating the coefficients of x on both the sides of (4), we get

2A ¼ 4 ) A ¼ 2

Again, equating the constant terms on both sides of (4), we have

3AþB ¼ 1 or 6þB ¼ 1

) B ¼ �5

Substituting the values of A and B in (4), we get

ð4xþ 1Þ ¼ 2ð2xþ 3Þ�5

)
ð

4xþ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ 3xþ 2

p dx ¼ 2

ð
2xþ 3ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ 3xþ 2
p dx�5

ð
dxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ 3xþ 2
p

Now; I1 ¼ 2

ð ðd=dxÞ x2 þ 3xþ 2ð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ 3xþ 2

p dx ¼ 2

ð
2xþ 3ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ 3xþ 2
p dx

Put x2 þ 3xþ 2 ¼ t ) ð2xþ 3Þdx ¼ dt

) I1 ¼ 2

ð
dtffiffi
t

p ¼ 2

ð
t�1=2 dt ¼ 2

t1=2

1=2

� �
þ c1

¼ t
ffiffi
t

p þ c1
¼ 4

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ 3xþ 2

p þ c1

Now; consider x2 þ 3xþ 2

¼ x2 þ 2
3

2

� �
xþ 9

4
� 9

4
þ 2

¼ xþ 3

2

� �2

� 1

2

� �2
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) I2 ¼ 5

ð
dxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ 3xþ 2
p ¼ 5

ð
dxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðxþð3=2ÞÞ2�ð1=2Þ2
q

¼ 5 log xþ 3

2

� �
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xþ 3

2

� �2

� 1

2

� �2
s" #

þ c2
8ð Þ

¼ 5 log xþ 3

2
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ 3xþ 2

p� �
þ c2

) I ¼ 4
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ 3xþ 2

p �5 log xþ 3

2
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ 3xþ 2

p� �
þ c Ans:

Note that xþ 3

2

� �2

� 1

2

� �2

¼ x2 þ 3xþ 2

" #
.

Example (10): Evaluate

ð
2xþ 5ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2x2 þ 2xþ 5
p dx ¼ I ðsayÞ

Solution: Let 2xþ 5 ¼ A
d

dx
ð2x2 þ 2xþ 5Þ

� �
þB

¼ A ð4xþ 2ÞþB

¼ 4Axþð2AþBÞ

) 4A ¼ 2 ) A ¼1 =2

and 2AþB ¼ 5 ) 2 ð1=2ÞþB ¼ 5 ) B ¼ 4

) I ¼
ð ð1=2Þð4xþ 2Þþ 4ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2x2 þ 2xþ 5
p dx

1

2

ð
4xþ 2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2x2 þ 2xþ 5
p dxþ 4

ð
dxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2x2 þ 2xþ 5
p

Consider I1 Put 2x2 þ 2xþ 5 ¼ t ) ð4xþ 2Þ dx ¼ dt

) I1 ¼ 1

2

ð
dtffiffi
t

p ¼ 1

2

ð
t�1=2dt ¼ 1

2

t1=2

1=2

� �
þ c1

¼ ffiffi
t

p þ c1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2x2 þ 2xþ 5

p þ c1

(8)

ð
dxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 � a2
p ¼ log xþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � a2

ph i
þ c

and

ð
dxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðx� aÞ2 � b2

q ¼ log ðx� aÞþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx� aÞ2 � ðbÞ2

q� �
þ c

8>>>><
>>>>:
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Now 2x2 þ 2xþ 5 ¼ 2 x2 þ xþ 5

2

� �

¼ 2 x2 þ 2
1

2

� �
xþ 1

2

� �2

� 1

2

� �2

þ 5

2

" #

¼ 2 xþ 1

2

� �2

þ 3

2

� �2
" #

) I2 ¼ 4ffiffiffi
2

p
ð

dxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxþð1=2ÞÞ2 þð3=2Þ2

q ¼ 4ffiffiffi
2

p �
ffiffiffi
2

p
ffiffiffi
2

p
ð

dxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxþð1=2ÞÞ2 þð3=2Þ2

q

¼ 2
ffiffiffi
2

p
log xþ 1

2

� �
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ xþ 5

2

r" #
þ c2

) I ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2x2 þ 2xþ 5

p þ 2
ffiffiffi
2

p
log xþ 1

2
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ xþ 5

2

r" #
þ c Ans:

Note that ðxþð1=2ÞÞ2 þð3=2Þ2 ¼ x2 þ xþð5=2Þ ðand not 2x2 þ 2xþ 5Þ.
Now we give below some integrals which can be expressed in the following formÐ ðpxþ qÞ= ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ax2 þ bxþ c
p

dx:

Example (11): Evaluate

ð ffiffiffiffiffiffiffiffiffiffiffi
xþ 1

xþ 3

r
dx ¼ I ðsayÞ

Consider

ffiffiffiffiffiffiffiffiffiffiffi
xþ 1

xþ 3

r
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xþ 1

xþ 3
� xþ 1

xþ 1

r 9ð Þ

¼ xþ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðxþ 3Þðxþ 1Þp ¼ xþ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ 4xþ 3

p

) I ¼
ð

xþ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ 4xþ 3

p dx ¼ 1

2

ð
2xþ 2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ 4xþ 3
p dx

But
d

dx
x2 þ 4xþ 3

 � ¼ 2xþ 4

) I ¼ 1

2

ð ð2xþ 4Þ�2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ 4xþ 3

p dx

¼ 1

2

ð
2xþ 4ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ 4xþ 3
p dx�

ð
2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ 4xþ 4�1
p dx

� �

¼ 1

2

ð
2xþ 4ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ 4xþ 3
p dx�

ð
dxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðxþ 2Þ2�ð1Þ2
q

¼ 1

2
2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ 4xþ 3

p� �
�log ðxþ 2Þþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ 4xþ 3

ph i
þ c

¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ 4xþ 3

p �log ðxþ 2Þþ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ 4xþ 3

p� 
þ c Ans:

(9) The basis behind the method is to release the numerator from the square-root sign.
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Example (12): Evaluate

ð ffiffiffiffiffiffiffiffiffiffiffi
a�x

aþ x

r
dx ¼ I ðsayÞ

Consider

ffiffiffiffiffiffiffiffiffiffiffi
a�x

aþ x

r
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a�x

aþ x
� a�x

a�x

r

¼ a�xffiffiffiffiffiffiffiffiffiffiffiffiffi
a2�x2

p

) I ¼
ð

a�xffiffiffiffiffiffiffiffiffiffiffiffiffi
a2�x2

p dx ¼
ð

affiffiffiffiffiffiffiffiffiffiffiffiffi
a2�x2

p dxþ 1

2

ð �2xffiffiffiffiffiffiffiffiffiffiffiffiffi
a2�x2

p dx

¼ a � sin�1 x

a
þ 1

2
� 2

ffiffiffiffiffiffiffiffiffiffiffiffiffi
a2�x2

p
þ c

¼ a � sin�1 x

a
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
a2�x2

p
þ c Ans:

Now evaluate the following integrals:

(i)

ð ffiffiffiffiffiffiffiffiffi
x�2

x

r
dx

Ans:
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2�2x

p
�log x�1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2�2x

p� �
þ c

(ii)

ð ffiffiffiffiffiffiffiffiffi
x�5

x�7

r
dx

Ans:
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2�12xþ 35

p
þ log x�6ð Þþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2�12xþ 35

ph i
þ c

Observation: Evaluation of an integral of the type
Ð ððpxþ qÞ=ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ax2 þ bxþ c
p ÞÞdx, is more

time consuming.

Note:With regards to the integrals of the functions
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

p
,
ffiffiffiffiffiffiffiffiffiffiffiffiffi
x2�a2

p
, and

ffiffiffiffiffiffiffiffiffiffiffiffiffi
a2�x2

p
[of Batch

(III)], we can use themethod of substitution, but asmentioned earlier, there is a simpler method

(knownas integration by parts introduced inChapter 4b).Weshall obtain the integrals of these

functions, by both the methods in Chapter 4b.
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4a Integration by Parts

4a.1 INTRODUCTION

Asyet, we have no technique for evaluating integrals like
Ð
x cos x dx, which involve products of

two functions. In this chapter, we give amethod of integration that is useful in integrating certain

products of two functions.(1)

Wegive below somemore examples of the integrals (involvingproducts of functions) to give

an idea of the type of functions that we propose to handle in this chapter.

ð
x ex dx;

ð
x2 cos x dx;

ð
sin�1 x dx;

ð
cos�1 x dx;

ð
log x dx;

ð
ðlog xÞ2 dx;

ð
sec3 x dx;

ð
sin�1 x
� �2

dx;

ð
sin

ffiffiffi
x

p
dx; etc:

The technique that we are going to discuss is one of the most widely used techniques of

integration, known as Integration by Parts. It is obtained from the formula for derivative of the

product of two functions just as the sum rule of integration is derived from the sum rule for

differentiation. In fact, the operations of differentiation and antidifferentiation are closely

related. Hence, it is natural that certain rules of integral Calculus follow from their counterparts

in differential Calculus.

A most surprising and interesting fact comes to light when we study (the first and the

second) fundamental theorems of Calculus, to be introduced later in Chapter 6a. The concept

of the Definite Integral (discussed later in Chapter 5) clearly tells that in the development of

the idea of the definite integral, the concept of derivatives does not come into play. On the

other hand, the fundamental theorems of Calculus prove that computation of Definite

Integral(s) can be done very easily using antiderivative(s). [The method of computing

definite integrals is otherwise a very complicated process and it cannot be applied to many

functions.] It is for this reason that the term ‘integral’, (picked up from the definite integral) is

also used to stand for antiderivative. Accordingly, the process of computing both antide-

rivative(s) and definite integral(s) is called integration.

Introduction to Integral Calculus: Systematic Studies with Engineering Applications for Beginners, First Edition.
Ulrich L. Rohde, G. C. Jain, Ajay K. Poddar, and A. K. Ghosh.
� 2012 John Wiley & Sons, Inc. Published 2012 by John Wiley & Sons, Inc.

(1) Generally, such integrals arise in practical applications of integration, namely computation of areas, volumes, and other

quantities, using the concept of definite integral.

4a-Method of integration by parts (When the integrand is in the form of product of two functions)

97



4a.2 OBTAINING THE RULE FOR INTEGRATION BY PARTS

Let u and v be functions of x possessing continuous derivatives. Then, we have

d

dx
ðu � vÞ ¼ u � dv

dx
þ v � du

dx
ð1Þ

Also, we can restate (1) in the language of indefinite integrals as

u � v ¼
ð
u � dv

dx
� dxþ

ð
v � du

dx
� dx ð2Þ

or by rearranging, we get

ð
u � dv

dx
� dx ¼ u � v�

ð
v � du

dx
� dx ð3ðAÞÞ

Or ð
u � dv ¼ u � v�

ð
v � du ð3ðBÞÞ

For computational purposes, a more convenient way of writing this formula is obtained, if we

put, u¼ f(x) and v¼ g(x). Then, du¼ f 0(x)dx and dv¼ g0(x)dx. [These relations may also

be visualized in (3(A)), in view of the definition of differential(s) discussed in Chapter 16

of Part I.]

Using the above expressions for u, v, du, and dv, we can write equation (3(B)) in the form

ð
f ðxÞ � g0ðxÞ � dx ¼ f ðxÞ � gðxÞ �

ð
gðxÞ � f 0ðxÞ dx ð3ðCÞÞð2Þ

The formula (3(C)) expresses the integral
Ð

f ðxÞ � g0ðxÞ � dx [¼Ð u � dv] in terms of another

integral
Ð
gðxÞ � f 0ðxÞ � dx [¼Ð v � du].

4a.2.1 Important Notes for Proper Choice of First and Second Functions Needed for

Applying the Rule of Integration by Parts

Now, suppose we wish to evaluate
Ð
hðxÞ � dx, but cannot readily do so. If h(x) can be rewritten

as the product of f(x) � g0(x), then (3(C)) tells us that,

ð
hðxÞ � dx ¼

ð
f ðxÞ � g0ðxÞ � dx

¼ f ðxÞ � gðxÞ �
ð
gðxÞ � f 0ðxÞdx

ð4Þ

In addition, if
Ð
gðxÞ � f 0ðxÞ � dx can be readily evaluated, then

Ð
hðxÞ � dx can be evaluated by

means of (4).

It is useful to state the formula (3(C)) in words. For this purpose, we shall call the function

f(x) as the first function and the function g0(x)dx as the second function.

(2) The formula (3(C)) is the most convenient statement of the rule for our purpose. It defines the intergral of the product of

two functions namely f(x) and g0(x). Note that the function g(x) [on the right-hand side of (3(C))] stands for
Ð
g0ðxÞ � dx and

it occurs twice.

98 INTEGRATION BY PARTS



Then, the rule defined by equation (3(C)) can be remembered in words, as follows:

(Integral of the product of two functions)¼ (first function)� (integral of the

second function)�
ð
[(derivative of first function)� (integral of the second

function)]dx(3)

The important point to note is to select from the product f (x)�g0(x) [in the integrand

h(x)], the first and the second function, and the correct substitutions for the functions f(x)

and g0(x) dx.
The selection of the functions has to be such that the integral

Ð
gðxÞ � f 0ðxÞdx appearing

on the right-hand side is no more difficult and preferably less difficult to integrate then the

integral
Ð

f ðxÞ � gðxÞ � dx.
The above discussion suggests that f(x) should be a function that is easy to differentiate

and g0(x)dx should be chosen so that g(x) can be readily found by integration [or g(x) may be

some standard integral, available in the table]. The method will be clearer once we see how it

works in specific examples.(4)

Note (1): The method of integration by parts, is applicable only if one of the two functions in

the given integral
Ð
hðxÞ � dx [¼Ð f ðxÞ � g0ðxÞ � dx] can be easily integrated. In fact, our ability

to select such a function (i.e., the second function) correctly, will depend upon the integrand,

and our experience. [This is so because in some problems, both the functions may be easily

integrable whereas, in some others there may be only one function, and not a product of two].

These situations will become clearer shortly, as we proceed to solve problems. First, we list

the standard indefinite integration formulas that will be needed frequently.

Standard Indefinite Integration Formulas

1.
Ð
k � dx ¼ kxþ c

2.
Ð
x � dx ¼ 1

2
x2 þ c

3.
Ð
xn dx ¼ xnþ1

nþ1
þ c; n 6¼ �1; n 2 R

4.
Ð
ex dx ¼ ex þ c

5.
Ð
ax dx ¼ ax

logea
þ c ða > 0Þ )Ð ax � logea dx ¼ ax þ c ða > 0Þ� �

6.
Ð
sin x dx ¼ �cos xþ c ðChapter 1Þ

7.
Ð
cos x dx ¼ sin xþ c ðChapter 1Þ

8.
Ð
tan x dx ¼ logejsec xj þ c ¼ logjsec xj þ c ðChapter 3aÞ

9.
Ð
cot x dx ¼ logejsec xj þ c ¼ logjsec xj þ c ðChapter 3aÞ

10.
Ð
sec x dx ¼ logejsec xþ tan xj þ c ¼ log tan x

2
þ p

4

� ��� ��þ c ðChapter 3aÞ
11.

Ð
cosec x dx ¼ logejcosec x� cot xj þ c ¼ log tan x

2

� ��� ��þ c ðChapter 3aÞ
12.

Ð
sec2 x dx ¼ tan xþ c ðChapter 1Þ

(3) This method of evaluating h(x), by “splitting” the integrand h(x) into two parts f(x) and g0(x), is known as “integration
by parts”.
(4) Remember that in the formula (3(C)), selection of the second function g0(x) is very important since its integral [i.e., g

(x)] appears twice on the right-hand side of the formula.
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13.
Ð
cosec2 x dx ¼ �cot xþ c ðChapter 1Þ

14.
Ð
sec x � tan x dx ¼ sec xþ c ðChapter 1Þ

15.
Ð
cosec x � cot x dx ¼ �cosec xþ c ðChapter 1Þ

16.
Ð

dxffiffiffiffiffiffiffiffi
1�x2

p ¼ sin�1 xþ c or �cos�1 xþ c ðChapter 1Þ

17.
Ð

dx
1þx2

¼ tan�1 xþ c or �cot�1 xþ c ðChapter 1Þ
18.

Ð
dx

x �
ffiffiffiffiffiffiffiffi
x2�1

p ¼ sec�1 xþ c or �cosec�1 xþ cÞ ðChapter 1Þ

19.
Ð

1
a2þx2

dx ¼ 1
a
tan�1 x

a

� �þ c; ða 6¼ 0Þ ðChapter 3bÞ
20. Ð

1
a2�x2

dx ¼ 1
2a
log aþx

a�x

� �þ c; x < a ðChapter 3bÞ
¼ 1

2a
log aþx

a�x

�� ��þ c

21.
Ð

dxffiffiffiffiffiffiffiffiffiffi
a2�x2

p ¼ sin�1 x
a
þ c; ða > 0Þ ðChapter 3bÞ

22. I ¼ Ð
1

x
ffiffiffiffiffiffiffiffiffiffi
x2�a2

p dx ¼ 1
a
sec�1 x

a
þ c; ða > 0Þ ðChapter 3bÞ

23.
Ð

dxffiffiffiffiffiffiffiffiffiffi
x2þa2

p ¼ log xþ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

p� �þ c ðChapter 3bÞ

24.
Ð

dxffiffiffiffiffiffiffiffiffiffi
x2�a2

p ¼ log xþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � a2

ph i
þ c; ðx > a > 0Þ ðChapter 3bÞ

25.
Ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ a2
p

dx ¼ x
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

p þ a2

2
log xþ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ a2
p� �þ c ðChapter 4bÞ

26.
Ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 � a2
p

dx ¼ x
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � a2

p
� a2

2
log xþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � a2

ph i
þ c ðChapter 4bÞ

27.
Ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a2 � x2
p

dx ¼ x
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � x2

p
þ a2

2
sin�1 x

a
þ c ðChapter 4bÞ

Now, we give some important notes and supporting illustrative examples.

Note (2): Of the two functions in the integrand, if one function is a power function (i.e., x, x2,

x3, . . .) and the other function is easy to integrate, then we choose the other one as the second
function. If power function is chosen as second function, then its index will keep on increasing

when the rule of integration by parts is applied. As a result, the resulting integral so obtained

will be more difficult to evaluate, than the given integral.

Example (1): Evaluate I ¼ Ð
ex � x2 dx

Solution: Observe that the above integral cannot be solved by any of our previous

methods. Further, the integrals of both the functions (i.e., x2 and ex) are equally easy.

However, since x2 is a power function, in view of the Note (2) above, we choose ex as the

second function.

) I ¼
ð
ðx2ÞðexÞ dx

ð
ex dx ¼ ex

d

dx
ðx2Þ ¼ 2x

8>>><
>>>:
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Integrating by parts, we get

I ¼ x2 � ex �
ð
ð2xÞ � ex dx

¼ x2 � ex � 2

ð
x � ex dx

Ð
ex dx ¼ ex

d

dx
ðxÞ ¼ 1

8><
>:

¼ x2 � ex � 2 x ex �
ð
1 � ex dx

� 	

¼ x2 � ex � 2x ex þ 2 ex þ c Ans:

Now let us see what happens if we choose x2as the second function.

Consider I ¼
ð
ðexÞ � ðx2Þ dx;

ð
x2 dx ¼ x3

3

d

dx
dx ¼ ex

8>><
>>:

Integrating by parts, we get

I ¼ ex � x
3

3
�
ð
ex � x

3

3
dx

I ¼ 1

3
ex � x3 � 1

3

ð
ex � x3 dx

Observe that the resulting integral on right-hand side is more complicated than the given

integral. This is due to our wrong choice of the second function.

Example (2): Evaluate I ¼ Ð
x sec2 x dx

Solution: ) I ¼
ð
x � sec2 x dx

d

dx
ðxÞ ¼ 1

ð
sec2 x dx ¼ tan x

8>><
>>:

Integrating by parts, we get

I ¼ x � tan x�
ð
ð1Þ � tan x dx ¼ x � tan x�

ð
tan x dx

¼ x � tan x� logðsec xÞ þ c Ans:

Example (3): Evaluate
Ð
x3 ex dx

Solution: Let I ¼ Ð
x3 � ex dx

d

dx
x3 ¼ 3x2

ð
ex dx ¼ ex

8>>><
>>>:
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Integrating by parts, we get

I ¼ x3ex �
ð
3 x2ex dx ¼ x3 ex � 3

ð
x2ex dx

¼ x3ex � 3 x2 � ex � 2

ð
xex dx

� 	

¼ x3ex � 3x2ex þ 6 x ex �
ð
ð1Þex dx

� 	

¼ x3ex � 3x2ex þ 6xex � 6 ex þ c

¼ ex x3 � 3x2 þ 6x� 6½ � þ c Ans:

Note (3): In many cases, the formula for integrating by parts has to be applied more than

once. Of course, the given integral is reduced to a simpler form but the new integral is such

that it has to be evaluated by applying the rule repeatedly. Remember, that the rule of

integration by parts will be useful only when the resulting integral (after applying the rule) is

simpler than the integral being evaluated. This suggests that we make a proper choice of the

second function every time. A wrong choice of the second function will complicate the

situation [see Example (1)].

Example (4): Evaluate I ¼ Ð
x2 cos x dx

Solution: Observe that

(i) The given integral cannot be evaluated by any of our previous methods.

(ii) The integrals of both the parts (i.e., x2 and cos x) are equally simple. But we should not

choose x2 as a second function. (Why?)

Therefore, we choose

x2 as first function, and

cos x as second function.

) I ¼
ð
ðx2Þ � cos x dx

d

dx
ðx2Þ ¼ 2x

ð
cos x dx ¼ sin x

8>>><
>>>:

Now, integrating by parts, we get

I ¼ x2 � sin x�
ð
ð2xÞðsin xÞ dx

¼ x2 � sin x� 2

ð
x sin x dx

d

dx
ðxÞ ¼ 1

ð
sin x dx ¼ �cos x

8>>><
>>>:
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Again, integrating by parts, the resulting integral, we get

I ¼ x2 � sin x� 2 x � ð�cos xÞ �
ð
ð1Þð�cos xÞdx

� 	

¼ x2 � sin xþ 2x cos x� 2

ð
cos x dx

¼ x2 � sin xþ 2x cos x� 2 ðsin xÞ þ c

¼ x2 sin xþ 2x cos x� 2 sin xþ c Ans:

Example (5): Evaluate I ¼ Ð
x2 e�2x dx

Solution: I ¼
ð
x2e�2x dx

d

dx
x2 ¼ 2x

ð
e�2x dx ¼ e�2x

�2

8>><
>>:

Integrating by parts, we get

I ¼ x2 � e�2x

2


 �
�
ð
2x � � e�2x

2


 �
dx ¼ � 1

2
x2 e�2x þ

ð
x e�2x dx

Now consider

ð
x e�2x dx

d

dx
x ¼ 1

ð
e�2x dx ¼ e�2x

�2

8>><
>>:

Integrating by parts, we get

ð
x e�2x dx ¼ x

e�2x

�2


 �
�
ð
1 � e

�2x

�2
dx

¼ � 1

2
x e�2x þ 1

2

ð
e�2x dx

) I ¼ � 1

2
x2 e�2x � 1

2
x e�2x � 1

4
e�2x þ c Ans:

Note (4): To evaluate integrals like
Ð
x � tan�1 x dx;

Ð
x2 log x dx; wherein the integrals of

tan�1x and log x, and so on, are not known, and the other function is a power function, then

we choose the power function as the second function. This choice (of the second function)

helps in evaluating such integrals, which otherwise cannot be evaluated by any other

method.
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Example (6): Evaluate I ¼ Ð
x log x dx

Solution: Observe that

(i) The given integral cannot be evaluated by any of our previous methods.

(ii) The integral of the function x is known (i.e.,¼ x2/2) but integral of the other part, that is,

log x is not known. Hence, we choose

log x as first function, and

x as second function.

) I ¼
ð
ðlog xÞ � ðxÞ dx d

dx
ðlog xÞ ¼ 1

x

ð
x dx ¼ x2

2

9>>>=
>>>;

ð5Þ

Now, integrating by parts, we get

I ¼ ðlog xÞ � x
2

2
�
ð
1

x
� x

2

2
dx ¼ x2

2
log x� 1

2

ð
x dx

¼ x2

2
log x� 1

2

x2

2


 �
þ c ¼ x2

2
log x� x2

4
þ c Ans:

Example (7): Evaluate I ¼ Ð
x2 sin�1 x dx

Solution: Observe that

(i) The given integral cannot be evaluated by any of our previous methods.

(ii) The integral of the function sin�1 x is not known but integral of the other function x2 is

known (i.e.,¼ x3/3). Hence, we choose,

sin�1 x as first function, and

x2 as second function.

) I ¼
ð
ðsin�1 xÞ � ðx2Þ dx

d

dx
ðsin�1 xÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� x2
p

ð
x2 dx ¼ x3

3

8>>><
>>>:

(5) For applying the rule of Integration by Parts it is useful to remember the rule inwords. It adds to our further convenience

if wewrite down d/dx of first function and the integral of the second function. This will be clearer whenwe solve problems.
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Now, integrating by parts, we get

I ¼ ðsin�1xÞ � x3

3


 �
�
ð

1ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x2

p � x3

3


 �
dx

¼ x3

3
� sin�1 x� 1

3

ð
x2 � xffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x2

p dx

Put 1� x2 ¼ t2

) x2 ¼ 1� t2

) 2x dx ¼ �2t dt

) x dx ¼ �t dt

8>>>><
>>>>:

¼ x3

3
� sin�1 x� 1

3

ð ð1� t2Þ ð�t dtÞ
t

¼ x3

3
� sin�1 xþ

ð
ð1� t2Þdt

¼ x3

3
� sin�1 xþ 1

3
t� t3

3


 �
þ c; where t ¼ ð1� x2Þ1=2

¼ x3

3
� sin�1 xþ 1

3

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x2

p
� 1

9
ð1� x2Þ3=2 þ c Ans:

Example (8): Evaluate
Ð
x tan�1 x dx

Solution: I ¼
ð
x tan�1 x dx

d

dx
tan�1 ¼ 1

1þ x2

Ð
x dx ¼ x2

2

8>>><
>>>:

) I ¼
ð
ðtan�1 xÞðxÞ dx

Integrating by parts, we get

I ¼ ðtan�1xÞ � x
2

2
�
ð

1

1þ x2


 �
� x

2

2
dx

¼ x2

2
tan�1x� 1

2

ð
x2

1þ x2
dx ¼ x2

2
tan�1x� 1

2

ð
1þ x2ð Þ � 1

1þ x2
dx

� 	

¼ x2

2
tan�1x� 1

2

ð
1� 1

1þ x2

� 	
dx

¼ x2

2
tan�1x� 1

2
x� tan�1x
� �þ c

¼ x2

2
tan�1x� x

2
þ 1

2
tan�1xþ c Ans:

Note (5): To evaluate the integrals
Ð
log x dx;

Ð
sin�1 x dx;

Ð
tan�1 x dx, and so on, whose

integrals are not known as standard results and that cannot be evaluated by any other

method, we choose “1” (unity) as the second function. [Also, there are functionsffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

p
;

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � a2

p
; and

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � x2

p
, which are easily integrated by parts, taking “1” as the

second function, but we will not be considering these functions in this chapter. Integrals of

OBTAINING THE RULE FOR INTEGRATION BY PARTS 105



these functions are discussed in Chapter 4b, by two methods: by parts and by trigonometric

substitutions].

Example (9): Evaluate
Ð
sin�1 x dx

Solution:

Method (I):

Let I ¼
ð
sin�1 x dx

) I ¼
ð
sin�1 x
� �ð1Þdx

d

dx
sin�1x
� � ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� x2
p

ð
1 dx ¼ x

8>>>><
>>>>:

Integrating by parts, we get

I ¼ sin�1 x
� �ðxÞ �

ð
1ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� x2
p � x dx

Consider

ð
xffiffiffiffiffiffiffiffiffiffiffiffiffi

1� x2
p dx

Put 1� x2 ¼ t2 ) �2x dx ¼ 2t dt ) x dx ¼ �t dt

)
ð

x dxffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x2

p ¼
ð�t dt

t
¼

ð
� dt ¼ �t ¼ �

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x2

p
þ c

) I ¼ x � sin�1 xþ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x2

p
þ c Ans:

Method (II):
Ð
sin�1xdx ¼ I ðsayÞ

Put sin�1 x ¼ t ) x ¼ sin t and dx ¼ cos t dt

) I ¼
ð
t � cos tdt

d

dt
ðtÞ ¼ 1

Ð
cos tdt ¼ sin t

8><
>:

I ¼ t � sin t�
ð
ð1Þ � sin t dt ¼ t � sin t� ð�cos tÞ þ c

¼ t � sin tþ cos t ¼ sin�1x
� �

xþ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x2

p
þ c

¼ x sin�1xþ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x2

p
þ c Ans:

Example (10): Evaluate
Ð
log x dx

Solution:
Let I ¼

ð
log x dx

¼
ð
log x � ð1Þdx

d

dx
ðlog xÞ ¼ 1

xð
1 � dx ¼ x

8>>><
>>>:
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On integrating by parts, we get

I ¼ ðlog xÞ � ðxÞ �
ð

1

x


 �
� ðxÞdx ¼ x � log x�

ð
1 � dx

¼ x � log x� xþ c Ans:

Example (11): Evaluate
Ð
tan�1 x dx

Solution:

Method (I): Let I ¼ Ð
tan�1x dx ¼ Ð

tan�1xð Þð1Þdx
Integrating by parts, we get

) I ¼ tan�1 xð ÞðxÞ �
ð
d

dx
tan�1x
� � � ðxÞdx ¼ x � tan�1x�

ð
x

1þ x2
dx

Consider

ð
x

1þ x2
dx

Put 1þ x2 ¼ t ) 2x dx ¼ dt ) x dx ¼ 1

2
dt

)
ð

x

1þ x2
dx ¼ 1

2

ð
dt

t
¼ 1

2
log tþ c

¼ log
ffiffi
t

p þ c ¼ log
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ x2

p þ c

) I ¼ x � tan�1 x� log
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ x2

p þ c Ans:

Method (II):
Ð
tan�1 x dx ¼ I ðsayÞ

Put tan�1x ¼ t ) tan t ¼ x

) 1

1þ x2
dx ¼ dt ) dx ¼ ð1þ x2Þ dt ¼ ð1þ tan2tÞdt

I ¼
ð
t � ð1þ tan2tÞdt ¼

ð
tð1þ sec2t� 1Þdt ¼

ð
t � sec2t dt

Integrating by parts, we get

d

dt
ðtÞ ¼ 1

Ð
sec2tdt ¼ tan t

8><
>:

I ¼ t � tan t�
ð
ð1Þ � tan tdt ¼ t � tan t� log ðsec tÞ þ c

¼ tan�1xð Þ � x� log
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ x2

p� �þ c

¼ xtan�1x� log
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ x2

p� �þ c Ans:

Note (6): Sometimes a simple substitution reduces the given integral into a form that can be

easily integrated by parts.
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Example (12): Evaluate
Ð

sin�1 x
� �2

dx ¼ I ðsayÞ
Solution:

sin�1x ¼ t ) x ¼ sin t ) dx ¼ cos tdt

) I ¼
ð
t2 � cos tdt

d

dt
t2
� � ¼ 2t

ð
cos tdt ¼ sin t

8>>><
>>>:

¼ t2 � sin t�
ð
ð2tÞsin tdt

Consider

ð
2t sin tdt

¼ 2

ð
t � sint dt

d

dt
ðtÞ ¼ 1

Ð
sint dt ¼ �cos t

8<
:

¼ 2 t � ð�cos tÞ �
ð
ð1Þð�cos tÞdt

� 	

¼ �2tcostþ 2

ð
cos t dt

¼ �2t cos tþ 2 sin tþ c

) I ¼ t2 � sin tþ 2tcost� 2 sintþ c

¼ sin�1x
� �2 � xþ 2 sin�1x

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x2

p� 

� 2xþ c

¼ x � sin�1x
� �2 þ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x2

p
sin�1x� 2xþ c Ans:

x
1

1 – x2

Example (13): Evaluate
Ð
sin

ffiffiffi
x

p
dx ¼ I ðsayÞ

Solution: Put x ¼ t2 ) dx ¼ 2t dt ) ffiffiffi
x

p ¼ t

) I ¼
ð
ðsin tÞð2t dtÞ ¼ 2

ð
t � sin t dt

¼ 2 t � ð�cos tÞ �
ð
ð1Þð�cos tÞdt

� 	 d

dt
ðtÞ ¼ 1

Ð
sin t dt ¼ �cos t

8<
:

¼ �2t cos tþ 2

ð
cos t dt ¼ �2tcostþ 2 sintþ c

¼ �2
ffiffiffi
x

p
cos

ffiffiffi
x

p þ 2sin
ffiffiffi
x

p þ c Ans:
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Example (14): Evaluate
Ð
tan�1

ffiffiffi
x

p
dx ¼ I ðsayÞ

Solution: Put x ¼ t2 ) dx ¼ 2tdt ) ffiffiffi
x

p ¼ t

) I ¼
ð
ðtan�1tÞð2t dtÞ ¼ 2

ð
ðtan�1tÞðtÞdt

I ¼ 2 ðtan�1tÞ t2

2


 �
�
ð

1

1þ t2


 �
t2

2
dt

� 	 d

dt
ðtan�1tÞ ¼ 1

1þ t2

Ð
t dt ¼ t2

2

8>>><
>>>:

¼ t2 � tan�1t�
ð

t2

1þ t2
dt ¼ t2 � tan�1t�

ð
1þ t2 � 1

1þ t2
dt

¼ t2 � tan�1t�
ð
dtþ

ð
1

1þ t2
dt ¼ t2 � tan�1t� tþ tan�1tþ c

¼ ðt2 þ 1Þtan�1t� tþ c ¼ ðxþ 1Þtan�1
ffiffiffi
x

p � ffiffiffi
x

p þ c Ans:

Miscellaneous Solved Examples

Example (15): Evaluate
Ð
x2tan�1ðx3Þdx

Solution: I ¼ Ð
x2tan�1ðx3Þdx

Put x3 ¼ t ) 3x2 dx ¼ dt

) I ¼
ð
tan�1ðx3Þ � x2 dx ¼ 1

3

ð
tan�1tdt

Now, in order to integrate tan�1 t, we take “1” as the second function, and proceed as

follows:

) I ¼ 1

3

ð
tan�1t
� �ð1Þdt

d

dt
tan�1t ¼ 1

1þ t2ð
1 � dt ¼ t

8>><
>>:

Integrating by parts, we get

I ¼ 1

3
tan�1t
� �ðtÞ �

ð
1

1þ t2


 �
t dt

� 	
¼ 1

3
t � tan�1t� 1

3

ð
t

1þ t2
dt

Now, consider
1

3

ð
1

1þ t2
dt
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Put 1þ t2 ¼ u ) 2t dt ¼ du ) t dt ¼ 1

2
du

) 1

3

ð
t

1þ t2
dt ¼ 1

6

ð
du

u
¼ 1

6
log uþ c ¼ 1

6
logð1þ t2Þ þ c

) I ¼ 1

3
t � tan�1t� 1

6
logð1þ t2Þ þ c where t ¼ x3

) I ¼ 1

3
x3 � tan�1ðx3Þ � 1

6
logð1þ x6Þ þ c Ans:

Example (16): Evaluate
Ð
esinx � sin 2x dx

Solution: Let I ¼
ð
esinx � sin 2x dx

¼ 2

ð
esinx � sin x � cos x dx

Put sin x ¼ t ) cos x dx ¼ dt

) I ¼ 2

ð
et � t dt ¼ 2

ð
t � et dt

¼ 2 t � et �
ð
ð1Þet dt

� 	
¼ 2t � et � 2et þ c

¼ 2 sin x � esinx � 2esinx þ c ¼ 2esinxðsin x� 1Þ þ c Ans:

Example (17): Evaluate

ð
x

1þ sin x
dx ¼ I ðsayÞ

Solution: Consider
x

1þ sin x
¼ x

1þ sin x
� 1� sin x

1� sin x

¼ x� x sin x

1� sin2x
¼ x� x sin x

cos2x

¼ x sec2x� x sec x � tan x

) I ¼
ð
xsec2x dx�

ð
x sec x � tan x dx

Consider I1 ¼
ð
x sec2 x dx

d

dx
ðxÞ ¼ 1

Ð
sec2x dx ¼ tan x

8><
>:

) I ¼ x � tan x�
ð
tan x dx

¼ x � tan x� logðsec xÞ þ c1 ð5Þ
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Now consider I2 ¼
ð
x sec x � tan x dx

) I2 ¼ x � sec x�
ð
ð1Þ � sec x dx; )

ð
sec x tan x dx ¼ sec x

� 	

¼ x � sec x� logðsec xþ tan xÞ þ c2 ð6Þ
I ¼ I1 þ I2

x � tan x� logðsec xÞ½ � � x � sec x� logðsec xþ tan xÞ½ � þ c

¼ xðtan x� sec xÞ þ logðsec xþ tan xÞ � logðsec xÞ þ c

¼ xðtan x� sec xÞ þ log
sec xþ tan x

sec x

h i
þ c

¼ xðtan x� sec xÞ þ logð1þ sin xÞ þ c Ans:

Example (18): Evaluate
Ð ðlog xÞ2 dx

Solution:

Method (I):

Let

ð
ðlog xÞ2 dx ¼ I ¼

ð
ðlog xÞ2 � ð1Þdx

Put log x ¼ t ) 1

x
dx ¼ dt

) x ¼ et ) dx ¼ x � dt ¼ et dt

) I ¼
ð
t2 � etdt ¼ t2 � et �

ð
2t � etdt ¼ t2 � et � 2 t � et �

ð
1 � etdt

� 	

¼ t2 � et � 2t et þ 2et þ c ¼ ðlog xÞ2 � ðxÞ � 2 log xðxÞ þ 2xþ c

¼ xðlog xÞ2 � 2x log xþ 2xþ c Ans:

Method (II):

I ¼
ð
ðlog xÞ2 � ð1Þdx

d

dx
ðlog xÞ2 ¼ 2 log x � 1

xð
1 � dx ¼ x

8>><
>>:

) I ¼ ðlog xÞ2 � x�
ð
2
log x

x
� xdx

¼ xðlog xÞ2 � 2

ð
log xdx ¼ xðlog xÞ2 � 2

ð
ðlog xÞ � ð1Þdx

� 	

¼ xðlog xÞ2 � 2 log xðxÞ �
ð
1

x
� xdx

� 	

¼ xðlog xÞ2 � 2x log xþ 2

ð
dx

¼ xðlog xÞ2 � 2x log xþ 2xþ c Ans:
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Example (19): Evaluate
Ð
x3 ex

2

dx

Solution: Let I ¼ Ð
x3 ex

2

dx ¼ Ð
x2 � ex2 � x dx

Put x2 ¼ t ) 2x dx ¼ dt

) I ¼
ð
t � et � 1

2
dt ¼ 1

2

ð
t � etdt

¼ 1

2
t � et �

ð
ð1Þ � et dt

� 	
¼ 1

2
t � et � et½ � þ c

¼ 1

2
x2 � ex2 � ex

2
h i

þ c Ans:

Remark: We should not forget about basic integration forms. For example, to evaluate the

integral
Ð
x ex

2

dx, the method of integration by parts is not needed. (Why).(6)

Example (20): Evaluate
Ð
xn log x dx ¼ I ðsayÞ

Solution: I ¼ Ð ðlog xÞ ðxnÞdx
d

dx
ðlog xÞ ¼ 1

xð
xn ¼ xnþ1

nþ 1

8>><
>>:

) I ¼ ðlog xÞ � xnþ1

nþ 1
�
ð
1

x
� xnþ1

nþ 1
dx

¼ xnþ1

nþ 1
� log x� 1

nþ 1

ð
xn dx

¼ xnþ1

nþ 1
� log x� 1

nþ 1
� xnþ1

nþ 1
þ c

¼ xnþ1

nþ 1
� log x� xnþ1

nþ 1ð Þ2 þ c Ans:

Example (21): Evaluate
Ð
2x sin 4x � cos � 2x dx

Solution: Let I ¼
ð
2x sin 4x � cos 2x dx

¼
ð
2x � 1

2
sin 6xþ sin2x½ �dx

) I ¼
ð
x sin 6x dxþ

ð
x sin 2x dx

Now, we can apply the method of Integration by Parts to each integral on right-hand side.

(6) Check if this integral can be evaluated by simple substitution.
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Remark: If the integrand were 2x�sin 2x�cos 2x, then it could be written as x[2 sin 2x�
cos 2x]¼ x�sin 4x, which can be easily integrated by parts.

Example (22): Evaluate
Ð
xcos2x dx ¼ I ðsayÞ

Here again we must use trigonometric identities to convert the integrand into some convenient

form.

We have cos 2x¼ 2 cos2 x� 1

) cos2x ¼ 1þ cos 2x

2
) I ¼

ð
x

1þ cos 2x

2

� 	
dx ¼ x2

4
þ 1

2

ð
x cos 2x dx

Note (7): Integrals like
Ð
sin�1 x � log x dx (where in both the functions cannot be integrated

easily) cannot be evaluated by the method of integration by parts.

4a.3 HELPFUL PICTURES CONNECTING INVERSE TRIGONOMETRIC

FUNCTIONS WITH ORDINARY TRIGONOMETRIC FUNCTIONS

In practice, inverse trigonometric functions are often combined with ordinary functions.

Trigonometric substitutions, if successful, help in converting a troublesome integral in x

to a simpler integral in t. However, the problem of translating back to an expression in x

always remains. Such difficulties are easily overcome by drawing a suitable triangle

based on the equation like x¼ sin t. In this case we can write sin t¼ (x/1), and draw the

required picture as done above. Similarly, the following pictures will be useful in other

situations.

a2 – x2

a

t t t

a a

x
x

x
a2 + x2

x2 – a2

Trigonometric substitutions: pictorial aids

x = a sin t x = a tan t x = a sec t

Note (8): In Chapter 4b, we shall evaluate a class of integrals (involving a product of two

functions) in which the given integral repeats itself on right-hand side. A repetition is also

observed in the following example.
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Example (23): Evaluate
Ð
sec3 x dx

Solution: Let I ¼ Ð
sec3 x dx

) I ¼
ð
sec x � sec2 x dx

d

dx
ðsec xÞ ¼ sec x tan x

Ð
sec2x dx ¼ tan x

8><
>:

I ¼ sec x �
ð
sec2x dx�

ð
d

dx
ðsec xÞ �

ð
sec2x dx


 �� 	
dx

¼ sec x � tan x�
ð
ðsec x tan xÞ � tan xdx

¼ sec x � tan x�
ð
sec x � tan2x dx ¼ sec x � tan x�

ð
sec xðsec2x� 1Þdx

¼ sec x � tan x�
ð
sec3x dxþ

ð
sec x dx

¼ sec x � tan x� I þ logðsec xþ tan xÞ
) 2I ¼ sec x � tan xþ logðsec xþ tan xÞ

) I ¼ 1

2
sec x � tan xþ 1

2
logðsec xþ tan xÞ þ c Ans:

Example (24): Evaluate
Ð
x2 ax dx

Solution: Let I ¼ Ð
x2 ax dx

d

dx
ðx2Þ ¼ 2x

ð
ax dx ¼ ax

log a

8>><
>>:

Integrating by parts, we get

I ¼ x2
ax

log a
�
ð
2x

ax

log a
dx

x2ax

log a
� 2

log a

ð
xax dx

¼ x2ax

log a
� 2

log a
x � ax

log a
�
ð
ð1Þ � ax

log a
dx

� 	

¼ x2ax

log a
� 2x � ax
ðlog aÞ2 þ

2

ðlog aÞ2
ð
ax dx

¼ x2ax

log a
� 2x � ax
ðlog aÞ2 þ

2

ðlog aÞ2
ax

log a

� 	
þ c

¼ x2ax

log a
� 2x � ax
ðlog aÞ2 þ

2ax

ðlog aÞ3 þ c Ans:
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4a.4 RULE FOR PROPER CHOICE OF FIRST FUNCTION

We know that the method of Integration By Parts is necessary when the integrand consists of

a product of two different types of functions. If the integrand cannot be reduced to standard

form by using method of substitution, trigonometric identities, or by algebraic/trigonometric

simplification methods, then the simplest approach for integrating such a function is to

select the second function (as discussed all throughout the chapter) and apply the method

of integration by parts.

However, there is another way for selecting the first and second function, which some authors

suggest to be convenient for the students. If we denote Logarithmic, Inverse trigonometric,

Algebraic, Trigonometric, and Exponential functions by their first alphabet respectively, then the

first function is selected according to the letters of the group LIATE.

Exercise

Evaluate the following integrals:

(1)

ð
e

ffiffi
x

p
dx

Ans: 2 e
ffiffi
x

p ffiffiffi
x

p � 1
� �þ c

(2)

ð
cos x � logðsin xÞdx

Ans: sin x logðsin xÞ � 1½ � þ c

(3)

ð
x

1þ cos 2x
dx

Ans:
1

2
x tan x� logðsec xÞ½ � þ c

(4)

ð
x sin x cos 2x dx

Ans:
1

2
x cos x� cos 3x

3


 �
þ sin 3x

9
� sin x

� 	
þ c

(5)

ð
xsin3xdx

Ans:
x cos 3x

12
� sin 3x

36
� 3x cos x

4
þ 3

4
sin xþ c

(6)

ð
logðx2 þ 1Þdx

Ans: x logðx2 þ 1Þ � 2xþ 2 tan�1xþ c
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(7)

ð
log x

x2
dx

Ans: � log x

x
� 1

x
þ c

(8)

ð
cos�1 x dx

Ans: x cos�1 x�
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x2

p
þ c

(9)

ð
cos

ffiffiffi
x

p
dx

Ans: 2
ffiffiffi
x

p
sin

ffiffiffi
x

p þ cos
ffiffiffi
x

p� �þ c

(10)

ð
x2 sin x dx

Ans: �x2 cos xþ 2x sin xþ 2 cos xþ c

(11)

ð
x sin x cos x dx

Ans: 1=4½�x cos 2x2 þ ð1=2Þsin 2x� þ c

(12)

ð
x2 tan�1 x3 dx

Ans: ðx3=3Þtan�1 x3 � ð1=6Þlogð1þ x6Þ þ c
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4b Further Integration by Parts:
Where the Given Integral
Reappearson theRight-HandSide

4b.1 INTRODUCTION

There are certain integrals, which are slightly special in the sense that they reappear on

the right-hand side (along with other terms) when the formula of Integration by Parts is

applied. Some such examples are as follows:
Ð
eax sin bx dx;

Ð
eax cos bx;

Ð
ax sin bx dx;Ð

ax cos bx dx,
Ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ a2
p

dx,
Ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 � a2
p

dx,
Ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a2 � x2
p

dx, and many more.

For the purpose of applying the formula of Integration by Parts, these functions are similar to

those considered in the previous Chapter 4a.

Note: For evaluating
Ð
eax sin bx dx or

Ð
eax cos bx dx (by parts), observe that, the functions eax

and sin bx (or cos bx) both, can be easily integrated, and so any of them can be chosen as the

second function. However, experience suggests that the computation becomes somewhat simpler,

if the trigonometric function [i.e., sin bx or cos bx] in the integrand, is chosen as the second

function. This suggestion proves to be more useful when the numbers “a” and “b” appear as they

are, and not given particular integral values. Now consider the following solved examples.

Illustrative Examples

Example (1): Evaluate
Ð
e3x � cos 2x dx

Solution: Let I ¼ Ð e3x � cos 2x dx;

d

dx
e3x ¼ 3 e3x

Ð
cos 2x dx ¼ sin 2x

2

8><
>:

) I ¼ e3x � sin 2x
2

�
ð
3 e3x � sin 2x

2
dx

¼ 1

2
e3x � sin 2x� 3

2

ð
e3x sin 2x dx

ð
sin 2x dx ¼ � cos 2x

2

�

¼ 1

2
e3x � sin2x� 3

2
e3x � cos 2x

2

� �
�
ð
3 e3x

ð�cos 2xÞ
2

dx

� �

Introduction to Integral Calculus: Systematic Studies with Engineering Applications for Beginners, First Edition.
Ulrich L. Rohde, G. C. Jain, Ajay K. Poddar, and A. K. Ghosh.
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) I ¼ 1

2
e3x sin 2xþ 3

4
e3x � cos 2x� 9

4

ð
e3x � cos 2x dx

) I ¼ 1

2
e3x � sin 2xþ 3

4
e3x cos 2x� 9

4
I þ c

) I þ 9

4
I ¼ 2

4
e3x � sin 2xþ 3

4
e3x cos 2xþ c

) 13

4
I ¼ 1

4
e3x 2 sin 2xþ 3 cos 2x½ � þ c

) I ¼ 1

13
e3x 2 sin 2xþ 3 cos 2x½ � þ c Ans:

Example (2): Evaluate
Ð
2x � sin 6x dx

Solution: Let I ¼ Ð 2x � sin 6x dx;

d

dx
2x ¼ 2x � log 2

ð
sin 6 dx ¼ � cos 6x

6

8>><
>>:

) I ¼ 2x � � cos 6x

6

� �
�
ð
2x log 2 � cos 6x

6

� �
dx

¼� 2x

6
cos 6xþ log 2

6

ð
2x � cos 6x dx;

ð
cos 6x dx ¼ sin 6x

6

�

I ¼� 2x

6
cos 6xþ log 2

6
2x � sin 6x

6
�
ð
2xlog 2 � sin 6x

6
dx

� �

¼� 2x

6
cos 6xþ log 2

62
� 2x � sin 6x� ðlog 2Þ2

62
I

) I þ ðlog 2Þ2
62

I ¼ log 2

62
2x sin 6x� 1

6
2x cos 6x

) 62 þ ðlog 2Þ2
62

I ¼ 1

62
2x log 2 sin 6x� 1

6
2x cos 6x

) I ¼ 2x

62 þ ðlog 2Þ2 log 2 sin 6x� 6 cos 6x½ � þ c Ans:

Example (3): Evaluate
Ð
ax � cos bx dx

Solution: Let I ¼ Ð ax � cos bx dx

d

dx
ax ¼ ax � log a

ð
cos bx dx ¼ sin bx

b

8>><
>>:

) I ¼ ax � sin bx
b

�
ð
ax log a � sin bx

b
dx

¼ 1

b
ax sin bx� log a

b

ð
ax � sin bx dx;

ð
sin bx dx ¼ � cos bx

b

�
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¼ 1

b
ax sin bx� log a

b
ax � � cos bx

b

� �
�
ð
ax log a � ð�cos bxÞ

b
dx

� �

I ¼ 1

b
ax sin bxþ log a

b2
ax cos 6x� ðlog aÞ2

b2

ð
ax cos bx dx

¼ 1

b
ax sin bxþ log a

b2
ax cos bx� ðlog aÞ2

b2
� I

) I þ ðlog aÞ2
b2

I ¼ 1

b
ax sin bxþ log a

b2
ax cos bx

) b2 þ ðlog aÞ2
b2

I ¼ 1

b
ax sin bxþ log a

b2
ax cos bx

) I ¼ ax

b2 þ ðlog aÞ2 b sin bxþ log a cos bx½ � þ c Ans:

Example (4): Evaluate
Ð
e2x cos2 x dx

Solution: Let I ¼ Ð e2x cos2 x dx

Note: Here we must use the identity

cos 2x¼ 2 cos2 x� 1 ) cos2 x ¼ 1þ cos 2x

2

) I ¼
ð
e2x � 1þ cos 2x

2

� �
dx ¼ 1

2

ð
e2x dxþ 1

2

ð
e2x cos 2x dx

¼ 1

2
� e

2x

2
þ 1

2

ð
e2x cos 2x dx ) I ¼ 1

4
e2x þ 1

2

ð
e2xcos 2x dx

Now, it is quite easy to find the integral ð1=2Þ Ð e2x cos 2x dx, as in Example (1).

I ¼ 1

8
e2x 2þ sin 2xþ cos 2x½ � þ c Ans:

Example (5): Evaluate
Ð
sinðlog xÞ dx ¼ I ðsayÞ

Solution: Put log x¼ t so that x¼ et

) 1

x
dx¼ dt or dx ¼ x dt ¼ et dt

) I ¼
ð
ðsin tÞ � et dt ¼

ð
et � sin t dt

d

dt
et ¼ et

ð
sin t dt ¼ �cos t

8>><
>>:

) I ¼ et � ð�cos tÞ �
ð
et � ð�cos tÞ dt

¼ �et � cos tþ
ð
et � cos t dt

ð
cos t dt ¼ sin t

�

INTRODUCTION 119



¼ �et � cos tþ et � sin t�
ð
et � sin t dt

� �
¼ �et � cos tþ et � sin t� I

) 2I ¼ et sin t� et cos t ) I ¼ et

2
sin t� cos t½ � þ c

) I ¼ x

2
sinðlog xÞ � cosðlog xÞ½ � þ c Ans:

Example (6): Evaluate

ð
e�x cos x dx

Solution: Let I ¼
ð
e�x � cos x dx;

d

dx
ðe�xÞ ¼ �e�x

ð
cos x dx ¼ sin x

8>><
>>:

) I ¼ e�x � sin x�
ð
ð�e�xÞsin x dx

¼ e�x � sin xþ
ð
e�x � sin x dx

ð
sin x dx ¼ �cos x

�

) I¼ e�x � sin xþ e�x � ð�cos xÞ �
ð
ð�e�xÞ � ð�cos xÞdx

¼ e�x � sin x� e�x cos x�
ð
e�xcos x dx

¼ e�x � sin x� e�xcos x� I

) 2I ¼ e�xðsin x� cos xÞ ) I ¼ 1

2
e�xðsin x� cos xÞ þ c Ans:

Example (7): Evaluate
Ð
e2x sin x cos x dx

Solution: Let I ¼
ð
e2x sin x cos x dx

¼ 1

2

ð
e2xð2 sin x � cos xÞdx

¼ 1

2

ð
e2x � sin 2x dx

Now, it is very simple to evaluate the above integral.

1

8
e2xðsin 2x� cos 2xÞ þ c Ans:

4b.2 AN IMPORTANT RESULT: A COROLLARY TO

INTEGRATION BY PARTS

Statement: If f(x) is a differentiable function of x, thenð
ex f ðxÞ þ f 0ðxÞ½ �dx ¼ ex � f ðxÞ þ c ð1Þ

This result is treated as a standard formula.
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Remark: The above result suggests that in an integral of the form
Ð
ex FðxÞdx, if the

function F(x) can be expressed in the form [ f(x) þ f 0(x)], then we can directly write its

integral using (1).

Therefore, if we have to evaluate integrals of the form
Ð
ex FðxÞ dx [where F(x) is a

combination of functions], then we must try to express F(x) in the form [ f(x) þ f 0(x)], (if
possible), and that is all.

Now we shall prove the above result.

To prove ð
ex½ f ðxÞ þ f 0ðxÞ�dx ¼ ex � f ðxÞ þ c

where f(x) is a differentiable function of x.

Proof: Consider left-hand side of the Equation (1)

We have; LHS¼
ð
ex½ f ðxÞ þ f 0ðxÞ� dx

¼
ð
ex f ðxÞ dxþ

ð
exf 0ðxÞ dx

¼
ð
f ðxÞ � ex dxþ

ð
f 0ðxÞ � ex dx

Applying the rule of Integrating by Parts to the integral
Ð
f ðxÞ � ex dx.

We get,

I ¼ f ðxÞ � ex �
ð
f 0ðxÞ � ex dxþ

ð
f 0ðxÞex dxþ c

¼ f ðxÞ � ex þ c ¼ RHS

d

dx
ðf ðxÞÞ ¼ f 0ðxÞdx

ð
exdx ¼ ex

8>><
>>:

Method (2): The above result can also be proved by differentiating right-hand side of

Equation (1).

We have RHS¼ ex�f(x) þ c.

Now
d

dx
ex � f ðxÞ þ c½ � ¼ ex � f 0ðxÞ þ f ðxÞ � ex

¼ ex f 0ðxÞ þ f ðxÞ½ � ¼ ex f ðxÞ þ f 0ðxÞ½ � ¼ LHS

) Thus; we have proved the results;ð
ex f ðxÞ þ f 0ðxÞ½ �dx ¼ exf ðxÞ þ c

Now we shall evaluate some integrals of this type.

Example (8): Evaluate
Ð
ex

1þ sin x

1þ cos x

� �
dx ¼ I ðsayÞ
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Solution: Consider
1þ sinx

1þ cosx

¼ 1þ 2 sinðx=2Þ � cosðx=2Þ
1þ 2 cos2ðx=2Þ � 1

¼ 1

2 cos2ðx=2Þ þ
sinðx=2Þ
cosðx=2Þ

¼ 1

2
sec2

x

2
þ tan

x

2
¼ tan

x

2
þ 1

2
sec2

x

2

Let f ðxÞ ¼ tan
x

2
: Then f 0ðxÞ ¼ 1

2
sec2

x

2

) I ¼
ð
ex tan

x

2
þ 1

2
sec2

x

2

� �
dx

¼ ex tan
x

2
þ c Ans:

)

ð
ex f ðxÞ þ f 0ðxÞ½ �dx

¼ exf ðxÞ þ c

8<
:

Example (9): Evaluate

ð
x ex

ðxþ 1Þ2 dx ¼ I ðsayÞ

Solution: Consider
x

ðxþ 1Þ2 ¼
xþ 1� 1

ðxþ 1Þ2

¼ 1

xþ 1
� 1

ðxþ 1Þ2

Let f ðxÞ ¼ 1

xþ 1
: Then f 0ðxÞ ¼ � 1

ðxþ 1Þ2

) I ¼
ð
ex

1

xþ 1
þ �1

ðxþ 1Þ2
" #

dx

¼ ex

xþ 1
þ c Ans: )

ð
ex½ f ðxÞ þ f 0ðxÞ�dx ¼ ex � f ðxÞ þ c

�

Example (10): Evaluate

ð
5þ tan xþ sec2 x
� 	

ex dx ¼ I ðsayÞ

Solution: I ¼
ð
ex ð5þ tan xÞ þ sec2 x

 �

dx

Let f ðxÞ ¼ 5þ tan x ) f 0ðxÞ ¼ sec2 x

) I ¼
ð
ex½f ðxÞ þ f 0ðxÞ�dx

¼ ex � f ðxÞ þ c ¼ exð5þ tan xÞ þ c Ans:

Example (11): Evaluate

ð
x2 þ 1

ðxþ 1Þ2 e
x dx ¼ I ðsayÞ
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Solution: Consider
x2 þ 1

ðxþ 1Þ2

¼ ðx2 � 1Þ þ 2

ðxþ 1Þ2 ¼ x2 � 1

ðxþ 1Þ2 þ
2

ðxþ 1Þ2 ¼
x� 1

xþ 1
þ 2

ðxþ 1Þ2

Let f ðxÞ ¼ x� 1

xþ 1
) f 0ðxÞ ¼ ðxþ 1Þð1Þ � ðx� 1Þð1Þ

ðxþ 1Þ2 ¼ 2

ðxþ 1Þ2

) I ¼
ð
ex

x� 1

xþ 1

� �
þ 2

ðxþ 1Þ2
" #

dx

¼
ð
ex½ f ðxÞ þ f 0ðxÞ�dx

¼ ex f ðxÞ þ c ¼ ex
x� 1

xþ 1

� �
þ c Ans:

Example ð12Þ :
ð
esin xðsin x � cos xþ cos xÞdx ¼ I ðsayÞ

Solution: I ¼
ð
esin x cos xðsinþ 1Þdx

¼
ð
esin xðsin xþ 1Þcos x dx

Put sin x ¼ t ) cos x dx ¼ dt

) I ¼
ð
etðtþ 1Þdt

Let f ðtÞ ¼ t ) f 0ðtÞ ¼ 1

) I ¼
ð
et½ f ðtÞ þ f 0ðtÞ�dt ¼ et � f ðtÞ þ c

¼ et � tþ c ¼ esin t � sin tþ c Ans:

Example ð13Þ :
ð
ex½cot xþ logðsin xÞ�dx ¼ I ðsayÞ

Solution: I ¼
ð
ex½logðsin xÞ þ cot x�dx

Let f ðxÞ ¼ logðsin xÞ

) f 0ðxÞ ¼ 1

sin x
� cos x ¼ cot x

) I ¼
ð
ex½ f ðxÞ þ f 0ðxÞ�dx

¼ ex f ðxÞ þ c ¼ ex logðsin xÞ þ c Ans:
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Remark: The result:
Ð
ex½ f ðxÞ þ f 0ðxÞ�dx ¼ ex f ðxÞ þ c where f(x) is any derivable func-

tion of x, is very important. In this form of integral, the part
Ð
f 0ðxÞex dx cancels out when

the part
Ð
f ðxÞexdx is integrated by parts. In all the examples given above, the same thing

happens.

4b.3 APPLICATION OF THE COROLLARY TO INTEGRATION BY PARTS

TO INTEGRALS THAT CANNOT BE SOLVED OTHERWISE

Now, we give below, some integrals of a different form, where also the same phenomenon

occurs.

Example (14): Evaluate

ð
xþ sin x

1þ cos x
dx

Solution: Let I ¼
ð
xþ sin x

1þ cos x
dx

) I ¼
ð
xþ 2 sinðx=2Þ � cosðx=2Þ

2 cos2ðx=2Þ dx

¼
ð

x

2 cos2ðx=2Þ dxþ
ð
tan

x

2
dx

¼ 1

2

ð
x sec2

x

2
dxþ

ð
tan

x

2
dx ð2Þ

Now, we may integrate x sec2(x/2), taking sec2(x/2) as the second function or integrate tan

(x/2) taking 1 as the second function.

Thus;

ð
tan

x

2
: ð1Þ dx ¼ tan

x

2
:x�

ð
1

2
sec2

x

2
:x dx

¼ x tan
x

2
� 1

2

ð
x sec2

x

2
dx ð3Þ

Substituting this value of

ð
tan

x

2
dx in Equation ð2Þ; we get I ¼ x tan

x

2
þ c Ans:

Example (15): Evaluate

ð
log x� 1

ðlog xÞ2 dx

Solution: Let I ¼
ð
log x� 1

ðlog xÞ2 dx

124 FURTHER INTEGRATION BY PARTS



) I ¼
ð

log x

ðlog xÞ2 dx�
ð

1

ðlog xÞ2 dx

I ¼
ð

1

log x
dx�

ð
1

ðlog xÞ2 dx ð4Þ

Consider

ð
1

log x
dx ¼

ð
ðlog xÞ�1 � ð1Þdx

¼ ðlog xÞ�1 � x�
ð

�1ðlog xÞ�2 � 1
x

� �
� x dx

¼ x

log x
þ
ð

1

ðlog xÞ2 dx

Putting this value of

ð
1

log x
dx in Equation ð4Þ; we get

I ¼ x

log x
þ
ð

1

ðlog xÞ2 dx�
ð

1

ðlog xÞ2 þ c

) I ¼ x

log x
þ c Ans:

Now, we shall evaluate this integral by the method of substitution.

Method of Substitution:

Solution: Let I ¼
ð
log x� 1

ðlog xÞ2 dx

Put log x� 1 ¼ t ) log x ¼ tþ 1

) x ¼ etþ1 þ 1 ¼ e � et ) dx ¼ e � et dt; ½ ) e is a constan t�
) I ¼ e

ð
t

ðtþ 1Þ2 e
t dt ¼ e

ð
tþ 1� 1

ðtþ 1Þ2 et dt

¼ e

ð
1

tþ 1
� 1

ðtþ 1Þ2
" #

et dt

Let f ðtÞ ¼ 1

tþ 1
) f 0ðtÞ ¼ � 1

ðtþ 1Þ2 ;

) I ¼ e �
ð
et½f ðtÞ þ f 0ðtÞ�dt ¼ e � et � f ðtÞ þ c

) I ¼ e et � 1

tþ 1

� �
þ c ¼ etþ1 � 1

tþ 1
þ c

¼ eloge x � 1

loge x
þ c ) tþ 1 ¼ loge x½ �

¼ x

loge x
þ c Ans:
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Example (16): Evaluate

ð
log x

½1þ log x�2 dx ¼ I ðsayÞ

Solution: I ¼
ð
1þ log x� 1

½1þ log x�2 dx

I ¼
ð

1

½1þ log x� dx�
ð

1

½1þ log x�2 dx ð5Þ

Consider

ð
1

½1þ log x� dx ¼
ð
ð1þ log xÞ�1 � ð1Þdx

¼ ð1þ log xÞ�1ðxÞ �
ð
d

dx
½1þ log x��1 � x dx

¼ x

1þ log x
�
ð

�1 � ð1þ log xÞ�2 � 1
x

� �
� x dx

¼ x

1þ log x
þ
ð

1

ð1þ log xÞ2 dx

Putting this value in Equation ð5Þ; we get

I ¼ x

1þ log x
þ
ð

1

ð1þ log xÞ2 dx�
ð

1

½1þ log x�2 dx

) I ¼ x

1þ log x
þ c Ans:

4b.4 SIMPLER METHOD(S) FOR EVALUATING STANDARD INTEGRALS

Now, we shall prove the following three standard results, by using the rule of integration by

parts

Identity (1)

ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

p
dx ¼ x

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

p
þ a2

2
log xþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

ph i
þ c

Identity (2)

ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � a2

p
dx ¼ x

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � a2

p
� a2

2
log xþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � a2

ph i
þ c

Identity (3)

ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � x2

p
dx ¼ x

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � x2

p
þ a2

2
sin�1 x

a
þ c

In the process of computing the above integrals, the following integrals are used.

(i)

ð
dxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ a2
p dx ¼ log xþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

ph i
þ c

(ii)

ð
dxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 � a2
p dx ¼ log xþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � a2

ph i
þ c

(iii)

ð
dxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a2 � x2
p dx ¼ sin�1 x

a


 �
þ c
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Recall that these results were obtained in Chapter 3b and that they are also treated as standard

results. Nowwe proceed to prove Identity (1), Identity (2), and Identity (3) by twomethods: (a)

by parts and(b) by substitution to compare and show that the method of integration by parts is

comparatively simpler and less time consuming.

Example (17):

ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

p
dx ¼ x

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

p
þ a2

2
log xþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

ph i
þ c

Solution:

Let I ¼
ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ a2
p

dx

¼
ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ a2
p

ð1Þ dx
d

dx

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

p

¼ 1

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

p � 2x ¼ xffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

p

8><
>:

Integrating by parts, we get

I ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

p � x�
ð

xffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

p � x dx ¼ x �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

p
�
ð

x2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

p dx

¼ x � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

p �
ð ðx2 þ a2Þ � a2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ a2
p dx

I ¼ x � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

p �
ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ a2
p

dxþ a2
ð

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

p dx

¼ x � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

p � I þ a2 � log xþ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

p
 �þ cI

) 2I ¼ x � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

p þ a2 � log xþ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

p
 �þ cI

) I ¼ x

2
�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

p
þ a2

2
log xþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

ph i
þ c

Now, let us evaluate

ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

p
dx, using trigonometric substitution.

Solution: Put x ¼ a tan t ) dx ¼ a sec2 t dt

)
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

p ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 tan2 tþ a2

p ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 sec2 t

p
¼ a sec t

) I ¼
ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ a2
p

dx ¼
ð
a sec t � a sec2t dt

¼ a2
ð
sec3 t dt ð6Þ

To find
Ð
sec3 t dt, we resort to integration by parts, taking sec t as the first function and sec2 t

as the second function.
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Now;

ð
sec3 t dt ¼

ð
sec t � sec2 t dt

d

dt
ðsec tÞ ¼ sec t � tan t

ð
sec2 t dt ¼ tan t

8>><
>>:

¼ sec t � tan t�
ð
ðsec t � tan tÞ � tan t dt

¼ sec t � tan t�
ð
sec t � tan2 t dt

¼ sec t � tan t�
ð
sec tðsec2 t� 1Þdt

¼ sec t � tan t�
ð
sec3 t dtþ

ð
sec t dt

Shifting the term
Ð
sec3 t dt to left-hand side, we get

2

ð
sec3 t dt ¼ sec t � tan tþ logðsec tþ tan tÞ þ cI

ð
sec3 t dt ¼ 1

2
sec t � tan tþ logðsec tþ tan tÞ½ � þ c1

) a2
ð
sec3 t dt ¼ a2

2
sec t � tan tþ logðsec tþ tan tÞ½ � þ c1

ð7Þ

where; tan t ¼ x

a
; ) x ¼ a tan t½ �

and a2
ð
sec3 t dt ¼

ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

p
dx ð7AÞ

½see Equation ð6Þ above�

t

a

x
a2 + x2

x = a tan t

Now, consider the right-hand side of Equation (7), we get

sec t � tan t ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

p

a
� x
a
¼ x

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

p

a2
ð7BÞ

and log sec tþ tan t½ � ¼ log

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

p

a
þ x

a

" #

¼ log
xþ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ a2
p

a

" #
¼ log xþ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ a2
p
 �� log a ð7CÞ

128 FURTHER INTEGRATION BY PARTS



Using (7A), (7B), and (7C) in Equation (7), we get

ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

p
dx ¼ a2

2

x

a2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

p
þ log xþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

p
 �
� log a

h i
þ c1

¼ x

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

p
þ a2

2
log xþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

ph i
� a2

2
log aþ c1

¼ x

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

p
þ a2

2
log xþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

ph i
þ c

Note that for evaluating
Ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ a2
p

dx, by the above method (of substitution) is quite lengthy

and time consuming. The simplest approach to integrate the above function is to use the rule of

integration by parts, taking unity as the second function.

Example (18):

ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � a2

p
dx ¼ x

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � a2

p
� a2

2
log xþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � a2

ph i
þ c

Solution:

Let I ¼
ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 � a2
p

dx

¼
ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 � a2
p

ð1Þ dx
d

dx

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � a2

p

¼ 1

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � a2

p � 2x ¼ xffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � a2

p

8><
>:

Integrating by parts, we get

I ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � a2

p
� x�

ð
xffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 � a2
p � x dx ¼ x �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � a2

p
�
ð

x2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � a2

p dx

¼ x �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � a2

p
�
ð ðx2 � a2Þ þ a2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 � a2
p dx

I ¼ x �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � a2

p
�
ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 � a2
p

dx� a2
ð

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � a2

p dx

¼ x �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � a2

p
� I � a2

ð
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 � a2
p dx

) 2I ¼ x �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � a2

p
� a2

ð
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 � a2
p dx

) I ¼ x

2
�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � a2

p
� a2

2
log xþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � a2

ph i
þ c

Now, let us evaluate
Ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 � a2
p

dx, using trigonometric substitution.

ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � a2

p
dx ¼ x

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � a2

p
� a2

2
log xþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � a2

ph i
þ c
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Solution: Let
Ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 � a2
p

dx ¼ I

Put x ¼ a sec t ) dx ¼ a sec t tan t � dt

) I ¼
ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a2 sec2 t� a2
p

a sec t � tan t dt

¼
ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a2ðsec2 t� 1Þ
p

� a sec t � tan t dt

¼
ð
a tan t � a sec t � tan t dt

¼ a2
ð
sec t � tan2 t dt ¼ a2

ð
sec t � ðsec2 t� 1Þdt

¼ a2
ð
sec3 t dt� a2

ð
sec t dt ð8Þ

Now, to find
Ð
sec3 t dtwe resort to integration byparts, taking sec t as the first function and sec2t

as the second function.

ð
sec3 t dt ¼

ð
sec t � sec2 t dt

d

dt
ðsec tÞ ¼ sec t � tant

ð
sec2 t dt ¼ tan t

8>>><
>>>:

¼ sec t � tan t�
ð
sec t tan t � tan t dt

¼ sec t � tan t�
ð
sec t tan2 t � dt

¼ sec t � tan t�
ð
sec t ðsec2 t� 1Þdt

¼ sec t � tan t�
ð
sec3 t dtþ

ð
sec t dt

) 2

ð
sec3t dt ¼ sec t tan tþ

ð
sec t dt

)
ð
sec3 t dt ¼ 1

2
sec t � tanþ 1

2

ð
sec t dt

) a2
ð
sec3 t dt ¼ a2

2
sec t � tan tþ a2

2

ð
sec t dt

Using this result in Equation (8), we get

I ¼ a2

2
sec t � tan tþ a2

2

ð
sec t dt� a2

ð
sec t dt

¼ a2

2
sec t � tan t� a2

2

ð
sec t dt

¼ a2

2
sec t � tan t� a2

2
logðsec tþ tan tÞ þ c1 ð9Þ
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Now, consider x¼ a sec t

t

a

x
x2 – a2

x = a sec t

) sec t ¼ x

a

) a2

2
sec t � tan t ¼ a2

2

x

a
�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � a2

p

a

" #

¼ x

2
�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � a2

p
ð9AÞ

and
a2

2
log sec tþ tan t½ � ¼ a2

2
log

x

a
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � a2

p

a

" #

¼ a2

2
log

xþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � a2

p

a

" #
¼ a2

2
log xþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � a2

p
 �
� log a

h i

¼ a2

2
log xþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � a2

ph i
� a2

2
log a ð9BÞ

Using (9A) and (9B) in (9), we get

I ¼ x

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � a2

p
� a2

2
log xþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � a2

ph i
þ c Ans:

Example (19): To prove

ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � x2

p
dx ¼ x

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � x2

p
þ a2

2
sin�1 x

a
þ c

Solution:

Let I ¼
ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a2 � x2
p

dx

) I ¼
ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a2 � x2
p

ð1Þdx
d

dx

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � x2

p

¼ 1

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � x2

p � ð�2xÞ ¼ � xffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � x2

p

8><
>:
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Integrating by parts, we get

I ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � x2

p
� x�

ð
� xffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a2 � x2
p � ðxÞdx

¼ x �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � x2

p
�
ð �x2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a2 � x2
p dx ¼ x �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � x2

p
�
ð ða2 � x2Þ � a2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a2 � x2
p dx

¼ x �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � x2

p
�
ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a2 � x2
p

dxþ a2
ð

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � x2

p dx

¼ x �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � x2

p
� I þ a2sin�1 x

a


 �
þ c1

) 2I ¼ x �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � x2

p
þ a2 � sin�1 x

a


 �
þ c1

) I ¼ x

2
:
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � x2

p
þ a2

2
sin�1 x

a


 �
þ c

or

ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � x2

p
dx ¼ x

2
�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � x2

p
þ a2

2
sin�1 x

a


 �
þ c

Observation

Here, it may be mentioned that this particular integral can also be easily evaluated by the

method of substitution, without resorting to the method of integration by parts as will be clear

from the following proof.

Method of Substitution:

ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � x2

p
dx ¼ x

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � x2

p
þ a2

2
sin�1 x

a
þ c

Solution: Let I ¼
ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a2 � x2
p

dx

Put x¼ a sin t ) dx ¼ a cos t dt

) I ¼
ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a2 � a2 sin2 t
p

a cos t dt ¼
ð
a cos t � a cos t dt

¼ a2
ð
cos2 t dt

cos 2t ¼ 2 cos2 t� 1

) cos2t ¼ 1

2
cos 2tþ 1½ �

8><
>:

¼ a2
ð
cos 2tþ 1

2
dt ¼ a2

2

ð
cos 2t dtþ a2

2

ð
dt

¼ a2

2

sin 2t

2

� �
þ a2

2
tþ c ¼ a2

2

2 sin t � cos t
2

� �
þ a2

2
tþ c

¼ a2

2
sin t � cos t½ � þ a2

2
tþ c ð10Þ
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a2 – x2

a

t

x

x = a sin t

Now x ¼ a sin t ) sin t ¼ x

a
) t ¼ sin�1 x

a

) cos t ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � x2

p

a

) I ¼ a2

2

x

a
�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � x2

p

a

" #
þ a2

2
sin�1 x

a


 �
þ c

or

ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � x2

p
dx ¼ x

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � x2

p
þ a2

2
sin�1 x

a


 �
þ c Ans:

4b.5 TO EVALUATE
Ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ax2 þ bxþ c
p

dx

Now,we are in a position to evaluate integrals of the form
Ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ax2 þ bxþ c
p

dx. For this purpose

we express the quadratic expression ax2 þ bx þ c as the sum or difference of two squares.

Besides, we can also evaluate those integrals that can be reduced to this form.

Illustrative Examples

Example (20): Evaluate

ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
16� 9x2

p
dx

Solution: Let I ¼
ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

16� 9x2
p

dx

Consider 16� 9x2 ¼ 9
16

9
� x2

� �
¼ 32

4

3

� �2

� x2

" #ð1Þ

) I ¼
ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

32 4=3ð Þ2 � x2
h ir

dx ¼ 3

ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4=3ð Þ2 � x2

q
dx

¼ 3
x

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4=3ð Þ2 � x2

q
þ 1

2

4

3

� �2

sin�1 x

4=3

� �" #
þ c

¼ 3
x

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
16

9
� x2

r
þ 16

18
sin�1 3x

4

� �" #
þ c

¼ 3
x

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
16� 9x2

p

3
þ 16

18
sin�1 3x

4

� �" #
þ c

¼ x

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
16� 9x2

p
þ 8

3
sin�1 3x

4

� �
þ c Ans:

(1)
Ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a2 � x2
p

dx ¼ x
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � x2

p
þ a2

2
sin�1 x

a

� 	þ c

TO EVALUATE
Ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ax2 þ bxþ c
p

dx 133



Example (21): Evaluate
Ð
x2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a6 � x6

p
dx

Solution: Let I ¼
ð
x2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a6 � x6

p
dx ¼

ð
x2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ða3Þ2 � ðx3Þ2

q
dx

Put x3 ¼ t ) 3x2 dx ¼ dt ) x2 dx ¼ dt

3

) I ¼ 1

3

ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ða3Þ2 � t2

q
dt ¼ 1

3

t

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ða3Þ2 � t2

q
þ ða3Þ2

2
� sin�1 t

a3


 �" #
þ c

¼ 1

3

t

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a6 � t2

p
þ a6

2
sin�1 t

a3


 �� �
þ c

¼ 1

3

x3

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a6 � x6

p
þ a6

2
sin�1 x

3

a3

� �
þ c Ans:

Example (22): Evaluate
Ð
cos x

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4 sin2 xþ 9

p
dx

Solution: Let I ¼ Ð cos x ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4 sin2 xþ 9

p
dx

Put sin x ¼ t ) cos x dt

) I ¼
ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4t2 þ 9
p

dt ¼ 2

ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t2 þ ð3=2Þ2

q
dt

¼ 2
t

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t2 þ ð3=2Þ2

q
þ 1

2

3

2

� �2

log tþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t2 þ ð3=2Þ2

q� �" #
þ c1

¼ 2
t

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4t2 þ 9

p

2
þ 1

2

9

4

� �
log tþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4t2 þ 9

p

2

 !" #
þ c1

¼ t
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4t2 þ 9

p

2
þ 9

4
log

2tþ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4t2 þ 9

p

2

 !
þ c1

¼ sin x
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4 sin2 xþ 9

p
2

þ 9

4
log 2 sin xþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4 sin2 xþ 9

p
 �
þ c Ans:

where c ¼ c1 � log 2

Example (23): Evaluate
Ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2x2 þ 2xþ 5
p

dx

Solution: Let I ¼ Ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2x2 þ 2xþ 5

p
dx
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Consider 2x2 þ 2x þ 5

¼ 2 x2 þ xþ 5

2

� �
¼ 2 x2 þ 2

1

2

� �
xþ 1

4
þ 9

4

� �

¼ 2 xþ 1

2

� �2

þ 3

2

� �2
" #

) I ¼
ffiffiffi
2

p ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xþ 1

2

� �2

þ 3

2

� �2
s

dxð2Þ

¼
ffiffiffi
2

p
ðxþ 1=2Þ

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xþ 1

2

� �2

þ 3

2

� �2
s

þ 1

2

3

2

� �2

log xþ 1

2

� �
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xþ 1

2

� �2

þ 3

2

� �2
s8<

:
9=
;

2
66666664

3
77777775
þ c

Note: This expression can be further simplified as given below. However, it can be left at this

stage also, thus avoiding possible mistakes in the process of simplification.

I ¼ ffiffiffi
2

p ð2xþ 1Þ
4

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2x2 þ 2xþ 5

p
ffiffiffi
2

p þ 9

8
log xþ 1

2

� �
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ xþ 5

2

r( )" #
þ c

¼ ð2xþ 1Þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2x2 þ 2xþ 5

p

4
þ 9

ffiffiffi
2

p

8
log xþ 1

2

� �
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ xþ 5

2

r" #
þ c Ans:

Example (24): To evaluate
Ð ðpxþ qÞ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ax2 þ bxþ c
p

dx ¼ I ðsayÞ

Method: We find two constants A and B such that

pxþ q ¼ A
d

dx
ax2 þ bxþ c
� 	þ B

i:e:; pxþ q ¼ ð2aAxþ AbÞ þ B

) pxþ q ¼ 2aAxþ ðAbþ BÞ ð11Þ
Equating coefficients of x and constants on both sides, we find A and B. Then, we use

Equation (11) to substitute for (px þ q) in the given integral, and get

I ¼ A

ð
ð2axþ bÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ax2 þ bxþ c

p
dxþ B

ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ax2 þ bxþ c

p
dx

The second integral on right-hand side is of the type, already considered above. Thefirst integral

is of the type
Ð
f 0ðxÞ ffiffiffiffiffiffiffiffiffi

f ðxÞp
dx that can be easily computed by substitution.

(2)

ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

p
dx ¼ x

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

p
þ a2

2
log xþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

p
 �
c

TO EVALUATE
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We put f ðxÞ ¼ t ) f 0ðxÞdx ¼ dt

)
ð
f 0ðxÞ

ffiffiffiffiffiffiffiffiffi
f ðxÞ

p
dx ¼

ð ffiffi
t

p
dt ¼

ð
t1=2 dt

¼ t3=2

3=2
þ c ¼ 2

3
½f ðxÞ�3=2 þ c Ans:

Exercise

Evaluate the following integrals:

(1)

ð
e3x sin 4x dx

Ans:
1

25
e3xð3 sin 4x� 4 cos 4xÞ þ c

(2)

ð
5x cos 3x dx

Ans:
5x

9þ ðlog 5Þ2 log 5 cos 3xþ 3 sin 3x½ � þ c

(3)

ð
e2x sin2 3x dx

Ans:
1

4
e2x 1� 1

20
2 cos 6xþ 6 sin 6xð Þ

� �
þ c

(4)

ð
2� sin 2x

1� cos 2x
ex

Ans: � ex cot xþ c

(5)

ð
1þ xþ x2

1þ x2
etan

�1 x

Ans: x etan
�1 x þ c

(6)
ð
ex

xþ 2

ðxþ 3Þ2
" #

dx

Ans:
ex

xþ 3
þ c

(7)
ð
esin

�1 x xþ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x2

p
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x2

p
" #

dx

Ans: x � esin�1 x þ c
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(8)

ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3x2 þ 4xþ 1

p
dx

Ans:
3xþ 2

6

� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3x2 þ 4xþ 1

p
�

ffiffiffi
3

p

18
log xþ 2

3
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ 4x

3
þ 1

3

r" #
þ c

(9)

ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
8þ 2x� x2

p
dx

Ans:
x� 1

2

� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
8þ 2x� x2

p
þ 9

2
sin�1 x� 1

3

� �
þ c

(10)

ð
ðxþ 3Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
5� 4x� x2

p
dx

Ans: � 1

3
ð5� 4x� x2Þ3=2 þ xþ 2

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
5� 4x� x2

p
þ 9

2
sin�1 xþ 2

3

� �
þ c

TO EVALUATE
Ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ax2 þ bxþ c
p

dx 137



5 Preparation for the Definite
Integral: The Concept of Area

5.1 INTRODUCTION

We have an intuitive idea of area. It is a measure that tells us about the size of a region which is

“the part of a plane” enclosed by a closed curve. Since the time of the ancient Greeks,

mathematicians have attempted to calculate areas of plane regions.Themost basic plane region

is the rectangle whose area is the product: base� height (Figure 5.1a).

The ancient Greeks used Euclidean geometry to compute the areas of parallelograms and

triangles. They also knew how to compute the area of any polygon by partitioning it into

triangles (Figure 5.1b). We know that area of a triangle is given by A¼ 1/2bh.
(1) In this section,

we define the area of a region in a plane, if the region is bounded by a curve. For this purpose, it

must be realized that the area of a polygon can be defined as the sum of the areas of triangles

into which it is decomposed, and it can be proved that the area thus obtained is independent of

how the polygon is decomposed into triangles.(2)

When we consider a region with a curved boundary, the problem of assigning the area is

more difficult. It was Archimedes (about 287–212 BC), who provided the key to a solution by

ingenious use of the “method of exhaustion”. With this method, he found the area of certain

complex regions by inscribing larger and larger polygons of knownarea in such a region so that

it would eventually be “exhausted.”

Archimedes went further, considering circumscribed polygons as well. He showed that you

get the same value for the area of the circle of radius 1 (�3.14159),whether you use inscribed or

circumscribed polygons. The fact that the modern definition of area stems from Archimedes’

method of exhaustion is a tribute to his genius.

In this chapter,wewill use the problem of computing area tomotivate the definition of what

wewill call the definite integral of a continuous function. Then, wewill use the definite integral

to define the area of a region. Finally, the fundamental theorem of integral Calculus will

provide a simple method of computing many definite integrals, in terms of numbers that may

represent various quantities (Figure 5.2).

Introduction to Integral Calculus: Systematic Studies with Engineering Applications for Beginners, First Edition.
Ulrich L. Rohde, G. C. Jain, Ajay K. Poddar, and A. K. Ghosh.
� 2012 John Wiley & Sons, Inc. Published 2012 by John Wiley & Sons, Inc.

(1) Now, we also know that if a, b, c are the lengths of sides of a triangle, then its area A is given by

A ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sðs� aÞðs� bÞðs� cÞp

, where s ¼ ðaþ bþ cÞ=2, the semiperimeter.

(2) These considerations are useful since we are laying the foundation that is necessary to motivate geometrically the

definition of the definite integral.

5-The definite integral (The concept of area, definite integral as an area, definite integral as limit of a sum, Riemann

sums, and analytical definition of definite integral)

139



Note: Before discussing the area of a plane region, we indicate why we use the terminology

“measure of the area”. The word measure refers to a number (no units are included). For

example, if the area of a triangle is 20 cm2, we say that the square-centimeter measure of the

area of the triangle is 20. When the wordmeasurement is applied, the units are included. Thus,

the measurement of the area of the triangle is 20 cm2.

5.2 PREPARATION FOR THE DEFINITE INTEGRAL

Consider nowa regionR in the plane as shown in Figure 5.3. It is bounded by thex-axis, the lines

x¼ a and x¼ b, and the curve having the equation y¼ f(x), where f is a function continuous on

the closed interval [a, b].

Inscribed polygons

Circumscribed polygons

T1 T2

FIGURE 5.2

b

A = b × h

(a)

h

(b)

FIGURE 5.1
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For simplicity, assume that all values taken by the function f are non-negative, so that the

graph of the function is a curve above the x-axis.

Wewish to assign a number A to the measure of the area of R, and we use a limiting process

similar to the one used in defining the area of a circle. The area of a circle is defined as the limit of

the areas of inscribed regular polygons as the number of sides increases without bound.(3)

Now, let us consider the regionRbounded by parabola f(x)¼ x2, thex-axis and the linex¼ 2

(Figure 5.4). (Since R and R0 together comprise a triangle whose area is 4, finding the area

of R is equivalent to finding the area of R0.)

y

a b

R

x

y = f(x)

0

FIGURE 5.3

R0

R

4

0 2

y

x

f (x) = x2

FIGURE 5.4

(3) We realize intuitively that, whatever number is chosen to represent A, that number must be at least as great as the

measure of area of any polygonal region contained in R, and it must be no greater than the measure of the area of any

polygonal region containing R.
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We can define a polygonal region contained in R. For this purpose, we inscribe rectangles in

the region R, as shown in Figure 5.5a and b. Then the sum of the areas of the rectangles is less

than the area of R.

Similarly, ifwe circumscribe rectangles about R, as in Figure 5.6a and b, then the sumof the

areas of the rectangles is greater than the area of R. Of course, we can find the area of each

rectangle as the product of its base and height.

y

x

f(x) = x2

0 2

4

(a)

f(x) = x2

x

0 2

y

4

(b)

FIGURE 5.5

f (x) = x2

x

0 2

y

4

(a)

f(x) = x2

x

0 2

y

4

(b)

FIGURE 5.6
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A crucial observation to make about this process is that as the bases of the rectangles

become smaller and smaller, the sum of the areas of the rectangles appears to approach the

area of R.This suggests that the area ofR should be defined as the limit (in a sense to be clarified

later) of the sum of the areas of inscribed or circumscribed rectangles. Our definition of area

will be based on this idea.

Our assertion thus far about the area of R has rested on the following three basic properties

we expect area to possess:

(1) The Rectangle Properties: The area of a rectangle is the product of its base and height.

(This property is treated as the definition of area of a rectangle.)

(2) The Addition Properties: The area of a region composed of several smaller regions

that overlap in at most a line segment is the sum of the areas of the smaller

regions.(4)

(3) The Comparison Property: The area of a region that contains a second region is at least

as large as the area of the second region.(5)

It is important to understand where each of these properties was employed in the preceding

discussion. They will play a major role in the definition of area to be discussed.

5.3 THE DEFINITE INTEGRAL AS AN AREA

Consider a function y¼ f(x) which is continuous and positive in a closed interval [a, b]. We

think of the function as represented by a curve, and consider the area of the region which is

bounded above by the curve, at the sides by the straight lines x¼ a and x¼ b, and below by the

portion of the x-axis between the points a and b (Figure 5.7).

y

x

0 a b

F
a

b

y = f(x)

FIGURE 5.7

(4) This is so because a line has only one dimension namely “length”, and it has no width. Thus, a line has no area.
(5) In other words, if two regions “A” and “B” are such that A contains B, then area of A is at least as large as the area of B.
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That there is a definite meaning in speaking of the area of this region is an assumption

inspired by intuition. We denote the area of this region by Fb
a and call it the definite integral of

the function f(x) between the limits a and b. When we actually seek to assign a numerical value

to this area, we find that we are, in general, unable to measure areas of such regions with curved

boundaries.

However, there is a way out. We adopt a method (based on Archimedes’ method of

exhaustion), which as you will see applies to more complex regions. The method involves the

summation of the areas of rectangles.

The whole process is explained below through a very simple example. Consider a right

triangle formed by the lines y¼ f(x)¼ 2x, y¼ 0 (the x-axis), and x¼ 1, as shown in the

Figure 5.8.

Let b¼ length of the base and h¼ length of the height, then, from geometry, the area A of

the triangle is

A ¼ 1

2
� b� h ¼ 1

2
� ð1Þ � ð2Þ ¼ 1 square unit

Next, we can also determine the area of this region by another method, as suggested in the

discussion above. [We have chosen a simple function f(x)¼ 2x, to explain the method easily

and simplify calculations for checking the results.]

Let us divide the interval [0,1] on the x-axis into four subintervals of equal lengthDx. This is
done by equally spaced points x0¼ 0, x1¼ 1/4, x2¼ 2/4, x3¼ 3/4, and x4¼ 4/4¼ 1 (see

Figure 5.9). Each subinterval has length Dx¼ 1/4.

These subintervals determine four subregions: R1, R2, R3, and R4. With each subregion,

we can associate a circumscribed rectangle (Figure 5.10); that is, a rectangle whose base

2

x

10

y

f (x) = 2x

FIGURE 5.8
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is the corresponding subinterval and whose height is the maximum value of f on that

subinterval.

In this case, since f is an increasing function, the maximum value of f on each subinterval

will occur when x is the right-hand end point of the subinterval.

The areas of the circumscribed rectangles (Figure 5.10) associated with regions R1, R2, R3,

and R4 are 1/4 f (1/4), 1/4 f (2/4), 1/4 f (3/4), and 1/4 f (4/4), respectively. The area of each

rectangle is an approximation to the area of its corresponding subregion.

Thus, the sum of the areas of the circumscribed rectangles, denoted byF4 (upper sum), is an

approximation to the area A of the triangle.

F4 ¼ 1

4
f

1

4

� �
þ 1

4
f

2

4

� �
þ 1

4
f

3

4

� �
þ 1

4
f

4

4

� �

¼ 1

4
2

1

4

� �
þ 2

2

4

� �
þ 2

3

4

� �
þ 2

4

4

� �� �
; ) f ðxÞ ¼ 2xð Þ

¼ 1

4

1

2
þ 2

2
þ 3

2
þ 4

2

� �
¼ 10

8
¼ 5

4

Using sigma notation, we can write

F4 ¼
X4
i¼1

f ðxiÞDx

Obviously, F4 is greater than the actual area of the triangle, since it includes areas of shaded

regions that are not in the triangle (Figure 5.10).

y

f (x) = 2x

R4
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1
4
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X0 xX1 X2 X3 X4
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4
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4

4
4

FIGURE 5.9
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Similarly, the areas of the four inscribed rectangles (Figure 5.11) associated withR1,R2,R3,

and R4 are 1
4
f ð0Þ; 1

4
f 1

4

� �
; 1
4
f 2

4

� �
; and 1

4
f 3

4

� �
, respectively. Their sum, denoted by F4 (lower

sum), is also an approximation to the area A of the triangle.(6)

F4 ¼ 1

4
f ð0Þ þ 1

4
f

1

4

� �
þ 1

4
f

2

4

� �
þ 1

4
f
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� �
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4
2ð0Þ þ 2

1

4

� �
þ 2
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� �
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3
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� �� �
; ) f ðxÞ ¼ 2xð Þ

¼ 1

4
0þ 1

2
þ 2

2
þ 3

2

� �
¼ 6

8
¼ 3

4

Using sigma notation, we can write

F4 ¼
X4
i¼1

f ðxi�1ÞDx

y

x

f (x) = 2x

f (1 )4

f (2 )4

f (3 )4

f (4 )4

1
4

2
4

3
4

4
4

0

FIGURE 5.10

(6) Since f is an increasing function, theminimumvalue of fon each subintervalwill occurwhenx is the left-hand end point.

In general, maximum or minimum values of a function, on each subinterval, may occur at any point in the subinterval.
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Clearly, F4 is less than the area of the triangle because the rectangles do not account for that

portion of the triangle, which is not shaded. Note that

3

4
¼ F4 � A � F4 ¼ 5

4

We say that F4 is an approximation to A from below and F4 is an approximation to A

from above.

If [0,1] is divided intomore subintervals, better approximations toAwill occur. For example,

let us use six subintervals of equal length Dx ¼ 1=6. Then, the total area of six circumscribed

rectangles (i.e., the upper sum) is given by

F6 ¼ 1

6
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and, the total area of six inscribed rectangles (i.e., the lower sum) is given by

F ¼ 1

6
f ð0Þ þ 1

6
f
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6
f
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6
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3
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� �
¼ 15

18
¼ 5

6

Note that F6 � A � F6 and, with appropriate labeling, both F6 and F6 will be of the formP
f ðxÞDx.(7)
More generally, if we divide [0,1] into n subintervals of equal length Dx, then Dx¼ 1/n and

the end points of the subintervals are x¼ 0, 1/n, 2/n, . . ., (n� 1)/n and n/n¼ 1 (see Figure 5.12).

y

f (x) = 2x
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1
nf (   )

2
nf (   )

n
nf (   )

1
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n

n
n

x

n –1
n

FIGURE 5.12

(7) F 6 ¼
P6
i¼1

f ðxiÞDx; F 6 ¼
P5
i¼0

f ðxiÞDx.
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The total area of n circumscribed rectangles is

Fn ¼ 1

n
f

1

n

� �
þ 1

n
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� �
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� �
; )f ðxÞ ¼ 2x½ �

¼ 2

n2
1þ 2þ 3þ . . .þ n½ �; ðby taking out 2=n from each termÞ

¼ 2

n2

� �
nðnþ 1Þ

2
; since 1þ 2þ . . .þ n ¼ nðnþ 1Þ

2

� �
¼ nþ 1

n

ð1Þ

And for n inscribed rectangles, the total area determined by the subintervals is (see Figure 5.13)

Fn ¼
1

n
f ð0Þ þ 1

n
f

1

n

� �
þ . . .þ 1

n
f
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n

� �
. . .þ 1

n
f

n� 1

n

� �

¼ 1
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2ð0Þ þ 2

1

n

� �
þ 2

2

n

� �
þ . . .þ 2

n� 1

n

� �� �

¼ 2

n2
0þ 1þ 2þ 3þ . . .þ ðn� 1Þ½ �

¼ 2

n2
ðn� 1Þn

2
¼ n� 1

n
; since 1þ 2þ . . .þ ðn� 1Þ ¼ ðn� 1ÞðnÞ

2

� �

ð2Þ

From equations (1) and (2), we observe that both Fn and Fn are sums of the form
P

f ðxÞDx.
From the nature of Fn and Fn, it is reasonable and indeed true to write Fn � A � Fn. As n

becomes larger, Fn and Fn become better approximations to A from below and from above,

respectively. Ifwe take the limit ofFn and Fn as n ! ,1 through positive integral values, weget

lim
n!1 Fn ¼ lim

n!1
n� 1

n
¼ lim

n!1 1� 1

n

� �
¼ 1; and

lim
n!1Fn ¼ lim

n!1
nþ 1

n
¼ lim

n!1 1þ 1

n

� �
¼ 1

Since Fn and Fn both have the same common limit, we write

lim
n!1Fn ¼ lim

n!1Fn ¼ 1 ð3Þ

and since Fn � A � Fn,we take this common limit to be the area of the triangle. Thus we get,

the area A¼ 1 square unit. This also agrees with our earlier finding.

Mathematically, the sums Fn and Fn, as well as their common limit have a meaning, which

is independent of area. For the function f(x)¼ 2x, over the interval [0, 1],we define the common

limit of Fn and Fn to be the definite integral of f(x)¼ 2x, from x¼ 0 to x¼ 1. Symbolically

we write this as
ð1
0

f ðxÞdx ¼
ð1
0

2x dx ¼ 1 ð4Þ
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The numbers 0 and 1 appearing with the integral sign
Ð
in equation (4) are called the limits of

integration; 0 is the lower limit and 1 is the upper limit.

Two points must be mentioned about the definite integral:

(i) Aside from any geometrical interpretation (such as area) it is nothing more than a real

number.

(ii) The definite integral is the limit of a sum of the form
P

f ðxÞDx.

The definite integral of a function f(x) over an interval from x¼ a to x¼ b, where a� b, is the

common limit of the upper sum (i.e., Fn ) and the lower sum (i.e., Fn ), if it exists, and is written

as
Ð b
a
f ðxÞ dx. In terms of the limiting process,we have

P
f ðxÞ Dx! Ð b

b
f ðxÞ dðxÞ.We take this

limiting value as the definition of the definite integral. In particular, the definite integral also

stands for the area under a curve, as discussed above. From a subdivision of the interval [a, b]

into finite portions of the form Dx, the process of passage to the limit (as Dx ! 0) is suggested

by the use of the letter d in place of D.

Note: It will be wrong to think that dx is an infinitely small quantity or an infinitesimal (i.e., a

variable whose limit is 0) or that the definite integral
Ð b
a
f ðxÞ dx is the sum of an infinite number

of infinitely small quantities. This type of thinking is quitemisleading and it is a sign of being in

the state of confusion. Hence, care must be taken to protect and preserve what we have carried

out with precision. We now formally define the area in terms of the definite integral.
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5.4 DEFINITION OF AREA IN TERMS OF THE DEFINITE INTEGRAL

Definition: Let f be continuous and non-negative on [a, b], and let R be the region bounded

above by the graph of f, below by thex-axis and on the left and right by the lines x¼ a andx¼ b.

Then, we call R the region between the graph of f and the x-axis on [a, b], and the area of R is

defined by
Ð b
a
f ðxÞdx.

We emphasize that in the notation for the definite integral
Ð b
a
f ðxÞdx, dx has no independent

meaning. It arose originally in connection with the concept of the differential (see Chapter 16

of Part I). This expression will play a role later, when we develop special methods for

computing definite integrals. The symbol
Ð
is an integral sign. The integral sign resembles

the capital S, which is appropriate because the definite integral is the limit of a sum. Note that,

it is the same symbolwe have been using to indicate the operation of antidifferentiation. The

reason for the common symbol is that a theorem called the second fundamental theorem of

the Calculus enables us to evaluate a definite integral by finding an antiderivative (which is

also called an indefinite integral).

We have seen in equation (3), that lim
n!1Fn ¼ lim

n!1Fn.

For an arbitrary function, this is not always true. The statement “the function f is inte-

grable on the closed interval [a, b]” is synonymous with the statement “the definite integral of f

from a to b exists”. The functions for which this is true are called integrable functions.

We now go for more refined considerations, which permit us to separate the notion of

definite integral from the simple intuitive idea of area. This is done in the analytical definitionof

the definite integral. It expresses the definite integral analytically in terms of the notion of a

number only. We shall find that this definition is of great significance not only because it alone

enables us to attain complete clarity in our concepts but also because its applications extend far

beyond the calculation of areas.

5.5 RIEMANN SUMS AND THE ANALYTICAL DEFINITION OF THE

DEFINITE INTEGRAL

Both Newton and Leibniz introduced early versions of this concept. However, it was Riemann

whogave us themodern definition. In formulating this definition,we are guided by the ideas that

we have discussed earlier in this section. First, we describe certain terms that will be used in the

analytical definition of definite integral.

(i) Partition: Let [a, b] be a closed interval. Let x0, x1, x2, x3, . . ., xn be any (n þ 1) points

such that a¼ x0< x1< x2< x3< . . .< xn–1< xn¼ b.

Then, the set P¼ {x0, x1, x2, x3, . . ., xn} is called a partition of [a, b].

Remarks:

(a) Any partitionP of [a, b] must contain the end points a and b so that it is a nonempty set.

(b) A partition P of [a, b] containing (n þ 1) points a¼ x0, x1, x2, . . ., xn such that

a¼ x0< x1< x2, . . ., < xn¼ b divides the interval [a, b] into n parts or subintervals,

[x0,x1], [x1,x2], [x2,x3], . . ., [xn–1,xn], andx1–x0,x2–x1,x3–x2, . . .,xn–xn–1, are called
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the lengths of the respective subintervals, given in order. Obviously, these lengths of

subintervals need not be equal.

(c) The simplest partition of [a, b] is {a, b}. If we go on addingmore andmore points to this

partition then the lengths of the subintervals will go on decreasing.

(ii) Norm of a Partition: Let P¼ {x0, x1, x2, . . ., xn j a¼ x0 < x1 < x2 . . . < xn¼ b} be a

partition of [a, b]. The greatest of the lengths x1–x0, x2–x1, . . ., x3–x2, . . ., xn–xn–1, of
the subintervals formed by the partitions, is called the norm of the partition and is

denoted by jjPjj (read as the norm of the partition P). Now, we describe the notion of a

Riemann sum.

5.5.1 Riemann Sums

Consider a function f defined on a closed interval [a, b]. It may have both positive and negative

values on the interval and it does not even need to be continuous. Its graphmight look something

like the one in Figure 5.14.

Consider a partitionP of the interval [a, b] inton subintervals (not necessarily of equal length)

by means of points a¼ x0 < x1 < x2 < . . . < xn–1 < xn¼ b, and let Dxi¼ xi – xi–1 (i « N).

On each subinterval [xi–1, xi], choose a perfectly arbitrary point xi (which could even be an

end point of the subinterval). We call it a sample point for the ith subinterval. An example of

this construction is shown in Figure 5.15, for n¼ 6.

Now, form the sum Rp ¼
P6
i¼1

f ðxiÞDxi.

y

x

y = f (x)

ba

FIGURE 5.14

Δx1

Partition
points

Sample points

A partition of [a, b] with sample points Xi

a = x0 x1

x1

x2 x3 x4 x5 x6 = b

Δx2 Δx3 Δx4 Δx5 Δx6

x2 x3 x4 x5 x6

FIGURE 5.15
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WecallRp aRiemann sum for f, corresponding to the partitionP. Its geometric interpretation

is shown in Figure 5.16.

Note that, the contributions from the rectangles below the x-axis are the negatives of their

areas. Thus, a Riemann sum is interpreted as an algebraic sum of areas.(8)

X6
i¼1

f ðxiÞDxi ¼ A1 þ ð�A2Þ þ ð�A3Þ þ ð�A4Þ þ A5 þ A6

Riemann sums corresponding to various choices of x1; x2; . . . ; xn can be different from one

another. However, all Riemann sums must lie between the lower sum and the upper sum. An

important feature of a Riemann sum
Pn

i¼1 f ðxiÞDxi is that it approximates the definite integralÐ b
a
f ðxÞdx.
Therefore, we write

Ð b
a
f ðxÞdx �Pn

i¼1 f ðxiÞDxi.(9)
Suppose now that P, Dxi and xi have the meanings discussed above. Also, let jjPjj be the

norm (i.e., the length of the longest subinterval of the partition P). Then, we give the following

definition.

5.5.2 Definition: The Definite Integral

Let f be a function that is defined on the closed interval [a, b]. If limjjPjj! 0

Pn
i¼1 f ðxiÞDxi

exists, then we say that f is integrable on [a, b]. Moreover,
Ð b
a
f ðxÞdx, [called the definite

integral (or Riemann integral) of f from a to b], is then given by (10)

y

∑ f(xi) Δ xi = A1 + (–A2) + (–A3) + (–A4) + A5 + A6

A Riemann sum interpreted as an algebraic sum of areas

i = 1

6

A1

A2

A3

A4

A5

A6

y = f (x)

x4 x5 x6 = b

x

a = x0

x1

x5 x6x1

x2 x2 x3 x3 x4

FIGURE 5.16

(8) Riemann sums are named after the nineteenth century mathematician Georg Bernhard Riemann (1826–1866), who

clarified the concept of the integral while employing such sums. The first formal definition of the integral is attributed to

him.
(9) For detailed discussion, see Calculus with Analytic Geometry (Alternate Edition) by Robert Ellis and Denny Gulick,

Chapter 5.
(10) Calculus with Analytic Geometry (Fifth Edition) by Edwin J. Purcell and Dale Varberg (pp. 234–235), Prentice-Hall,

Inc, New Jersey.
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ðb
a

f ðxÞdx ¼ lim
jjPjj! 0

Xn

i¼1
f ðxiÞDxi

The heart of the definition is the above line.

5.5.3 Concept of the Definite Integral

The concept captured in the above equation grows out of our area of discussion. However, we

have considerably modified the notion presented here. For example,

(i) We now allow f to be negative on part or all of [a, b],

(ii) We use partitions with subintervals that may be of unequal lengths, and

(iii) We allow xi to be any point on the ith subinterval.

Since we have made these changes, it is important to state precisely how the definite integral

relates to area.

Note (1): In general,
Ð b
a
f ðxÞdx gives the signed area of the region trapped between the curve

y¼ f(x) and the x-axis, on the interval [a, b], meaning that a plus sign is attached to areas of

parts above thex-axis and aminus sign is attached to areas of parts below thex-axis. In symbols,Ð b
a
f ðxÞdx ¼ Aup � Adown, where Aup and Adown are the areas corresponding to the þ and �

regions as shown in Figure 5.17.

Note (2): The meaning of limit in the definition of the definite integral is more general than in

earlier usage, and should be explained.

The equality limjjPjj! 0

Pn
i¼1 f ðxiÞDxi ¼ Lmeans that, corresponding to each «> 0, there is

a d> 0, such that
Pn

i¼1 f ðxiÞDxi � L
�� �� < «, for all Riemann sums

Pn
i¼1 f ðxiÞDxi for f on [a, b],

for which the norm jjPjj of the associated partition is less than d. In this case, we say that the

indicated limit exists and has the value L.

Note (3): In the symbol
Ð b
a
f ðxÞdx, most authors use the terminology “a”, as the lower limit of

integration and “b”, as the upper limit of integration, which is fine provided we realize that this

usage of the word limit has nothing to do with its more technical meaning.

5.5.4 Further Modification in the Notion of Definite Integral:

Removal of One More Restriction

In our definition of
Ð b
a
f ðxÞdx, since f(x) is defined on the interval [a, b], we implicitly assumed

that a< b. If we omit the condition a< b, and assume that a> b, we can still retain our

+

y y

a b

x x

0 0 π 2π

y = f (x) y = sin x

+

–

+

–

FIGURE 5.17
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arithmetical definition of definite integral; the only change is thatwhenwe traverse the interval

from a to b, the differences Dx, are negative. Thus, we get the following relation

ðb

a

f ðxÞdx ¼ �
ða

b

f ðxÞdx ðIÞ

which holds for all values of a and b (a 6¼ b). From the above relation, it follows that

ða

a

f ðxÞdx ¼ 0 ðIIÞ

This must be treated as a definition. Our definition (of the definite integral) immediately gives

the basic relation

ðb

a

f ðxÞdxþ
ðc

b

f ðxÞdx ¼
ðc

a

f ðxÞdx ðIIIÞ

for a< b< c (see Figure 5.18).

Remark: By means of the preceding relations, we at once find that the equation (III) is also

true for any position of the point a, b, and c relative to one another. Also, we obtain a simple but

important fundamental rule by considering the function c f(x), where c is a constant. From the

definition of the definite integral, we immediately obtain,

ðb

a

c � f ðxÞdx ¼ c

ðb

a

f ðxÞdx ðIVÞ

Further, we assert the following addition rule:

If f ðxÞ ¼ �ðxÞ þ cðxÞ then,
ðb

a

f ðxÞdx ¼
ðb

a

�ðxÞdxþ
ðb

a

cðxÞdx ðVÞ

This can be easily proved from the definition of definite integral using Riemann sums.

a b c

y

x

0

R1

y = f(x)

R2

FIGURE 5.18
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5.5.5 An Important Remark About the Variable of Integration

We have written the definite integral in the form
Ð b
a
f ðxÞdx. For evaluating the integral, it does

notmatter whether we use the letter x or any other letter to denote the independent variable. The

particular symbol we use for the variable of integration is therefore not important; instead ofÐ b
a
f ðxÞdx, we could aswellwrite Ð b

a
f ðtÞdt or Ð b

a
f ðuÞdu or anyother expression. The importance

of this remark will be realized shortly in applications, when we prove the second fundamental

theorem of Calculus, in the next chapter.

5.5.6 What Functions Are Integrable?

Not every function is integrable.

For example, the unbounded function f ðxÞ ¼ 1=x2 if x 6¼ 0

1 if x ¼ 0

�
in Figure 5.19, is not

integrable on [�2, 2].

y ¼ f ðxÞ ¼
1=x2 if x 6¼ 0

1 if x ¼ 0

(

This is because the contribution of any Riemann sum for the subinterval containing x¼ 0 can

be made arbitrarily large by choosing the corresponding sample point xi, sufficiently close to

zero. In fact, this reasoning shows that “any function that is integrable on [a, b], must be

bounded in the interval [a, b]”. In other words, there must exist a constant M such that

jf(x)j �M for all x in [a, b].

Remark: Even some bounded functions can fail to be integrable. For example, the function

f ðxÞ ¼
1 if x is rational

0 if x is irrational

(

is not integrable on [0,1].(11)

0

x

y =

y

1
x2

FIGURE 5.19

(11) This is so because between any two real numbers, there are infinite number of rationals and also infinite number of

irrationals. Hence, no matter how small the norm of partition (i.e., jjPjj), the Riemann sum
Pn

i¼1 f ðxiÞDxi cannot have a
unique value. Of course, it can have the value either 0 or 1.
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By all odds, the theoremgiven in Section 5.5.7 is themost important theorem about integrability

of a function.

5.5.7 Integrability Theorem

If f is bounded on [a, b] and if it is continuous there, except at a finite number of points, then

f is integrable on [a, b]. We do not prove it here.

In particular, if f is continuous on the whole interval [a, b], it is integrable on [a, b].(12)

As a consequence of this theorem, the following functions are integrable on every closed

interval [a, b]

(1) Polynomial functions.

(2) Sine and cosine functions.

(3) Rational functions (provided the interval [a, b] contains no points where denominator

is 0).

From the definition of the definite integral,
Ð b
a
f ðxÞdx, as the limit of a sum, we have

ðb

b

f ðxÞdx ¼ lim
jjPjj! 0

Xn
i¼1

f ðxiÞDxi ðAÞð13Þ

We know that, if f is integrable on [a, b], then the limit on the right-hand side of equation (A)

must exist. For the functions that we shall consider here, this limit will always exist. We now

suggest the following so that the method for evaluating a definite integral, as the limit of a sum,

is simplified to some extent.

(i)We shall consider a convenient partition of [a, b], that is, choose x1; x2; x3; . . . ; xn in the

subintervals suitably as explained below, so that the limit of the sum on the right-hand side of

equation (A) can be evaluated easily. Themost convenient partition is that which divides [a, b]

into subintervals of equal length, say h. Such a partition is called as a regular partition.

If a¼ x0, x1, x2, x3, . . ., xn¼ b are the points of division such that a¼ x0 < x1 < x2 < x3
< . . . < xn–1 < xn¼ b, then x1 – x0¼ (x1 – a)¼ h, x2 – x1¼ h, x3 – x2¼ h, . . ., xn – xn–1¼ h.

Hence, the points of subdivision are, a, a þ h, a þ 2h, a þ 3h, . . ., a þ nh.

There are n subintervals in [a, b] each of length h.

) The sum of the lengths of these subintervals must be b – a.

) nh ¼ b� a ) h ¼ b� a

n
¼ jjPjj

Now, as n ! 1, h ! 0 (i.e., the length of each subinterval tends to zero, so that jjPjj ! 0).

(ii) We choose the points x1; x2; x3; . . . ; xn as the right-hand end point of each subinterval,

in computing a sum.(14)

Thus, x1 ¼ aþ h ¼ x1; x2 ¼ aþ 2h ¼ x2; x3 ¼ aþ 3h ¼ x3; . . . ; xn ¼ aþ nh ¼ xn.

(12) Unfortunately, the proof of this theorem is not simple.We, therefore, accept the theoremwithout proof. For the proof of

this theorem, advanced texts on Calculus may be referred to.
(13) The meanings of P, jjPjj, Dxi, and xi have already been explained earlier, in the text.
(14) By choosing each subintervalDxi of equal length, and the points x1; x2; x3; . . . ; xn as the right-hand end point of each

subinterval, helps in computing the sum
Pn

i¼1 f ð�xiÞDxi , easily.
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Then, we have ðb

a

f ðxÞdx ¼ lim
jjPjj! 0

Xn
r¼1

f ðxrÞDxr

¼ lim
n!1

Xn
r¼1

f ðxrÞ � h

¼ lim
n!1

Xn
r¼1

f ðaþ rhÞ � h; where h ¼ b� a

n

¼ lim
n!1

Xn
r¼1

h � f ðaþ rhÞ; where h ¼ b� a

n

ðb

a

f ðxÞdx ¼ lim
n!1

b� a

n

� �Xn
i¼1

f aþ r
b� a

n

� �� �
ðBÞð15Þ

By using the formula (B), we can compute the definite integral
Ð b
a
f ðxÞdx, as the limit of

a sum.

For solving problems on “integral as the limit of a sum”, we shall require the following

results, studied in earlier classes.

(1)
Pn
r¼1

a� br
� � ¼ Pn

r¼1

ar �
Pn
r¼1

br

(2)
Pn
r¼1

k ar ¼ k
Pn
r¼1

ar, where k is a constant, independent of r.

(3)
Pn
r¼1

k ¼ nk, where k is a constant.

(4)
Pn
r¼1

r ¼ nðnþ1Þ
2

(5)
Pn
r¼1

r2 ¼ nðnþ1Þð2nþ1Þ
6

(6)
Pn
r¼1

r3 ¼ n2ðnþ1Þ2
4

(7) If Sn denotes the sumoffirst n terms of aG.P. whose first term is “a” and common ratio is

r, then

Sn ¼ a
1� rn

1� r

� �
; if r < 1

and Sn ¼ a
rn � 1

r� 1

� �
; if r > 1:

At this stage, we state the second fundamental theorem of Calculus, which links definite

integral
Ð a
a
f ðxÞdx to the antiderivative of f(x).

(15) If we choose the left-hand endpoint of each subinterval, then we will have the equation
Ð b
a
f ðxÞdx ¼

lim
n!1

b� a

n

� �Xn

i¼1
a þ ðr� 1Þ b� a

n

� �� �
, which is comparatively not so convenient. Of course, the result remains

the same in both the cases.
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It states that
Ð b
a
f ðxÞdx ¼ �ðbÞ � �ðaÞ, where Ð f ðxÞdx ¼ �ðxÞ (which means � is the

antiderivative of f ).

The proof is not given here. It is introduced in Chapter 6a, and its applications are discussed

in Chapter 7a of Part II.

Remarks:

(i) It is convenient to introduce a special symbol for �ðbÞ � �ðaÞ. We write

�ðbÞ � �ðaÞ ¼ �ðxÞ½ �ba:

Thus, we have
Ð b
a
f ðxÞdx ¼ �ðxÞ½ �ba ¼ �ðbÞ � �ðaÞ.

(ii) The concepts of the slope of the tangent line (derivative) and the area of the curved

region (definite integral) were known long back. Historically, the basic concepts of the

definite integral were used by the ancient Greeks, principally Archimedes’ (287–212

BC), more than 2000 years ago. That was many years before differential Calculus was

discovered in the seventeenth century by Newton and Leibniz. The fact being that the

concepts of derivatives and definite integral were known prior to the period of Newton

and Leibniz, and that a number of mathematicians had contributed toward the

development of the subject, the question is: Why then do Newton and Leibniz figure

so prominently in the history of Calculus?

They do so because they understood and exploited the intimate relationship that exists

between antiderivatives and definite integrals. It is this relationship that enables us to

compute easily the exact values of many definite integrals without ever using Riemann

sums. This connection is so important that it is called the second fundamental theorem

of Calculus.(16)

Now, we proceed to evaluate some definite integrals by two methods: first as the limit of a sum

and second by applying the second fundamental theorem of Calculus, which provides a very

simple method to calculate definite integrals.

Illustrative Examples

Example (1): Express
Ð 3
2
x dx as the limit of a sum and hence evaluate.

Solution:Divide the interval [2,3] into n equal parts. The length of each subinterval so obtained

is ðð3� 2Þ=nÞ ¼ ð1=nÞ, and the partition formed by the points is given byP ¼ 2; ð2þ ð1=nÞÞ;f
ð2þ ð2=nÞÞ; . . . ; ð2þ ððn� 1Þ=nÞÞ; 3g.

Method (I): Let the sample points xr ¼ xr ¼ ð2þ ðr=nÞÞ (r¼ 1, 2, 3, . . ., n) (i.e., we choose
the right-hand endpoint of each subinterval as the sample point xr for computing the sum).

(16) In fact, based on the definition of area function A(x) (to be introduced in the next chapter), there are two basic

fundamental theorems to be discussed later. To understand the (second) fundamental theorem we have to go through the

(first) fundamental theorem of Calculus.
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Then, we have,

ðb
a

f ðxÞdx ¼ lim
n!1

Xn
r¼1

f ðxrÞ � h;where xr ¼ 2þ r

n
and h ¼ b� a

n
¼ 1

n
:

) Recall the Formula (B). We have

ðb
a

f ðxÞdx ¼ lim
n!1

b� a

n

� �Xn
i¼1

f aþ r
b� a

n

� �� �

)
ð3
2

x dx¼ lim
n!1

1

n

Xn
r¼1

f 2þ r

n

	 

¼ lim

n!1
1

n

Xn
r¼1

2þ r

n

	 
" #

)f ðxÞ ¼ xf

¼ lim
n!1

1

n
2
Xn
r¼1

1þ 1

n

Xn
r¼1

r

" #
¼ lim

n!1
1

n
2:nþ 1

n
:
nðnþ 1Þ

2

� �

¼ lim
n!1 2þ 1

2
1þ 1

n

� �� �
¼ 2þ 1

2
¼ 5

2
Ans:

Method (II): Now, using the second fundamental theorem of integral Calculus:

ðb
a

f ðxÞdx ¼ �ðxÞ½ �ba ¼ �ðbÞ � �ðaÞ

where

ð
f ðxÞdx ¼ �ðxÞ;we get

ð3
2

xdx ¼ x2

2

� �3
2

¼ 32

2
� 22

2

¼ 9

2
� 4

2
¼ 5

2
Ans:

Example (2) Express
Ð 2
0
ð3xþ 5Þdx as the limit of a sum and hence evaluate.

Solution:Divide the interval [0,2] into n equal parts. The length of each subinterval¼ 2�0
n

¼ 2
n
.

The partition so formed by the points, is given by

P ¼ 0; 0þ 2

n

� �
; 0þ 2

2

n

� �� �
; 0þ 3

2

n

� �� �
; . . . ; 0þ ðn� 1Þ 2

n

� �� �
; 0þ n

2

n

� �� �� 


¼ 0; 1
2

n

� �� �
; 2

2

n

� �� �
; . . . ; ðn� 1Þ 2

n

� �� �
; 2

� 


Let xr ¼ xr ¼ 0þ r � 2
n
¼ 2r

n
; r ¼ 1; 2; 3; . . . ; n½ � (i.e., we choose the right-hand endpoint of

each subinterval as the sample point xr, for computing the sum).

Method (I): Now, we have by definition (i.e., the result “B”):

ðb
a

f ðxÞdx ¼ lim
n!1

b� a

n

� �Xn
r¼1

f aþ r
b� a

n

� �� �
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where a¼ 0 and b¼ 2 so that ððb� aÞ=nÞ ¼ 2=n.

)
ð2
0

ð3xþ 5Þdx¼ lim
n!1

2

n

Xn
r¼1

f 0þ r � 2
n

� �

¼ lim
n!1

2

n

Xn
r¼1

f
2r

n

� �

¼ lim
n!1

2

n

Xn
r¼1

3
2r

n

� �
þ 5

� �
; ) f ðxÞ ¼ 3xþ 5f

)
ð2
0

ð3xþ 5Þdx¼ lim
n!1

2

n

6

n

Xn
r¼1

rþ 5
Xn
r¼1

1

" #

¼ lim
n!1

2

n

6

n
� nðnþ 1Þ

2
þ 5n

� �

¼ lim
n!1

2

n

3

n
� n2 1þ 1

n

� �
þ 5n

� �
Note that ðnþ 1Þ ¼ n 1þ 1

n

� �

¼ lim
n!1 6 1þ 1

n

� �
þ 10

� �
¼ 6þ 10 ¼ 16 Ans:

Method (II): Using the fundamental theorem of integral Calculus:

ð2
0

ð3xþ 5Þdx¼ 3
x2

2
þ 5x

� �2
0

; where 3
x2

2
þ 5x

� �
is antiderivative of ð3xþ 5Þ

¼ 3 � 2
2

2
þ 5ð2Þ

� �
� ð3:0þ 5:0Þ

¼ 6þ 10� 0 ¼ 16 Ans:

Example (3): Find
Ð 2
0
ðx2 þ 1Þdx as the limit of a sum.

Solution: Divide the interval [0,2] into n equal parts. The length of each subinterval¼
ðð2� 0Þ=nÞ ¼ 2=n. The partition so formed by the points, is given by

P ¼ 0; 0þ 2

n

� �
; 0þ 2

2

n

� �� �
; 0þ 3

2

n

� �� �
; . . . ; 0þ ðn� 1Þ 2

n

� �� �
; 0þ n

2

n

� �� �� 


¼ 0; 1
2

n

� �� �
; 2

2

n

� �� �
; . . . ; ðn� 1Þ 2

n

� �� �
; 2

� 


Letxr ¼ xr ¼ 0þ r 2
n

� � ¼ 2r
n
, (i.e., we choose the right-hand endpoint of each subinterval as the

sample point xr, for computing the sum).
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Method (I): We have by definition (i.e., the result (B)):

ðb
a

f ðxÞdx ¼ lim
n!1

b� a

n

� �Xn
r¼1

f aþ r
b� a

n

� �� �

Here a¼ 0, b¼ 2, f (x)¼ x2 þ 1, h ¼ b� a

n
¼ 2� 0

n
¼ 2

n

)
ð2
0

ðx2 þ 1Þdx¼ lim
n!1

2

n

� �Xn
r¼1

f 0þ r
2

n

� �� �

¼ lim
n!1

2

n

Xn
r¼1

f
2r

n

� �" #

¼ lim
n!1

2

n

Xn
r¼1

2r

n

� �2

þ 1

" #

) f ðxÞ ¼ x2 þ 1
�

¼ lim
n!1

2

n

Xn
r¼1

4r

n2

2

þ 1

� �
¼ lim

n!1
2

n

4

n2

Xn
r¼1

r2 þ
Xn
r¼1

1

" #

¼ lim
n!1

8

n3
� nðnþ 1Þð2nþ 1Þ

6
þ 2

n
� n

� �

¼ lim
n!1

8

6n3
� n3 1þ 1

n

� �
2þ 1

n

� �
þ 2

� �
¼ 4

3
ð1þ 0Þð2þ 0Þ þ 2

� �
¼ 14

3
Ans:

Method (II): Using the second fundamental theorem of integral Calculus.

ð2
0

ðx2 þ 1Þdx¼ x3

3
þ x

� �2
0

; where
x3

3
þ x

� �
is the antiderivative of ðx2 þ 1Þ

¼ ð2Þ3
3

þ 2

 !
� 0

" #

¼ 8

3
þ 2

¼ 14

3
Ans:

Example (4): Evaluate
Ð 2
0
exdx, using the definition of a definite integral as the limit of

a sum.

Solution: Divide the interval [0,2] into n equal parts so that we get each subinterval of the

length ðð2� 0Þ=nÞ ¼ 2=n. Then, the partition formed by the points is given by P ¼ 0; ð2=nÞ;f
ð4=nÞ; ð6=nÞ; . . . ; ðð2ðr� 1ÞÞ=nÞ; 2g.
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Method (I): Let xr ¼ xr ¼ 0þ r 2
n

� � ¼ 2r
n

We have by definition (i.e., the result “B”)

ðb
a

f ðxÞdx ¼ lim
n!1

b� a

n

� �Xn
r¼1

f aþ r
b� a

n

� �� �
:

Here a¼ 0, b¼ 2, f(x)¼ ex, ððb� aÞ=nÞ ¼ 2=n

)
ð2
0

exdx¼ lim
n!1

2

n

Xn
r¼1

f 0þ r
2

n

� �� �

¼ lim
n!1

2

n

Xn
r¼1

f
2r

n

� �

¼ lim
n!1

2

n

Xn
r¼1

e2r=n; ) f ðxÞ ¼ ex½ �

¼ lim
n!1

2

n
e2=n þ e4=n þ e6=n þ � � � þ e2n=n
h i

The sum in the square bracket is a geometric series with the first term¼ e2/n and the common

ratio ðr0Þ ¼ e4=n

e2=n
¼ eð4=n�2=nÞ ¼ e2=n.

)This sum ðSnÞ ¼ e2=n
1� ðr0Þn
1� r0

� �

¼ e2=n
1� ðe2=nÞn
1� e2=n

� �

) Sn ¼ e2=nð1� e2Þ
1� e2=n

)
ð2
0

exdx ¼ lim
n!1

2

n

ð1� e2Þ � e2=n
1� e2=n

� �
¼ L ðsayÞ

Put (2/n)¼ t on right-hand side and note that as n!1; t! 0

We get

L ¼ lim
t! 0

t
ð1� e2Þet
1� et

� �
¼ lim

t! 0

ð1� e2Þet
ð1� etÞ=t ; Imp step½ �

¼ lim
t! 0

�ðe2 � 1Þet
�ðet � 1Þ=t
� �

¼ ðe2 � 1Þe0
logee

¼ ðe2 � 1Þ � 1

)lim
x! 0

ax � 1

x
¼ loge a

) lim
t! 0

et � 1

t
¼ loge e ¼ 1

2
6664

3
7775

)
ð2
0

exdx ¼ e2 � 1 Ans:
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Method (II): Using the fundamental theorem of integral Calculus:

ð2
0

exdx ¼ ex½ �20; where ex is the antiderivative of ex

¼ e2 � e0

¼ ðe2 � 1Þ Ans:

The four examples are meant to illustrate the theory behind the concept of definite integrals, as

the limit of a sum. Also we have seen that by applying the second fundamental theorem of

Calculus, we can compute, very easily, the exact values of these definite integrals without using

Riemann sums. Hence, we now dispense with the terminology of antiderivatives and antidiffer-

entiation and begin to call the expression
Ð
f ðxÞdx an indefinite integral—the term derived from

the definite integral. Accordingly, the process of evaluating both an indefinite integral or the

definite integral is called integration.This iswhatwehadpointed out inChapter 1 of this volume.

In terms of the symbol for indefinite integrals, we may write the conclusion of the

second fundamental theorem as:
Ðb
a

f ðxÞdx ¼ Ð
f ðxÞdx� �b

a
.

Note that, for applying the second fundamental theorem, an important requirement is to find

the indefinite integral
Ð
f ðxÞdx, by using any suitable technique that we have learnt in previous

chapters.

Note: The distinction between an indefinite integral and the definite integral should be

emphasized. The indefinite integral
Ð
f ðxÞdx represents (jointly) all functions whose derivative

is f(x). However, the definite integral
Ðb
a

f ðxÞdx is a numberwhose value depends on the function

f and the numbers a and b, and is defined as the limit of a Riemann sum.

Remark: Note that the definition of the definite integralmakes no reference to differentiation.

Important Note: Integral Calculus (like the differential Calculus) has important applications

in situations where the quantities involved vary.We know that the area of the rectangular region

changes if one or both of its dimensions are changed. If we consider the shaded region of

Figure 5.3, wherein the height [of the curve y¼ f(x)] varies as we travel across the region from

left to right, then the area of the region R changes continuously. This is the type of situation

where integralCalculus comes into play.More complicated situations are considered inChapter

8a of this book.
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6a The Fundamental Theorems
of Calculus

6a.1 INTRODUCTION

Until now, the limiting processes of the derivative and definite integral have been considered

as distinct concepts. We shall now bring these fundamental ideas together and establish

the relationship that exists between them. As a result, definite integrals can be evaluated

more efficiently.

We have defined the definite integral
Ð b
a
f ðxÞdx, as the limit of a sum and have had some

practice in estimating the integral. Calculating definite integrals this way is always tedious,

usually difficult, and sometimes impossible.(1)

Since evaluation of the definite integral
Ð b
a
f ðxÞdx has a great variety of important

applications, it is highly desirable to have an easy way to compute
Ð b
a
f ðxÞdx.

The purpose of this section is to develop a general method for evaluating
Ð b
a
f ðxÞdx that

does not necessitate computing various sums. The method will allow us to evaluate many

(but not all) of the definite integrals that arise in applications. It turns out that the exact value

of
Ð b
a
f ðxÞdx can be easily found if we can compute

Ð
f ðxÞdx [i.e., if we can find the

antiderivative of f (x)].

6a.2 DEFINITE INTEGRALS

In the previous chapter, we evaluated certain definite integrals using two methods: first- as the

limit of a sum (which is based on the definition of definite integral) and second- by applying the

second fundamental theorem of Calculus, for which it is only necessary (as wewill see shortly)

that one should be able to compute
Ð
f ðxÞdx to evaluate

Ð b
a
f ðxÞdx.

Having experienced the convenience in estimating exact values of definite integrals

by the second method, one should appreciate the elegance and beauty of such easy

computations.(2)

Introduction to Integral Calculus: Systematic Studies with Engineering Applications for Beginners, First Edition.
Ulrich L. Rohde, G. C. Jain, Ajay K. Poddar, and A. K. Ghosh.
� 2012 John Wiley & Sons, Inc. Published 2012 by John Wiley & Sons, Inc.

(1) In fact, we have been able to evaluate a few definite integrals directly from the definition (as the limit of a sum) only

because we have nice formulas for 1 þ 2 þ 3 þ � � � þ n, 12 þ 22 þ 32 þ � � � þ n2, and so on.
(2) This method is of great practical importance, since it enables us to calculate not only areas, but also volumes,

lengths of curves, centers of mass, moments of inertia, and so on, which are capable of being expressed in the formPx¼b
x¼a f ðxÞDx.

The definite integral 6a-The fundamental theorems of the Calculus and their applications (Differentiation and

integration as inverse processes and the MVT for integrals)
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Now, we shall show why antidifferentiation enables us to find the area under the

graph of the function f(x). The trick is to consider the integral function
Ð x
a
f ðxÞdx (to be

discussed shortly). Let
Ð x
a
f ðxÞdx ¼ AðxÞ, then we shall show that A0(x)¼ f (x), and this

will remove the mystery. If the derivative of the integral function
Ð x
a
f ðxÞdx is f (x), then

surely to find A(x), we should find an antiderivative of f (x) [i.e., we must evaluateÐ
f ðxÞdx].
To understand the approach of Newton and Leibniz in developing the two theorems, we use

the Integrability Theorem, which states that if f is continuous on [a, b], then
Ð b
a
f ðxÞdx exists.

We begin our development of these theorems by discussing definite integrals having a variable

upper limit.

Let the function f be continuous on the closed interval [a, b]. Then, the value of the definite

integral
Ð b
a
f ðxÞdxdepends only on f and the numbers “a” and “b”, and not on the symbolx, used

here as the variable of integration. In other words, the definite integrals
Ð b
a
f ðxÞdx, Ð b

a
f ðtÞdt,

and
Ð b
a
f ðuÞdu, and so on, represent the same (closed) area from a to b (Figure 6a.1). For the

present, we will assume that a< b.

Let us now use the symbol x to represent a number in the closed interval [a, b]. Then,

because f is continuous on [a, b], it is continuous on [a, x] and
Ð x
a
f ðxÞdx exists. It represents

the area enclosed by the graph of f and the x-axis, from a to x (Figure 6a.2).

Furthermore, this definite integral is a unique number whose value depends on x, that is the

upper limit of the integral. It is a new function of x (in the form of a definite integral, with a

variable upper limit). We call it the area function and denote it by A(x).

In order to use x as a variable in our discussion, we write it as an upper limit (of a definite

integral) and replace the expression f (x)dx by the expression f (t)dt. Thus, we get the definite

integral
Ð x
a
f ðtÞdt [in place of

Ð x
a
f ðxÞdx] that clearly indicates the upper limit x, avoiding

the confusion with the variable of integration, which is now t.

y

y = f (x)

x

a b

a
f(x) dx =   f(t) dt, etc.

b

a

b

� �
FIGURE 6a.1
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6a.3 THE AREA OF FUNCTION A(x)

We have defined
Ð b
a
f ðxÞdx as the area of the region bounded by the curve y¼ f (x), the

ordinates x¼ a and x¼ b, and the x-axis (Figure 6a.1). Since x is a point in [a, b],
Ð x
a
f ðxÞdx

represents the area of the shaded region in Figure 6a.2. Here, it is assumed that f (x)� 0 for

x2 [a, b].

Thus, A(x) defines a function of x which is the variable upper limit of the integral functionÐ x
a
f ðxÞdx, whose domain is all numbers in [a, b] and whose function value at any number x

in [a, b] is given by

AðxÞ ¼
ðx

a

f ðxÞdx ð1Þ

Note that, f is continuous on the interval [a, b] and since f (x)� 0, its graph does not fall

below the x-axis.

6a.3.1 First Fundamental Theorem of Calculus

From the definition of the area function A(x), we state its two properties immediately:

(i) AðaÞ ¼ Ð a
a
f ðxÞdx ¼ 0, since there is no area from a to a.

(ii) AðbÞ ¼ Ð b
a
f ðxÞdx, represents the area from a to b.

If x is increased by h units, then the area of the shaded region¼A(x þ h), as shown in

Figure 6a.3. Hence, the difference of areas in Figures 6a.3 and 6a.2 will be A(x þ h)�A(x), as

shown by the area of the shaded region in Figure 6a.4.

y

y = f (x)

x

xa

A(x)

b

A(x) =   f(t) dt
a

x

�
FIGURE 6a.2
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The area of the shaded region in Figure 6a.4 is the same as the area of a rectangle in

Figure 6a.5, whose base is h and height is some value �y between f(x) and f(x þ h).

Thus, the area of this rectangle is, on the one hand, A(x þ h)�A(x), and on the other

hand it is h ��y.
Therefore, we have A(x þ h)�A(x)¼ h��y or ðAðxþ hÞ � AðxÞÞ=ðhÞ ¼ �y.
As h ! 0, then �y approaches the number f(x) [as clear from Figure 6a.5], and so,

lim
h! 0

Aðxþ hÞ � AðxÞ
h

¼ f ðxÞ ð2Þ

But the left-hand side of (2) is merely the derivative of A(x). Thus, equation (2) becomes

A0(x)¼ f (x).

y

x

xa b

FIGURE 6a.3

y

x

x + h
a x b

FIGURE 6a.4
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Note that equation (2) can also be expressed as

A0ðxÞ ¼ d

dx

ðx

a

f ðxÞdx ¼ f ðxÞ ðIÞ

This result is a crucial equation and it is so important that it is called the first fundamental

theorem of Calculus.

We conclude that the area function A(x) has the additional property of having its derivative

A0(x) as f(x). In other words, A(x) is an antiderivative of f (x).

6a.3.2 The Background for the Second Fundamental Theorem

Now, using the first fundamental theorem of Calculus, we try to understand the second

fundamental theorem that is useful in evaluating definite integrals. Suppose �(x) is any

antiderivative of f(x), then we have �0(x)¼ f (x).

Since both A(x) and �(x) are antiderivatives of the same function, we conclude that they

must differ by a constant c.

) AðxÞ � �ðxÞ ¼ c

or AðxÞ ¼ �ðxÞ þ c
ð3Þ

Let us apply the property (i) of A(x) to equation (3).(3)

Since A(a)¼ 0, evaluating both sides of equation (3), when x¼ a, we get

0 ¼ �ðaÞ þ C

) C ¼ ��ðaÞ

y

h

y
f (x + h)

f (x)

x

FIGURE 6a.5

(3) This equation supports our observation that we made, as property (i) of the area function A(x), defined on [a, b], that

AðaÞ ¼ Ða
a

f ðxÞdx ¼ 0
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Thus, equation (3) becomes

AðxÞ ¼ �ðxÞ � �ðaÞ ð4Þ

Note that, equation (4) defines the area function A(x), in terms of an antiderivative �(x), of
the given function f (x).

If x¼ b, then from equation (4), we get

AðbÞ ¼ �ðbÞ � �ðaÞ ð5Þð4Þ

But recall that A(b) is the area from a to b (Figure 6a.6).

Since the area of this region can also be obtained as the limit of a sum, we can also refer to it

by
Ð b
a
f ðxÞdx. Hence,

AðbÞ ¼
ðb

a

f ðxÞdx ð6Þ

From equations (5) and (6), we get

ðb

a

f ðxÞdx ¼ �ðbÞ � �ðaÞ ð7Þ

Equation (7) expresses the relationship between a definite integral
Ð b
a
f ðxÞdx and the difference

�(b)��(a), where � is an antiderivative of f (x). It implies that, to find
Ð b
a
f ðxÞdx it is sufficient

to find an antiderivative of f (x) [say �(x)], and subtract its value at the lower limit “a” from its

value at the upper limit “b”.

Our result can be stated more generally as follows.

y

0 a b

x

y = f(x)

A(b)

FIGURE 6a.6

(4) Recall that A(b) is the area under f from a to b [property (ii) of A(x)], that is AðbÞ ¼ Ð b
a
f ðxÞdx ¼ �ðbÞ � �ðaÞ;

where �ðxÞ ¼ Ð
f ðxÞdx
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6a.3.3 Second Fundamental Theorem of Integral Calculus

If f is continuous on the interval [a, b] and �(x) is any antiderivative of f (x) there, then

ðb

a

f ðxÞdx ¼ �ðbÞ � �ðaÞ ðIIÞð5Þ

Remark: It is crucial that we understand the distinction between a definite integral and an

indefinite integral. The definite integral
Ð b
a
f ðxÞdx is a number defined to be the limit of a sum.

The fundamental theorem says that an antiderivative of f (x) [i.e.,
Ð
f ðxÞdx], which is related

to the differentiation process, and can be used to determine the limit
Ð b
a
f ðxÞdx.

Note: The above discussion is very useful for understanding the meaning of the second

fundamental theorem of integral Calculus. However, it is not the proof of the theorem. We

shall now prove this theorem, using the definition of a definite integral, as the limit of a sum.

6a.4 STATEMENT AND PROOF OF THE SECOND FUNDAMENTAL

THEOREM OF CALCULUS

Let f be continuous on [a, b] and let � be any antiderivative of f there. Then,

ðb

a

f ðxÞdx ¼ �ðbÞ � �ðaÞ

Proof: Let P be an arbitrary partition of [a, b] given by

P ¼ a ¼ x0 < x1 < x2 < � � � < xn�1 < xn ¼ bf g

[Note that �(a)¼�(x0) and �(b)¼�(xn).]
Then, by using the standard “subtract and add ” trick, we get

�ðbÞ � �ðaÞ ¼ �ðxnÞ � �ðxn�1Þ þ �ðxn�1Þ þ � � � þ �ðx1Þ � �ðx0Þ

¼
Xn
i¼1

�ðxiÞ � �ðxi�1Þ½ �

By the mean value theorem for first derivatives applied to �, on the interval [xi�1, xi],
(6)

�ðxiÞ � �ðxi�1Þ ¼ �0ð�xiÞðxi � xi�1Þ ¼ �0ð�xiÞDxi for some choice of �xi in the open

interval (xi�1, xi).

(5) Using this theorem, it is easy to prove that
Ð b
a
f ðxÞdx ¼ � Ð a

b
f ðxÞdx. If Ð b

a
f ðxÞdx is looked upon as an area under the

curve y¼ f (x) from a to b
Ð a
b
f ðxÞdx, then must be considered as the area with the same magnitude, but opposite in sign.

(6) Note: We give below, for convenience, the statement of the MVT for first derivatives: If f is continuous on a closed

interval [a, b] and differentiable on its interior (a, b), then there is at least one point c in (a, b) where
f ðbÞ�f ðaÞ

b�a
¼

f 0ðcÞ or f ðbÞ � f ðaÞ ¼ f 0ðcÞ � ðb� aÞ.
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Thus,

�ðbÞ � �ðaÞ ¼
Xn
i¼1

f ð�xiÞDxi

On the left-hand sidewe have a constant; and on the right-hand sidewe have aRiemann sum for

the function f on [a, b].

When we take limits of both sides as ||P|| ! 0, we obtain

�ðbÞ � �ðaÞ ¼ lim
jjPjj! 0

Xn
i¼1

f ð�xiÞDxi

¼
ðb

a

f ðxÞdx By definition of the definite integral

ðProvedÞ

Note (1): The first fundamental theorem of the Calculus says that, if a function f is

continuous on [a, b] and x is an arbitrary point in [a, b], then the definite integral
Ð x
a
f ðtÞdt

is a function of the variable upper limit x, and its derivation is given by

d

dx

ðx

a

f ðxÞdx
2
4

3
5 ¼ f ðxÞ ðIIIÞ

In other words, the derivative of a definite integral
Ð b
a
f ðtÞdt, with respect to its variable upper

limit x, is the integrand evaluated at the upper limit. (Note our use of t rather then x as the

dummy variable to avoid confusion with the upper limit.)

One theoretical consequence of this theorem is that every continuous function f has an

antiderivative �, given by

�ðxÞ ¼
ðx

a

f ðtÞdt

In other words, for any continuous function f we can always write its antiderivative asÐ x
a
f ðtÞdt. However, this fact is not helpful in getting a nice formula for any particular

antiderivative.(7)

6a.5 DIFFERENTIATING A DEFINITE INTEGRAL WITH RESPECT TO A

VARIABLE UPPER LIMIT

Now as an application of result (III), we give below a variety of problems involving

differentiation of a definite integral function, with respect to a variable upper limit. The result

(III) implies that to compute ðd=dxÞ Ð x
a
f ðtÞdt, we do not require to compute

Ð
f ðxÞdx. (Why?)

(7) Shortly in Chapter 6b, we will show that the special integral function
Ð x
1

1
t
dt, (x> 0), defines the function In x

(i.e., loge x), and this further indicates the power of Calculus.

172 THE FUNDAMENTAL THEOREMS OF CALCULUS



Example (1): Find d
dx

Ð x
1
t2 dt

� �

Solution: We can find this derivative in two ways.

(a) Hard Way: that is, by evaluating the integral and then taking the derivative.

ðx

1

t2 dt ¼ t3

3

2
4

3
5
x

1

¼ x3

3
� 1

3

) d

dx

ðx

1

t2 dt

2
4

3
5 ¼ d

dx

x3

3
� 1

3

2
4

3
5 ¼ x2

(b) Easy Way: By the result (I)

d

dx

ðx

1

t2 dt

2
4

3
5 ¼ x2

Example (2): Find d
dx

Ð x
2

t3=2ffiffiffiffiffiffiffiffiffi
t2þ17

p dt
h i

Solution: Note that in this example, it is not possible to find the indefinite integral of

ðt3=2= ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t2 þ 17

p Þ (why?). Therefore, we cannot solve this problem by first evaluating the

integral. However, by using the result (I), it is a trivial problem.

d

dx

ðx

2

t3=2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t2 þ 17

p dt

2
4

3
5 ¼ x3=2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ 17
p Ans:

Example (3): Find d
dx

Ð 4
x
tan2 t cos t dt

h i

Solution: Observe that in this problem x is the lower limit, rather than the upper limit. We

handle this difficulty as follows:

d

dx

ð4

x

tan2 t cos t dt

2
4

3
5¼ d

dx
�
ðx

4

tan2 t cos t dt

2
4

3
5

¼� d

dx

ðx

4

tan2 t cos t dt

2
4

3
5

¼�tan2 x � cos x Ans:

Example (4): Find d
dx

Ð x2
0
ð3t� 1Þdt

h i
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Solution: Now, we have a new complication; the upper limit is x2rather than x. In order to

apply the result (I),we needx there. This problem is handled by theChainRule.Wemay think of

the expression in brackets as

ðu

0

ð3t� 1Þdt; where u ¼ x2

By Chain Rule, the derivative of this composite function, with respect to x is

d

du

ðu

0

ð3t� 1Þdt
2
4

3
5 � d

dx
ðuÞ ¼ ð3u� 1Þ2x

¼ ð3x2 � 1Þð2xÞ ¼ 6x3 � 2x Ans:

Example (5): Find d
dx

Ð 5
2x

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t2 þ 2t

p
dt

h i

Solution: Here, we first interchange limits and then use the result (I) in conjunction with the

Chain Rule.

d

dx

ð5

2x

ffiffiffiffiffiffiffiffiffiffiffiffi
t2 þ 2

p
dt

2
4

3
5¼ d

dx
�
ð2x

5

ffiffiffiffiffiffiffiffiffiffiffiffi
t2 þ 2

p
dt

2
4

3
5

¼�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2xÞ2 þ 2

q
� d

dx
ð2xÞ

¼ � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4x2 þ 2

p � ð2Þ ¼ �2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4x2 þ 2

p
Ans:

6a.5.1 Differentiation and Integration as Inverse Processes

The first fundamental theorem of Calculus tells that

d

dx

ðx

a

f ðtÞdt
2
4

3
5 ¼ f ðxÞ ðIVÞ

where
Ð
f ðtÞdt ¼ �ðtÞ.(8)

This formula tells us that if we start with a continuous function f, integrate it to

obtain
Ð x
a
f ðtÞdt, and then differentiate, the result is the original function f. Thus, the differ-

entiation has nullified the integration. On the other hand, if we start with a function F (having

a continuous derivative), first differentiate F to get F0, and then integrate F0ðxÞ (from a to x),

we obtain
Ð x
a
F0ðtÞdt.

(8) Note that d
dx

Ð x
a
f ðtÞdt� � ¼ d

dx
�ðxÞ � �ðaÞ½ � ¼ �0ðxÞ ¼ f ðxÞ
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But, by the second fundamental theorem of Calculus,

ðx

a

F0ðtÞdt ¼ FðxÞ � FðaÞ ðVÞ

So we obtain the original function F altered by at most a constant [F(a)].

This time the integration has essentially nullified the differentiation.

Thus, the two basic processes of Calculus, differentiation and integration, are inverses

of each other. Furthermore, whenever we know the derivative F0 of a function F, (II) gives an
integration formula.

For example, we know already that

d

dx
sin x ¼ cos x

Therefore, (V) tells us that

ðx

p=4

cos td t¼ sin x� sin
p
4

¼ sin x� 1ffiffiffi
2

p ¼ sin x�
ffiffiffi
2

p

2

Similarly, we have

d

dx
tan x ¼ sec2 x

)
ðx

p=4

sec2 t dt ¼ tan x� tan
p
4
¼ tan x� 1

In physics, the velocity of a particle moving along a straight line is the derivative of the position

function. If we use

t for the independent variable representing time,

f for the position function,

v for velocity, and

s for variable of integration

Then we can write

f ðtÞ � f ðt0Þ ¼
ðt

t0

vðsÞds ðLÞ

In (L) the number t0 is arbitrary, and it plays the same role as “a” in (V) above. In applications,

t0 is usually a special instant of time.When t0 is the moment at which motion begins, it is called

the initial time.
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The acceleration “a” of a particle is the derivative of the velocity. Hence, we obtain

vðtÞ � vðt0Þ ¼
ðt

t0

aðsÞds ðMÞ

6a.5.2 The Mean Value Theorem for Definite Integrals (or Simply Integrals)

We have already studied themean value theorem (MVT) for derivatives in Chapter 20 of Part I,

and observed that it plays an important role inCalculus. There is a theoremby the samename for

integrals. Although, the MVT for definite integrals is not as attractive as the MVT for

derivatives (due to its fewer applications), it is still worth knowing. Geometrically, it says

that (in Figure 6a.7), the area under the curve is equal to the area of the shaded rectangle, where

“c” is some number, in [a, b].

6a.5.2.1 Theorem: (Mean Value Theorem for Integrals) If f is continuous on [a, b], there

is a number between a and b, such that

ðb

a

f ðtÞdt ¼ f ðcÞðb� aÞ

Proof: Let

FðxÞ ¼
ðx

a

f ðtÞdt a � x � b ðAÞ

y y = f(x)

C

FE

D

f(c)

A

a c b

B

0

x

FIGURE 6a.7
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Then, we can say that F is differentiable at each x2 [a, b], and that

F0ðxÞ ¼ f ðxÞ ðBÞ

(From the first fundamental theorem of Calculus.)

By the mean value theorem for derivatives, applied to F, there is a point c in (a, b) such

that

FðbÞ � FðaÞ ¼ F0ðcÞðb� aÞ ðCÞ

that is,

ðb

a

f ðtÞdt� 0 ¼ F0ðcÞðb� aÞ ðDÞ

) FðbÞ ¼
ðb

a

f ðtÞdt and FðaÞ ¼
ða

a

f ðtÞdt ¼ 0

2
4

3
5

But by (A), we have F0(c)¼ f (c).

Using this relation in (D), we get

ðb

a

f ðtÞdt� 0 ¼ f ðcÞðb� aÞ ðProvedÞ ðEÞ

Note that, if we solve (E) for f (c), we get

f ðcÞ ¼
Ð b
a
f ðtÞdt
b� a

The number ðÐ b
a
f ðtÞdtÞ=ðb� aÞ is called themean value (or average value) of f on [a, b]. To see

why it has this name, consider a regular partition

P : x0 < x1 < x2 < � � � < xn ¼ b

with Dx ¼ ðb� aÞ=n.
The average of the n values f ðx1Þf ðx2Þ . . . f ðxnÞ is

f ðx1Þ þ f ðx2Þ þ � � � þ f ðxnÞ
n

¼
Xn
i¼1

f ðxiÞ 1
n

¼ 1

ðb� aÞ
Xn
i¼1

f ðxiÞ ðb� aÞ
n

¼ 1

ðb� aÞ
Xn
i¼1

f ðxiÞ Dx
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The sum in the last expression is a Riemann Sum for f on [a, b], and therefore approachesÐ b
a
f ðxÞdx as n ! 1.

Thus, ðÐ b
a
f ðxÞdxÞ=ðb� aÞ appears as the natural extension of the familiar notion of

average value. (It is also called the arithmetic mean value of a function.) We now define the

arithmetic mean value of a function.

6a.5.2.2 The Arithmetic Mean Value of a Function

Definition: The arithmetic mean value (or simply, the mean) ym of a continuous function

y¼ f (x) on the interval [a, b] is the ratio of the definite integral of this function (from a to b) to

the length of the interval:

ym ¼
Ð b
a
f ðxÞdx
b� a

(Justification to this definition is already given in the MVT for integral in Section 6a.5.2.1.)

Now, we shall prove the following theorem using the mean value theorem for integrals.

6a.5.2.3 Theorem: An Integral with Variable Upper Limit is an Antiderivative of its
Integrand Note that this is the statement of the first fundamental theorem of Calculus.(9)

Proof: Given an integral function IðxÞ ¼ Ð x
a
f ðxÞdx, with variable upper limit x.

To prove

ðx

a

f ðxÞdx
2
4

3
5
0

¼ f ðxÞ ðVIÞ

Let us give an increment Dx to x. Then, the new value of the function I(x) is given by

Iðxþ DxÞ ¼
ðxþDx

a

f ðxÞdx

Let,

DI ¼ Iðxþ DxÞ � IðxÞ

¼
ðxþDx

a

f ðxÞdx�
ðx

a

f ðxÞdx

Now, expressing the first integral on the right-hand side by breaking the integral, we get

DI ¼
ðx

a

f ðxÞdxþ
ðxþDx

x

f ðxÞdx�
ðx

a

f ðxÞdx

¼
ðxþDx

x

f ðxÞdx

(9) We have already proved the theorem, using the definition of area function AðxÞ ¼ Ð x
a
f ðtÞdt. Now, we shall prove it,

simply by using the definition of the definite integral and the mean value theorem for integrals.
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According to the mean value theorem for integrals, the above integral is presentable as

DI ¼ f ðjÞðxþ Dx � xÞ ¼ f ðjÞDx ðVIIÞ

where j is a point lying between x and (xþ Dx)
By the definition of the derivative, by using (VII) we have

lim
Dx! 0

DI
Dx

¼ lim
Dx! 0

f ðjÞDx
Dx

¼ lim
Dx! 0

f ðjÞ

But if Dx! 0, the xþ Dx tends to x, and therefore j! x, which implies, since f (x) is a

continuous function, that

lim
Dx! 0

f ðjÞ ¼ lim
j! x

f ðjÞ ¼ f ðxÞ ðVIIIÞ

since f is a continuous function. This is what we wanted to prove.

6a.5.3 Geometrical Interpretation of MVT

From the theorem ðd=dxÞ Ð x
a
f ðtÞdt ¼ f ðxÞ, it follows that

d

ðx

a

f ðtÞdt ¼ f ðxÞdx

Now, we can give the geometrical interpretations of the above statements of the theorem.

[The geometrical interpretation of the theorem ðd=dxÞ Ð b
a
f ðtÞdt ¼ f ðxÞ was discussed in

Section 6a.3.1.] Here we explain it once more.

Let IðxÞ ¼
ðx

a

f ðtÞdt

The function I(x) expresses the variable area of the curvilinear trapezoid with variable base

[a, x] bounded by the curve y¼ f (x).(10)

The assertion of the theorem implies that the derivative of the area of the trapezoid with

respect to the abscissa x is equal to the ordinate of the line segment AB [¼f (x)] bounding

the trapezoid, which represents the height of the graph at x. In other words, the differential

of the area of the trapezoid is equal to the area of the rectangle ABDE with sides equal,

respectively, to the base of the trapezoid and to the ordinate of the line y¼ f (x) at the point x

(Figure 6a.8).

Note (2): The practical importance of the integral Calculus as well as of differential Calculus,

lies in its ability to handle situations in which quantities are varying continuously.

(10) Note that as x varies in [a, x], the area I(x) varies.
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This can easily be visualized by considering the graph of a continuous function y¼ f (x),

with f (x)> 0, on a closed interval [a, b]. The graph of any such function obviously lies above

the x-axis. If it is different from a straight line, then the slope of the tangent line to the curve

(which is the derivative of f ) varies continuously with x2 [a, b], and for any value of x (say x1),

it can be easily computed using differential Calculus (Figure 6a.9).

Also, the area of the curved region below the graph of y¼ f(x) and above the x-axis (i.e., the

definite integral of f ) from a to x (a� x� b), varies continuously with x2 [a, b] and is given

by AðxÞ ¼ Ð x
a
f ðxÞdx, and for any value x (say x1), it can be easily computed using integral

Calculus (Figure 6a.10).

Remark: Because of the connection between definite integrals and antiderivatives, it is

logical to use the integral sign “
Ð
” in the notation

Ð
f ðxÞdx for an antiderivative. Now it must

also be clear that we may dispense with the terminology of derivatives and antidifferentiation,

and begin to call the expression
Ð
f ðxÞdx as an indefinite integral (which is the term derived

from the concept of the definite integral). Once this idea is clear, the process of evaluating an

x

y

a b

y = f (x)

FIGURE 6a.9

y

y = f(x)
B

C

D

EA

I(x)

dx x

xa0

FIGURE 6a.8
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indefinite integral
Ð
f ðxÞdx and the definite integral

Ð b
a
f ðxÞdx are identical from computation

point of view. Of course, the two concepts are entirely different. It is for this reason that the

process of evaluating an indefinite integral
Ð
f ðxÞdx� �

or the definite integral
Ð b
a
f ðxÞdx

h i
is

called integration.

The distinction between an indefinite integral and a definite integral should be emphasized.

(i) The indefinite integral
Ð
f ðxÞdx represents all functions whose derivative is f(x).

However, the definite integral [
Ð b
a
f ðxÞdx] is a number whose value depends on the

function f and the numbers a and b, and it is defined as the limit of a Riemann Sum.

Remark: We emphasize that the definition of the definite integral makes no reference

to differentiation.

Thus, we can differentiate both an indefinite integral and the definite integral in the formÐ x
a
f ðtÞdt. Of course, ðd=dxÞ Ð b

a
f ðtÞdt ¼ 0, always [Why?].

(ii) The indefinite integral involves an arbitrary constant c.

For instance
Ð
x2 dx ¼ x3

3
þ c

The arbitrary constant c, as we know, is called constant of integration.

In applying the second fundamental theorem of Calculus to evaluate a definite

integral, we do not need to include the arbitrary constant c in the expression g(x),

because the theorem permits us to select any antiderivative, including the one for

which c¼ 0.

Note (3): The second fundamental theorem of Calculus provides a key method to find the

definite integral with the aid of antiderivatives. It links the process of integration with that of

differentiation. For this reason, some authors call this theorem the fundamental theorem of

integral Calculus. Some authors also call it the Newton–Leibniz Theorem, because they were

x

y

a bx

y = f (x) A(x)

FIGURE 6a.10
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the first to establish a relationship between integration and differentiation, thus making

possible the rule for evaluating definite integrals, avoiding summation.

It is only after this theorem was established, that the definite integral acquired its

present significance. It greatly expanded the field of the applications of the definite integral,

because mathematics obtained a general method for solving various problems of a

particular type, and so could considerably extend the range of applications of the definite

integrals to technology, mechanics, astronomy, and so on. This is better appreciated when

the theorem is applied to compute not only areas, but also quantities like volumes, length of

curves, centers of mass, moments of inertia, and so on, which are capable of being

expressed in the form

Xx¼b

x¼a

f ðxÞ Dx ð11Þ

Archimedes (287–212 BC) must be regarded as one of the greatest mathematicians of recorded

history, for this work alone, which was nearly 2000 years ahead of his time. [Refer to Chapter 5,

Section 5.1.1.]

When Newton (1642–1727) and Leibniz (1616–1716) appeared on the scene, it was the

natural time for Calculus to be developed, as evidenced by their simultaneous, but independent

achievements in the field.

Newton and Leibniz had the analytic geometry of Fermat (1601–1665) and Descartes

(1596–1650) on which to build Calculus. This was not available to Archimedes.

(11) Differentiation and integration arose from apparently unrelated problems of geometry. The problem of the tangent line

led us to derivatives and the problem of area to integration. It was only after mathematicians had worked for centuries with

derivatives and integrals separately, that Isaac Barrow (1630–1677), whowasNewton’s teacher, discovered and proved the

Fundamental Theorem of Calculus. His proof was completely geometric, and his terminology far different from ours.

Beginningwith thework ofNewton andLeibniz, the theorem grew in importance, eventually becoming the cornerstone for

the study of integration.Calculus with Analytic Geometry (Alternate Edition) by Robert Ellis and Denny Gulick (p. 263),

HBJ Publishes, USA, 1988.
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6b The Integral FunctionÐ x
1

1
t dt, (x> 0)

Identified as ln x or loge x

6b.1 INTRODUCTION

The definition of the logarithmic function that we encountered in algebra was based on

exponents, and the properties of logarithms were then proved from corresponding properties

of exponents. It is useful to review these properties and revise how we learned them in our

algebra course.

One property of exponents is

ax � ay ¼ axþy ð1Þ
Let us discuss the following cases:

(i) If the exponents x and y are positive integers and if a is any real number, then (1)

follows from the definition of positive integer exponent and mathematical induction.

(ii) If the exponents are allowed to be any integer, either positive, negative, or zero, and

a 6¼ 0, then (1)will hold if zero exponent and negative integer exponent are defined by

a0 ¼ 1

and

a�n ¼ 1

an
; n > 0 ð2Þ

(iii) If the exponents are rational numbers and a� 0, then (1) holds when am/n is defined by

am=n ¼ ffiffiffiffiffiffi
amn

p ð3Þ
(iv) It is not quite so simple to define ax when x is an irrational number.

For example, what is meant by a
ffiffi
2

p
? Stated simply, we use an approximation method.

First, a
ffiffi
2

p
is approximately a1:4 ¼ a7=5 ¼

ffiffiffiffiffi
a7

5
p

, which is defined.

Introduction to Integral Calculus: Systematic Studies with Engineering Applications for Beginners, First Edition.
Ulrich L. Rohde, G. C. Jain, Ajay K. Poddar, and A. K. Ghosh.
� 2012 John Wiley & Sons, Inc. Published 2012 by John Wiley & Sons, Inc.

6b-The logarithm defined using Calculus. The integral function
Ð x
1

1
t dt, (x> 0) identified as natural logarithm ln x

or logex and the definition of natural exponential function exp(x) or ex as inverse of ln x.
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Better approximations are a1:41 ¼
ffiffiffiffiffiffiffiffi
a141

100
p

and a1.414. In this way, themeaning of a
ffiffi
2

p

becomes clear.

Based on the assumption that axexists if a is any positive number and x is any real number, we

agreed to write the equation

ax ¼ N ð4Þ

where a is any positive number except 1 and N is any positive number. The definition of the

logarithmic function was then based on the above equation, which can be solved for x, and x is

uniquely determined by

x ¼ loga N ð5Þ

From this definition (of the logarithmic function) and properties of exponents, the following

properties of logarithms were proved

loga 1 ¼ 0 ðIÞ

loga m � n ¼ loga mþ logan ðIIÞ

loga
m

n
¼ loga m� loga n ðIIIÞ

loga m
n ¼ n loga m ðIVÞ

loga a ¼ 1 ðVÞ
The power of Calculus, both that of derivatives and integrals has been amply demonstrated.

Shortly, we shall be defining the logarithmic function as an integral, indicating one more

application of Calculus.

We begin by observing a peculiar gap in our knowledge of derivatives.

d

dx

x3

3

� �
¼ x2;

d

dx

x2

2

� �
¼ x1;

d

dx
ðxÞ ¼ 1 ¼ x0;

d

dx
???ð Þ ¼ x�1;

d

dx
�x�1
� � ¼ x�2;

d

dx
� x�2

2

� �
¼ x�3

Herewe ask the question: Is there no function whose derivative is ð1=xÞ?Alternatively, is there
no function that equals

Ð ð1=xÞdx? We will most certainly reach this conclusion if we restrict

our attention to the functions studied so far. However, we are about to launch the process of

defining a new function to fill the gap noticed above.

For the time being, we just accept the fact that we are going to define a new function and

study its properties.

Recall the formula
Ð
xn dx ¼ ððxnþ1Þ=ðnþ 1ÞÞ þ c; n 6¼ �1. This formula does not hold

when n¼�1. To evaluate
Ð
xndx for n¼�1, we need a function whose derivative is 1/x.

In other words, to evaluate
Ð ð1=xÞdx, we must obtain a function �(x) such that

ðd=dxÞ�ðxÞ ¼ ð1=xÞ. Then, obviously, we can say that
Ð ð1=xÞdx ¼ �ðxÞ. However, we are

neither aware of any such function nor arewe able to guess it. Of course, in Chapter 13a of Part I,
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we have indicated that ðd=dxÞloge x ¼ ð1=xÞ. Now the question is:Canwe obtain this function

by any other method and establish that “loge x” is the only function whose derivative is 1/x? In

this chapter, we shall prove this.

The first fundamental theorem of Calculus (discussed in Chapter 6a) gives us one such

method. It is (the definite integral)

ðx

a

1

t
dt

where “a” can be any real number having the same sign as x(1)

To interpret such a function, we consider the special case of this function denoted by

ln x

ðx

1

1

t
dt ðiÞ

Let R1 be the region bounded by the curve y¼ 1/t, by the t-axis, on the left by the line t¼ 1, and

on the right by the line t¼ x, where x> 1. This region R1 is shown in Figure 6b.1.

Themeasure of the area ofR1 is a function ofx; call itA(x) and define it as a definite integral

as given by

AðxÞ
ðx

1

1

t
dt

Now, consider this integral if 0< x< 1. It can be easily shown (using the second fundamental

theorem of Calculus) that

ðx

1

1

t
dt ¼ �

ð1

x

1

t
dt

R1

t = 1 t = x

y

t

0

1
ty =

FIGURE 6b.1

(1) Now, what remains is to assign a name to this function.
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From the above, it follows that the integral
Ð x
1
ð1=tÞdt represents the measure of the area of

region R2, bounded by the curve y¼ 1/t, and the t-axis, on the left by line t¼ x, and on the right

by the line t¼ 1.(2)

Thus, the integral
Ð x
1
ð1=tÞdt is the negative of themeasure of the area of the regionR2 shown

in Figure 6b.2. If x ¼ 1, the integral
Ð x
1
ð1=tÞdt becomes

Ð 1
1
ð1=tÞdt, which equals zero. (By

definition, see Chapter 5, Section 5.5.4.)

In this case, the left and right boundaries of the region are the same and so themeasure of the

area is 0. (This fact can also be proved using the second fundamental theorem of Calculus.)

Thus, the integral
Ð x
1
ð1=tÞdt, for x> 0 can be interpreted in terms of the measure of the

area of a region. The value of this integral depends on (the upper limit x) and is used to

define the natural logarithmic function, denoted by ln x. We write,

ln x ¼
ðx

1

1

t
dt; x > 0

(Though, we have given the name natural logarithmic function to ln x, we have to justify this

name. For this purpose, we must check whether ln x satisfies all the properties of logarithms, as

listed in Section 6b.1.1.)

6b.2 DEFINITION OF NATURAL LOGARITHMIC FUNCTION

The natural logarithmic function is defined by

ln x ¼
ðx

1

1

t
dt; x > 0

The domain of the natural logarithmic function is the set of all positive numbers.We read “ln x”

as “the natural logarithm of x”.

(2) Note that, here x varies in the interval (0, x), from 1 to 0. The area to the left of the ordinate t¼ 1 is taken as negative

(so that, it is represented by a negative number) and that to the right of line t¼ 1, is taken as positive.

y
t = x

t = 1

0

R2
y = 1

t
t

FIGURE 6b.2
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6b.3 THE CALCULUS OF ln x

From the first fundamental theorem of Calculus, we have

d

dx
ðln xÞ ¼ d

dx

ðx

1

1

t
dt

2
4

3
5 ¼ 1

x

Thus, ln x is a differentiable function with

d

dx
ðln xÞ ¼ 1

x
ðiiÞ

Since (1/x)> 0 for x> 0, we also conclude that ln x is strictly increasing.

We know that corresponding to each differentiation formula, there is an integration

formula. Thus from (ii), we can write

ð
1

x
dx ¼ ln xþ C ðiiiÞ

which is the indefinite integral form of (ii).

[It must be clearly understood that, whereas the function ln x is defined by the definite

integral
Ð x
1
ð1=tÞdt; x > 0, the indefinite integral form of ln x is given by equation (iii).]

From the result (ii) and the chain rule, we have the following theorem

Theorem (A): If u is a differentiable function of x and u(x)> 0, then

d

dx
ðln uÞ ¼ 1

u

d

dx
ðuÞ

Example (1): Find f 0(x) if f(x)¼ ln(5x2� 2xþ 7)

Solution: From Theorem (A),

f 0ðxÞ ¼ 1

5x2 � 2xþ 7
ð10x� 2Þ

¼ 10x� 2

5x2 � 2xþ 7
Ans:

Example (2): Find f 0(x) if f(x)¼ ln(sin x), sin x> 0

Solution: Using Theorem (A), we get

d

dx
lnðsin xÞ½ � ¼ 1

sin x
� d

dx
ðsin xÞ

¼ cos x

sin x
¼ cot x; sin x > 0 Ans:

Example (3): Show that
d

dx
lnjxj ¼ 1

x
; x 6¼ 0
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Solution: Here we have to consider two cases.

(a) If x > 0; jxj ¼ x; and so

d

dx
ðlnjxjÞ ¼ d

dx
ðln xÞ ¼ 1

x

(b) If x < 0; jxj ¼ �x; and so

d

dx
ðlnjxjÞ ¼ d

dx
ðlnð�xÞÞ ¼ 1

�x
� d

dx
ð�xÞ Note that for x < 0; � x > 0½ �

¼ 1

�x

� �
ð�1Þ ¼ 1

x
Ans:

Example (3) tells that ð
1

x
dx ¼ lnjxj þ c; x 6¼ 0

This result fills the long-standing gap in the power rule for integration. If r is any rational

number then, we can now write

ð
ur du ¼

urþ1

rþ 1
þ c; if r 6¼ �1

lnjuj þ c; if r ¼ �1

8<
:

Example (4): Find
d

dx
lnðx2 � x� 2Þ� �

Solution: This problem makes sense, provided x2� x� 2> 0.

Now x2� x� 2¼ (xþ 1)(x� 2), which is positive provided both the factors are either

negative or positive. This condition is satisfied provided x<� 1 or x> 2. Thus, the domain of

ln(x2� x� 2) is (�1, �1) U(2, 1). On this domain,

d

dx
lnðx2 � x� 2Þ� � ¼ 2x� 1

x2 � x� 2
Ans:

Now we show that the natural logarithmic function obeys the properties of logarithms that we

learnt in algebra, and listed in Section 6b.1. [This will also justify the name given to the functionÐ x
1
ð1=tÞdt; ðx > 0Þ.]
Now, it is proposed to prove the following theorem,which gives the properties of ln x (except

the property loga a¼ 1).

Theorem (B): If a and b are positive numbers and r is any rational number, then

(I) ln 1 ¼ 0

(II) lnða � bÞ ¼ ln aþ ln b

(III) ln a
b

� � ¼ ln a� ln b

(IV) lnðarÞ ¼ rðln aÞ

These relationships make ln x a very important function. These properties of ln x support our

use of the name “logarithm” for the function ln x.(3)

Let us prove these properties.

(3) Of course, we have not yet talked about the base of the natural logarithm.
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Proof: (I) To prove: ln 1¼ 0

From the definition of ln x, we have ln x ¼
ðx
1

1

t
dt

) ln 1 ¼
ð1

1

1

t
dt ¼ 0

We now prove that the natural logarithm of the product of two positive numbers is the sum of

their natural logarithms.

(II) If a and b are two positive numbers then

lnða � bÞ ¼ ln aþ ln b

Proof: Consider the function f(x)¼ ln(ax)

For x> 0 (and a> 0, given), we have

d

dx
ðln axÞ ¼ 1

ax
� d

dx
ðaxÞ; By Theorem ðAÞ½ �

¼ 1

ax
� a ¼ 1

x
and

d

dx
ðln xÞ ¼ 1

x

The derivatives of ln(ax) and ln x are therefore equal. Thus, their values differ only by a

constant, that is, ln ax¼ ln xþC

To evaluate C, we put x¼ 1, which gives ln a¼C (since ln 1¼ 0).

Thus, ln ax¼ ln xþ ln a

Now, put x¼ b, we get ln(a�b)¼ ln aþ ln b. (Proved)

(III) If a and b are two positive numbers then

ln
a

b

	 

¼ ln a� ln b

Proof: We have, shown above that

lnða � bÞ ¼ ln aþ ln b

Replacing a by 1/b, we get on the right-hand side

ln
1

b
þ ln b ¼ ln

1

b
� b

� �
; ) ln aþ ln b ¼ lnða � bÞ½ �

¼ ln 1 ¼ 0 Thus we get ln
1

b
¼ �ln b

Now consider; ln
a

b

	 

¼ ln a � 1

b

� �
¼ ln aþ ln

1

b
¼ ln a� ln b ðProvedÞ

(IV) If a and b are two positive numbers and r is any rational number, then

lnðarÞ ¼ rðln aÞ
Proof: For x> 0, we have

d

dx
ln xrð Þ ¼ 1

xr
� d

dx
xrð Þ By Theorem ðAÞ½ �

¼ 1

xr
� r � xr�1

¼ r

x

ðivÞ
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and

d

dx
ðr ln xÞ ¼ r � 1

x

¼ r

x

ðvÞ

Thus, derivatives of ln(ar) and r(ln x) are equal. It follows that, ln(ar) and r(lnx) must differ

only by a constant C.

) ln xr ¼ r ln xþ C ðviÞ
To find C, we put x¼ 1 and get

ln 1r ¼ r ln 1þ C

But ln 1¼ 0; hence C¼ 0.

Replacing C by 0, we get from (vi) above

ln xr ¼ r ln x ðProvedÞ
The properties of the natural logarithmic function can be used to simplify the work involved in

differentiating complicated expressions involving products, quotients, and powers as can be

seen from the following solved examples.

Example (5): Let us differentiate ln
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðx2 þ 1Þð2xþ 3Þp	 


Solution:
d

dx
ln

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx2 þ 1Þð2xþ 3Þ

p	 
h i

¼ d

dx

1

2
lnðx2 þ 1Þ þ lnð2xþ 3Þ� �
 �

¼ 1

2

1

x2 þ 1
� 2x

� �
þ 1

2xþ 3
� 2


 �

¼ x

x2 þ 1
þ 1

2xþ 3
; x > � 3

2
Ans:

[Note that the denominator in the second term will not be zero if x > ð�ð3=2ÞÞ.]

Example (6): Find
dy

dx
if y ¼ ln

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx� 1Þ=x23

p
; x > 1

Solution: Our problem becomes easier if we first use the properties of natural logarithm to

simplify y.

y ¼ ln
x� 1

x2

� �1=3

¼ 1

3
ln

x� 1

x2

� �

¼ 1

3
lnðx� 1Þ � ln x2
� �

¼ 1

3
lnðx� 1Þ � 2 ln x½ �

) dy

dx
¼ 1

3

1

x� 1
� 2

x


 �
¼ 1

3

2� x

x2 � x


 �
Ans:
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Note (1): The process illustrated in Examples (5) and (6) is called logarithmic differentiation. In

this process, the expressions involving quotients or powers are reduced to simple sums and

products of functions. The procedure involves taking the natural logarithm of each side of the

given function and then using the properties of logarithms.(4)

The following procedure is useful in understanding the inequality 0.5< ln 2< 1.

Solution: Here, we can write

ln 2 ¼
ð2

1

1

t
dt:

The above definite integral can be interpreted as the measure of the area of the shaded region

appearing in Figure 6b.3.

From this figure, we observe that ln 2 is between themeasures of the areas of the rectangles,

each having base of length 1 unit and the altitudes of lengths 1/2 and 1 unit, which tells that,

0.5< ln 2< 1.(5)

Note (2): The number 0.5 is a lower bound of ln 2 and 1 is an upper bound. In a similar manner,

we can obtain a lower and upper bound for the natural logarithm of any positive real number.

(Later on, it will be convenient to compute the natural logarithm of any positive real number to

any number of decimal places (to achieve the desired accuracy), by expanding the function ln x

into an infinite series, as discussed in Chapter 22 of Part I.)

Remark: We have not yet established the property of logarithms, which states that loga a¼ 1,

because so far we do not have a base for natural logarithm. To obtain the base for the natural

logarithm we now show that ln 4> 1. [Once any base “a” is obtained for the (natural)

logarithmic function “ln x” we must check that a> 0, a 6¼ 1.]

(4) This process was developed in 1697 by Johann Bernoulli (1667–1748). We have discussed this method and solved a

good number of problems in Chapter 15a of Part I.
(5) This inequality can also be obtained analytically, using the mean value theorem for integrals introduced in Chapter 6a.

y

y = 1
t

t

1
2

(1, 1)

1

10

2

2

2,
⎛⎜
⎝

⎞⎟
⎠

FIGURE 6b.3
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Solution: By definition of the natural logarithm and the comparison property, we have

ln 4 ¼
ð4

1

1

t
dt ¼

ð2

1

1

t
dtþ

ð3

2

1

t
dtþ

ð4

3

1

t
dt ¼ 1

2
ð2� 1Þ þ 1

2
ð3� 2Þ þ 1

2
ð4� 3Þ

� 1

2
ð2� 1Þ þ 1

3
ð3� 2Þ þ 1

4
ð4� 3Þ

� 1

2
þ 1

3
þ 1

4
ð¼ 13=12Þ

� 1:

Thus, we have shown that ln 4> 1. We have seen that ln 1¼ 0, ln 2< 1 and ln 4> 1

(Figure 6b.4). Intuitively, we can guess that there exists a number between 1 and 4 (let us

call it “e”), such that ln e¼ 1. It remains to show that such a number is in the domain of lnx,

and it is unique.(6)

Nownote that, ln x is differentiable and hence continuous. Therefore, from the intermediate

value theorem, it follows that there exists a number between 1 and 4 (denoted by “e”), such that

ln e ¼ 1

Also, since the function ln x is strictly increasing, e is unique. It is the value of x for which the

area of the shaded region in Figure 6b.5 is 1.

Further, the equality ln e¼ 1, suggests that the base of natural logarithmic function “ln x”

must be the number “e”.(7)

In Chapter 13a of Part I, we have discussed at length about the number e, its origin, its value,

and its properties. There, we have also seen that loge x is a new function such that

d

dx
loge x ¼ 1

x

This is consistent with what we have seen in the case of “ln x”. Thus, we identify the function

ln x with logex. The number “e”, as we know, is an irrational number that has the non-

terminating decimal expansion

e ¼ 2:71828182845904523536

The symbol e was first adopted for this number by the great Swiss mathematician Leohard

Euler. It has come to occupy a special place both, in mathematics and in its applications.

(6) Once this is shown, it will be justified to identify ln x as the logarithmic function to the base “e”.
(7) From the properties of exponents and definition of logarithms, we know that for a> 0, a1¼ a, which also means that

logarithm of “a” to the same base “a” is 1 [i.e., loga a¼ 1].

y

x

f (x) = x
1

0 1 2 3 4

FIGURE 6b.4
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Now let us consider the following examples.

Example (7): Evaluate
Ð 6
2

1
x
dx in terms of logarithms

Solution:
Ð 6
2

1
x
dx ¼ ½ln x�62 ¼ ln 6� ln 2 ¼ ln 6

2
¼ ln 3.

Example (8): Express
Ð�7

�8
1
x
dx in terms of logarithms

Solution:
ð�7

�8

1

x
dx ¼ ½ln x��7

�8

¼ lnj � 7j � lnj � 8j
¼ ln

7

8
Ans:

Example (9): Find the exact value of
Ð 2
0

x2þ2
xþ1

dx

Solution: Because x2þ2
xþ1

is an improper fraction, we divide the numerator by the denominator

and obtain
x2 þ 2

xþ 1
¼ x� 1þ 3

xþ 1
Therefore,

ð2

0

x2 þ 2

xþ 1
dx ¼

ð2

0

x� 1þ 3

xþ 1
dx

¼ 1

2
x2 � xþ 3 lnjxþ 1j�2

0

¼ 2� 2� 3 ln 3� 3 ln 1

¼ 3 ln 3� 3:0

¼ 3 ln 3 ¼ ln 33 ¼ ln 27 Ans:

y

t

x

f (t) = t
1

0 1

FIGURE 6b.5
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Example (10): Evaluate
Ð
ln x
x
dx

Solution: Let ln x¼ t.

We get

1

x
dx ¼ dt

Therefore, ð
ln x

x
dx ¼

ð
t dt ¼ t2

2
þ cð8Þ

¼ 1

2
ðln xÞ2 þ c Ans:

Remark: Here we have evaluated the integral
Ð ðln x=xÞdx by the method of substitution

discussed in Chapter 3a. To obtain the formulas of indefinite integral of trigonometric functions

tanx, cot x, sec x, and cosec x,we had assumed the result
Ð ð1=xÞdx ¼ log ejxj þ c, and applied

it to
Ð ðf 0ðxÞ=f ðxÞÞdx to obtain the result loge|f(x)|þ c. If this had not been done, we would have

had to wait till this point for obtaining the above-mentioned formulas, because they involve the

natural logarithmic function.

Also, we have seen in Chapter 13a of Part I, that the common logarithm is a multiple of the

natural logarithm and vice versa, given by the following relations:

log10 x ¼ log10 e � loge x ¼ 0:4343 � loge x
and

loge x ¼ loge 10 � log10 x ¼ 2:3026 � log10 x

Thus, we can always convert back and forth between the natural and the common logarithm of

the same number.(9)

6b.4 THE GRAPH OF THE NATURAL LOGARITHMIC FUNCTION ln x

Now, we analyze the graph of the natural logarithm function ln x and try to sketch it. First note

that, ln 1¼ 0 )Ð 1
1
ðdt=tÞ ¼ 0

	 

. Next, ln|x| is a differentiable function with

d

dx
lnjxj ¼ 1

x

since (1/x)> 0 for x> 0, ln x is strictly increasing, also it is clear from (1/x)> 0 that

ðd2=dx2Þln x ¼ � 1

x2
< 0.

(8) Remember that, whereas evaluation of
Ð ðln x=xÞdx has been very simple, the integral

Ð
ln x dx cannot be evaluated by

the method of substitution. Recall that,
Ð
ln x dx was evaluated by the method of integration by parts [Chapter 4a].

(9) To remember the above relationship, it is useful to keep inmind the algebraic identityx=10 ¼ ðx=eÞ � ðe=10Þ. It helps in
writing log10 x¼ log10 e�loge x and so on.
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Therefore (as we have noted earlier in Chapter 19a), the graph of ln x is concave downward

on (0, 1). It can also be proved that

lim
x!þ1 ln x ¼ þ1 and lim

x! 0þ
ln x ¼ �1ð10Þ

With this information, and by plotting a few points with segments of tangent lines at the points,

we can sketch the graph of the natural logarithmic function by hand, as shown in Figure 6b.6,

where we have plotted the points having abscissas 1
4
; 1
2
, 1, 2, 4.

The slope of the tangent line is found from the formula

d

dx
ln jxj ¼ 1

x

From the property limx! 0þ ln x ¼ �1, we conclude that the graph of ln x is asymptotic to the

negative part of the y-axis through the fourth quadrant.

In summary, the natural logarithmic function “ln x”, satisfies the following properties, as can

be seen from its graph, and discussed earlier.

(a) The domain is the set of all positive numbers.

(b) The range is the set of all real numbers (since ln x! þ1; as x! þ1).

(c) The function is increasing on its entire domain [sinceðd=dxÞðln xÞ ¼ ð1=xÞ > 0

for all x > 0].

(d) The function is continuous at all numbers in its domain (since ln x is differentiable

for all x> 0).

(e) The graph of the function is concave downward at all points (since ln x< 0, for all x> 0.

See Chapter 19a for second derivative test).

(f) The graph of the function is asymptotic to the negative part of the y-axis through the

fourth quadrant (since limx! 0þ ln x ¼ �1).

(10) The Calculus 7 of a Single Variable by Louis Leithold (pp. 445–447), Harper Collins College Publishers.
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6b.5 THE NATURAL EXPONENTIAL FUNCTION [exp(x) OR ex]

We know that the natural logarithmic function is increasing on its entire domain, therefore by

the definition of an inverse function, it has an inverse that is also an increasing function.

The inverse of ln(x) is called the natural exponential function, denoted by exp(x) (or ex),

which we now formally define.

6b.10.1 Definition of the Exponential Function exp(x) or ex

The natural exponential function is the inverse of the natural logarithmic function.

It is therefore defined by ex¼ y, if and only if x¼ ln y.

Note: We agree that the expressions exp(x) and ex stand for the same functions, as also the

expressions lnx and logx mean the same function at “x”. It is also clear that for x¼ 1, the

exponential function ex has the value “e” [or we say that the number “e” is the value of the (natural)

exponential function at 1]. We can also write that e¼ exp(1). Note that, the exponential function ex

is defined for all values of x and that its range is the set of all positive numbers.

We have studied the properties of the natural exponential function in Chapter 13a of Part I.

All the properties of exponential function studied there can be established using the definition of

the logarithmic function, discussed in this chapter. It will be seen that these properties are

consistent with the properties of exponents learnt in algebra.

196 THE INTEGRAL FUNCTION
Ð x
1

1
t
dt, (x > 0) IDENTIFIED AS ln x OR logex



7a Methods for Evaluating
Definite Integrals

7a.1 INTRODUCTION

In Chapter 5, we have introduced the following concepts/ideas:

. the concept of area,

. the meaning of the definite integral as an area,

. the idea of the definite integral as the limit of a sum,

. the concept of Riemann sums and the analytical definition of definite integral as the limit

of Riemann sums.

. the symbol
Ð b
a
f ðxÞdx for the definite integral of a (continuous) function f(x) defined on a

closed interval [a, b],

. the statement of the integrability theorem, and

. the statement of the second fundamental theorem of Calculus, which links the definite

integral
Ð b
a
f ðxÞdx with the antiderivative

Ð
f ðxÞdx.

Historically, methods of computing areas of certain regions were developed by the ancient

Greeks. Such an area was called the integral. The symbol “
Ð
” [with positive numbers a and b

(a< b)] was used to indicate the measure of the area in question. Thus, the term “integral”

and the symbol “
Ð
” were in use prior to the discovery of differential Calculus.

The concept of derivatives was discovered in the seventeenth century and the methods for

finding the derivatives of various functions, were developed then. Simultaneously, mathema-

ticians developed the concept of the antiderivative of a function and the methods for finding

antiderivatives. The methods for computing derivatives of functions, together with those for

computing antiderivatives constituted the subject of Calculus.

Of course, a number of mathematicians have contributed through the centuries, towards the

development of Calculus. However, Newton and Leibniz understood and exploited the intimate

relationship that exists between antiderivatives and definite integrals. This relationship, which

is known as the second fundamental theorem of Calculus, was introduced in Chapter 5. Also,

some examples were solved to show how the theorem provides a very simple method for

computing definite integrals.

Introduction to Integral Calculus: Systematic Studies with Engineering Applications for Beginners, First Edition.
Ulrich L. Rohde, G. C. Jain, Ajay K. Poddar, and A. K. Ghosh.
� 2012 John Wiley & Sons, Inc. Published 2012 by John Wiley & Sons, Inc.
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The second fundamental theorem of Calculus says that, to evaluate the definite integralÐ b
a
f ðxÞdx, we should compute the antiderivative of the function f(x) (which is the integrand

in the definite integral). The dependence of the definite integral on the evaluation of the

antiderivative suggested that we identify the term antiderivative by the name “indefinite

integral ”. Accordingly, the old term “integral” (which was in use prior to the discovery of

derivative) was renamed “the definite integral”.

The above discussion is a repetition of the contents discussed in previous chapters. However,

such a repetition is expected to help us easily understand the methods and the material to be

discussed in this chapter.

The underlying approach (for finding areas, as discussed in Chapter 5) is largely based on

geometrical considerations and partly on our intuition. The procedure involved is lengthy and to

some people it may appear dull. However, it is interesting to see how ideas are introduced for

computing areas bounded by known curves.

The idea of the area function A(x) introduced in Chapter 6a, helps in understanding the

first fundamental theorem of Calculus, and in establishing the second fundamental theorem

ofCalculus. Both these theorems are then applied to show that differentiation and integration

are inverse processes. Also, these theorems are very useful in proving many other important

results in Calculus.We again come back to our discussion on the second fundamental theorem

of Calculus.

If f(x) is a continuous function and f(x)> 0 on [a, b], such that the graph of the function is a

continuous curve above the x-axis, then the area of the region bounded by the curve y¼ f(x),

the ordinates x¼ a and x¼ b, and the portion of x-axis from the point a to the point b is

denoted by A¼ Ð b
a
f ðxÞdx. This is the simplest plane region and the symbol

Ð b
a
f ðxÞdx

measures the shaded area.

y

a b

x

y = f(x)

A=   f(x) dx
a

b

�
The symbol

Ð b
a
f ðxÞdx is read as the definite integral of f(x) from a to b. It is a fixed number for

the given interval [a, b] and it can change only if the interval is changed. In this notation, f(x)

is the integrand, “a” is the lower limit of integration and “b” is the upper limit. The symbol
Ð
is

an integral sign. It resembles a capital S, which is appropriate because the definite integral is the

limit of a sum. (We have already discussed about the acceptance of the same symbol
Ð
for the

definite and indefinite integrals.)

7a.2 THE RULE FOR EVALUATING DEFINITE INTEGRALS

If f (x) is a continuous function defined on some closed interval [a, b], then the rule is as follows.

Find the antiderivative of f(x), by any method.
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Suppose,
Ð
f ðxÞdx ¼ �ðxÞ: Then, by applying the fundamental theorem of Calculus, we

obtain,

ðb
a

f ðxÞdx ¼ �ðbÞ � �ðaÞ:ð1Þ

We know that the definite integral
Ð b
a
f ðxÞdx of the function f(x) is a fixed number for the

given interval [a, b] and it can change only if the interval is changed. On the other hand, the

indefinite integral of a function f (x) is (in general) a new function. Thus, the definite integralÐ b
a
f ðxÞdx, is quite different from the indefinite integral

Ð
f ðxÞdx; although both look alike

due to the symbol
Ð
. It is when we wish to evaluate definite integrals that we make use of

indefinite integrals.

By using the second fundamental theorem of integral Calculuswe, in effect, get a powerful

tool for computing the limit of a sum in question, which is the same as the value of the definite

integral in question.

We now give the following definition of the definite integral of f(x).

Definition: Let f(x) be a function, continuous on a closed interval [a, b], and let �(x) be
the antiderivative of f(x), such that

ð
f ðxÞdx ¼ �ðxÞ:

Then, we write
Ð b
a
f ðxÞdx to mean �ðxÞ½ �ba ¼ �ðbÞ � �ðaÞ where a and b are real constants.

The symbol
Ð b
a
f ðxÞdx is called the definite integral of f(x) from a to b.

Note (1): The second fundamental theorem of integral Calculus defines the definite integralÐ b
a
f ðxÞdx, for b> a.

[Later on, we will show that if b< a, then
Ð b
a
f ðxÞdx¼� Ð a

b
f ðxÞdx.]

In other words, the fundamental theorem can be applied for evaluating the definite integral even

when the upper limit is smaller than the lower limit.

Note (2): Let

ð
f ðxÞdx ¼ �ðxÞ þ c ðIÞ

)
ðb
a

f ðxÞdx ¼ �ðxÞ þ c½ �ba ¼ �ðbÞ þ c½ � � �ðaÞ þ c½ � ¼ �ðbÞ � �ðaÞ ðIIÞ

(1) Consider
Ð
f ðxÞdx ¼ �ðxÞ þ c, where c is an arbitrary constant, including zero. If we choose c¼ 0, then �(x) is called

(the) antiderivative of f(x), since�0(x)¼ f(x).Note that,�(x)þ c is called (an) antiderivative of f(x). It is due to the arbitrary

constant c [added to the antiderivative �(x)] that we call “�(x)þ c”, an antiderivative (or an indefinite integral), the

indefiniteness being due to “c”. For all practical purposes, we do not make a distinction between the antiderivative [�(x)]

and an antiderivative [�(x)þc]. However, for computing the definite integral
Ð b
a
f ðxÞdx, we shall alwayswrite the indefinite

integral �(x) without an arbitrary constant.
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Observe that, the value of the definite integral does not depend on the constant of

integration. This justifies the adjective “definite”. Therefore, while evaluating the definite

integral, we do not write the constant of integration with �(x),which is the antiderivative

of f(x).

Remark: Use of the sign
Ð
for an indefinite integral and for the definite integral does not help

the beginner to keep the two ideas distinct from each other. From this point of view, it is perhaps

not the best notation to use. However, once the distinction between the terms an “indefinite

integral” and the “definite integral” is clearly understood, the integral sign is accepted

conveniently and logically.

7a.3 SOME RULES (THEOREMS) FOR EVALUATION

OF DEFINITE INTEGRALS

As in the case of indefinite integrals,we can easily prove the following corresponding results for

definite integrals.

(1) If f and g are integrable functions(2) then

ðb
a

f ðxÞ � gðxÞ½ �dx ¼
ðb
a

f ðxÞdx�
ðb
a

gðxÞdx

(2) If f is an integrable function(2) and k is a constant then

ðb
a

kf ðxÞdx ¼ k

ðb
a

f ðxÞdx

Corollary: If f and g are integrable functions(2) and k1, k2 are constants then

ðb
a

k1f ðxÞ � k2gðxÞ½ �dx ¼ k1

ðb
a

f ðxÞdx� k2

ðb
a

gðxÞdx

The above results can be extended to more than two functions involved in the sums and

differences.

To prove these results, we use the definition of the definite integral based on the fundamental

theorem of integral Calculus. For example, let us prove that,

ðb
a

f ðxÞ þ gðxÞ½ �dx ¼
ðb
a

f ðxÞdxþ
ðb
a

gðxÞdx

(2) We have defined an “integrable function” in Chapter 5. (A function is said to be integrable on [a, b] if it is bounded on [a,

b] and continuous there, except at a finite number of points.)
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Proof: Let
Ð
f ðxÞdx ¼ �ðxÞ

Then;

ðb
a

f ðxÞdx ¼ �ðxÞ½ �ba ¼ �ðbÞ � �ðaÞ ð1Þ

Again, let
Ð
gðxÞFx ¼ FðxÞ

Then;

ðb
a

gðxÞdx ¼ FðbÞ � FðaÞ ð2Þ

Adding Equation (1) and Equation (2) we get

ðb
a

f ðxÞdxþ
ðb
a

gðxÞ ¼ �ðbÞ � �ðaÞ½ � þ FðbÞ � FðaÞ½ �

¼ �ðbÞ þ FðbÞ½ � � �ðaÞ þ FðaÞ½ �
ð3Þ

But for an indefinite integral, we know that,

ð
f ðxÞ þ gðxÞ½ �dx ¼

ð
f ðxÞdxþ

ð
gðxÞdx ¼ �ðxÞ þ FðxÞ þ c

)
ðb
a

f ðxÞ þ gðxÞ½ �dx ¼ �ðxÞ þ FðxÞ þ c½ �ba
¼ �ðbÞ þ FðbÞ½ � � �ðaÞ þ FðaÞ½ �

ð4Þ

Observe that the right-hand sides of Equation (3) and that of Equation (4) are identical.

Therefore, equating their left-hand sides, we get

ðb
a

f ðxÞ þ gðxÞ½ �dx ¼
ðb
a

f ðxÞdxþ
ðb
a

gðxÞdx

On similar lines, we can prove the other results.

7a.3.1 Solved Examples

Example (1): Evaluate
Ð 2
1

5x3 þ x2 � 4xð Þdx

Solution: ð2
1

5x3 þ x2 � xþ 3½ �dx ¼ 5x4

4
þ x3

3
� x2

2
þ 3x

� �2
1

¼ 5 � 16

4

� �
þ 8

3
� 4

2
þ 6

� �
� 5

4
þ 1

3
� 1

2
þ 3

� �

¼ 20þ 8

3
� 2þ 6

� �
� 15þ 4� 6þ 4

12

� �

¼ 80

3
� 17

12
¼ 320� 17

12
¼ 303

12
¼ 101

4
Ans:
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Example (2): Evaluate

ð1
0

x2 � 3xþ 2ffiffiffi
x

p dx

Solution:

ð1
0

x2 � 3xþ 2ffiffiffi
x

p dx ¼
ð1
0

x3=2 � 3x1=2 þ 2x�1=2
� �

dxð3Þ

¼ x5=2

5=2
� 3

x3=2

3=2
þ 2

x1=2

1=2

� �1
0

¼ 2

5
x5=2 � 2x3=2 þ 4x1=2

� �1
0

¼ 2

5
� 2þ 4

� �
� 0 ¼ 12

5
Ans:

Example (3): Evaluate
Ð p=2
0

sin2 x dx

Solution:

ðp=2
0

sin2 x dx ¼
ðp=2
0

1� cos 2x

2
dx;

) cos 2x ¼ 1� 2 sin 2 x

) sin 2 x ¼ 1� cos 2x

2

2
64

¼ 1

2

ðp=2
0

1� cos 2x½ �dx ¼ 1

2

ðp=2
0

1dx�
ðp=2
0

cos 2x dx

" #

¼ 1

2
½x�p=20 � sin 2x

2

� �p=2
0

( )
¼ 1

2

p
2
� 0

� �
� 1

2
sin p� sin 0ð Þ

� �

¼ p
4
� 0 ¼ p

4
Ans:

All the methods studied for evaluating indefinite integrals (such as integration by substitution,

integration by parts, and integration by partial fractions) can be applied for computing definite

integrals.

7a.3.2 Application of the Fundamental Theorem of Calculus

Evaluating definite integrals is generally a two-step process. First, we find the indefinite

integral, then we apply the fundamental theorem of Calculus. If the indefinite integration is

easy, we can combine the two steps as in Examples (1) and (2). However, if the computation is

complicated enough to require a substitution, we typically separate the two steps. Thus, to

calculate
Ð 4
0
x

ffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ 9

p
dx we first write (using x2þ 9¼ t and 2x dx¼ dt).

)
ð
x

ffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ 9

p
dx ¼ 1

2

ð ffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ 9

p
ð2x dxÞ ¼ 1

2

ð
t1=2dt

¼ 1

2
� 2
3
t3=2 þ c ¼ 1

3
x2 þ 9
	 
3=2 þ c

(3) Observe that the integrand has been converted to the standard form. This is needed to write down an indefinite integral,

before evaluating the definite integral.
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Then, by the fundamental theorem, we write

ð4

0

x
ffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ 9

p
dx ¼ 1

3
ðx2 þ 9Þ3=2

� �4
0

¼ ð42 þ 9Þ3=2
3

� ð02 þ 9Þ3=2
3

¼ ð25Þ3=2
3

� ð9Þ3=2
3

¼ 125

3
� 27

3
¼ 98

3
Ans:

7a.3.2.1 Simpler Way of Using Substitution Directly: From Two-Step Procedure to
One-Step Procedure

Instead of going through a two-step process, there is a simpler way of using substitution directly

in a definite integral, as explained through the following example.

Example (4): Evaluate
Ðffiffiffiffiffiffip=2

p

0

x sin3ðx2Þ cosðx2Þdx

Solution:First we will evaluate this using the two-step procedure and then evaluate it directly.

Method (I): Two-step procedure.

Put sinðx2Þ ¼ t; so 2x cosðx2Þdx ¼ dt

)
ð
x sin3ðx2Þ cosðx2Þdx ¼ 1

2

ð
sin3ðx2Þ � 2x cosðx2Þdx

¼ 1

2

ð
t3dt ¼ 1

2
� t

4

4
þ c ¼ 1

8
sin4ðx2Þ þ c

Then, by the second fundamental theorem of Calculus,

ð ffiffi
p

p
=2

0

x sin3ðx2Þ cosðx2Þdx ¼ 1

8
sin4ðx2Þ

� � ffiffi
p

p
=2

0

¼ 1

8
sin4

p
4

� �
� 1

8
� 0

¼ 1

8

1ffiffiffi
2

p
� �4

� 0 ¼ 1

32
Ans:

Note: In the two-step procedure illustrated above, it is necessary to express the indefinite

integral in terms of the original variable x, before we apply the fundamental theorem. This is

because the limits 0 and
ffiffiffi
p

p
=2 apply to x, not to t.But, in making the substitution sin(x2)¼ t, if

we also make the corresponding changes in the limits of integration, to the new variable t, then

we can complete the integration with t as variable. This is indicated in Method (II).
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Method (II): Observe that for x¼ 0, t¼ sin(x2)¼ sin(02)¼ 0, and for x ¼ ffiffiffi
p

p
=2; t ¼

sin
ffiffiffi
p

p
=2ð Þ2

h i
¼ sin p

4

	 
 ¼ 1ffiffi
2

p ¼
ffiffi
2

p
2

)
ð ffiffi

p
p

=2

0

x sin3ðx2Þ cosðx2Þdx ¼ 1

2

ð ffiffi
2

p
=2

0

t3dt

¼ 1

2
� t

4

4

� � ffiffi
2

p
=2

0

¼ 1

8
� 4

16

� �
¼ 1

32
Ans:

7a.3.2.2 Change of Limits in Definite Integrals During Substitution

Let us recall the method of substitution for the indefinite integral. There, we have seen that, by

substituting x¼�(t) in the given integral
Ð
f ðxÞdx; we get, Ð f ðxÞdx ¼ Ð

f �ðtÞ½ ��0ðtÞdt.
To evaluate a definite integral

Ð b
a
f ðxÞdx; where x¼�(t), we have the following form,

ðb
a

f ðxÞdx ¼
ðt2
t1

f ½�ðtÞ��0ðtÞdt

where t1 and t2 are numbers such that (a) a¼�(t1) or t1¼��1 and (b) b¼�(t2) or t2¼��1.

Thus, t1 and t2 are the limits of integration for the variable t, corresponding to the limits of

integration a and b for the variable x.

In practice, it is very simple to find t1 and t2 corresponding to the limits “a” and “b”,

respectively, as will be clearer from the solved examples given below. Thus, while changing the

variable in a definite integral, we should change the limits of integration to reduce our work.

Once this is done, we need not come back to the original variable x, for evaluating the definite

integral.

Example (5): Evaluate
Ð 1
0

x3ffiffiffiffiffiffiffiffi
1þx4

p dx

Solution:

Put 1þ x4 ¼ t ) 4x3dx ¼ dt; ) x3dx ¼ 1

4
dt

for x ¼ 0; t ¼ 1þ 04 ¼ 1; and for x ¼ 1; t ¼ 1þ 14 ¼ 2

)
ð1
0

x3ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ x4

p dx ¼
ð2
1

ð1=4Þdtffiffi
t

p ¼ 1

4

ð2
1

t�1=2dt

¼ 1

4

t1=2

1=2

� �2
1

¼ 1

2
t1=2
h i2

1
¼ 1

2
21=2 � 11=2
h i

¼ 1

2

ffiffiffi
2

p
� 1

h i
Ans:

Example (6): Evaluate
Ð 1
0
x3ð1� x2Þ5=2dxð4Þ

(4) Note how the substitution converts the integrand to the standard form.
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Solution: Put 1� x2 ¼ t ) x2 ¼ 1� t ) 2x dx ¼ �dt ) x dx ¼ � 1
2
dt when x

¼ 0, t¼ 1 – 0¼ 1 and when x¼ 1, t¼ 1 – 12¼ 0

)
ð1
0

x3ð1� x2Þ5=2dx ¼
ð1
0

x2ð1� x2Þ5=2 � x dx

¼
ð0
1

ð1� tÞt5=2 � � 1

2

� �
dt

¼ � 1

2

ð0
1

ð1� tÞt5=2dt ¼ � 1

2

ð0
1

t5=2 � t7=2
� �

dt

¼ 1

2

ð1
0

t5=2 � t7=2
� �

dt see Remark in Section 7a:2½ �

¼ 1

2

t7=2

7=2
� t9=2

9=2

� �1
0

¼ 1

2

2

7
t7=2 � 2

9
t9=2

� �1
0

¼ 1

2

2

7
� 2

9

� �
� ð0� 0Þ

� �
¼ 9� 7

63
¼ 2

63
Ans:

Example (7): Evaluate

ð1
0

tan�1x

1þ x2
dx

Solution:

Put tan�1x ¼ t ) 1

1þ x2
dx ¼ dt

When x ¼ 0; t ¼ tan�10 ¼ 0 ð ) tan 0 ¼ 0Þ
and when x ¼ 1; t ¼ tan�11 ¼ p

4

) tan
p
4
¼ 1

� �

)
ð1
0

tan�1x

1þ x2
dx ¼

ðp=4
0

t dt ¼ t2

2

� �p=4
0

¼ 1

2
t2
� �p=4

0
¼ 1

2

p
4

� �2

� 02
� �

¼ p2

32
Ans:

Example (8): Evaluate
Ð p=2
0

sin2x cos x dx

Solution:
Put sin x ¼ t ) cos x dx ¼ dt

When x ¼ 0; t ¼ sin 0 ¼ 0

and when x ¼ p
2
; t ¼ sin

p
2
¼ 1

)
ðp=2
0

sin2x cos x dx ¼
ð1
0

t2dt ¼ t3

3

� �1
0

¼ 1

3
t3
� �1

0
¼ 1

3
I3 � 03
� � ¼ 1

3
Ans:
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Example (9): Evaluate

ð3

�1

5x dxffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ 4

p

Solution:
Put x2 þ 4 ¼ t2 ) 2x dx ¼ 2t dt ) x dx ¼ t dt

When x ¼ �1; t2 ¼ ð�1Þ2 þ 4 ¼ 5 ) t ¼ ffiffiffi
5

p

and when x ¼ 3; t2 ¼ ð3Þ2 þ 4 ¼ 13 ) t ¼ ffiffiffiffiffi
13

p

)
ð3
�1

5xffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ 4

p dx ¼ 5

ð ffiffiffiffi
13

p

ffiffi
5

p
t dt

t
¼ 5

ð ffiffiffiffi
13

p

ffiffi
5

p dt

¼ 5 t½ �
ffiffiffiffi
13

pffiffi
5

p ¼ 5
ffiffiffiffiffi
13

p � ffiffiffi
5

p� �
Ans:

Example (10): Evaluate

ðp

0

dx

5þ 4 cos x

Solution: Let

ð
dx

5þ 4 cos x
¼ I ðsayÞð5Þ

Consider 5þ 4 cos x

¼ 5 sin2
x

2
þ cos2

x

2

h i
þ 4 cos2

x

2
� sin2

x

2

h i

¼ sin2
x

2
þ 9 cos2

x

2

) I ¼
ð

dx

sin2ðx=2Þ þ 9 cos2ðx=2Þ

Dividing Nr and Dr by cos2
x

2
, we get

I ¼
ð

sec2ðx=2Þ
tan2ðx=2Þ þ 9

dx

Put tan
x

2
¼ t ) 1

2
sec2

x

2
dx ¼ dt

) sec2
x

2
dx ¼ 2dt

) I ¼ 2

ð
dt

t2 þ 9
¼ 2

ð
dt

t2 þ ð3Þ2

(5) The principal step in the evaluation of a definite integral is to find the related indefinite integral.
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When x ¼ 0; t ¼ tanð0Þ ¼ 0 and when x ¼ p; t tends to1 ) tan
p
2
¼ 1

� �
:

Thus, as x varies from 0 to p, t varies from 0 to 1.

)
ðp

0

dx

5þ 4 cos x
¼ 2

ð1
0

dt

t2 þ ð3Þ2 ¼ 2
1

3
tan�1 t

3

� �1
0

¼ 2

3
tan�11� tan�10
� �

¼ 2

3

p
2
� 0

� �
¼ p

3
Ans:

Example (11): Evaluate

ðp=2

0

sin 2� d�

sin4�þ cos4�

Solution: Let

ð
sin 2�

sin4�þ cos4�
d� ¼ I

Put sin2� ¼ t ) 2 sin� � cos� d� ¼ dt

or sin 2� d� ¼ dt

Now; sin4�þ cos4� ¼ t2 þ ð1� tÞ2 ¼ t2 þ 1� 2tþ t2

¼ 2t2 � 2tþ 1 ¼ 2 t2 � tþ 1

2

� �

¼ 2 t2 � 2ðtÞ 1

2

� �
þ 1

2

� �2

� 1

2

� �2

þ 1

2

" #

¼ 2 t� 1

2

� �2

þ 1

2

� �2
" #

) I ¼ 1

2

ð
dt

t� ð1=2Þð Þ2 þ ð1=2Þ2 ¼
1

2

1

1=2
tan�1 t� ð1=2Þð Þ

1=2

� �
þ c

¼ tan�1ð2t� 1Þ þ c

When �¼ 0, t¼ sin2 0¼ 0

and when �¼ p
2
, t¼ sin2 p

2
¼ 1
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Thus, when � varies from 0 to
p
2
, t varies from 0 to 1.

)
ðp=2

0

sin 2� d�

sin4�þ cos4�
¼ tan�1 ð2t� 1Þ� �1

0
¼ tan�1ð1Þ � tan�1ð�1Þ

¼ p
4
� � p

4

� �
¼ p

2
Ans:

Note: Consider

ð
sin 2� d�

sin4�þ cos4�
¼

ð
2 sin � � cos �
sin4�þ cos4�

d� ¼ I ðsayÞ

Dividing Nr and Dr by cos4�, we get

I ¼
ð
2 tan� � sec2�
tan4�þ 1

d�

Now; by putting tan2� ¼ t ) 2 tan sec2� d� ¼ dt

It can also be easily shown that

)
ðp=2
0

sin 2� d�

sin4�þ cos4�
¼

ð1
0

dt

1þ t2
¼ tan�1t

� �1
0

¼ p
2

Example (12): Evaluate
Ðp2=4

p2=9

cos
ffiffi
x

pffiffi
x

p dx

Solution: Let
ffiffiffi
x

p ¼ t ) x ¼ t2 ) dx ¼ 2t dt

)
ð
cos

ffiffiffi
x

p
ffiffiffi
x

p dx ¼
ð
cos t

t
� 2t dt ¼ 2

ð
cos t dt

Now; for x ¼ p2=9; t ¼ ffiffiffi
x

p ¼ p
3

and for x ¼ p2=4; t ¼ ffiffiffi
x

p ¼ p
2

)
ðp2=4
p2=9

cos
ffiffiffi
x

p
ffiffiffi
x

p ¼ 2

ðp=2
p=3

cos t dt

¼ 2 sin t½ �p=3p=2 ¼ 2ð1Þ � 2

ffiffiffi
3

p

2

� �

¼ 2� ffiffiffi
3

p
Ans:

Example (13): Evaluate

ðp=2
0

cos x dx

ð1þ sin xÞð2þ sin xÞ dx

208 METHODS FOR EVALUATING DEFINITE INTEGRALS



Solution: Put sin x¼ t ) cos x dx¼ dt

When x¼ 0, t¼ sin 0¼ 0, and when x¼ p
2
, t¼ sin

p
2
¼ 1

)

ðp=2
0

cos x dx

ð1þ sin xÞð2þ sin xÞ dx ¼
ð1
0

dt

ð1þ tÞð2þ tÞ
Now resolving

1

ð1þ tÞð2þ tÞ into partial fractions, we get

1

ð1þ tÞð2þ tÞ ¼
1

ð1þ tÞ �
1

ð2þ tÞ

) Given integral ¼
ð1

0

1

ð1þ tÞ �
1

ð2þ tÞ
� �

dt

¼ logð1þ tÞ � logð2þ tÞ½ �10 ¼ log
1þ t

2þ t

� �� �0
1

¼ log
2

3
� log

1

2

¼ log
2=3

1=2
¼ log

4

3
Ans:

7a.4 METHOD OF INTEGRATION BY PARTS IN DEFINITE INTEGRALS

We have proved the following result in connection with the evaluation of (certain) indefinite

integrals, which involve product of two functions u(x) and v(x).ð
uv dx ¼ u

ð
v dx�

ð
d

dx
ðuÞ

ð
v dx

� �
dx

(Obviously, it is clear that u represents the first function and v the second.)

In case of definite integrals this result is used in the following form

ðb
a

uv dx ¼ u

ð
v dx

� �b
a

�
ðb
a

d

dx
ðuÞ

ð
v dx

� �
dx

The following solved examples illustrate how this result is applied to evaluate definite integrals.

Example (14): Evaluate
Ðp=4
0

x cos x dx

Solution:
Ðp=4
0

x cos x dx

¼
�
x �

ð
cos x dx

�p=4
0

�
ðp=4
0

ð1Þ � sin x dx

¼ ½x sin x�p=40 � ½�cos x�p=40

¼ p
4
:
1ffiffiffi
2

p � 0

� �
þ ½cos x�p=40

¼ p

4
ffiffiffi
2

p þ 1ffiffiffi
2

p � 1 Ans:
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Example (15): Evaluate
Ðp=2
0

x sin x dx

Solution: ðp=2

0

x sin x dx ¼ x

ð
sin x dx

� �0
p=2

�
ðp=2

0

ð1Þ:ð�cos xÞdx

¼ x ð�cos xÞ½ �0p=2 þ sin x½ �0p=2
¼ ½�x cos x�0p=2 þ ½sin x�0p=2

¼ � p
2

cos
p
2

� �
� 0ðcos 0Þ

h i
þ sin

p
2
� sin 0

h i

¼ ¼ ð0� 0Þ þ ð1� 0Þ ¼ 1 Ans:

Example (16): Evaluate
Ð1
0

x e2x dx

Solution: ð1

0

x e2xdx ¼ x

ð
e2xdx

� �1
0

�
ð1

0

ð1Þ e
2x

2
dx

¼ x � e
2x

2

� �1
0

� 1

2
� e

2x

2

� �1
0

¼ 1 � e
2

2
� 0 � e

0

2

� �
� e2

4
� e0

4

� �

¼ e2

2
� 0

� �
� e2

4
� 1

4

� �
¼ e2

4
þ 1

4
¼ e2 þ 1

4
Ans:

Example (17): Evaluate
Ð3
2

x log x dx

Solution:
Ð3
2

x log x dx ¼ Ð3
2

ðlog xÞ � x dx

ð3

2

ðlog xÞ � x dx ¼ log x � x
2

2

� �3
2

�
ð3

2

1

x
� x

2

2

� �
dx

¼ x2

2
� log x

� �3
2

� 1

2

ð3

2

x dx ¼ x2

2
� log x

� �3
2

� 1

2
� x

2

2

� �3
2

¼ 9

2
log 3� 4

2
log 2

� �
� 9

4
� 4

4

� �
¼ 9

2
log 3� 2 log 2� 5

4
Ans:

We emphasize that the principal step in the evaluation of a definite integral is to find the related

indefinite integral. At times, finding the indefinite integral is lengthy. In such cases, wemust first

compute an indefinite integral and then apply the fundamental theorem to compute the definite
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integral in question, as clear from the following examples. Using certain indefinite integrals

obtained earlier, we evaluate their definite integrals.

Example (18):

ð
x sec2x dx ¼ x tan x� logðsec xÞ þ c

)
ðp=4
0

x sec2 x dx ¼ x: tan x� logðsec xÞ½ �p=40

¼ p
4
tan

p
4
� log sec

p
4

� �h i
� 0� logðsec 0Þ½ �

¼ p
4
� log

ffiffiffi
2

p
� 0

¼ p
4
� log 21=2 ¼ p

4
� 1

2
log 2 Ans:

Example (19):

ð
x2axdx ¼ x2ax

log a
� 2xax

ðlog aÞ2 þ
2ax

ðlog aÞ3 þ c

)
ð1

0

x2axdx ¼ x2ax

log a
� 2xax

ðlog aÞ2 þ
2ax

ðlog aÞ3
" #1

0

¼ a

log a
� 2a

ðlog aÞ2 þ
2a

ðlog aÞ3
" #

� 2

ðlog aÞ3
" #

Ans:

Example (20):
ð2

0

x3exdx ¼ exðx3 � 3x2 þ 6x� 6Þ� �2
0

¼ e2ð8� 12þ 12� 6Þ½ � � ð�6Þ
¼ 2e2 þ 6 Ans:

Example (21):
ð1

0

x tan�1x dx ¼ x2

2
tan�1x� x

2
þ 1

2
tan�1x

� �1
2

¼ 1

2
:
p
4
� 1

2
þ 1

2
:
p
4

� �
� 0� 0þ 1

2
:0

� �

¼ p
4
� 1

2
¼ p� 2

4
Ans:

Example (22):
ðe

1

log x dx ¼ x � loge x� x½ �e1

¼ e loge e� e½ � � 1loge1½ �
¼ e� e½ � � 0� 1½ � ¼ 1 Ans:
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7b Some Important Properties
of Definite Integrals

7b.1 INTRODUCTION

In Chapter 7a, we have learnt to evaluate definite integrals, by first computing their antider-

ivatives and then applying the second fundamental theorem of Calculus. Also, we have

discussed how this two-step procedure can be reduced to a one-step procedure, whenever

substitution is involved in the process of integration.

But, there are many definite integrals involving certain complicated functions (integrands)

whose antiderivatives cannot be obtained. In many such cases, it is possible to evaluate the

definite integrals by applying certain properties of definite integrals. They are very useful in

easily many integrals. Besides, they help us in evaluating (certain) definite integrals whose

antiderivatives cannot be evaluated.(1)

We state and prove these special properties of definite integrals.

7b.2 SOME IMPORTANT PROPERTIES OF DEFINITE INTEGRALS

P0:

ðb
a

f ðxÞdx ¼
ðb
a

f ðtÞdt

P1:

ðb
a

f ðxÞdx ¼ �
ða
b

f ðxÞdx

ðIn particular;

ða
a

f ðxÞdx ¼ 0Þ

P2:

ðb
a

f ðxÞdx ¼
ðc
a

f ðxÞdxþ
ðb
c

f ðxÞdx

Introduction to Integral Calculus: Systematic Studies with Engineering Applications for Beginners, First Edition.
Ulrich L. Rohde, G. C. Jain, Ajay K. Poddar, and A. K. Ghosh.
� 2012 John Wiley & Sons, Inc. Published 2012 by John Wiley & Sons, Inc.

(1) This might seem a little strange, but it is true. The reason being, for certain functions, it is basically simpler to find the

difference between two particular values of the antiderivative �(x) [i.e., �(b)–�(a)], than it is to find �(x) itself. Further

Calculus by F.L. Westwater (Teach Yourself Books) p. 104.

7b-Methods for evaluating definite integrals (continued) (Some important properties of definite integrals and their

applications)
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P3:

ðb
a

f ðxÞdx ¼
ðb
a

f ðaþ b� xÞdx

P4:

ða
0

f ðxÞdx ¼
ða
0

f ða� xÞdx

[Note that (P4) is a particular case of (P3)]

P5:

ð2a
0

f ðxÞdx ¼
ða
0

½ f ðxÞ þ f ð2a� xÞ�dx that is;

ð2a
0

f ðxÞdx ¼
ða
0

f ðxÞdxþ
ða
0

f ð2a� xÞdx

P6: [Deductions from property (P5)]

(i) If f (2a�x)¼ f (x),

then;

ð2a
0

f ðxÞ ¼
ða
0

f ðxÞdxþ
ða
0

f ðxÞdx ¼ 2

ða
0

f ðxÞdx

(ii) If f (2a� x)¼�f (x),

then;

ð2a
0

f ðxÞdx ¼
ða
0

f ðxÞdx�
ða
0

f ðxÞdx ¼ 0

P7:

ða
�a

f ðxÞdx ¼
ða
0

½ f ðxÞ þ f ð�xÞ�dx

(i)

ða
�a

f ðxÞdx ¼ 2

ða
0

f ðxÞdx, if f is an even function, that is, f (�x)¼ f (x).

(ii)

ða
�a

f ðxÞdx ¼ 0, if f is an odd function, that is, f (�x)¼�f (x).

7b.3 PROOF OF PROPERTY (P0)

Now, we shall discuss the proofs of the properties (P0) to (P4).

Proof of Property (P0)

Method (I): To prove
Ðb
a

f ðxÞdx ¼ Ðb
a

f ðtÞdt

Consider the left-hand side,
Ðb
a

f ðxÞdx

Making the substitution, x¼ t, we get dx¼ dt.
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Also, for x¼ a, t¼ a, and for x¼ b, t¼ b.

)
ðb

a

f ðxÞdx ¼
ðb

a

f ðtÞdt ðProvedÞ

Method (II):

Proof: Let

ð
f ðxÞdx ¼ �ðxÞ ð1Þ

)
ðb

a

f ðxÞdx ¼ �ðxÞ½ �ab ¼ �ðbÞ � �ðaÞ ð2Þ

Again from (1), we have,

)
ðb

a

f ðtÞdt ¼ �ðtÞ½ �ab ¼ �ðbÞ � �ðaÞ ð3Þ

From (2) and (3), we get

)
ðb

a

f ðxÞdx ¼
ðb

a

f ðtÞdt ðProvedÞ

This property implies that the value of a definite integral does not depend on the variable of

integration as long as “the element of integration” is same.

Proof of Property (P1)

To prove
Ð b
a
f ðxÞdx ¼ � Ð b

a
f ðxÞdx

Proof: Let

ð
f ðxÞdx ¼ �ðxÞ ð4Þ

)
ðb
a

f ðxÞdx ¼ �ðxÞ½ �ab ¼ �ðbÞ � �ðaÞ ð5Þ

Now; �
ðb
a

f ðxÞdx ¼ � �ðxÞ½ �ba ¼ �½ �ðaÞ � �ðbÞ� ¼ �ðbÞ � �ðaÞ ð6Þ

From Equation (5) and Equation (6), we get )
Ð b
a
f ðxÞdx ¼ � Ð a

b
f ðxÞdx ðProvedÞ

Note (1):This property implies that if the limits of a definite integral aremutually interchanged,

then its sign changes. In practice, this property is used for absorbing the negative sign while

solving problems and establishing other results.
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Note (2): We know that,
Ð b
a
f ðxÞdx is defined only when a< b. But, in practice, there are

occasions to consider
Ð b
a
f ðxÞdxwhen a> b. In such situations, we consider

Ð b
a
f ðxÞdx to mean

� Ð a
b
f ðxÞdx, where b is less than a. This permits us to evaluate the definite integral, using the

fundamental theorem of Calculus.

Such situations may arise when we make substitutions to compute
Ð b
a
f ðxÞdx. Suppose,

we substitute x¼�(t), the given integral becomes
Ð ��1ðbÞ
��1ðaÞ f ½ �ðtÞ��0ðtÞdt.

Now, there is no guarantee that ��1(a)<��1(b). (Refer to Chapter 7a, for the method

of substitution indefinite integrals.)

Proof of Property (P2)

To prove

ðb
a

f ðxÞdx ¼
ðc
a

f ðxÞdxþ
ðb
c

f ðxÞdx

This property is known as Interval Additive Property.(2)

Proof: Let

ð
f ðxÞdx ¼ �ðxÞ

)
ðc
a

f ðxÞdxþ
ðb
c

f ðxÞdx

¼ �ðxÞ½ �ac þ �ðxÞ½ �cb ¼ �ðcÞ � �ðaÞ þ �ðbÞ � �ðcÞ

¼ �ðbÞ � �ðaÞ ¼ �ðxÞ½ �ab ¼
ðb
a

f ðxÞdx ðProvedÞ

)
ðb
a

f ðxÞdx ¼
ðc
a

f ðxÞdxþ
ðb
c

f ðxÞdx

Extension:
Ð b
a
f ðxÞdx ¼ Ð c

a
f ðxÞdxþ Ð d

c
f ðxÞdxþ Ð b

d
f ðxÞdx, where f (x) is integrable on [a, b]

and a, b, c, d 2 [a, b].

Proof of Property (P3)

To prove

ðb
a

f ðxÞdx ¼
ðb
a

f ðaþ b� xÞdx

(2) The property reads as follows: If f is integrable on an interval containing the three points a, b, and c, then
Ð b
a
f ðxÞdx ¼Ð c

a
f ðxÞdxþ Ð b

c
f ðxÞdx, no matter what the order of a, b, and c. For example,

Ð 2
0
x2dx ¼ Ð 1

0
x2dxþ Ð 2

1
x2dx, which most

people readily believe. But, it is also true that
Ð 2
0
x2dx ¼ Ð 3

0
x2dxþ Ð 2

3
x2dx, which appears to be surprising. Note that, the

function x2 is integrable on any closed interval [0, x]. One may actually evaluate the above integrals to check that the

equality holds. The reader will appreciate this property better after understanding the relation between a definite integral

and the area under a curve [y¼ f (x)], where f (x) is integrable on an interval containing the points a, b, and c.
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Proof: Consider right-hand side

Let I ¼
ðb
b

f ðaþ b� xÞdx

Put aþ b� x ¼ t ) � dx ¼ dt ) dx ¼ �dt

When x ¼ a; t ¼ aþ b� a ¼ b; When x ¼ b; t ¼ aþ b� b ¼ a

) I ¼
ðb
a

f ðaþ b� cÞdx ¼
ða
b

f ðtÞð�dtÞ ¼ �
ða
b

f ðtÞdt

¼
ðb
a

f ðtÞdt; )

ða
b

f ðtÞdt ¼ �
ða
b

f ðtÞdt
� �

¼
ðb
a

f ðxÞdx; )

ðb
a

f ðtÞdt ¼
ðb
a

f ðxÞdx
� �

)
ðb
a

f ðxÞdx ¼
ðb
a

f ðaþ b� xÞdx ðProvedÞ

Proof of Property (P4)

To prove

ða
0

f ðxÞdx ¼
ða
0

f ða� xÞdx

Observe that this property involves only the change of argument x into (a – x) and it does not

involve a change in the limits of integration. From this point of view, this property is really

an exceptional one. Let us prove P4.

Proof: Consider
Ð a
0
f ða� xÞdx

Let a� x ¼ t ) �dx ¼ dt ) dx ¼ �dt

When x ¼ 0; t ¼ a� 0 ¼ a

When x ¼ a; t ¼ a� a ¼ 0

)
ða
0

f ða� xÞdx ¼
ð0
a

f ðtÞð�dtÞ

¼ �
ð0
a

f ðtÞdt

¼
ða
0

f ðtÞdt ¼
ða
0

f ðxÞdx;

)
ða
0

f ðxÞdx ¼
ða
0

f ða� xÞdx ðProvedÞ
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Remark: Note that, the property P4 is a particular case of P3 (i.e., property P3 is more general

than property P4). However, this observation does not help in any way in solving problems.

In fact, for solving problems, it is important to remember the following.

If both the limits are of the form a to b (i.e., 3 to 4 or p/6 to p/3, etc.), but different from the

limits of the form –a to a, then we must apply the property (P3). On the other hand, if the limits

are of the form 0 to a (i.e., 0 to p/2 or 0 to 4, etc.), where the lower limit is always zero and the

upper limit is a positive number, then we must apply the property (P4). (The definite integrals

involving limits of integration of the form �a to a are discussed under property P7.)

The following illustrative examples [(1)–(9)] will make the situation clear.

Illustrative Examples

Example (1): Evaluate

ð4

5

ffiffiffiffiffiffiffiffiffiffiffi
xþ 5

p
ffiffiffiffiffiffiffiffiffiffiffi
xþ 5

p þ ffiffiffiffiffiffiffiffiffiffiffi
9� x

p dx

Solution: Let I ¼
ð4

0

ffiffiffiffiffiffiffiffiffiffiffi
xþ 5

p
ffiffiffiffiffiffiffiffiffiffiffi
xþ 5

p þ ffiffiffiffiffiffiffiffiffiffiffi
9� x

p dx

� �
ð7Þ

) I ¼
ð4

0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið4� xÞ þ 5
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið4� xÞ þ 5
p þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

9� ð4� xÞp dx; )

ða

0

f ðxÞdx ¼
ða

0

f ða� xÞdx
2
4

3
5

I ¼
ð4

0

ffiffiffiffiffiffiffiffiffiffiffi
9� x

p
ffiffiffiffiffiffiffiffiffiffiffi
9� x

p þ ffiffiffiffiffiffiffiffiffiffiffi
5þ x

p

I ¼
ð4

0

ffiffiffiffiffiffiffiffiffiffiffi
9� x

p
ffiffiffiffiffiffiffiffiffiffiffi
xþ 5

p þ ffiffiffiffiffiffiffiffiffiffiffi
9� x

p

ð8Þ

Adding Equation (7) and Equation (8), we get

2I ¼
ð4

0

ffiffiffiffiffiffiffiffiffiffiffi
xþ 5

p þ ffiffiffiffiffiffiffiffiffiffiffi
9� x

p
ffiffiffiffiffiffiffiffiffiffiffi
xþ 5

p þ ffiffiffiffiffiffiffiffiffiffiffi
9� x

p dx

¼
ð4

5

1 � dx ¼ ½ x�40 ¼ ð4� 0Þ ¼ 4

) I ¼ 4

2
) I ¼ 2 Ans:

Example (2): Evaluate

ð5

4

ffiffiffiffiffiffiffiffiffiffiffi
5� x

p
ffiffiffiffiffiffiffiffiffiffiffi
x� 4

p þ ffiffiffiffiffiffiffiffiffiffiffi
5� x

p dx
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Solution: Let I ¼
ð5

4

ffiffiffiffiffiffiffiffiffiffiffi
5� x

p
ffiffiffiffiffiffiffiffiffiffiffi
x� 4

p þ ffiffiffiffiffiffiffiffiffiffiffi
5� x

p dx ð9Þ

) I ¼
ð5

4

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
5� ð4þ 5 � xÞ

q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið4þ 5Þ � x� 4

p þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
5� ð4þ 5 � xÞ

q dx;

I ¼
ð5

4

ffiffiffiffiffiffiffiffiffiffiffi
x� 4

p
ffiffiffiffiffiffiffiffiffiffiffi
5� x

p þ ffiffiffiffiffiffiffiffiffiffiffi
x� 4

p dx

ð10Þ

Adding Equation (9) and Equation (10), we get

2I ¼
ð5

4

ffiffiffiffiffiffiffiffiffiffiffi
5� x

p þ ffiffiffiffiffiffiffiffiffiffiffi
x� 4

p
ffiffiffiffiffiffiffiffiffiffiffi
5� x

p þ ffiffiffiffiffiffiffiffiffiffiffi
x� 4

p dx

¼
ð5

4

1 � dx ¼ ½ x�54 ¼ 5� 4 ¼ 1

) I ¼ 1

2
Ans:

Example (3): Evaluate

ð4

1

ffiffiffiffiffiffiffiffiffiffiffi
xþ 63

p
ffiffiffiffiffiffiffiffiffiffiffi
xþ 63

p þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
11� x3

p dx

Solution:

Let I ¼
ð4

1

ffiffiffiffiffiffiffiffiffiffiffi
xþ 63

p
ffiffiffiffiffiffiffiffiffiffiffi
xþ 63

p þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
11� x3

p dx ð11Þ

We know that
Ðb
b

f ðxÞdx ¼ Ðb
b

f ðaþ b � xÞdx

Applying this property, we get

I ¼
ð4

1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4 � x
� �þ 63

q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4 � x
� �þ 63

q
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
11� 1þ 4 � x

� �
3

q dx

I ¼
ð4

1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
11� x3

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
11� x3

p þ ffiffiffiffiffiffiffiffiffiffiffi
xþ 63

p dx

ð12Þ
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Adding Equation (11) and Equation (12), we get

2I ¼
ð4

1

ffiffiffiffiffiffiffiffiffiffiffi
xþ 63

p þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
11� x3

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
11� x3

p þ ffiffiffiffiffiffiffiffiffiffiffi
xþ 63

p dx ¼
ð4

1

1 � dx

2I ¼ ½ x�41 ¼ 4� 1 ¼ 3 ) I ¼ 3=2 Ans:

Example (4): Evaluate

ð4

0

ffiffiffiffiffiffiffiffiffiffiffi
xþ 53

p
ffiffiffiffiffiffiffiffiffiffiffi
xþ 53

p þ ffiffiffiffiffiffiffiffiffiffiffi
9� x3

p dx ¼ I ðsayÞ ð13Þ

Solution: We know that
Ða
0

f ðxÞdx ¼ Ða
0

f ða� xÞdx

Applying this property, we get

I ¼
ð4

0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið4� xÞ þ 53
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið4� xÞ þ 53
p þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

9� ð4� xÞ3
p dx

I ¼
ð4

0

ffiffiffiffiffiffiffiffiffiffiffi
9� x3

p
ffiffiffiffiffiffiffiffiffiffiffi
9� x3

p þ ffiffiffiffiffiffiffiffiffiffiffi
xþ 53

p dx

ð14Þ

Adding Equation (13) and Equation (14), we get

2I ¼
ð4

0

ffiffiffiffiffiffiffiffiffiffiffi
xþ 53

p þ ffiffiffiffiffiffiffiffiffiffiffi
9� x3

p
ffiffiffiffiffiffiffiffiffiffiffi
9� x3

p þ ffiffiffiffiffiffiffiffiffiffiffi
xþ 53

p dx

2I ¼
ð4

5

1 � dx ¼ ½ x�40 ¼ 4� 0 ¼ 4 ) I ¼ 2 Ans:

Example (5): Evaluate

ð15

10

ffiffiffi
x4

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
25� x4

p þ ffiffiffi
x4

p dxð3Þ

Solution: Let I ¼
ð15

10

ffiffiffi
x4

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
25� x4

p þ ffiffiffi
x4

p dx ð15Þ

(3) Look carefully at the integrand and also the limits of integration. Obviously, property (P3) is applicable here. Observe

that the number 25 which appears in the denominator of the integrand, equals the sum of the limits of integration.
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) I ¼
ð15

10

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
10þ 15� x4

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
25� ð10þ 15� xÞ4

p þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
10þ 15� x4

p dx

I ¼
ð15

10

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
25� x4

p
ffiffiffi
x4

p þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
25� x4

p dx

ð16Þ

Adding Equation (15) and Equation (16), we get

2I ¼
ð15

10

ffiffiffi
x4

p þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
25� x4

p
ffiffiffi
x4

p þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
25� x4

p dx

¼
ð15

10

1 � dx ¼ ½ x�1510 ¼ 15� 10 ¼ 5

) I ¼ 5

2
Ans:

Example (6): Evaluate
Ðp=3

p=6

1
1þ ffiffiffiffiffiffiffi

tan x3
p dx ¼ I ðsayÞ

Solution:

) I ¼
ðp=3

p=6

1

1þ
ffiffiffiffiffiffiffi
sin x3

pffiffiffiffiffiffiffiffi
cos x3

p
dx ¼

ðp=3

p=6

ffiffiffiffiffiffiffiffiffiffiffi
cos x3

p
ffiffiffiffiffiffiffiffiffiffiffi
cos x3

p þ ffiffiffiffiffiffiffiffiffiffi
sin x3

p dx ð17Þ

I ¼
ðp=3

p=6

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cos

p
6
þ p

3
� x

	 

3

r
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cos

p
6
þ p

3
� x

	 

3

r
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin

p
6
þ p

3
� x

	 

3

r dx

)

ðb

a

f ðxÞdx ¼
ðb

a

f ðaþ b � xÞdx
2
4

3
5

I ¼
ðp=3

p=6

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cos

p
2
� x

	 

3

r
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cos

p
2
� x

	 

3

r
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin

p
2
� x

	 

3

r dx

I ¼
ðp=3

p=6

ffiffiffiffiffiffiffiffiffiffi
sin x3

p
ffiffiffiffiffiffiffiffiffiffi
sin x3

p þ ffiffiffiffiffiffiffiffiffiffiffi
cos x3

p dx

ð18Þ
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Adding Equation (17) and Equation (18), we get

2I ¼
ðp=3

p=6

ffiffiffiffiffiffiffiffiffiffiffi
cos x3

p þ ffiffiffiffiffiffiffiffiffiffi
sin x3

p
ffiffiffiffiffiffiffiffiffiffi
sin x3

p þ ffiffiffiffiffiffiffiffiffiffiffi
cos x3

p dx

¼
ðp=3

p=6

1 � dx ¼ ½ x�p=3p=6 ¼
p
3
� p

6
¼ p

6
) I ¼ p

12
Ans:

Example (7): Evaluate
Ða
0

x2ða� xÞ3=2dx

Solution: Let I ¼ Ða
0

x2ða� xÞ3=2dxð4Þ

) I ¼
ða

0

ða� xÞ2½ a� ða� xÞ�3=2dx )

ða

0

f ðxÞdx ¼
ða

0

f ða� xÞdx
2
4

3
5

¼
ða

0

ða� xÞ2x3=2dx ¼
ða

0

ða2 � 2axþ x2Þx3=2dx

¼
ða

0

ða2x3=2 � 2ax5=2 þ x7=2Þdx

¼ a2 � x5=2
5=2

� 2a
x7=2

7=2
þ x9=2

9=2

� �a
0

¼ 2

5
a2 � a5=2 � 4

7
� a � a7=2 þ 2

9
a9=2

� �
� 0

I ¼ 2

5
a9=2 � 4

7
a9=2 þ 2

9
a9=2

I ¼ ð126� 180þ 70Þ
315

a9=2 ¼ 16

315
a9=2 Ans:

Example (8): Evaluate
Ð1
0

x2ð1� xÞ5=2dxð5Þ

(4) Look carefully at the integrand and also the limits of integration. Obviously, the property (P4) has to be applied here.
(5) Look carefully at the integrand and also the limits of integration. As in the earlier example, the property (P4) has to be

applied here.
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Solution: Let I ¼ Ð1
0

x2ð1� xÞ5=2dx

) I ¼
ð1

0

ð1� xÞ2½1� ð1� xÞ�5=2dx

)

ða

0

f ðxÞdx ¼
ða

0

f ða� xÞdx
2
4

3
5

¼
ð1

0

ð1� xÞ2x5=2dx ¼
ð1

0

ð1� 2axþ x2Þx5=2dx

¼
ð1

0

ðx5=2 � 2x7=2 þ x9=2Þdx

¼ x7=2

7=2
� 2

x9=2

9=2
þ x11=2

11=2

� �1
0

¼ 2

7
x7=2 � 4

9
x9=2 þ 2

11
x11=2

� �1
0

¼ 2

7
� 4

9
þ 2

11

� �
� 0

¼ 198� 308þ 126

7� 9� 11
¼ 16

693
Ans:

Example (9): Evaluate
Ða
0

dx

xþ
ffiffiffiffiffiffiffiffiffiffi
a2�x2

p

Let I ¼
ða

0

dx

xþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � x2

p

Let x ¼ a sin t ) dx ¼ a cos t dt

When x ¼ 0; a sin t ¼ 0 ) t ¼ 0

When x ¼ a; a sin t ¼ a ) sin t ¼ 1 ) t ¼ p=2

) I ¼
ðp=2

0

a cos t dt

a sin tþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � a2 sin2 t

p

¼
ðp=2

0

a cos t

a sin tþ a cos t
dt )1� sin2 t ¼ cos2 t

� �

¼
ðp=2

0

cos t

sin tþ cos t
dt

ð19Þ
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I ¼
ðp=2

0

cosðp=2� tÞ
sinðp=2� tÞ þ cosðp=2� tÞ dt

¼
ðp=2

0

sin t

cos tþ sin t

ð20Þ

Adding Equation (19) and Equation (20), we get

2I ¼
ðp=2

0

cos tþ sin t

cos tþ sin t
dt ¼

ðp=2

0

1 � dt ¼ ½ t�p=20

2I ¼ p=2� 0 ¼ p=2 ) I ¼ p
4

Ans:

Note that the properties P3 and P4 are very powerful, whenever they can be applied.

7b.3.1 Some More Definite Integrals Involving Complicated Integrands

Suppose it is convenient to evaluate the definite integral
Ð a
0
f ðxÞdx, whereas we have to

evaluate
Ð a
0
xf ðxÞdx. Here, the presence of the factor x is undesirable. It is sometimes

possible to remove the factor x, if the condition f (x)¼ f (a–x) is satisfied. In particular,

if f (x) involves trigonometric functions and the limits of integration are 0 to p, then by

applying the property

ða

0

f ðxÞdx ¼
ða

0

f ða� xÞdx;

we can remove the factor x, and evaluate the integral, as will be clear from the following

illustrative examples:(6)

Illustrative Examples

Example (10): Evaluate

ðp

0

x sin x

1þ cos2 x
dx ¼ I ðsayÞ ð21Þ

Solution: Here f ðxÞ ¼ sin x=ð1þ cos2xÞ and the upper limit a¼ p. Now,

f ðp� xÞ ¼ sinðp� xÞ
1þ cos2ðp� xÞ ¼

sin x

1þ cos2 x
¼ f ðxÞ

(6) The definite integral
Ð p
0
x cos3xdx cannot be evaluated by this method since the condition f (x)¼ f (p-x) is not satisfied.

Accordingly, x cannot be removed. [Observe that f ðp� xÞ ¼ ½ cosðp� xÞ�3 ¼ ð�cosxÞ3 ¼ �cos3x 6¼ cos3x].
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Note that cos2ðp� xÞ ¼ ½ cosðp� xÞ�2 ¼ ð�cos xÞ2 ¼ cos2 x

) I ¼
ðp

0

ðp� xÞsinðp� xÞ
1þ cos2ðp� xÞ dx ¼

ðp

0

ðp� xÞsin x
1þ cos2x

)

ða

0

f ðxÞdx ¼
ða

0

f ða� xÞdx
2
4

3
5

) I ¼
ðp

0

p sin x

1þ cos2x
dx�

ðp

0

x sin x

1þ cos2x
dx

ð22Þ

Adding Equation (21) and Equation (22), we get 2I ¼ p
ðp

0

sin x

1þ cos2x
dx

Put cos x¼ t, ) �sin x dx¼ dt ) sin x dx¼�dt

When x¼ 0, t¼ cos 0¼ 1 and when x¼ p, t¼ cos p¼�1

) 2I ¼ p
ðp

0

sin x

1þ cos2x
dx ¼ p

ð�1

1

�dt

1þ t2
¼ �p

ð�1

1

�dt

1þ t2
¼ p

ð1

�1

dt

1þ t2

¼ p½tan�1t�1�1 ¼ p tan�11� tan�1ð�1Þ½ � ¼ p
p
4
� � p

4

	 
h i
¼ p

p
2

	 

¼ p2

2

) I ¼ 1

2
� p

2

2
¼ p2

4
Ans:

Example (11): Evaluate
Ðp
0

x
1þsin x

dx

We know how to integrate
Ð

dx
1þsin x

, but we do not know how to evaluate the integral
Ð

x
1þsin x

dx.

Solution: Let I ¼ Ðp
0

x
1þsin x

dx ð23Þ

We note that sin (p�x)¼ sin x

) I ¼
ðp

0

ðp� xÞ
1þ sinðp� xÞ dx;

)

ða

0

f ðxÞdx ¼
ða

0

f ða� xÞdx
2
4

3
5

) I ¼
ðp

0

p� x

1þ sin x
dx ¼

ðp

0

p
1þ sin x

dx�
ðp

0

x

1þ sin x
dx

ð24Þ
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Adding Equation (23) and Equation (24), we get

2I ¼ p
ðp

0

1

1þ sin x
dx ) I ¼ p

2

ðp

0

1

1þ sin x
dx

Consider

1

1þ sin x
¼ 1

1þ sin x
� 1� sin x

1� sin x
¼ 1� sin x

1� sin2 x
¼ 1� sin x

cos2 x
¼ sec2 x� sec x � tan x

) I ¼ p
2

ðp

0

ðsec2 x� sec x � tan xÞdx ¼ p
2
½ tan x� sec x�p0

¼ p
2

0� ð�1Þf g � 0� 1f g½ �; tan p ¼ 0; sec p ¼ �1; tan 0 ¼ 0; sec 0 ¼ 1½ �

¼ p
2
1þ 1½ � ¼ p Ans:

Example (12): Evaluate
Ðp
0

x sin x cos2x dx

Solution: Let I ¼
ðp

0

x sin x cos2x dx ð25Þ

Observe that sin x cos2x¼ sin (p�x). [cos(p�x)]2 [i.e., f (x)¼ f (a�x)]

Now; I ¼
ðp

0

ðp� xÞsinðp� xÞ � cos2ðp� xÞdx )

ða

0

f ðxÞdx ¼
ða

0

f ða� xÞdx
2
4

3
5

) I ¼
ðp

0

ðp� xÞsinðp� xÞ � cos2ðp� xÞdx ¼
ðp

0

ðp� xÞsin x � cos2xdx

¼
ðp

0

sin xcos2xdx�
ðp

0

xsin x � cos2xdx

ð26Þ

Adding Equation (25) and Equation (26), we get

2I ¼ p
ðp

0

sin x � cos2xdx

) I ¼ p
2

ðp

0

� cos2xð�sin xÞdx ¼ � p
2

ðp

0

� cos2xð�sin xÞdx

Put cos x¼ t ) �sin x dx¼ dt
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When x¼ 0, t¼ cos 0¼ 1

and when x¼ p, t¼ cos p¼�1

) I ¼ � p
2

ð�1

1

t2dt ¼ p
2

ð1

�1

t2dt

¼ p
2

t3

3

� �1
�1

¼ p
2

ð1Þ3
3

� ð�1Þ3
3

" #

¼ p
2
� 2
3
¼ p

3
Ans:

Example (13): Evaluate

ðp

0

xdx

a2 cos2xþ b2 sin2
xdx ¼ I ðsayÞ ð27Þ

This problem is of the type
Ð a
0
x � f ðxÞdx, where f (x) does not change when x is replaced by

(a�x). Hence the factor x can be removed by using the property
Ð a
0
f ðxÞdx ¼ Ð a

0
f ða� xÞdx.

) I ¼
ðp
0

p� x

a2 cos2xþ b2 sin2x
dx ð28Þ

Adding Equation (27) and Equation (28), we get

2I ¼
ðp

0

p
a2 cos2xþ b2 sin2x

dx x is removed½ �

) I ¼ p
2

ðp

0

dx

a2 cos2xþ b2 sin2x

ð7Þ

) I ¼ 2
p
2

ðp=2

0

dx

a2 cos2xþ b2 sin2x

2
64

3
75

¼ p
ðp=2

0

dx

a2 cos2xþ b2 sin2x

Dividing Nr and Dr by cos2x, we get

I ¼ p
ðp=2

0

sec2xdx

a2 þ b2 tan2x
dx

(7) Recall that,
Ð 2a
0

f ðxÞdx ¼ 2
Ð a
0
f ðxÞdx if f (2a-x)¼ f (x). Here, the upper limit p¼ 2� p/2 (¼2a), and f (2a -x)¼ a2

cos2(p-x) þ b2 sin2(p-x)¼ a2 cos2x þ b2 sin2x¼ f (x).
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Put tan x¼ t ) sec2x dx¼ dt

When x¼ 0, t¼ tan 0¼ 0, and when x¼ p/2, t¼ tan p/2¼1 (Thus, when x ! p/2,
t ! 1)

) I ¼ p
ðp=2

0

sec2xdx

a2 þ b2tan2x
¼ p

ð1

0

dt

a2 þ b2t2
¼ p

ð1

0

dt

b2 þ ða2=b2Þ þ t2

¼ p
b2

ð1

0

dt

ða=bÞ2 þ t2
¼ p

b2
1

ða=bÞ tan
�1 t

ða=bÞ
� �1

0

¼ p
b2

b

a
tan�1 b

a
t

� �1
0

¼ p
ab

tan�11� tan�10
� �

¼ p
ab

p
2
� 0

h i
¼ p2

2ab
Ans:

Exercise

Evaluate the following integrals:

(1)
Ðp
0

xlog sin x dx

Ans: p2
2
log 1

2

(2)
Ðp
0

x � cos2x dx

Ans: p
4

(3)
Ðp
0

x sec x tan x
2þtan2x

dx

Ans: � p2
4

(4)
Ðp
0

x sin x
1þsin x

dx

Ans: p p
2
� 1

� �

7b.4 PROOF OF PROPERTY (P5)

To prove
Ð2a
0

f ðxÞdx ¼ Ða
0

f ðxÞdxþ Ða
0

f ð2a� xÞdx
(Observe that the limits of integration on the left-hand side are 0 to 2a, whereas those on the

right-hand side are 0 to a.)
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Proof:

We have;

ð2a

0

f ðxÞdx ¼
ða

0

f ðxÞdxþ
ð2a

a

f ðxÞdx ðUsing P2Þ ð29Þ

[Now, we must show that,
Ð2a
a

f ðxÞdx ¼ Ða
0

f ð2a� xÞdx]

Put x¼ (2a�t), in the integral
Ð2a
a

f ðxÞdx [Imp. Substitution]

) t ¼ 2a� x; and dt ¼ �dx

when x¼ a, t¼ a, and when x¼ 2a, t¼ 0.

)
ð2a

a

f ðxÞdx ¼
ð0

a

f ð2a� tÞð�dtÞ ¼ �
ða

a

f ð2a� tÞdt

¼
ða

0

f ð2a� tÞdt ðusing P1Þ

¼
ða

0

f ð2a� xÞdx ðusing P0Þ

) Substituting in Equation (29), we get,

)
ð2a

0

f ðxÞdx ¼
ða

0

f ðxÞdxþ
ða

0

f ð2a� xÞdx ðProvedÞ

Property (P5) is particularly important in evaluating definite integrals of the formÐ p
0
sinnx dx;

Ð p
0
cosnx dx; and

Ð p
0
cosmx � sinnx dx, where m, n2N. In Section 7b.3.1, we

have already evaluated some definite integrals of the form
Ð p
0
xf ðxÞdx; by removing the

undesirable factor x.

[Note that, in all these integrals, the lower limit is 0 and the upper limit is p, which is looked
upon as 2 � ðp=2Þ].

Observe that, under the propertyP5, the given integral
Ð p
0
f ðxÞdx is expressed as a sumof two

integrals in which the upper limit 2 � ðp=2Þ is halved to ðp=2Þ. Besides, there is a change in the
argument of one integral from x to (p�x). The integrals on the right-hand side of the property

(P5) suggest two deductions from this property. These deductions are taken as the statement of

property (P6).

7b.4.1 Property (P6) [Deductions from the Property (P5)]

From the property (P5) [i.e.,
Ð 2a
0

f ðxÞdx ¼ Ð a
0
f ðxÞdxþ Ð a

0
f ð2a� xÞdx], we note that

If f (2a�x)¼ f (x), then

ð2a

0

f ðxÞdx ¼
ða

0

f ðxÞdxþ
ða

0

f ðxÞdx ¼ 2

ða

0

f ðxÞdx ðIÞ
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If f (2a�x)¼�f (x), then

ð2a

0

f ðxÞdx ¼
ða

0

f ðxÞdx�
ða

0

f ðxÞdx ¼ 0 ðIIÞ

Note: Let us examine, how the statements (I) and (II) are useful.

We know that, sin(p�x)¼ sin x. )sinn(p�x)¼ sinnx

Thus, the condition f (2a�x)¼ f (x) is satisfied.

)
ðp

0

sinnxdx ¼ 2

ðp=2

0

sinnxdx ðAÞ

Further, we know that, cos(p�x)¼�cos x. Therefore, if the power of cos x is even, then we

have,

cos2nðp� xÞ ¼ ð�cosxÞ2n ¼ cos2nx;

which means that the condition f (2a�x)¼ f (x) is satisfied.

)
ðp

0

cos2nxdx ¼ 2

ðp=2

0

cos2nxdx ðBÞ

On the other hand, if the power of cos x is odd, we have,

cos2nþ1ðp� xÞ ¼ ð�cos xÞ2nþ1 ¼ �cos2nþ1x
h i

which means that, the condition [ f (2a�x)¼�f (x)] is satisfied.

ðp

0

cos2nþ1ðp� xÞdx ¼ 0 ðCÞ

The statements (I) and (II) (defining propertyP6), can also be applied to evaluate integrals of the

form
ðp

0

cosmx � sinnxdx; ½m; n 2 N�

If the power of cos x is an odd number, then we can immediately write
Ðp
0

cosmx � sinnxdx ¼ 0,

irrespective of whether power of sin x, is odd or even.

This is simple. On the other hand, if the power of cos x is an even number, then we

have

ðp

0

cos2mx � sinnxdx ¼ 2

ðp=2

0

cos2mx � sinnxdx; ½m; n 2 N�

230 SOME IMPORTANT PROPERTIES OF DEFINITE INTEGRALS



Thus, our problem is reduced to evaluating integrals of the form.

ðp=2

0

cos2mxdx;

ðp=2

0

sinnxdx;

ðp=2

0

cos2mx � sinnxdx; ½m; n 2 N�:

Of course, these integrals can be evaluated by using the reduction formulae, which are

obtained by applying the method of integration by parts. Here, we shall not discuss the

methods involving reduction formulae. On the other hand, we shall be interested to check

whether the given integral can be evaluated by themethod of substitution. Let us consider the

following examples:

Example (14): To evaluate
Ð p=2
0

sin5x dx (note that the power of sin x is odd).

Solution: Let I ¼
ðp=2
0

sin5x dx ¼
ðp=2
0

sin4x � sin x dx

¼
ðp=2
0

ðsin2xÞ2 � sin x dx

¼
ðp=2
0

ð1� cos2xÞ2 � sin x dx

Now we make the substitution, cos x¼ t

) � sin x dx ¼ dt

) sin x dx ¼ �dt

) when x ¼ 0; t ¼ cos 0 ¼ 1 and when x ¼ p=2; t ¼ cosðp=2Þ ¼ 0

) I ¼
ðp=2
0

ð1� cos2xÞ2 � sin x dx

¼
ð0

1

ð1� t2Þ2 � ð�dtÞ ¼ �
ð0

1

ð1� 2t2 þ t4Þ � dt

¼ � t� 2
t3

3
þ t5

5

� �0
1

¼ � 0� 1� 2

3
þ 1

5

� �� �

¼ 1� 2

3
þ 1

5
¼ 8

15
Ans:

Similarly, we can compute
Ð p=2
0

cos7x dx (the power of cos x being odd) by substitution.Ð p=2
0

sin2x � cos x dx can also be computed by substitution.

Of course, to compute integrals of the type given below, it will be convenient to use the

reduction formulae.
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Ðp=2
0

sin10x dx;
Ðp=2
0

cos8x dx;
Ðp=2
0

sin2x � cos4x dx. (These integrals cannot be evaluated by

substitution.)

Note that,
Ðp=2
0

sin6x � cos5x dx,
Ðp=2
0

sin5x � cos6x dx and other similar integrals can be

evaluated by substitution.

7b.5 DEFINITE INTEGRALS: TYPES OF FUNCTIONS

The next property of definite integrals is restricted to the types of functions called even and odd

functions. Hence, before stating this property, it is necessary to understand clearly the even and

odd functions.

This terminology is based on certain properties of even and odd integers, but even and odd

functions do not have many properties of even and odd integers. For instance, whereas every

integer is either even or odd, this is not true in the case of functions.

From the definitions of even and odd functions (being given below), it will also be observed

that we can define certain functions that are neither even nor odd.

7b.5.1 Even Function

A function f (x) defined on an interval I is called an even function if f (�x)¼ f (x) for all x2 I.

Examples:

(1) Any polynomial function p(x)¼ a0 þ a1 x
2 þ a2 x

4 þ . . . þ a n x
2n, in which there

are only even powers of x, is an even function.

(2) A constant function f (x)¼ a, is an even function. Check this.

(3) We have seen that cos(�x)¼ cos x, for all x. Thus cosine function is an even

function.

7b.5.2 Odd Function

A function f (x) defined on an interval I is called an odd function if f (�x)¼�f (x) for all x2 I.

Examples:

(1) Any polynomial function in which there are only odd powers of x is an odd function.

Thus, f (x)¼ x, f (x)¼ x3 and f (x)¼ x5 þ 4x3 þ x, are odd functions.

(2) We have seen that sin(�x)¼�sin x, and tan(�x)¼�tan x, for all x. Thus, sine and

tangent functions are odd functions.

Remark (1): Some functions may be neither even nor odd. For example, sum or difference of

one odd and one even function is neither even nor odd.

Consider f ðxÞ ¼ x2 þ x

) � f ðxÞ ¼ �x2 � x
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Also; we have f ð�xÞ ¼ ð�xÞ2 þ ð�xÞ ¼ x2 � x:
Note that, f (�x) 6¼ f (x), hence f (x) is not even. Also, f (�x) 6¼�f (x), hence f (x) is not

odd. Similarly, g(x)¼ sin x þ cos x, and h(x)¼ x2 þ sin x, are neither even nor odd.

Remark (2): By definition, the sign of an odd function changes when the sign of its argument

is changed.

The following are a few rules, which decide whether a combination of even and odd functions

will be even, odd or neither even nor odd.

(i) (Even function)� (Even function)¼Even function

(ii) (Even function)� (Even function)¼Even function

(iii) Even function
Even function

¼ Even function

(iv) (Odd function)� (Odd function)¼Odd function

(v) (Odd function)� (Odd function)¼Even function

(vi) Odd function
Odd function

¼ Even function

(vii) (Even function)� (Odd function)¼Odd function

(viii)

Even function
Odd function

¼ Odd function

Odd function
Even function

¼ Odd function

(

(ix) (Even function)� (Odd function)¼Neither even nor odd function

Remark: Observe that in the rules (i) to (viii), an odd function behaves like a negative

number. This observation is useful in deciding whether a given function is even or odd. If

we simply remember that for an odd function f (�x)¼�f (x), then it is easy to remember all

these rules.

It is easy to prove the above rules. For example, let us prove (i).

Let hðxÞ ¼ f ðxÞ � gðxÞ

where f (x) and g(x) both are even functions.

Consider hð�xÞ ¼ f ð�xÞ � gð�xÞ

¼ f ðxÞ � gðxÞ; by definition of an even function

¼ hðxÞ

) hð�xÞ ¼ hðxÞ

Therefore, h(x) is an even function. The rest of the rules can also be proved similarly. In solving

problems, the above rules may be directly used.
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We now prove the next property of definite integrals.

Property P7:

ða

�a

f ðxÞdx ¼
ða

0

½ f ðxÞ þ f ð�xÞ�dx ¼
ða

0

f ðxÞdxþ
ða

0

f ð�xÞdx

Proof: We have
ða

�a

f ðxÞdx ¼
ð0

�a

f ðxÞdxþ
ða

0

f ðxÞdx . . . ½ByP2� ð30Þ

Let I ¼ Ð0
�a

f ðxÞdx

[We will show that
Ð0
�a

f ðxÞdx ¼ Ða
0

f ð�xÞdx.]

Put x¼�t ) dx¼�dt

When x¼�a, �t¼�a ) t¼ a

and when x¼ 0, �t¼ 0 ) t¼ 0

) I ¼
ð0

a

f ð�tÞð�dtÞ ¼ �
ð0

a

f ð�tÞdt

¼
ða

0

f ð�tÞdt; ½By using P1�

)
ð0

�a

f ðxÞdx ¼
ða

0

f ð�xÞdx

Substituting in Equation (30), we get

ða

�a

f ðxÞdx ¼
ða

0

f ð�xÞdxþ
ða

0

f ðxÞdx ð31Þ

ða

�a

f ðxÞdx ¼
ða

0

½ f ðxÞ þ f ð�xÞ�dx ðProvedÞ

Deductions

(i) Let f (x) be an even function.

) f ð�xÞ ¼ f ðxÞ8x
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) Substituting in Equation (31), we get

ða

�a

f ðxÞdx ¼
ða

0

f ðxÞdxþ
ða

0

f ðxÞdx

¼ 2

ða

0

f ðxÞdx; if f ðxÞ is even:

(ii) Let f (x) be odd

) f ð�xÞ ¼ �f ðxÞ; 8x

Substituting in Equation (31), we get

ða

�a

f ðxÞdx ¼
ða

0

� f ðxÞdxþ
ða

0

f ðxÞdx

¼ 0; if f ðxÞ is odd:

Note (1): It is important to remember the statements of properties P6 and P7 and the limits of

integration involved.

If the limits of integration are of the form�a to a [i.e., (�p top) or (�p/2 top/2) or (�5 to 5),

etc.], thenwe have to use propertyP7 for evaluation of the integral, but if the limits of integration

are of the form (0 to a) or (0 to p) [i.e., (a to b)], then wemust use a suitable property whichmay

be P3, P4, P5, or P6.

Note (2):We emphasize that for decidingwhether a given function is even or odd, it is sufficient

to use the rules stated above. (In other words, it is not necessary to go step-by-step to find out

whether the given function is even or odd.)

If the given function is odd, then its definite integral (from �a to a) is zero, by the above

property. On the other hand, if the given function f (x) is even, then we have
Ð a
�a

f ðxÞdx ¼
2
Ð a
0
f ðxÞdx, which can be evaluated by applying the available methods and the properties of

definite integrals.

Illustrative Examples

Example (15): Evaluate
Ðp
�p

cos x
4

� �
dx ¼ I ðsayÞ

Solution: We know that cos(�t)¼ cos t

) f ðxÞ ¼ cos
x

4

	 

is an even function:

) I ¼
ðp

�p

cos
x

4

	 

dx ¼ 2

ðp

0

cos
x

4

	 

dx; Property ð8Þ½ �
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Now, put x/4¼ t ) dx¼ 4dt

Also, for x¼ 0, t¼ 0 and for x¼ p, t¼ p/4

) I ¼ 2

ðp=4

0

cos tð4 � dtÞ ¼ 8

ðp=4

0

cost dt

¼ 8 sin t½ �p=40 ¼ 8

ffiffiffi
2

p

2
� 0

� �
¼ 4

ffiffiffi
2

p
Ans:

Example (16): Evaluate
Ð3
�3

x3þ5x
2x2þ7

dx

Solution: Here the integrand f ðxÞ ¼ x3þ5x
2x2þ7

. Now, the Nr (i.e., x3 þ 5x) is an odd function and

the Dr (i.e., 2x2 þ 7) is an even function. ) f (x) is an odd function.

)
ð3

�3

x3 þ 5x

2x2 þ 7
dx ¼ 0 Ans:

Example (17): Evaluate
Ðp=2

�p=2
sin5xdx

Solution: Here f (x)¼ sin5x¼ (sin x)5

f ð�xÞ ¼ ½ sinð�xÞ�5 ¼ ½�sin x�5 ¼ �sin5x ¼ �f ðxÞ
) f ðxÞ is an odd function:

)
ðp=2

�p=2

sin5x dx ¼ 0 Ans:

Example (18): Evaluate
Ð2
�2

½ xsin4xþ x3 � x4�dx

Solution:Here, the first two terms are odd functions and the last term is an even. Thus, wemay

write the integral as

ð2

�2

ðxsin4xþ x3Þdx�
ð2

0

x4dx

¼ 0� 2

ð2

0

x4dx ¼ �2
x5

5

� �2
0

¼ �2

5
ð32� 0Þ ¼ �64

5
Ans:

Example (19): Evaluate
Ðp=2

�p=2

sin4x
sin4xþcos4x

dx ¼ I ðsayÞ
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Here, the integrand f ðxÞ ¼ sin4x
sin4xþcos4x

is an even function (since the Nr¼ sin4x is even and the

Dr¼ sin4x þ cos4x is an even function).

) I ¼
ðp=2

�p=2

sin4x

sin4xþ cos4x
dx ¼

ðp=2

0

sin4x

sin4xþ cos4x
dx ð32Þ

) I ¼ 2

ðp=2

0

sin4ððp=2Þ � xÞ
sin4ððp=2Þ � xÞ þ cos4ððp=2Þ � xÞ dx;

)

ða

0

f ðxÞ dx ¼
ða

0

f ða� xÞ dx
2
4

3
5

¼ 2

ðp=2

0

cos4x

cos4xþ sin4x
dx ð33Þ

Adding Equation (32) and Equation (33), we get

2I ¼ 2

ðp=2

0

sin4x

sin4xþ cos4x
dxþ 2

ðp=2

0

cos4x

sin4xþ cos4x
dx

¼ 2

ðp=2

0

sin4xþ cos4x

sin4xþ cos4x
dx ¼ 2

ðp=2

0

dx

¼ 2½ x�p=20 ¼ 2
p
2
� 0

	 

¼ p

) I ¼ p
2

Ans:

Exercise

Evaluate the following integrals:

(1)
Ða
�a

1þx3

4�x2

Ans:
1

2
log

2þ a

2� a

� �

Hint:
1þ x3

4� x2
¼ 1

4� x2
þ x3

4� x2
ðodd functionÞ

� �

(2) Ðp=4
�p=4

tan2x sec x dx

Ans. 0
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Miscellaneous Solved Examples: An Important Definite Integral

Example (20): Prove that

(i)
Ðp=2
0

logeðsin xÞdx� p
2
� log 2 ¼ p

2
� loge 1

2

� �

(ii)
Ðp=2
0

logeðsin xÞdx ¼ Ðp=2
0

logeðcosxÞdx

Solution: Let I ¼ Ðp=2
0

logeðsin xÞdx ð34Þ

) I ¼
ðp=2

0

loge sin
p
2
� x

	 
	 

dx; sin ce

ða

0

f ðxÞdx ¼
ða

0

f ða� xÞdx
2
4

3
5

¼
ðp=2

0

logeðcosxÞdx ð35Þ

[Thus, the result (ii) is proved.]

To evaluate,
Ðp=2
0

logeðsin xÞdx, we add Equation (34) and Equation (35) and get

2I ¼
ðp=2

0

logeðsin xÞdxþ
ðp=2

0

logeðcos xÞdx

¼
ðp=2

0

½logeðsin xÞ þ logeðcos xÞ�dx ¼
ðp=2

0

logeðsin x � cos xÞdx

¼
ðp=2

0

loge
sin 2x

2

� �
dx ¼

ðp=2

0

½logeðsin 2xÞ � loge2�dx )sin x � cosx ¼ 1

2
sin 2x

� �

¼
ðp=2

0

logeðsin 2 xÞdx� loge 2

ðp=2

0

dx

¼
ðp=2

0

logeðsin 2 xÞdx� loge 2½ x�p=20

) 2I ¼
ðp=2

0

logeðsin 2xÞdx� p
2
� loge2 ð36Þ
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[Now we will show that
Ðp=2
0

logeðsin 2xÞdx ¼ I.]

Consider
Ðp=2
0

logeðsin 2xÞdx

Put 2x¼ t ) 2 dx¼ dt ) dx¼ 1
2
dt

Limits, when x¼ 0, t¼ 0

and when x¼ p
2
, t¼ 2 p

2

� �¼ p

)
ðp=2

0

logeðsin 2xÞdx ¼
ðp

0

logeðsin tÞ �
dt

2

¼ 1

2

ðp

0

logeðsin tÞdt

¼ 1

2

ðp=2

0

½logeðsin tÞ þ logesinðp� tÞ�dt )

ð2a

0

f ðxÞdx ¼
ða

0

½ f ðxÞ þ f ð2a� xÞ�dx
2
4

3
5

¼ 1

2

ðp=2

0

2logeðsin tÞdt )sinðp� tÞ ¼ sin t½ �

¼
ðp=2

0

logeðsin tÞdt

¼
ðp=2

0

logeðsin xÞdx; )

ðb

a

f ðtÞdt ¼
ðb

a

f ðxÞdx
2
4

3
5

¼ I

Therefore, from Equation (36), we get

2I ¼ I � p
2
loge2 ) I ¼ � p

2
loge2

)
ðp=2

0

logeðsin tÞdt ¼ � p
2
loge Ans:

Cor:

ðp=2

0

loge cos x dx ¼ �p=2 loge2

Remark: It is important to note that
Ð p=2
0

logeðsin xÞdx ¼ Ð p=2
0

logeðsin 2xÞdx.
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Example (21): Prove that

ðp=2
0

logeðtan xÞdx ¼ 0 ð37Þð8Þ

Solution: Let I ¼ Ðp=2
0

logeðtan xÞdx

) I ¼
ðp=2

0

loge tan
p
2
� x

	 
h i
dx ¼

ðp=2

0

logeðcot xÞdx ð38Þ

Adding Equation (37) and Equation (38), we get

¼
ðp=2

0

logeðtanx � cot xÞdx

¼
ðp=2

0

logeð1Þdx ¼
ðp=2

0

0 � dx ½ ) loge1 ¼ 0�

¼ 0 Ans:

Example (22): Evaluate
Ðp=4
0

logeð1þ tan xÞdx

Solution: Let I¼ Ðp=4
0

logeð1þ tan xÞdx

Also I ¼
ðp=4

0

loge½1þ tanððp=4Þ � xÞ�dx

¼
ðp=4

0

loge 1þ tanðp=4Þ � tan x

1þ tanðp=4Þ � tan x
� �

dx

¼
ðp=4

0

loge 1þ 1� tan x

1þ tan x

� �
; ) tanðp=4Þ ¼ I½ � ¼

ðp=4

0

loge
2

1þ tan x

� �
dx

(8) Here, the lower limit is “0” and the upper limit is a positive number. Hence, the property P4 [i.e.,
Ð a
0
f ðxÞdx ¼Ð a

0
f ða� xÞdx] is applicable.
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I ¼
ðp=4

0

½loge2� logeð1þ tan xÞ�dx

¼ loge2

ðp=4

0

dx�
ðp=4

0

logeð1þ tan xÞdx

) I ¼ loge2½ x�p=40 � I ) 2I ¼ loge2
p
4
� 0

h i
¼ p

4
� loge2

) I ¼ p
8
loge2 Ans:

Example (23): Evaluate
Ð1
0

logeð1þxÞ
1þx2

dx

Solution: Let I ¼ Ð1
0

logeð1þxÞ
1þx2

dx

Put x¼ tan t ) dx¼ sec2t dt ) t¼ tan�1x

When x¼ 0, t¼ tan�1 0¼ 0 and when x¼ 1, t¼ tan�1 1¼ p/4

) I ¼
ðp=4

0

logeð1þ tantÞ � sec2tdt
1þ tan2 t

) I ¼
ðp=4

0

logeð1þ tantÞdt; )1þ tan2t ¼ sec2t
� �

) I ¼ p
2
loge2: As already proved in Example ð22Þ½ � Ans:

Example (24): Evaluate
Ðp=2

�p=2
sin7x � dx

Solution: Let f (x)¼ sin7x

Consider f (�x)¼ ½ sinð�xÞ�7x¼�sin7x¼�f (x)

Thus, f is an odd function.

)
ðp=2

�p=2

sin7x � dx ¼ 0

Note:Whenever the limits of integration are of the form �a to a [i.e., � p
2
to p

2

� �
or (�3 to 3),

etc.] then we must always check whether the integrand is an even or odd function, and proceed

further.
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Example (25): Prove that
Ð2a
0

f ðxÞ
f ðxÞþf ð2a�xÞ dx ¼ a

Solution: Let I ¼
ð2a

0

f ðxÞ
f ðxÞ þ f ð2a� xÞ dx ð39Þ

¼
ð2a

0

f ð2a� xÞ
f ð2a� xÞ þ f ½2a� ð2a� xÞ� dx

)

ða

0

f ðxÞ � dx ¼
ða

0

f ða� xÞ � dx
2
4

3
5

) I ¼
ð2a

0

f ð2a� xÞ
f ð2a� xÞ þ f ðxÞ dx ð40Þ

Adding Equation (39) and Equation (40), we get

2I ¼
ð2a

0

f ðxÞ þ f ð2a� xÞ
f ðxÞ þ f ð2a� xÞ dx ¼

ð2a

0

dx

¼ x½ �2a0 ¼ 2a

) I ¼ a ðProvedÞ

Example (26): Prove that
Ðb
a

f ðxÞ
f ðxÞþf ðaþb�xÞ dx ¼ b�a

2

Solution: Let I ¼
ðb

a

f ðxÞ
f ðxÞ þ f ðaþ b� xÞ dx ð41Þ

¼
ðb

a

f ðaþ b� xÞ
f ðaþ b� xÞ þ f ½ðaþ bÞ � ðaþ b� xÞ� dx by P3½ �

¼
ðb

a

f ðaþ b� xÞ
f ðaþ b� xÞ þ f ðxÞ dx ð42Þ

Adding Equation (41) and Equation (42), we get

2I ¼
ðb

a

f ðxÞ þ f ðaþ b� xÞ
f ðxÞ þ f ðaþ b� xÞ dx ¼

ða

0

� 1dx

2I ¼ x½ �ba ¼ b� a

) I ¼ b� a

2
Ans:
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Example (27): Evaluate
Ð2
�1

jx3 � xjdx

Solution:Here the limits of integration are�1 to 2. By the definition of the absolute value of

a number, we know that:

whenever x3� x� 0, |x3� x|¼ x3� x, and whenever x3� x< 0, |x3� x|¼�(x3� x)¼
x� x3.

To find the zeros of the function |x3� x|, we solve the following equation

x3 � x ¼ 0

) xðx2 � 1Þ ¼ 0 ) x ¼ 0; x ¼ �1

Thus, the function (x3� x) has three zero, namely�1, 0, and 1. It follows that, the sign of this

function must change in the intervals [�1, 0], [0, 1], and [1, 2]. Let us check how the sign

changes.

(i) In [�1, 0], x3� x¼ x(x2� 1)¼ (�ve) (�ve)� 0

(ii) In [0, 1], x3� x¼ x(x2� 1)¼ (þve) (�ve)� 0

(iii) In [1, 2], x3� x¼ x(x2� 1)¼ (þve) (þve)� 0

Now;

ð2

�1

jx3 � xjdx ¼
ð0

�1

jx3 � xjdxþ
ð1

0

jx3 � xjdxþ
ð2

1

jx3 � xjdx

¼
ð0

�1

x3 � x dxþ
ð1

0

x� x3dxþ
ð2

1

x3 � x dx

¼ x4

4
� x2

2

� �0
�1

þ x2

2
� x4

4

� �1
0

þ x4

4
� x2

2

� �2
1

¼ � 1

4
� 1

2

� �
þ 1

2
� 1

4

� �
þ ð4� 2Þ � 1

4
� 1

2

� �� �

¼ � 1

4
þ 1

2
þ 1

2
� 1

4
þ 2� 1

4
þ 1

2
¼ 3

2
� 3

4
þ 2

6� 3þ 8

4
¼ 11

4
Ans:

Example (28): Prove that

(i)
Ð1
0

sin�1x dx ¼ p
2
� 1

(ii)
Ð1
0

cos�1x dx ¼ 1

(iii)
Ð1
0

tan�1x dx ¼ p
4
� 1

2
loge2
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(i) To prove
Ð1
0

sin�1x dx ¼ p
2
� 1

Let I¼ Ð1
0

sin�1x dx

Put x¼ sin t ) t¼ sin�1x

) dx ¼ cost dt

When x¼ 0, sin t¼ 0) t¼ 0 and when x¼ 1, sin t¼ 1) t¼ p
2
,

) I ¼
ðp=2

0

sin�1ðsin tÞ ¼ cos t dt ¼
ðp=2

0

t cos t dt

Integrating by parts, we get

I ¼ ½ t sin t�p=20 �
ðp=2

0

1 � sin t dt

¼ p
2
� sin p

2
� 0

h i
� ½�cos t�p=20

¼ p
2
� 1

h i
þ ½ cos t�p=20 ¼ p

2
þ 0� 1½ � ¼ p

2
� 1 ðProvedÞ

Similarly, Examples (ii) and (iii) can be solved.

Example (29): Evaluate
Ð3
�3

jxjdx

Solution: Let I¼ Ð3
�3

jxjdx

By definition of the absolute value, we know that

For x� 0, |x|¼ x, and for x< 0, |x|¼�x

(This suggests that we must break the interval of integration from �3 to 0 and from 0 to 3.)

Thus; I ¼
ð0

�3

jxjdxþ
ð3

0

jxjdx )

ðb

a

f ðxÞdxþ
ðc

b

f ðxÞdxþ
ðb

c

f ðxÞdx
2
4

3
5

¼
ð0

�3

ð�xÞdxþ
ð3

0

x dx ¼ �
ð0

�3

x dxþ
ð3

0

x dx

¼
ð�3

0

x dxþ
ð3

0

x dx

¼ x2

2

� ��3

0

þ x2

2

� �3
0

¼ ð�3Þ2 � 0

2

" #
þ ð3Þ2 � 0

2

" #

¼ 9

2
þ 9

2
¼ 9 Ans:
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Remark: Let f (x)¼ |x|. By definition of |x|, we have,

for x� 0, |x|¼ x, and for x< 0, |x|¼�x¼�(�x)¼ x

Thus, f (x)¼ |x| is an even function.

)
ð3

�3

jxjdx ¼ 2

ð3

0

x dx ½By Property ðP7Þ�

¼ 2
x2

2

� �3
0

¼ 2
ð3Þ2
2

� 0

" #3

0

¼ 2:
9

2
¼ 9 Ans:

Example (30): Prove that
Ðp
0

jcos xjdx ¼ 2

Solution: Let I¼ Ðp
0

jcos xjdx ¼ 2

Note: We know that �1� cos x� 1

By definition of absolute value, we have,

|cos x|¼ cos x, if cos x� 0 and |cos x|¼�cos x, if cos x< 0. Also, we know that

. cos x� 0, when x varies from 0 to p
2
.

. cos x� 0, when x varies from p
2
to p.

(This suggests the way we should break the interval of integration.)

) I ¼
ðp=2

0

jcos xjdxþ
ðp

p=2

jcos xjdx

¼
ðp=2

0

cos x dxþ
ðp

p=2

ð�cos xÞdx

¼ sin x½ �p=20 � sin x½ �pp=2
¼ sin

p
2
� sin 0

h i
� sin p� sin

p
2

h i

¼ ð1� 0Þ � ð0� 1Þ ¼ 1þ 1 ¼ 2 Ans:

Miscellaneous Exercise

(1)
Ðp=2

�p=2

xsin x
x3þsin3x

dx

Ans: 0

(2) Show that
Ðp=2
0

ðx cot xÞdx ¼ p
2
loge2
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(3)
Ðp=2
0

logeðsec xÞdx

Ans: ðp=2Þ log 2

(4)
Ðp
0

logeð1þ cosxÞdx
Ans: � p log 2

(5) Show that
Ðp=2
0

f ðsin xÞdx ¼ Ðp=2
0

f ðcos xÞdx

(6) Show that
Ðp=2
0

logeðtan xÞdx ¼ 0

(7) Show that
Ðp=2
0

logeðcot xÞdx ¼ 0

(8) Show that
Ð1
0

cos�1xdx ¼ 1

(9) Show that
Ð1
0

tan�1xdx ¼ p
4
� 1

2
loge2

(10) Show that
Ðp=2
0

dx
1þcotx

¼ p
2

(11) Show that
Ðp=4

�p=4
sin2xdx ¼ p

4
� 1

2

(12) Show that
Ð3=2
�1

jx sinðpxÞjdx ¼ 3
p þ 1

p2

Note: So far, we have defined
Ð b
a
f ðxÞdx only for f continuous on [a, b]. It follows from the

maximum–minimum theorem that such a function is bounded on [a, b], in the sense that for

some number M, |f (x)|�M for all x in [a, b].

More generally, if I is any interval (finite or infinite), then we say that f is bounded on I, if

there is a constant M such that |f (x)|�M for all x in I.

A function which is not bounded on a given interval “I”, inside its domain is said to be

unbounded on I.

We can extend the definition of definite integrals to include integrals of the form

ð�1

a

f ðxÞdx �
ð�b

�1
f ðxÞdx �

ð�1

�1
f ðxÞdxð9Þ

(9) We encounter such integrals while computing the potential of gravitational or electrostatic forces.
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Such integrals (with infinite limits) are called improper integrals.By solving such integrals, we

answer two questions:

(i) The geometric question: Whether an area can be defined for the region under the graph

of a non-negative function which is unbounded on a bounded interval?

(ii) Whether it is possible to define the area of a region under the graph of a non-negative

function on an unbounded interval?

The answer to (i) above is “NO”, whereas the answer to (ii) is “YES”. For necessary details,

the reader may go thorough the detailed topic on improper integrals.
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8a Applying the Definite Integral
to Compute the Area of
a Plane Figure

8a.1 INTRODUCTION

In elementary geometry, we have learnt to calculate areas of various geometrical figures

like rectangles, triangles, trapezia, and so on. These figures are enclosed by straight lines.

The formulae for calculating the areas of these figures are fundamental in the applications of

mathematics to many real life problems. However, these formulae are inadequate for

calculating the areas enclosed by curves.(1)

In Chapter 5, we have discussed the concept of area of a plane region and introduced

a procedure to find the area bounded by the curve y¼ f(x), the ordinates x¼ a, x¼ b, and the

x-axis. There, we obtained the formula for the area in question and denoted it by

A ¼
ðb
a

f ðxÞdx ¼ �ðxÞ½ �ba ¼ �ðbÞ � �ðaÞ; where

ð
f ðxÞdx ¼ �ðxÞ

8a.1.1 Some Applications of Integral Calculus

Many applications of integral Calculus involve measuring something, like

. the area of a plane region,

. the volume of a solid object,

. the net distance a moving object travels over an interval,

. the work done against gravity in raising a satellite into orbit,

. the length of a curve from one point to another, and so on.

Note: In a few simple cases, for example,

. measuring the area of a rectangular region,

. the length of a straight line segment, or

. the distance covered by an object moving at a constant speed, and so on,

Introduction to Integral Calculus: Systematic Studies with Engineering Applications for Beginners, First Edition.
Ulrich L. Rohde, G. C. Jain, Ajay K. Poddar, and A. K. Ghosh.
� 2012 John Wiley & Sons, Inc. Published 2012 by John Wiley & Sons, Inc.

(1) In elementary geometry, the formula for calculating the area of a circle is denoted by the formula A¼pr2, where “r” is
the radius of the circle and p stands for the real number, represented by the ratio of circumference to the diameter of the

circle. The approximate value of p is 3.14. In this chapter, we shall obtain this valuewith precision using definite integrals.

Applications of the definite integral 8a-Applying the definite integral to find the area bounded by simple curves. Steps for

constructing a rough sketch of the graph of a function to identify the region in question for computing its area.
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The quantities in question can be found by common sense alone, and no big machinery from

Calculus is needed.

However, we know that, in practice,most regions are not rectangular, most curves are not

straight, and most speeds are not constant. In these more common and more interesting

situations, Calculus tools, in particular—the definite integral, are indispensable.

8a.1.2 To Get a Better Grip of the Subject, We Make the Following Simplifying

Assumptions, and Revise Certain Technical Facts Related to Definite Integrals

8a.1.2.1 Assuming Good Behavior Throughout this section, we assume that all the

integrals
Ð b
a
f ðxÞdx, that we meet, make good mathematical sense. To guarantee this, it is

enough to assume that every integrand “f(x)” is continuous on [a, b], as we do from now on.

(In fact, discontinuous integrands do sometimes arise in practical applications. Even in such

cases, the basic ideas of this section often apply, although perhaps in slightly different forms.)

8a.1.2.2 Definite Integrals andArea: Revision It is assumed that the reader has understood

the concept of the definite integral geometrically in terms of area as discussed in Chapter 5.

Thus, for any continuous function “f(x)” on [a, b],ðb
a

f ðxÞdx ¼ Signed area bounded by f -graph for a � x � b

In this connection, it must be remembered, that any area below the x-axis counts as negative

whereas that above the x-axis counts as positive. To keep a track of positive and negative areas

demands a little care, but the basic link between (definite) integrals and areas (as discussed in

Chapter 5) is known to us and that they represent real numbers. The following easy examplewill

make the issue clear to mind.

Example (1): Consider the following two integrals.(2)

ðIÞ I1 ¼
ðp
0

sin x dx ¼ 2

and

ðIIÞ I2 ¼
ð2p
0

sin x dx ¼ 0

Solution: ðIÞ I1 ¼
Ð p
0
sin x dx ¼ �cos x½ �p0

¼� cos x½ �p0 ¼ �½cos p� cos 0� ¼ �½ð�1Þ � ð1Þ� ¼ �½�2� ¼ 2

ðIIÞ I2 ¼
Ð 2p
0

sin x dx¼ �cos x½ �2p0 ¼ � cos x½ �2p0
¼�½cos 2p� cos 0� ¼ �½1� 1� ¼ 0

The graph of sinx (Figure 8a.1) shows that on [0, p], sin x� 0. Thus, I1 measures ordinary area:

2 square units under one arch of the sine curve. The value of I2 means that the “net”, or “signed

area” on the interval [0, 2p] is zero.

(2) As stated at the end of Chapter 5, we use the term integral to stand for both the definite integral and an indefinite integral.

In fact, the context makes the meaning clear.
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(This makes good geometric sense: sin x� 0 on the interval [p, 2p] and the symmetry of the

graph guarantees that area above and below the x-axis exactly cancel each other out.)

8a.1.2.3 Interpretation of Definite Integral in a Broader Sense [Not Just as Area] Every

definite integral
Ð b
a
f ðxÞdx can be interpreted as a signed area. In fact, definite integrals can be

used to measure (or model) many quantities, other than areas.

Volume, arc length, distance, work, mass, fluid pressure, and so on, can all be calculated as

definite integrals. Choosing the right integral and interpreting the result appropriately depends

on the problem at hand.

Remark: If definite integrals measured only areas, they would not deserve the fuss we make

over them and the amount of attention we pay to study and interpret them.

Two Views of Definite Integrals

As mentioned above, definite integrals can be used to measure many disparate quantities.

Usually, the key considerations are

. which function to integrate, and

. over what interval.

In applying the (definite) integral in varied settings, it is useful to remember two interpretations

of the definite integral
Ð b
a
f ðxÞdx, both being different but closely related as discussed below.

(i) A Limit of Approximating Sums: The integral is defined formally as a limit of

approximating sums. In Chapter 5, we have discussed and compared several kinds

of approximating sums (by choosing each subinterval Dxi of equal length, and the

points �x1; �x2; . . . ; �xn, at the left-hand and the right-hand end points). Recall that by

using the right sums, we can write

ðb
a

f ðxÞdx ¼ lim
n!1

Xn
i¼1

f ðxiÞ �Dx

where the inputs xi are the right end points of n equal-length subintervals of [a, b]. From

this point of view, the (definite) integral “adds up” small contributions, each of the form

f(xi)Dx.
(ii) Accumulated Change in an Antiderivative: The second fundamental theorem of

Calculus states that ðb
a

f ðxÞdx ¼ �ðxÞ½ �ba ¼ �ðbÞ � �ðaÞ

y

x

0 π 2π

FIGURE 8a.1
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where the function � (on the right-hand side) can be any antiderivative of “f(x)” on [a,

b]. The difference, �ðbÞ � �ðaÞ, represents, in a natural way, the accumulated change

(or net change) in � over the interval [a, b]. Thus, to find the accumulated change in �
over [a, b], we integrate the rate function “f(x)”.(3)

Mathematically speaking, these two approaches to the integral [at (i) and (ii) above] are

equivalent, as the second fundamental theorem of Calculus states. It guarantees that both

the methods give the same answer. Having two different ways to think about the (definite)

integral makes it more versatile in applications. Which viewpoint is better depends on

the situation.(4)

8a.2 COMPUTING THE AREA OF A PLANE REGION

Recall that in Chapter 5 we have discussed how to find the area of a right angled triangle

formed by the lines: y¼ f(x)¼ 2x, the x-axis and the ordinate x¼ 1. Even though the area of

any such triangle can be easily found using geometry and algebra, we introducedArchimedes’

method of exhaustion for computing the area in question as the limit of a sum of areas of

rectangles.We have seen that this method applies to more complex regions, and leads to the

definition of the definite integral
Ð b
a
f ðxÞdx. We also observed that the computation of definite

integrals is very much simplified with the application of the second fundamental theorem of

Calculus. We are now in a position to give an easy, convenient, and intuitive method of

computing area(s) bounded by the curve y¼ f(x), the x-axis and the ordinates x¼ a and x¼ b,

where f(x)� 0.

Wemay consider the area under the curve y¼ f(x), as composed of large number of very thin

vertical strips (each of which is a curvilinear trapezoid) (see Figure 8a.2a).

8a.2.1 Area of an Elementary Strip

Consider an arbitrary strip of height y and width dx. Then (approximately), the area of the

elementary strip denoted by dA is given by

dA � y dx ¼ f ðxÞdx ½ ) y ¼ f ðxÞ�

This area is called the elementary area, located at an arbitrary positionwithin the region from

x¼ a to x¼ b.

We can think of the total areaA of the region as the result of adding up the elementary areas

of thin strips across the region in question.

Symbolically, we express

A ¼
ðb

a

dA ¼
ðb

a

y dx ¼
ðb

a

f ðxÞdx ð1Þ

(3) We know that to integrate the function “f (x)”, means to find a function �(x), which should satisfy the equation �0(x)¼
f (x). Recall that, we have studied various methods in Chapters 1, 2, 3a, 3b, 4a, and 4b, for finding an antiderivative �(x) of

the integrand f (x).
(4) When an integral presents itself in simple symbolic form, antidifferentiation is the obvious next step. But, for the data

given graphically (or in tabular form), using approximating sums is a natural strategy. Here, we shall consider only the

cases where antidifferentiation is sufficient for the purpose.
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Thus, a definite integral can be regarded as a sum, or, more correctly the limit of a sum of the

areas of an infinite number of rectangles, one side of each of which (dx in the above) is

infinitesimally small.(5)

At this stage, it is useful to clarify the meaning of the term “infinitesimally small”.

8a.2.1.1 TheConcept of Infinitesimal(s) Infinitesimals are functions that approach zero, as

the argument (say “x”) varies in a certain manner.

Definition: Afunctiona(x) tending to zero, asx ! a (or asx ! 1) is called an infinitesimal

as x ! a.(6)

dxx = a

f (x)

y = f (x)

x = b

x

y

0

y
y = d

x = g(y)

y = c

x
dy

0

(a) (b)

(d)(c)

x

b x

y

0a

y = f (x)

b x

y

y = f (x)

c

0a

S1

S2

FIGURE 8a.2

(5) Now, the use of the term “integral” will be clear. The word “integrate” means “to give the total sum”. The first letter of

the word sum appears in the symbol “
Ð
”, which is the old fashioned elongated “s”. It is also evident why the infinitesimal,

dx, must necessarily appear as a factor in an integral (see Chapter 1, Section 1.2).
(6) From the definition of a limit, it follows that (if limx! a aðxÞ ¼ 0, then) for any preassigned, arbitrarily small positive

(number) «, there will be positive (number) d, such that for all x satisfying the condition |x� a|< d, the condition

|a(x)|< «, will be satisfied.
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Examples of infinitesimal(s)

(i) y ¼ x2 for x! 0;

(ii) y ¼ x� 1 for x! 1;

(iii) y ¼ 1
x

for x!1;

(iv) y ¼ 2x for x! �1, and so on.

Note (1): We know that the limit of a constant is equal to that constant. Accordingly, the

number zero is the only constant (number) that can be interpreted as an infinitesimal. [We call it

the “constant function zero” expressed by f(x)¼ 0.]

Remark: A concrete nonzero constant number, however small, must not be confused with an

infinitesimal.

Note (2): Every infinitesimal (say, for x ! a) is bounded as x ! a.

Note (3): Infinitely large magnitudes and infinitesimals play a very important role in

mathematical analysis. The functions that can assume infinitely large values have no limits,

while infinitesimals have zero limits. However, there is a simple relationship between them

expressed by the following theorem.

Theorem: If a function f(x) tends to infinity as x ! a, then 1/f(x) is an infinitesimal. Ifa(x) is

an infinitesimal as x ! a, which does not take a zero value for x 6¼ a, then 1=ðaðxÞÞ is an
infinitely large magnitude.(7)

Here, our interest has been to get a clear idea of the term infinitesimal. We shall not give the

proof of this (simple) theorem. Also, we are not interested in other theorems that define the

properties of infinitesimals.

Note (4): Theword “Calculus” is an abbreviation for “infinitesimal Calculus”, which implies a

calculation, with numbers that are infinitesimally small. For example, consider the growth of a

small plant. In the ordinary way, we know that it grows gradually and continuously. If it is

examined after an interval of a few days, the growth will be obvious and readily measured.

On the other hand, if it is observed after an interval of a few minutes, although some growth

has taken place, the amount is too small to be distinguished. If an observation takes place after a

still smaller interval of time, say a few seconds, although no change can be detected, we know

that there has been growth.

To express such a (small) growth, we use amathematical term: we call it an infinitesimally

small growth or an infinitesimal growth.(8)

Note (5): The process of gradual and continuous growth may be observed in innumerable

instances.What is of real importance in most cases is not necessarily the actual amount of growth,

but the rate of growth [i.e., the rate at which a quantity “f(x)” increases or decreases with the

infinitesimal increases in x]. This is the subject of that part of infinitesimal Calculus that we call

differential Calculus. (Themeaning of the term “differential” is discussed in Chapter 16 of Part I.)

8a.2.1.2 Area Under a Curve In considering the total area under a curve [as the limit of a

sum of an infinite number of products of the form “f(x) �Dx”], one must keep in mind that the

narrower the rectangles, the closer will be the approximation to the true area under the curve.

The process of narrowing the rectangles may be continued indefinitely (i.e., to any extent). This

(7) Note that the infinitesimal a(x) is not allowed to assume the value zero, for any x 6¼ a.
(8) Teach Yourself Calculus by P Abbott, B.A, ELBS Publication by Hodder and Stoughton Ltd, London.
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is our infinite process to which the limit concept may be applied. In the (sum of an) infinite

number of algebraic products of the form f(x) �Dx, one factor (namely Dx), in the limit,

becomes infinitely small. As Dx approaches zero, the sum of rectangular areas approaches the

true total area under the curve. Thus, the expression, limDx! 0

Px¼b
x¼a f ðxÞ �Dx is identified withÐ b

a
f ðxÞdx.We know that the latter expression represents the definite integral of the function f(x).

Further, we know that the differential “dx” stands for an arbitrary increment in the

independent variable “x”, and so “dx” can be as small as wewish. Thus, in the above (definite)

integral, “dx” does not have any independent meaning; it refers to the values of independent

variable “x”. For this reason, we say that “x” in “dx” stands for the variable of integration in the

interval [a, b] (see Chapter 1, Table 1.1).

Note: In fact, the definite integral is used as a device, for illustrating the process that can be

applied to the summation of any such series, subject to the conditions necessary for the

integration of “f(x)”, as discussed in Chapter 5. This is of great practical importance, since it

enables us to calculate not only areas but also volumes, lengths of curves, moments of inertia,

and so on,which are capable of being expressed in the form limDx! 0

Px¼b
x¼a f ðxÞ �Dx. They can

then be represented by the definite integral
Ð b
a
f ðxÞdx.

Since the concept of the definite integral is developed in connection with the computation of

the area under a curve, we shall first consider different situations under which we may have to

compute the area(s) under a curve, and then consider some examples for computation of areas.

Sometimes, the area can be easily determined by integrating with respect to y, rather than x.

This situation arises when the curve is given in the form x¼ g(y), where g(y)� 0 and c� y� d.

In this case, it is more convenient to consider the elementary strip(s) that are adjoining the

y-axis. Then, the area A bounded by the curve x¼ g(y), the y-axis and the lines y¼ c and y¼ d

is given by

A ¼
ðd
c

x dy ¼
ðd
c

gðyÞdy ½ ) x ¼ gðyÞ� ð2Þ

Note: In both the cases as shown in Figure 8a.2a and b, we have considered the situations,

wherein the curves are above the x-axis. Now we shall consider the cases in which the given

curve is below the x-axis.

If the position of the curve under consideration is below the x-axis, then we have f(x)� 0

from x¼ a to x¼ b (Figure 8a.2c). The area bounded by the curve y¼ f(x), the x-axis and the

straight lines x¼ a and x¼ b, comes out to be negative.

But, it is only the numerical value of the area that is taken into consideration. Thus, if the

area is negative we take its absolute value and write

A ¼
ðb
a

f ðxÞdx
����

���� ð3Þ

Generally, it may happen that some portion of the curve is above thex-axis and some is belowx-

axis. Then, the figure bounded by the curve y¼ f(x), the x-axis and the straight lines x¼ a and

x¼ b is situated on both sides of the x-axis (Figure 8a.2d), and its area “S” is given by

S ¼ S1 þ S2 ¼
ðc
a

f ðxÞdxþ
ðb
c

f ðxÞdx
����

���� ð4Þ
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Note carefully, the limits of integrals on the right-hand side, and the expression of the last

integral in equation (4) given above.

8a.2.1 Area Between Two Curves

Now, we are in a position to compute the area bounded by two curves y¼w(x) and y¼ f(x)

where w(x)� f(x) in [a, b]. In this situation, as shown in Figure 8a.3a, we have

ðb

a

wðxÞdx �
ðb

a

f ðxÞdx

If the length of the ordinate of the upper curve is denoted by yupper and the ordinate of the lower

curve is denoted by ylower, then we can express the area (between the two curves) by

S ¼
ðb

a

ðyupperÞdx�
ðb

a

ðylowerÞdx ¼
ðb

a

wðxÞdx�
ðb

a

f ðxÞdx ¼
ðb

a

½wðxÞ � f ðxÞ�dx

Thus, the positive difference [w(x)� f(x)] can be treated as a single function for computing the

area “S ”. Accordingly, we write

S ¼
ðb

a

½wðxÞ � f ðxÞ�dx ð5Þ

B2

B1A1

A2

x

y y = ϕ (x)

ba0

y =
 f (

x)

y

x = a
x = b

dx

y = g (x)

y = f (x)

y = f (x) – g (x)

y

0

x

y

x

R

QD

C

0

(a) (b)

(c)

A
B

P

x = bx = cx = a

y = g (x)

y = g (x)

y = f (x)

y = f (x)

FIGURE 8a.3
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If the two curves in question intersect at one or more points, then the Equation (5) can be

suitably modified and applied. In fact, the point(s) of intersection indicate the limits for the

definite integrals in question.

If the equations of the curves are in the form y¼ f(x) and y¼ g(x), then the points of

intersection (of the curves) are given by x¼ a and x¼ b (a< b) at which the curves have

common values of y.(9)

In such cases, it is convenient to take an elementary area in the form of vertical strip(s) and

the (correct) intervals of integration (see Figure 8a.3b and c).

In Figure 8a.3b, the area of an arbitrary elementary strip is given by dA¼ [f(x)� g(x)]dx, so

that the total area can be taken as

A ¼
ðb

a

½ f ðxÞ � gðxÞ�dx

Further, inviewof the earlier discussion, the area of the shaded region in Figure 8a.3c is given by

A ¼
ðc

a

½ f ðxÞ � gðxÞ�dxþ
ðb

c

½ gðxÞ � f ðxÞ�dx

Irrespective of whether we take elementary area in the form of vertical or horizontal strips, the

measure of the area in question (i.e., the value of the definite integral) will be same. In fact,

wherever possible, vertical strips are preferred for practical convenience.

The cases discussed above (with Figures 8a.2a–d and 8a.3a–c) suggest that to compute the

desired area(s), we should have a rough sketch of the region in question. Obviously, this will

help us in identifying the limits of the (definite) integrals involved.

The importance of a rough sketch [of the curve y¼ f(x)] will be realized when the graph of

the curve encloses any region below the x-axis (for using vertical strips) or to the left of y-axis

(for using horizontal strips). This requirement is easilymet ifwe remember certain properties of

curves using coordinate geometry and differential Calculus.(10)

We give below some important points that should be useful in constructing a rough sketch of

the curve(s).

8a.3 CONSTRUCTING THE ROUGH SKETCH [CARTESIAN CURVES]

For the purpose of graphing a curve, we consider the equation of the given curve and check:

(I) Whether the Curve Passes Through the Origin

Example (2): In the equation of the curve, y2¼ 4ax, if we put x¼ 0, we get y¼ 0. Thus, the

point (0, 0), lies on the curve. In other words, the curve passes through the origin. Similarly, the

curves y2¼ 4x, y2¼�x, y¼ x2, x2¼�y, y¼ x3, and y¼�x3 all pass through the origin.

(9) If the equations of the curves are in the formx¼ f(y) andx¼ g(y), then the points of intersection (of the curves) are given

by y¼ a and y¼ b (a< b), at which the curves have common values of x.
(10) In fact, differential Calculus offers a general scheme for constructing graphs of functions. However, for drawing a

“rough sketch of the region”, we do not require many of the concepts like finding the asymptotes to the graph, intervals of

monotonicity and its extremum, intervals of convexity of the graph and the points of inflection, and so on. This reduces our

work, since we need only a “rough sketch” of the curve to visualize the region under consideration.
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Note:The best way to decidewhether the origin lies on the curve is to see that the equation does

not contain any constant term.

Remark: Note that, the circle x2þ y2¼ a2 and the ellipse ððx2=a2Þ þ ðy2=b2ÞÞ ¼ 1, do not

pass through the origin.

(II) Symmetry

The most important point for tracing the curves is to judge its symmetry, which we do as

follows:

(a) Symmetry About y-Axis [Even Functions]: If the equation of the curve involves even

and only even powers of x, then there is symmetry about y-axis.

Note: For a curve to have symmetry about y-axis, its equation should not have any odd power

term of x.

Example (3): The parabolas x2¼ 4ay and x2¼�9y, the circle x2þ y2¼ a2, and ellipse

ððx2=a2Þ þ ðy2=b2ÞÞ ¼ 1 all are symmetrical about y-axis.

Definition: A function whose graph is symmetric with respect to y-axis is called an even

function.

An even function f(x) has the property: f(x)¼ f(�x). Thus, f(x)¼ cos x is another example of

an even function (see Figure 8a.4).

(b) Symmetry About x-Axis If the equation of the curve involves even and only even powers

of y, then there is symmetry about x-axis.(11)

Example (4): The parabolas y2¼ 4ax, y2¼�x, the circle x2þ y2¼ a2, and the ellipse

ððx2=a2Þ þ ðy2=b2ÞÞ ¼ 1, all are symmetrical about x-axis.

(c) Symmetrical about Both the Axes: If the equation of the curve involves even and only

even powers of both x and y, then there is symmetry about both the axes.

Example (5): The circle x2þ y2¼ a2 and the ellipse ððx2=a2Þ þ ðy2=b2ÞÞ ¼ 1, both are

symmetrical about both the axes.

(d) SymmetryWithRespect to theOrigin [OddFunctions]: In the given equation y¼ f(x),

if replacing x by (�x) and y by (�y) gives an equivalent equation, then the graph of such

a function is symmetric with respect to the origin.

In other words, the graph of a function is symmetric with respect to the origin, if the point

(�x, �y) is on the graph whenever a point (x, y) is. It follows that each point on the graph is

y

0

x
3π
2 2ππ–π –

–

⎯

3π
2
⎯

π
2
⎯π

2
⎯

FIGURE 8a.4

(11) A function symmetric about thex-axis does not have anyqualifying name.The definition of an odd functionwill follow

shortly.
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matched by another point on the graph, which is on the other side of the origin, such that the

values f(�x) and [�f(x)] are same.

Thus, for a function f(x) to be odd, (�x) must be in the domain of “f ” whenever x is, and the

relation f(�x)¼�f(x) must hold.

An example of an odd function is f(x)¼ sin x, since sin(�x)¼�sin x (see Figure 8a.5).

A good example of an odd function is y¼ x3. Its graph is symmetrical with respect to the

origin. Note that from f(x)¼ x3, we get f(�x)¼ (�x)3¼�x3.

Thus, f(�x)¼�f(x). Similarly, the graph of y¼�x3 is symmetrical with respect to the

origin. Graphs of both these functions are given below (Figure 8a.6a and b).

Definition: A function whose graph is symmetrical with respect to the origin is called an odd

function.

(We have discussed at length about even and odd functions, in Chapter 7b of this volume.)

Important Note: If a curve has symmetry about the coordinate axis and about the origin then it

is helpful in tracing the “rough sketch” of the curve. Further, it becomes easier to find

symmetrical parts of the curve that enclose equal areas.

In particular, the idea of symmetry is found very useful in computing areas enclosed by

parabolas, circles, ellipses, and trigonometric functions, namely, y¼ sin x and y¼ cos x. This

will become clearer when we solve the problems which follow.

(III) Points of Intersection [With the Axes and Between Two Given Curves]

Wecanfind the pointswhere the given curve intersects the axes. For this purpose,we proceed

as follows: Put y¼ 0, in the equation of the given curve and solve it for x. Thus, we get the

y
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x
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1
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–
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2
⎯
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⎯

FIGURE 8a.5

0

(a) (b)

f (x) = x3

0

f (x) = –x3

FIGURE 8a.6
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x coordinate(s) of the point(s) where the curve cuts the x-axis. Similarly, if we put x¼ 0, in

the equation of the curve, and solve it y, we get the y-coordinate(s) of the point(s) where the

curve cuts the y-axis.

Thus, it is easy to see that the ellipse ððx2=a2Þ þ ðy2=b2ÞÞ ¼ 1, cuts the x-axis at the

points (a, 0) and (�a, 0), and the y-axis at the points (0, b) and (0, �b). Also, the circle

x2þ y2¼ 9 cuts the x-axis at the points (3, 0) and (�3, 0), and the y-axis at the points (0, 3)

and (0, �3).

To find the points of intersection between the given two curves, we solve the system of

equations representing the curves. (It means we may use any of the given equations in the

other one to obtain an equation in a single variable and then solve it.) Further, using these

values (in the given equations), we obtain the points of intersection between the two curves.

Note: In this chapter, we shall be computing the areas enclosed by simple curves when

. The region is bounded by a curve, the x-axis (or the y-axis) and two lines perpendicular to

the coordinate axis meeting the curve, as shown in Figure 8a.2a and b.

. The region is bounded by the circles and the ellipses (standard forms only). These curves

are symmetric to both the axes.

. The region is bounded between two curves both ofwhichmay be arcs of simple curves like

circles, parabolas, and ellipses (standard forms) or one of them may be an straight line

intersecting the given curve. Now we start with simple examples.

Illustrative Examples

Example (6): Compute the area of the figure bounded by the parabola y¼ x2, the x-axis, and

the lines x¼ 2 and x¼ 3

Solutions: The given curve is y¼ x2. It passes through the origin and is symmetrical with

respect to the y-axis. Also, the curve is above the x-axis (Figure 8a.7).(12)

The area in question is given by

S ¼
ð3

2

x2 dx ¼ x3

3

� �3
2

¼ ð3Þ3
3

� ð2Þ3
3

" #

¼ 27

3
� 8

3

� �

¼ 6
1

3

� �
square units Ans:

(12) From the equation y¼ x2, we note that for any value of x, the value of y is positive. Thus, the given curve is above the

x-axis. This is a matter of observation and the student is supposed to know this simple fact. To save time such details need

not be included in the solution.
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Example (7): Find the area of the region bounded by the curve y¼ x2þ 2xþ 2, the lines

x¼�2 and x¼ 1, and the x-axis

Solution: The given curve is

y ¼ x2 þ 2xþ 2 ð6Þ
Note that equation (6) does not have real roots. (It means that the curve does not intersect the x-

axis.) The rough sketch of the curve is given on right side (Figure 8a.8). (13)

The area of the region in question is given by

S ¼
ð1

�2

ðx2 þ 2xþ 2Þdx

S ¼ x3

3
þ 2x2

2
þ 2x

� �1
�2

¼ 1

3
þ 1þ 2

� �
� �8

3
þ 4� 4

� �

¼ 10

3
þ 8

3
¼ 6 square units Ans:

y

x

x = 2

y = x2

0 x = 3

FIGURE 8a.7

(13) Wehave, forx¼�2,y¼ 2, and forx¼ 1, y¼ 5.From thesevaluesof y, and the fact that thecurvedoesnot intersectx-axis, it

follows that the curve fromEquation (6) lies above thex-axis. Again, these details need not be given in the solution, to save time.
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Example (8): Find the area between the curve y¼ ex and the x-axis from x¼ 1 to x¼ 2.

Solution: Rough sketch of the region in question is given below (Figure 8a.9). (The upper

part of the vertical strip lies on the curve y¼ ex and the lower part on the line y¼ 0, which is

the x-axis.)

y

x

y = x2 + 2x + 2

–2 1

FIGURE 8a.8

3

1 2

x

y

y = ex

6

FIGURE 8a.9
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The area of the region in question is given by

S ¼
ð2

1

ex dx

¼ ½ex�21
¼ e2 � e

¼ eðe� 1Þ square units Ans:

Example (9): Compute the area of the figure bounded by the curve y¼ sin x and the x-axis

from x¼ 0 to x¼ p

Solution:Forx¼ 0, we have sin x¼ 0) y¼ 0, and for x¼ p, we have sin p¼ 0) y¼ 0. Thus,

the desired area is bounded by a half-wave of the sine curve, and the x-axis, from x¼ 0 to x¼ p
(Figure 8a.10). The area in question is given by

S ¼
ðp

0

sin x dx ¼ ½�cos x�p0

¼ �½cos p� cos 0�
¼ �cos pþ cos 0

¼ �ð�1Þ þ 1 ¼ 1þ 1

¼ 2 square units Ans:

Remark: In evaluating definite integrals, if the antiderivative involved has a negative sign,

then it is useful to take the negative sign outside the bracket, before evaluating the integral. This

helps us in avoiding possible mistakes in computation.

Note: In this chapter, we have previously shown that

ð2p

0

sin x dx ¼ 0 ðSection 8a:1:2; Figure 8a:1Þ

We interpreted this result as follows:

On the interval [0, 2p] the sine curvemakes twohalfwaves, thefirst ofwhich lies above thex-axis

and the other lies below it. The areas bounded by them are equal and the corresponding terms that

appear in the geometric representation of the definite integral, cancel eachother. Ifwe consider this

integral in terms of area of the region enclosed, then its value must equal 4 square units.

y

x

0
y = sin x

π

FIGURE 8a.10
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Example (10): Compute the area bounded by parabola y2¼ x, y� 0, x¼ 1, and x¼ 4

Solution: The parabola y2¼ x passes through the origin (0, 0), and it is symmetrical to the

x-axis.

(The given condition y� 0 suggests that the area in question is bounded by the upper part of the

parabola y2¼ x, the x-axis, and the straight lines x¼ 1 and x¼ 4.)(14)

A rough sketch of the region in question is given above (Figure 8a.11).

In this case, we can write y ¼ ffiffiffi
x

p
, a¼ 1, and b¼ 4. (Note that the function y ¼ ffiffiffi

x
p

is

defined only for nonnegative values of x.) The desired area is given by

S ¼
ð4

1

ffiffiffi
x

p
dx¼

ð4

1

x1=2 dx

¼ x3=2

3=2

� �4
1

¼ 2

3
x
3
2

� �4
1

¼ 2

3
ð4Þ3=2 � ð1Þ3=2
h i

¼ 2

3
ð8� 1Þ ¼ 14

3
square units Ans:

Note: Conditions of symmetry should be made use of where they exist, to shorten computa-

tions. If the area in question is symmetric with respect to the x-axis (or the y-axis), [as may

happen in case of parabola(s), circles, ellipses, and trigonometric functions like sin x and

cos x], then we must choose one symmetrical part of the region (preferably the one which is

above the x-axis or to the right of the y-axis) and then multiply the result suitably.

Example (11): Compute the area bounded by the curve y¼�x2þ 4 and y¼ 0 (i.e., x-axis).

y

x

y2 = x

x = 1 x = 40

FIGURE 8a.11

(14) These details are reflected here for better understanding of the problem. However, they need not be reflected in the

proof. This will save time.
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Solution: The given curve is y¼�x2þ 4, which is symmetrical with respect to the y-axis. For

y¼ 0, we get x2¼ 4) x¼� 2, which are the points at which the curve intersects the x-axis. This

observation is helpful indrawinga rough sketchof the region inquestionas shownbelow.Wehave to

compute the area of the shaded region that is symmetrical with respect to the y-axis (Figure 8a.12).

We shall compute the area of the region situated in the first quadrant, that is, half of the total

area in question. If the total area is denoted by “S” then, we have

1

2
S ¼

ð2

0

ð�x2 þ 4Þdx ¼ �x3

3
þ 4x

� �2
0

¼ � 8

3
þ 8

� �
¼ 16

3

S ¼ 32

3
¼ 10

2

3
square units Ans:

Note: In this example, we have chosen to compute half of the area in question (which is above

the x-axis) taking a vertical strip as the elementary area. This approach is definitely convenient.

However, we may as well choose the elementary horizontal strip to compute the area of the

region, which is on the right-hand side of the y-axis.With this approach, the area in questionwill

be given by the definite integral
Ð b
a
x dy, (where x is to be replaced in terms of y and the limits a

and b, must be found out).

The given curve is y¼�x2þ 4.

) x2 ¼ 4� y

) x ¼ ð4� yÞ1=2

To find the limits of the integral, we have, for x¼ 0, y¼ 4, and for x¼ 2, y¼ 0. (Now we

integrate from lower value of y to upper value of y.) Thus, half of the area A is given by

1

2
A ¼

ð4

0

ð4� yÞ1=2 dy¼�
ð4

0

ð4� yÞ1=2 dy ¼ � ð4� yÞ3=2
3=2

" #4

0

¼� 2

3
ð�8Þ

� �
¼ 16

3

) A ¼ 32

3
Ans:

y

xx = 2x = –2

y = –x2 + 4

0

FIGURE 8a.12
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Example (12): Find the area of a curvilinear triangle bounded by the x-axis, the parabola

y¼ x2 and the straight line x¼ a

Solution: The given curve (parabola) is

y ¼ x2 ð7Þ
It is symmetrical to the y-axis.(15)

The required area is given by

S ¼
ða

0

x2 dx ¼ x3

3

� �a
0

¼ a3

3
� 0 ¼ a3

3
square units Ans:

Remark: Note that the area of the curvilinear triangleOKM, shown above is one-third of the

area of the rectangle OKML, as explained below (Figure 8a.13).

Observe that
a3

3
¼ 1

3
ðaÞ � ða2Þ ¼ 1

3
ðbaseÞ � ðheightÞ

Example (13): Find the area bounded by the curve y¼ cos x between x¼ 0 and x¼ 2p

Solution:A rough sketch of the curve y¼ cos x from x¼ 0 to x¼ 2p is shown in Figure 8a.14.

(Note that a part of the region that is below the x-axis will have a “negative area”.)

The given curve is y¼ cos x

For x 2 0;
p
2

h i
; cos x � 0

x 2 p
2
;
3p
2

� �
; cos x � 0

y

L

0

x

a
K

M

a2

FIGURE 8a.13

(15) Note that for any nonzero value of x, the value of y is always positive, we consider the line x¼ a, for a> 0.
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and

x 2 3p
2
; 2p

� �
; cos x � 0;

) Required area of the shaded region

¼
ðp=2

0

cos x dx�
ð3p=2

p=2

cos x dxþ
ð2p

3p=2

cos x dx1ð16Þ

¼ sin x½ �p=20 � sin x½ �3p=2p=2 þ sin x½ �2p3p=2

¼ sin
p
2
� sin 0

h i
� sin

3p
2
� sin

p
2

� �
þ sin 2p� sin

3p
2

� �

¼ ½ð1� 0Þ � ð�1� 1Þ þ ð0� ð�1ÞÞ� ¼ 1þ 2þ 1 ¼ 4 square units Ans:

Example (14): Find the area enclosed by the circle of radius “a” units

Solution: Consider the circle represented by the equation

x2 þ y2 ¼ a2 ð8Þ

which has the center at the origin and the radius “a” units as indicated in the rough sketch.As

the circle is symmetrical about both the coordinate axes,we choose to compute the area of the

region AOBA, which is in the first quadrant and above the x-axis (Figure 8a.15). (This area is

one fourth of the area “S” of the circle.)

From Equation (8), we get

y ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � x2

p
dx

y

A

B D

E

x

F

C

⎯ ⎯0 π 3π
2π

22
π

FIGURE 8a.14

(16) It is important to remember that area of the regions below thex-axis is always a negative number. (This can be seen only

from the sketch of the function.) In such cases, we must express the area of the region by the expression � Ð b
a
f ðxÞdx

h i
, or

by the expression
Ð b
a
jf ðxÞjdx to count it positive.
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Since, the portion of the curve from Equation (8) is considered in the first quadrant, we have

1

4
S ¼

ða

0

y dx ¼
ða

0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � x2

p
dx

) S¼ 4

ða

0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � x2

p
dx ðTaking vertical stripsÞ

¼ 4
x

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � x2

p
þ a2

2
sin�1 x

a

� �a
0

¼ 4
a

2
� 0

� 	
þ a2

2
sin�1 1

� �
¼ 4

a2

2
� p
2

� �

¼ p a2 square units Ans:

Remark: In the above example, we have considered a vertical strip to represent an

elementary area. If we consider horizontal strips, the area of the circle will still be the same.

This is quite natural. In that case, we write [using Equation (8)],

S ¼ 4

ða

0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � y2

p
dy

¼ 4
y

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � y2

p
þ a2

2
sin�1 y

a

� �a
0

¼ 4
a

2
� 0

� 	
þ a2

2
sin�1 1

� �
¼ 4

a2

2
� p
2

� �
¼ p a2 square units Ans:

Similarly, it can be shown that the area enclosed by the ellipse
x2

a2
þ y2

b2
¼ 1 is p ab square units.

Remark: In the above example, we have used the integration formula obtained inChapter 4b.

There, we never had an idea that this formula will be useful in computing the area enclosed by a

y
B

0

x

(a) (b)

A(a, 0)

(0, a)

dx

y
B

0

xA(a, 0)

(0, a)

dy

FIGURE 8a.15
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circle. In fact, this is a difficult integral. However, there are other simpler techniques of

representing the area of a circle. We shall discuss these techniques shortly. First we consider

the following thought provoking examples.

Example (15): Compute the area of the region bounded by the curve y ¼ 1

3
x3, y¼ 0, x¼�1,

and x¼ 2

Solution: A rough sketch of the curve y ¼ 1

3
x3 is shown in Figure 8a.16 and the region in

question is shaded.

(Observe that the region in question is situated on both sides of the x-axis.)

Let S1 is the area of the region below the x-axis and S2 is the area of the region above the x-axis.

Thus, the desired area is given by

S ¼�S1 þ S2 ¼ �
ð0

�1

1

3
x3

� �
dxþ

ð2

0

1

3
x3

� �
dx

¼� x4

12

� �0
�1

þ x4

12

� �2
0

¼ � 0� 1

12

� �
þ 16

12
� 0

� �

¼ 1

12
þ 16

12
¼ 17

12
¼ 1

5

12
square units Ans:

Here, the area of the region, below the x-axis is given by the expression “� Ð 0
�1
ðð1=3Þx3Þdx” or

it may be given by
Ð 0
�1

jð1=3Þx3jdx, both being same. The important point to be noted is that in

the expression
Ð 0
�1

jð1=3Þx3jdx, we do not put the negative sign outside the integral symbol. The

definition of absolute value takes care that the area in question adds in a positive manner.

However, the expression � Ð 0
�1
ðð1=3Þx3Þdx is more convenient from practical point of view.

Example (16): Find the total area computed between the x-axis and the curve y¼
x(xþ 1)(x� 2)

y
y =      x31

3

xx = 2

⎯

x = –1

0

FIGURE 8a.16
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Solution:By solving the equation, x(xþ 1)(x� 2)¼ 0, we get that the curve crosses the x-axis

atx¼�1, x¼ 0, andx¼ 2, as shown in the rough sketch of Figure 8a.17.Note that a part of the

region below the x-axis has “negative area.” The desired area of the shaded region is given by

A ¼
ð0

�1

ðx3 � x2 � 2xÞdx�
ð2

0

ðx3 � x2 � 2xÞdx

¼ x4

4
� x3

3
� 2

x2

2

� �0
�1

� x4

4
� x3

3
� 2

x2

2

� �2
0

¼ 0� 1

4
� ð�1Þ

3
� 1

� �� �
� 4� 8

3
� 4

� �
� 0

� �

¼ � 1

4
� 1

3
þ 1

� �
� �8

3

� �

¼ 5

12

� �
þ 8

3

� �
¼ 37

12
square units Ans:

Example (17): Find the area of the region bounded by the curve y¼ x2� x� 2 and y¼ 0

(the x-axis) from x¼�2 to x¼ 2

Solution: The given curve is
y ¼ x2 � x� 2 ¼ f ðxÞ

Let us find the zeros of this function, by solving the equation.

x2 � x� 2 ¼ 0

x2 � 2xþ x� 2 ¼ 0

xðx� 2Þ þ 1ðx� 2Þ ¼ 0

or ðx� 2Þðxþ 1Þ ¼ 0

) x ¼ �1 and x ¼ 2 are the zeros of f ðxÞ:

y

–1 2

x

FIGURE 8a.17

270 APPLYING THE DEFINITE INTEGRAL TO COMPUTE THE AREA OF A PLANE FIGURE



It follows that the given curve crosses the x-axis at x¼�1 and x¼ 2.We have to find the area of

the region from x¼�2 to x¼ 2. The rough sketch is given above.

Note that, a part of the curve (from�2 to�1) is above the x-axis and the other part (from�1

to 2) is below the x-axis.

This situation points out the importance of sketching the region (Figure 8a.18).

On [�2, �1], the area of the region is given by

S1 ¼
ð�1

�2

ðx2 � x� 2Þdx

¼ x3

3
� x2

2
� 2x

� ��1

�2

¼ � 1

3
� 1

2
þ 2

� �
� � 8

3
� 4

2
þ 4

� �� �

¼ � 1

3
� 1

2
þ 8

3
þ 2þ 2� 4

� �

¼�2� 3þ 16

6
¼ 11

6
square units

Again, on [�1, 2] the (positive) area of the region is given by

S2 ¼ �
ð2

�1

ðx2 � x� 2Þdx ¼ � x3

3
� x2

2
� 2x

� �2
�1

S2 ¼� 8

3
� 4

2
� 4

� �
� � 1

3
� 1

2
þ 2

� �� �
¼ � 8

3
� 6

1
þ 1

3
þ 1

2
� 2

� �� �

¼� 16þ 2þ 3� 48

6

� �
¼ � 21

6
þ 48

6
¼ 27

6
¼ 4

1

2
square units

y

xdx

dx

y = x2 – x – 2

2

–2 –1

FIGURE 8a.18
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) Total area

S ¼ S1 þ S2 ¼ 11

6
þ 27

6
¼ 38

6
¼ 19

3
square units Ans:

Note: In such problems it is always better to evaluate S1 and S2 separately, as done above, thus

avoiding possible mistakes in calculations.

8a.4 COMPUTING THE AREA OF A CIRCLE (DEVELOPING SIMPLER

TECHNIQUES)

In a circular measure of an angle, the unit angle is called the radian. One radian is the angle

subtended at the center of a circle by “an arc of the circle”, whose length is equal to the radius of

the circle.

In fact, no part of a curve however small can be superimposed on any portion of a straight

line, so that it coincides with it. In other words, the length of a curve cannot be found by

comparison with a straight line of a known length. However, under the application of definite

integrals we have a method of determining the lengths of arcs of plane curves whose equations

are known. Though it is not possible to measure the length of an arc of a circle, this difficulty is

(initially) overcome by the assumption that the length of an arc of a semicircle equals p radians,
where p is a constant. Accordingly, the length of the circumference of a circle is 2p radians.

Since, the (entire) length of the circumference of a circle is consumed in measuring the

(total) angle subtended by the circle at the center, we can write

circumferenceðof the circleÞ
radiusð“r” of the circleÞ ¼ 2p radians

Therefore, the circumference¼ 2pr units of length. Even at this stage, the difficulty faced by the
student remains unchanged, since he does not have any method of finding the value of p. Of
course, the ancient Greeks estimated the value of p (through practical methods to be approx-

imately 3.14159. . . or some less accurate approximation), but otherwise it is undetermined.(17)

Themethod involved in measuring the length of an arc, is similar to that used for computing

areas. An expression is found for “an element of length” of the curve, and the sum of all such

elements is obtained by computing its definite integral. (Of course, we shall be discussing these

matters in the next chapter.)For the time being, we agree that the length of the circumference of

a circle is 2pr, where “r” is the radius of the circle, and p is approximately equal to

3.1415 . . .Thus, we have a practical method of computing the length of circumference of a

circle. The following method will be found very useful in applications.

8a.4.1 Area of a Circle: A Detailed Discussion Involving the Ideas of Limits

Theareaof a circle canbe thoughtof as theareaof aplanefigure that is tracedoutbyafinite straight

lineOA(¼ runits) as it rotates aroundoneof its ends (say, “O”), andmakesacomplete rotation. In the

figure below, the line OP (¼ r units) starting from the fixed positionOA (on OX)makes a complete

rotation around a fixed point “O”. Thus, the point “P” describes the circumference of a circle.

(17) The determination of the value of p occupied mathematicians through the centuries. Various devices (with which

we are not concerned here) were applied and approximate values of p were found. Fortunately, modern mathematics,

with the help of Calculus, has solved the problem. It can now be proved that the above ratio (representing p) is
incommensurable, and that its value to any required degree of accuracy can be calculated with accuracy. Now, it is

also known that “p” is not restricted to the circle, and that it appears in many other contexts. Teach Yourself Calculus by

P. Abbott.
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Our interest is to find the area marked out by OA in one rotation (i.e., area of the circle of

radius “r”). Suppose the point P, has rotated from OA, such that it has described an angle “u”.

Then, AOP is a sector of a circle of radius “r”. Now, suppose OP is rotated further through an

infinitesimally small angle du. The infinitely small sector so described would be an element of

area and the sum of all such sectors whenOPmakes a complete rotation fromOX back again to

its original position, will be the area of the circle (Figure 8a.19).

Note that the limit concept is applicable in this case. Hence, the infinitely small arc

subtending an infinitely small angle du at the center of the circle, “in the limit”, can be regarded

as a “straight line” and the infinitely small sector as a “triangle”. Further, the altitude of the

triangle can be regarded, “in the limit”, as the radius “r” of the circle.

Thus, the triangle in question (which is a sector of the circle, in this case) can be regarded “in

the limit” as a “right triangle”. Using the formula for the area of a triangle, we have

Element of area (of the triangular sector under consideration)

¼ 1

2
ðbaseÞ � ðaltitudeÞ

[Now, we explain below (in the footnote) that the base of the triangular sector (i.e., arc length),

in the limit equals r du.](18)

¼ 1

2
ðr � duÞ � ðrÞ ¼ 1

2
r2 � du

Now, the angle corresponding to a complete rotation is 2p radians.

) Area ¼
ð2p

0

1

2
r2 � du¼ 1

2
r2

� �
�
ð2p

0

du ¼ 1

2
r2

� �
½u�2p0

¼ 1

2
r2

� �
� 2p� 0½ � ¼ pr2 square units

x

A

0

θ

Pdθ

FIGURE 8a.19

(18) The result:Baseof the triangular sectorof a circle¼ r � du, follows fromthe trigonometric limit limu! 0ðsin u=uÞ ¼ 1 (where

u is expressed in radians). Now, we may write, limdu! 0ðsin du=duÞ ¼ 1, where the small angle du is expressed in radians.

Once it is accepted that the (small) arc in question (in the limit) can be treated as a line segment, we can define the ratio

sin du ¼ ðlength of the arc=rÞ ¼ du (since the angle du is expressed in radians). ) Length of the arc ¼ r � du (we emphasize

that this statement is valid “in the limit”).
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Now, we give below two simple techniques for computing the area of a circle. In both the

methods, we identify an element of (variable) area, which can generate the circle in a simple

process. Let us discuss.

Method (1): Consider a circle of a variable radius “x”. Suppose the area of the circle is A(x).

When x increases by an infinitely small increment dx, let the corresponding small increment in

the area of the circle be denoted by dA(x). This increment in the area is equal to the area of a

narrow strip (in the form of a ring) between the circle of radius x and that of radius xþ dx

(Figure 8a.20). (In this process, the independent variable is the radius “x” and the dependent

variable is the “area” of the circular ring that can grow to a circle.)

The width of the strip is dx and we can take 2px as its length. (Here again the important role is

played by the length of the circumference of a circle that we have assumed to be 2px.)
Thus,

dAðxÞ ¼ 2px dx

[This expression represents an element of (variable) area, which can grow to the area of the

given circle.]

It follows that area of a circle of radius “r” is

A ¼
ðr

0

2px dx ¼ 2p
x2

2

� �r
0

¼ 2p
r2

2
¼ pr2 square units

Method (2):Now, consider a sector of the circle with a variable angle “w”. The increment to

the area A(w) of the sector, is the area of the triangle with base r dw, and altitude “r”. It is

denoted by

dAðwÞ ¼ 1

2
rdwr ¼ 1

2
r2dw

y

x

r0

(a) (b)

y

xx

dx

0

FIGURE 8a.20
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Therefore, the area of the circle of radius “r” is given by

1

2

ð2p

0

r2 dw

A ¼¼ 1

2
r2 2p� 0½ �

¼ pr2 square units Ans:

Note: In this process, the independent variable is the angle w and the dependent variable is the

area of the sector. Here again, the final product is the area of the circle, but the basic concept

involved is that the circular base of the sector is treated in the limit as a line segment. This

permits us to define (an element of) the variable area of a circle (Figure 8a.21).

Remark: Both themethods discussed above are traditional elementarymethods that are found

to be more efficient than the method of calculating areas by using the standard result(s) of

integral(s).

8a.4.2 Area Between Two Curves

Geometrically, the concept of the definite integral in terms of area implies (roughly speaking)

that the area of any region is calculated by considering the region in the form of large number of

thin strips, [whose width must be indefinitely small (i.e., as small as wewish)] and then adding

up these elementary strips.

In the process of computing a definite integral, the most important role is played by the

concept of limit, which permits us to obtain theactual areaof the region, evenboundedby curves.

This is considered as the greatest achievement in the field of mathematics, as we know it, today.

Having obtained formulae for computing areas of such regions, we now proceed to give

some solved examples.

Example (18): Compute the area of the region bounded by the parabola y¼ x2 and the straight

line y¼ 2x

x

y

0

ϕ

dϕ

FIGURE 8a.21
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Solution: The parabola y¼ x2 passes through the origin and it is symmetrical to the y-axis. Its

rough sketch is given below (Figure 8a.22).

To find the points of intersection, we solve the system of equations y¼ x2 and y¼ 2x, we get

x2¼ 2x, so thatx2� 2x¼ 0 orx(x� 2)¼ 0. Thus, the points of intersection arex¼ 0 andx¼ 2.

Now, it is important to note carefully that the upper portion of the shaded region is bounded by

the straight line y¼ 2x and that its lower portion is bounded by the arc of the parabola y¼ x2.

Hence, the desired area of the shaded region is given by

S ¼
ð2

0

ðyupper � ylowerÞdx

¼
ð2

0

ð2x� x2Þdx

¼ x2 � x3

3

� �2
0

¼ 4� 8

3

� �
� 0 ¼ 4

3
square units Ans:

Example (19): Find the area enclosed between the parabola y2¼ 4ax (a> 0) and the line

y¼mx (m> 0)

Solution: The two curves are

y2 ¼ 4ax ð9Þ
y ¼ mx ð10Þ

y

x

x = 20

y = x2

y = 2x

FIGURE 8a.22
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To find the points of intersection, we solve the system of above equations, and get

m2x2 ¼ 4ax

Yxðm2x� 4aÞ ¼ 0

) x ¼ 0 and x ¼ 4a

m2

Note that the parabola using Equation (9) is symmetrical to the x-axis.

[Taking the slope of the line having Equation (10), as positive, the rough sketch of the shaded

region in question, is indicated in Figure 8a.23.](19)

The desired area is given by

S ¼
ð4a=m2

0

ðyupper � ylowerÞdxu ¼
ð4a=m2

0

ð
ffiffiffiffiffiffiffiffi
4ax

p
�mxÞdx

¼
ð4a=m2

0

2
ffiffiffi
a

p
x1=2 �mx

h i
dx

¼ 2
ffiffiffi
a

p x3=2

3=2
�m

x2

2

� �4a=m2

0

¼ 4
ffiffiffi
a

p
3

x3=2 �m
x2

2

� �4a=m2

0

¼ 4
ffiffiffi
a

p
3

4a

m2

� �3=2

�m

2

4a

m2

� �2
" #

� 0

S ¼ 4
ffiffiffi
a

p
3

� 8a
3=2

m3
�m

2

16a2

m4

� �

¼ 32a2

3m3
� 8a2

m3
¼ 8a2

3m3
square units Ans:

y

P

N0

(0, 0)

x =
4a⎯
m

2

x

FIGURE 8a.23

(19) If the slope of the line y¼mx is taken as negative, then the enclosed regionwill be below the x-axis. Of course, its area

will remain unchanged.
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Example (20): Compute the area bounded by the curves y ¼ ffiffiffi
x

p
and y¼ x2

Solution: The given curves are

y ¼ ffiffiffi
x

p
; x � 0

or

y2 ¼ x; x � 0 ð11Þ
and

y ¼ x2 ð12Þ
Note that, the curve Equation (11) is a parabola that is symmetrical to the x-axis and we have to

consider only the upper half for x� 0.

The curve y¼ x2 is the parabola, which is symmetrical to the y-axis.

The points of intersection of the curves are given by (x2)2¼ x.

) x4 � x ¼ 0 or xðx3 � 1Þ ¼ 0

) x ¼ 0 and x ¼ 1ð20Þ

Note carefully that the upper curve of the shaded region is y ¼ ffiffiffi
x

p
and the lower curve is y¼ x2

(Figure 8a.24).

) Area in question¼
ð1

0

ffiffiffi
x

p � x2

 �

dx

¼ x3=2

3=2
� x3

3

� �1
0

¼ 2

3
� 1

3
¼ 1

3
square units Ans:

y

0 1

y = x2

x

y = √
—
x

FIGURE 8a.24

(20) Observe that for x¼ 0, y¼ 0 and for x¼ 1, y¼ 1. It follows the region in question is above the x-axis.

278 APPLYING THE DEFINITE INTEGRAL TO COMPUTE THE AREA OF A PLANE FIGURE



Remark: If we are required to find the area bounded by the parabolas y¼ x2 and x¼ y2, then

the answer will remain the same but there will be a slight change in the rough sketch, as will be

clear from the sketch (Figure 8a.25). (In solving this problem, the figures do not make any

difference. However, the correct understanding of the problem is important.)

Example (21): Compute the area of the region bounded between the curves (parabolas) given

by 7x2� 9yþ 9¼ 0 and 5x2� 9yþ 27¼ 0

Solution: Let us rewrite the equations of the parabolas in the form

y ¼ 7

9
x2 þ 1 ð13Þ

y ¼ 5

9
x2 þ 3 ð14Þ

Both the curves represent parabolas that are symmetric to the y-axis. To find the points of

intersection, we solve the system of these equations.

Thus, we get

7x2 þ 9 ¼ 5x2 þ 27 ðNote that each side equals 9yÞ
) 2x2 ¼ 18 or x2 ¼ 9

so that we get

x1 ¼ �3; x2 ¼ 3

It is easy to draw a rough sketch of the curves having Equation (13) and Equation (14)

(Figure 8a.26).

Note: Observe that for x¼ 0, Equation (13) gives y¼ 1 and Equation (14) gives y¼ 3. From

these values of y, it follows that the upper curve is given byEquation (14) and the lower curve is

given by Equation (13).

Further, observe that the shaded area is symmetric with respect to the y-axis.

y

x

0 (0, 0) M

(1, 1)

A

FIGURE 8a.25
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Hence, we compute one half of the area in question, taking the limits of integration from

0 to 3, by

1

2
S ¼

ð3

0

5

9
x2 þ 3

� �
� 7

9
x2 þ 1

� �� �
dx

ð3

0

2� 2

9
x2

� �� �
dx

2x� 2

9

x3

3

� �3
0

¼ 6� 2

9

27

3

� �
¼ 4 square units

) S ¼ 8 square units Ans:

Example (22): Find the area common to the curves 2(y� 1)2¼ x and (y� 1)2¼ x� 1

Solution: The equations of the curves are

2ðy� 1Þ2 ¼ x ð15Þ
ðy� 1Þ2 ¼ x� 1 ð16Þð21Þ

Let us find the points of intersection of the above curves.

y

x

y = x2 + 17
9
⎯ y = x2 + 35

9⎯

FIGURE 8a.26

(21) Consider Equation (15) in the form 2t2¼ x, where t¼ (y� 1). This equation represents a parabola that is symmetric to

the x-axis. [In our case the curve is symmetric to the line y¼ 1,which is parallel to the x-axis.] Similarly, the parabola having

Equation (16) is symmetric to the line y¼ 1. This observation is useful in drawing a rough sketch of the area in question.
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Using Equation (16) in Equation (15), we have

2ðx� 1Þ ¼ x ) x ¼ 2

Putting this value of x in Equation (16), we get

ðy� 1Þ2 ¼ 1 ) y� 1 ¼ �1

) y ¼ 2 or 0:

Thus, the curves having Equations (15) and (16) intersect in the points (2, 0) and (2, 2)

(Figure 8a.27).

The area in question is given by

A ¼
ð2

0

1þ ðy� 1Þ2
� 	h i

dy�
ð2

0

2 y� 1ð Þ2dy

¼
ð2

0

1� y� 1ð Þ2
h i

dy

¼ y� ðy� 1Þ3
3

" #2

0

¼ 2� 1

3

� �
� 1

3

� �

¼ 2� 2

3
¼ 6� 2

3
¼ 4

3
square units Ans:

Example (23): Compute the area of the figure bounded by the inclined lines x� 2yþ 4¼ 0,

xþ y� 5¼ 0, and y¼ 0

Solution: The given lines are

x� 2yþ 4 ¼ 0 ð17Þ
and

xþ y� 5 ¼ 0 ð18Þ

x

y

y = 2

y = 0

FIGURE 8a.27
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From the Equation (7)

x� 2yþ 4 ¼ 0

we get, for y¼ 0, x¼�4. Thus, we get the point A (�4, 0), at which the line of Equation (17)

intersects the x-axis.

From the Equation (18)

xþ y� 5 ¼ 0

we get, for y¼ 0, x¼ 5. Thus, we get the point C (5, 0) at which the line of Equation (18)

intersect the x-axis.

Solving the system of Equations (17) and (18), we get the point of intersection of these

straight lines.

From Equation (17), we have x¼ (2y� 4). Putting this value of x in Equation (18), we get

ð2y� 4Þ þ y� 5 ¼ 0

) 3y ¼ 9; so that y ¼ 3

Therefore, by putting this value of y in Equation (18), we get x¼ 2. Thus, we get the pointM (2,

3) at which the lines having Equations (17) and (18) intersect. Now, we are in a position to

construct the figure as given below (Figure 8a.28).

To compute the desired area, it is necessary to partition the triangle AMC into two

triangles AMN and NMC. Because, as x changes from A to N, the area is bounded by the

straight line having Equation (17) and when x varies from N to C the area is bounded by the

straight line having Equation (18).

For the triangle AMN, the role of the line x� 2yþ 4¼ 0 (bounding the area) is expressed by

the equation

y ¼ 1

2
xþ 2; with the limits a ¼ �4 and b ¼ 2

For the triangle NMC, the role of the line xþ y� 5¼ 0 (bounding the area) is expressed by the

equation y¼� xþ 5 with the limits a¼ 2 and b¼ 5.

y

x

A(–4, 0) N(2, 0)

C(5, 0)

M(2, 3)

x + y –5 = 0

x – 2y+ 4 = 0

0

FIGURE 8a.28
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Computing the area of each of the triangles and adding together the results so obtained, we get

SDAMN ¼
ð2

�4

1

2
xþ 2

� �
dx ¼ 1

2

x2

2

� �
þ 2x

� �2
�4

1

¼ 1

4
x2 þ 2x

� �2
�4

¼ ð1þ 4Þ � ð4� 8Þ½ � ¼ 9 square units

SDNMC ¼
ð5

2

�xþ 5ð Þdx ¼ � x2

2

� �
þ 5x

� �5
2

¼ � 25

2
þ 25

� �
� �4

2
þ 10

� �� �

¼ 15� 10:5½ � ¼ 4:5 square units

) Total area in question ¼ 9þ 4:5 ¼ 13:5 square units Ans:

Remark: From the above figure, it is easy to check the area of the triangle AMC. We have

SDAMC ¼ 1

2
ðlength ACÞ � ðlength NMÞ

¼ 1

2
5� ð�4Þ½ � � ð3� 0Þ ¼ 1

2
ð9Þð3Þ ¼ 27

2
¼ 13:5 square units:

Let us recall some useful definitions pertaining to the standard equation of parabola

y2 ¼ 4ax; a > 0 ð19Þ
and the related important points.

[In the equationofparabolahavingEquation (19), the coordinatesof the focus “S ” are (a, 0).](22)

Definition: Axis—The line through the focus and perpendicular to the directrix of a parabola is

called the axis of the parabola. [The axis of the parabola havingEquation (19) is thex-axis itself.]

Definition: Vertex—The point of intersection of a parabolawith its axis is called vertex of the

parabola. [The vertex of the parabola from Equation (19) is the origin O (0, 0).]

. The parabola having Equation (19) is symmetrical to the x-axis. As y2 is always positive,

therefore for a> 0 (as given above), x cannot be negative. Therefore, the curve entirely

lies in the first and the fourth quadrant.

It is useful to remember the following figures pertaining to various forms of parabola

(Figure 8a.29).

. As x takes larger values, y becomes larger. Hence, the curve extends to infinity. For the

standard formof Equation (19), we say that the parabola opens out in the positive direction

of x-axis.

(22) For the parabola y2¼�4ax¼ 4(�ax), a> 0 the coordinates of the focus are (�a, 0). Similarly, for the parabola

x2¼ 4ay (a> 0), the focus is at (0, a), and for the parabola x2¼�4ay¼x2¼ 4(�a)y (a> 0), the focus is (0, �a).
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Definition: Focal-Chord—A chord passing through the focus “S ” is called the focal-chord

of the parabola.

Definition: Latus-Rectum—The focal-chord of the parabola perpendicular to the axis is

called the latus-rectum of the parabola.

For the parabola y2¼ 4ax, a> 0, the equation of the latus-rectum is x¼ a.

Note: For the parabola y2¼ 24x, the equation of the latus-rectum is x¼ 6.

Example (24): Find the area bounded between the parabola y2¼ 4ax and its latus-rectum

Solution: The given curve (parabola) is

y2 ¼ 4ax ð20Þ
It is symmetrical about the x-axis and passes through the origin O (0, 0) (Figure 8a.30).

The latus-rectum is the line perpendicular to thex-axis,which passes through the focus S (a, 0)

(Figure 8a.31).

y

S

a x

0

y

0

(a) (b)

(c) (d)

(–a, 0) S (a, 0)

M
P (x, y)

x

y'

x'0'

y

S

a
x

0

y

x0

a

S

FIGURE 8a.29
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The required area of the region is given by

A ¼ 2 ðarea of the shaded region OLSOÞ

¼ 2

ða

0

y dx ¼ 2

ða

0

ffiffiffiffiffiffiffiffi
4ax

p
dx

¼ 4
ffiffiffi
a

p ða

0

ffiffiffi
x

p
dx

¼ 4
ffiffiffi
a

p 2

3
x3=2
h ia

0
¼ 8

3

ffiffiffi
a

p � a3=2 ¼ 8

3
a2 square units Ans:

y L

L′

x

0 S

(a, 0)

FIGURE 8a.30

y

B

f(x)

dx

x

A (3, 0)0

FIGURE 8a.31
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Example (25): Calculate the area bounded by the curve y2þ 4x� 12¼ 0 and the y-axis

Solution: The given equation is

y2 ¼�4ðx� 3Þ
¼ 4ð3� xÞ ð21Þ

It represents the parabola that is symmetrical to the x-axis. Also, its vertex is A (3, 0). (The

rough sketch of the curve is given below.)

By symmetry, the required area is given by

S ¼ 2ðarea of the region BOAÞ
[Note that, the region BOA is bounded by the curve y ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4ð3� xÞp
, the x-axis and the

ordinates x¼ 0 and x¼ 3.]

Hence; S¼ 2

ð3

0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4ð3� xÞ dx

p
¼ 2

ð3

0

2
ffiffiffiffiffiffiffiffiffiffiffi
3� x

p
dx

¼ 4

ð3

0

ffiffiffiffiffiffiffiffiffiffiffi
3� x

p
dx ¼ 4

ð3� xÞ3=2
3=2

ð�1Þ
" #3

0

¼�8

3
ð3� xÞ3=2
h i3

0
¼ �8

3
ð0Þ � ð3Þ3=2
h i

S¼�8

3
0�

ffiffiffiffiffi
27

ph i
¼ �8

3
�3

ffiffiffi
3

ph i
¼ 8

ffiffiffi
3

p
square units Ans:

Example (26): Find the area enclosed between the curve x2¼ 4y and the line x¼ 4y� 2

Solution: The given equations are

x2 ¼ 4y ð22Þ
xþ 2 ¼ 4y ð23Þ

The parabola having Equation (22) is symmetrical to the y-axis and passes through the origin

(Figure 8a.32).

The points of intersection between the two curves are obtained by solving the system of

Equations (22) and (23). We get

x2 ¼ xþ 2 ½using Equationð23Þ in Equationð22Þ�
or x2 � x� 2 ¼ 0

x2 � 2xþ x� 2 ¼ 0

xðx� 2Þ þ 1ðx� 2Þ ¼ 0

) ðx� 2Þ ðxþ 1Þ ¼ 0

) x ¼ 2 and x ¼ 1

286 APPLYING THE DEFINITE INTEGRAL TO COMPUTE THE AREA OF A PLANE FIGURE



The area of the shaded region is given by

A ¼
ð2

�1

ðyupper � ylowerÞdx

¼
ð2

�1

x

4
þ 1

2

� �
� x2

4

� �� �
dx

¼ 1

4

ð2

�1

ðxþ 2� x2Þdx

¼ 1

4

x2

2
þ 2x� x3

3

� �2
�1

¼ 1

4

4

2
þ 4

1
� 8

3

� �
� 1

2
� 2

1
þ 1

3

� �� �

¼ 1

4

20

6
þ 7

6

� �
¼ 27

24
¼ 9

8
square units Ans:

Example (27): Find the area of the region enclosed between the circle x2þ y2¼ 2ax and

parabola y2¼ ax (a> 0)

Solution: The given curves are

x2 þ y2 ¼ 2ax ð24Þ
and

y2 ¼ ax ð25Þ

y

D

B

A (2, 1)

M (2, 0)(0, 0)N
(–1, 0)

(–1, 1/4)

0

x

FIGURE 8a.32
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Note that both the curves are symmetrical to the x-axis. Also, both the curves pass through the

origin.

To find the points of intersection of the above curves, we solve the system of Equations (24)

and (25). We get

x2 þ ax ¼ 2ax ½using Equationð25Þ in Equationð24Þ�
) x2 � ax ¼ 0 or xðx� aÞ ¼ 0

) x ¼ 0 or x ¼ a: Now; for x ¼ 0; y ¼ 0 and for x ¼ a; y ¼ �a

Points of intersection are (a, a) and (a,�a). It follows that the center of the circle is at (a, 0) and

the radius “a” units. The rough sketch of the intersecting curves is given below (Figure 8a.33).

Wehave tofind the areaof the region enclosed between the curves onboth the sides of thex-axis

(For convenience, we shall consider the shaded area above the x-axis, and then multiply it

by two.)

Let the shaded area above the x-axis be S square units.

) S¼
ða

0

yupper � ylower
� 


dx

) ¼
ða

0

yupper dx�
ða

0

ylower dx

¼
ða

0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ax� x2

p
dx�

ða

0

ffiffiffiffiffiffi
ax

p
dx

ð26Þ

Now consider; 2ax� x2 ¼�½x2 � 2ax�
¼ �½x2 � 2axþ a2 � a2�
¼ �½ðx� aÞ2 � a2�
¼ a2 � ðx� aÞ2

y A

B

C

0 (a, 0)

M x

FIGURE 8a.33
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Using this expression in (26), we get

S ¼
ða

0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � ðx� aÞ2

q
dx� ffiffiffi

a
p ða

0

x1=2 dx

¼ 1

2
ðx� aÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � ðx� aÞ2

q
þ a2 sin�1 x� a

a

� �a
0

� ffiffiffi
a

p x3=2

3=2

� �a
0

S ¼ 1

2
a2ðsin�1 0� sin�1ð�1Þ� 
� ffiffiffi

a
p 2

3
a3=2

� �

¼ 1

2
a2 0� � p

2

� 	h i
� 2

3
a2

¼ a2

2
� p
2
� 2

3
a2

¼ a2
p
4
� 2

3

� �

) The total area between the curves having Equations (27) and (28) is given by

2S ¼ a2
p
2
� 4

3

� �
Ans:

Example (28): Find the area lying above the x-axis and inclined between the circle

x2þ y2¼ 8x and inside the parabola y2¼ 4x

Solution: The given curve are

x2 þ y2 ¼ 8x ð27Þ

y2 ¼ 4x ð28Þ
Note that both the curves are symmetrical to the x-axis, and both of them pass through the

origin.

To find the points of intersection between Equations (27) and (28), we write

x2 þ 4x ¼ 8x ½using Equationð28Þ in Equationð27Þ�
) x2 � 4x ¼ 0

) x2ðx� 4Þ ¼ 0

) x ¼ 0 or x ¼ 4

Now, for x¼ 0, y¼ 0 and for x¼ 4, y¼�4.

It follows that the point (4, 0) is the center of the circle.(23)

The shaded area indicated in the sketch has to be computed (Figure 8a.34).

(23) The coordinates of the center of the circle can also be obtained fromEquation (27).We express Equation (27) as x2� 2

(4)xþ 16� 16þ y2¼ 0.

) (x� 4)2þ y2¼ 16. This is the equation of the circle with the center (4, 0) and radius 4 units.
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The shaded area enclosed by the parabola above the x-axis is

S1 ¼
ð4

0

ffiffiffi
x

p
dx

and the shaded area enclosed by the circle above the x-axis is

S2 ¼
ð8

4

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
8x� x2

p
dx ¼

ð8

4

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
42 � ðx� 4Þ2

q
dx

Now, S1 ¼ x3=2

3=2

� �4
0

¼ 2:8

3
¼ 16

3
square units

The value of S2 is computed by substitution.

Put x� 4 ¼ t ) dx ¼ dt

Also, when x¼ 4, t¼ 0, and when x¼ 8, t¼ 4.

) S2 ¼
ð4

0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
42 � ðx� 4Þ2

q
dt

¼ t

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
42 � t2

p
þ 1

2
ð4Þ2 sin�1 t

4

� �4
0

ð24Þ

S2 ¼ 0þ 8 � ðsin�11� sin�10Þ� 


¼ 8 � p
2
� 0

� 	
¼ 4p

x

y

0 C (4, 0)

P (4, 4)

Q (8, 0)

FIGURE 8a.34

(24) Recall that
Ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a2 � x2
p

dx ¼ ð1=2Þx
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � x2

p
þ ð1=2Þa2 � sin�1ðx=aÞ þ c.
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) The required area is given by

S1 þ S2 ¼ 16

3
þ 4p ¼ 4

3
ð4þ 3pÞ Ans:

Example (29): Find the area of the loop of the curve y2¼ x2(1� x)

Solution: The given curve is

y2 ¼ x2ð1� xÞ
Obviously, the given curve is symmetrical about x-axis.

To find the point(s) of intersection of the curve with the x-axis, we put y¼ 0, we get

0 ¼ x2ð1� xÞ ) x ¼ 0 or x ¼ 1

The rough sketch of the curve is given below (Figure 8a.35).

Observe that the curve has a loop between x¼ 0 and x¼ 1.

) Area “A”, of the loop

¼ 2

ð1

0

y dx ¼ 2

ð1

0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2ð1� xÞ

p
dx

A ¼
ð1

0

x
ffiffiffiffiffiffiffiffiffiffiffi
1� x

p
dx

Now, using the property

ð1

0

f ðxÞdx ¼
ð1

0

f ða� xÞdx

y

x

(1, 0)0

FIGURE 8a.35
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We get

A ¼ 2

ð1

0

ð1� xÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ð1� xÞ

p
dx

¼ 2

ð1

0

ð1� xÞ ffiffiffi
x

p
dx ¼ 2

ð1

0

ffiffiffi
x

p � x3=2
� 	

dx

A ¼ 2
2

3
x3=2 � 2

5
x5=2

� �1
0

¼ 2
2

3
� 2

5

� �
¼ 8

15
square units Ans:

Miscellaneous Exercise

Q(1) Calculate the area bounded by the curve y2� 4x� 12¼ 0 and the y-axis.

Ans. 4
ffiffiffi
3

p
square units.

Q(2) Find the area of the region enclosed between the line y¼ x and the parabola y¼ x2.

Ans. 1/3 square units.

Q(3) Find the area of the ellipse
x2

a2
þ y2

b2
¼ 1

Ans. pab square units.

Q(4) Find the area of the region in the first quadrant enclosed by the line y¼ x and the circle

x2þ y2¼ 32.

Ans. 4p square units.

Q(5) Find the area of the region bounded by the triangle with vertices (1, 0), (2, 2), and (3, 1),

using integration.

Ans. 3/2 square units.

Q(6) Find the area of the region bounded by the line y¼ 3x þ 2, the x-axis and the ordinates

x¼�1 and x¼ 1.

Ans. 13/3 square units.

Q(7) Find the area bounded by the curve y¼ cos x between x¼ 0 and x¼ p.

Ans. 2 square units.

Q(8) Find the area bounded by the curve y¼ sin x between x¼ 0 and x¼ 2p.

Ans. 4 square units.

Q(9) Find the area of the region bounded between the parabolas y2¼ 4ax and x2¼ 4ay, where

a> 0.

Ans. 16a2/3 square units.

[Hint: The points of intersection of the curves are (0, 0) and (4a, 4a).]
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Q(10) Prove that the curves y2¼ 4x and x2¼ 4y divide the area of the square bounded by

x¼ 0, x¼ 4, y¼ 4 and y¼ 0 into three equal parts.

[Hint: Refer to Example (8).]

Q(11) Find the area of the region enclosed between the two circles x2þ y2¼ 4 and

(x� 2)2þ y2¼ 4.

Ans.
8p
3
� 2

ffiffiffi
3

p
.

Q(12) Find the area contained between the curve y¼ x3 and the straight line y¼ 2x.

Ans. 1 square unit.

Q(13) Using the method of integration find the area of the triangle ABC bounded by the lines

2xþ y¼ 4, 3x � 2y¼ 6, and x� 3yþ 5¼ 0.

Ans.
7

2
square units.

Q(14) Find the area of the region enclosed by the parabola x2¼ y and the line y¼ xþ 2.

Ans.
9

2
square units.
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8b To Find Length(s) of Arc(s)
of Curve(s), the Volume(s) of
Solid(s) of Revolution, and the
Area(s) of Surface(s) of Solid(s)
of Revolution

8b.1 INTRODUCTION

In the previous chapter, Chapter 8a, we have seen how the methods of integration enabled us to

find areas of plane figures by applying the definite integral. Nowwe shall consider certain fields

of mathematics and those of engineering in which the ideas of definite integrals are applied for

obtaining useful formulas and results, which cannot be obtained otherwise.

8b.2 METHODS OF INTEGRATION

The methods of integration may be applied to compute

. the lengths of arcs of plane curves (whose equations are known),

. the volume(s) of the solid(s) of revolution (which are marked out in space, when a plane

area is rotated about an axis),

. the surface areas of solids of revolution and many other quantities (like center of gravity,

moment(s) of inertia, etc., to be studied later in higher classes).

In fact, the convenient approach to learn these applications is to study them in the sequence they

are mentioned above. The lengths of arcs of regular curves will be required in calculating the

surface area of the solids of revolution. Let us discuss.

8b.2.1 The Measurement of the Length of a Curve

As already mentioned in the previous chapter, no part of a curve, however small, can be

superimposed on any portion of a straight line. It means that the length of any arc of a curve

(whether a circle or any other curve) cannot be found by comparison with a straight line of a

Introduction to Integral Calculus: Systematic Studies with Engineering Applications for Beginners, First Edition.
Ulrich L. Rohde, G. C. Jain, Ajay K. Poddar, and A. K. Ghosh.
� 2012 John Wiley & Sons, Inc. Published 2012 by John Wiley & Sons, Inc.

Applications of the definite integral 8b-Applying the definite integral to find the length(s) of arc(s) of curve(s), the

volume(s) of solid(s) of revolution, and the area(s) of surface(s) of solid(s) of revolution.
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known length. However, with the applications of definite integral(s), it is possible to determine

the length(s) of arc(s) of plane curve(s) whose equations are given in theCartesian, parametric

Cartesian, or polar form. The method involved is similar to that used for computing areas. An

expression is found for “an element of length” of the curve, and the sum of all such elements is

obtained by integration (i.e., by the application of definite integral). The process of finding the

length (of an arc) of a curve is called rectification of the curve.

To understand the process (and the approach), it is important to be very clear about the

concept of limit (discussed in Chapters 7a and 7b of Part I), and the concept of infinitesimal(s)

(discussed in Chapter 8a). The student is advised that with any vague ideas of these concepts,

they should not proceed to learn the applications in question. Also, one should not compromise

with these ideas for any purpose (like getting marks in the examination). These ideas are very

simple, interesting, and paying in the long run.

In this connection, the reader may go through Section 8a.5.1, wherein we have discussed the

process of computing area of a circle involving these ideas. (The relevant footnote is very

important.) There, we have treated (and accepted) a small sector of the circle, in the limit, as a

“right triangle”. Finally, using the formula for the area of a triangle, we obtained the element of

area of the triangular sector as ð1=2Þr2 d�, where the small angle d� is expressed in radians.

This expression, for the elementary area (of the sector),was then used in computing the area of

the circle. If the reader feels that, in obtaining the above expression (for the element of area of

the triangular sector), he had to compromise at any stage, then it is advisable to revise the basic

concept of limit, or even better, approach a good teacher for guidance.

Again, it is useful to go through Section 8a.5.2, wherein we have discussed anothermethod

of computing the area of a circle, with a variable radius “x”. In this case, the independent

variable is the radius “x”, and the dependent variable is “an element of area”, in the form of a

circular ring, which can grow into a circle. Thewidth of the ring is taken as “dx” andwe take its

length as 2px. Here again, the important role is played by the small width “dx” of the ring,

which is taken to be infinitesimally thin.

From the definition of the radian measure of an angle, the circumference is regarded as

consisting of 2p arcs, each of which is equal in length to the radius. It follows that

ðcircumference=radiusðrÞÞ¼ 2p radians or the circumference¼ 2pr. Thus, the length of the

circumference (which is a curve) is expressed in terms of the length of the radius (which is a line

segment). However, there is still a difficulty because we do not have an exact value of p.
Of course, we have the approximate value of p as 3.1415. . ., obtained by practical methods.

This permits us to express the elementary area of the ring to be 2px dx.(1)

Now, we shall establish the formula for computing the length of an arc of a curve whose

equation is known.

8b.2.1.1 General Formula for the Length of a Curve in Cartesian Coordinates
Let AB represent a portion of the plane curve of a function y¼ f(x), between the points A and B

(Figure 8b.1).

E and F are two points on the curve and they have been joined by a straight line EF,which is

the chord of the arc between them. In the usual notation, EG¼Dx and FG¼Dy. Similarly, the

part of the curve between E and F is equal to DS, where S measures length of curve.

The triangle EGF is a right-angled triangle, and therefore,

ðDyÞ2 þðDxÞ2 ¼ ðEFÞ2

(1) Note carefully, how the concept of limit is involved in the above discussion.
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If the point F is moved very close to E, then the length of chord EF will be very nearly equal to

the length of the arcEF. As F ismade indefinitely close to E, (i.e., as close to E as wewish) then,

as Dx approaches zero, the length of the chord approaches the length of the arc. Then, the

equation,

Dyð Þ2 þ Dxð Þ2 ¼ arc EFð Þ2 is approximately true

or

Dyð Þ2 þ Dxð Þ2 ¼ Dsð Þ2 is approximately true

and from this, we obtain the equivalent of Ds in two forms:

ðDsÞ2
ðDxÞ2 ¼

ðDyÞ2
ðDxÞ2 þ 1

) Ds ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ Dy

Dx

� �2
s

�Dx ð1Þ

and similarly,

Ds ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ Dx

Dy

� �2
s

�Dy ð2Þ

Note that Equations (1) and (2) are approximately true.

x

y

0

A

E

F

B

G

Δ y

Δ x

FIGURE 8b.1
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Now, it must also be clear (and it is easy to show) that

ds ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ dy

dx

� �2
s

� dx or ds ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ dx

dy

� �2
s

� dy ðexactlyÞ

This follows because asDx approaches zero, the ratio between chordEF and arc EF approaches
1. The length of the curve is s, and this value may be found by integrating either of the

equivalents of ds. In practice, it will be found that depending on the equation of the curve

[i.e., y¼ f(x) or x¼ g(y)], one form usually gives an easier calculation than the other.

Let us consider the first form of the integrand.

Then, if we have to find the length of the arc from x¼ a to x¼ b, we write,

s ¼
ðb

a

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ dy

dx

� �2
s

� dx ð3Þ

This is an important result.

Note (1): The purpose of introducing this section is to demonstrate the usefulness of definite

integrals and the power of Calculus. Here, we shall be dealing with very simple problems only,

without going into the complicated situations. Let us demonstrate its application in calculating

the length of circumference of a circle.

Example (1): Find the length of the circumference of a circle x2 þ y2¼ r2

Solution: The equation of the circle is x2 þ y2¼ r2. Differentiating the given equation with

respect to x, we get

2xþ 2y
dy

dx
¼ 0

) dy

dx
¼ � x

y

Using Equation (3) above, we compute the arc length of one-fourth of the circle, taking the limit

from 0 to r (Figure 8b.2):

We have,

s ¼
ðb

a

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ dy

dx

� �2
s

� dx

s

4
¼

ðr

0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ �x

y

� �2
s

� dx ¼
ðr

0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

y2

s
� dx

) s

4
¼

ðr

0

ffiffiffiffiffi
r2

y2

s
� dx ¼

ðr

0

r

y
� dx ¼ r

ðr

0

dxffiffiffiffiffiffiffiffiffiffiffiffiffi
r2�x2

p

¼ r sin�1 x

r

h ir
0
¼ r

p
2
�0

h i
¼ pr

2

) Circumference of the circle¼ 4 � pr
2
¼ 2pr Ans:
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Example (2): Find the length of the arc of the parabola x2¼ 4y from vertex to the point where

x¼ 2

Solution: The equation of the parabola is x2¼ 4y.

We can write the above equation in the form:

y ¼ x2

4
) dy

dx
¼ x

2

The sketch of the curve is shown in Figure 8b.3, where OQ represents the part of the curve of

which the length is required.

The limits of x are from 0 to 2.

Using, S ¼ Ðb
a

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ dy

dx

� �2q
dx, on substitution,

S ¼
ð2

0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ x2

4

� �s
dx ¼ 1

2

ð2

0

ffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ 4

p
d x

y

Q

0 1 2

x

FIGURE 8b.3

y

x

r0

FIGURE 8b.2
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Using the formula,
ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ a2
p

dx ¼ 1

2
x

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

p
þ a2

2
logeðxþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2

p
Þþ c (see Chapter 4b)

We get

S ¼ 1

2

ð2

0

x

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þð2Þ2

q
dx

¼ 1

2

1

2
� 2 �

ffiffiffi
8

p
þ 2

�
logeð2þ

ffiffiffi
8

p
Þ�loge2g

� 	

¼ 1

2
2

ffiffiffi
2

p
þ 2flogeð2þ 2

ffiffiffi
2

p
Þ�loge2g

h i

¼ ffiffiffi
2

p þ loge
2þ 2

ffiffiffi
2

p

2

� �� 	

¼ ffiffiffi
2

p þ logeð1þ
ffiffiffi
2

p Þ ¼ 2:295 ðapproxÞ Ans:

(Here, the log table to the base “e” has to be used.)

Remark: The formula giving the length of an arc of a curve can be applied to any other curve,

whose equation is given in Cartesian coordinates.

Note (2): The calculation of the length of an ellipse reduces to the calculation of an integral

that cannot be expressed in terms of elementary functions. This integral can be computed

only by approximate methods (by Simpson’s rule, for example). We will not discuss such

methods here.(2)

The same situation occurs in the calculation of length of the arc of the hyperbola y¼ 1
x
,

and the length of the arc of a sine curve. The length of an arc of a parabola can be reduced to an

integral that is rather complicated, although it can be expressed in terms of elementary functions.

8b.3 EQUATIONFORTHELENGTHOFACURVE INPOLARCOORDINATES

(The method, in general, is similar to that in the rectangular coordinates.)

In Figure 8b.4, let AB represent a part of the curve whose polar equation is r¼ f(�), where r
is the radius vector and � is the vectorial (polar) angle. Let the angles made by OA and OBwith

(the polar axis) OX be �1 and �2. Let “s” be the length of the part AB (of the curve). Let P be any

point (r, �) on the curve and Q be a neighboring point (r þ dr, � þ d�), such that ffQOM is the

increase in � (say d�) and PM is the increase in “r”(denoted by dr). Let PQ be the chord joining

P to Q. Then, QM¼ r d� and the arc PQ represents ds.(3)

(2) For details, refer toDifferential and Integral Calculus (Vol. I) by N. Piskunov (pp. 446–447), Mir Publishers, Moscow.
(3) The reader must be convinced about the equality QM¼ r d�. In the previous Chapter 8a (Section 8a.5.1) we have

discussed at length that a (small) sector of a circle, can be regarded, “in the limit”, as a right triangle. The same thing

happens herewhen we treat the arc PQ, in the limit as a line segment. [In the entire approach, the concept of limit plays the

most important role.]
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Then PQ2¼QM2 þ PM2

or PQ2¼ (r d�)2 þ (dr)2 (with the construction, PM¼ dr).

When Q is taken indefinitely close to P (i.e., d� ! 0), then, in the limit

ðdsÞ2 ¼ ðr d�Þ2 þðdrÞ2

Therefore ds¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2ðd�Þ2 þðdrÞ2

q

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 þ dr

d�

� �2
s

� d� ðEÞ

(Note that s is a function of two variables, namely r and �.)
For now, we regard “s” as a function of “�”. Then, to find the length of the curve fromA toB,

we must integrate both sides of (E) from �1 to �2.
Thus, on integrating, we get

s ¼
ð�2

�1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 þ dr

d�

� �2
s

d� ðIÞ

We may also write Equation (E), in the form

ds ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ r2

d�

dr

� �2
s

dr

Now, we regard “s” as a function of “r”. Hence, (to find the length of the curve from A to B) the

limits of integration will be from r1 to r2.

x

0

B

A

P
M

Q

δθ

θ1

θ2

FIGURE 8b.4

EQUATION FOR THE LENGTH OF A CURVE IN POLAR COORDINATES 301



We write,

s ¼
ðr2

r1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ r2

d�

dr

� �2
s

dr ðIIÞ

Note: We do not consider any solved examples here. However, as an exercise, we give below

one problem, which is given as a solved example in many books.

Q. Find the complete length of the cardioid, whose equation is r¼ a(1� cos �).
Ans. s¼ 8a.

Further, if the equation of the curve is given in the parametric form, x¼ f(t), y¼ g(t), then it can

be shown that

ds ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dx

dt

� �2

þ dy

dt

� �2
s

� dt

Accordingly, the length “s” of the curve can be computed by integrating both sides, with respect

to “t” (the parameter), from t1 to t2. (We will not discuss anything more about the length of

curves, since it is not needed for beginners.)

8b.4 SOLIDS OF REVOLUTION

The solids with which we shall be concerned are those that are marked out in space, when a

continuous curve or an area is rotated about some axis. These are termed solids of revolution.

For example,

(a) If a semicircle is rotated about its diameter, the solid of revolution so obtained is a

sphere.

(b) If a rectangle is rotated about one of its sides, we get a right circular cylinder in a

complete rotation.

(c) If a right-angled triangle rotates completely about one of the sides containing the right

angle as an axis, it will generate a right circular cone.

“Solid of revolution” is amathematical term, whose meaning is clearly reflected in the “solids

of revolution”, marked out in space by the rotation of a curve, about an axis. A circle represents

the cross section of a sphere, and we may be interested to calculate its volume.

Ifwe rotate a quadrant (of the circle) about thex-axis, it will sweep out the volume of half the

sphere. If we can calculate this volume, then we must double it to calculate the volume of the

whole sphere. This again suggests to us that we should concentrate our knowledge (of

Mathematics) on just one quadrant. Once a solid of revolution is generated, as mentioned

above, one may like to calculate its volume or the surface area generated in the process.

Remark: When we revolve a curve about an axis, it implies that the area under the curve is

revolved about the axis.

Now, we start finding the formula for volume of solid(s) of revolution.
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8b.5 FORMULA FOR THE VOLUME OF A “SOLID OF REVOLUTION”

(a) Rotation about the x-Axis: Let the area under a curve y¼ f(x), namely,
Ð b
a
f ðxÞdx, be

revolved about the x-axis, thus generating a volume. The area of a cross section of this

solid by a plane perpendicular to the x-axis is py2. The volume of a thin slice, “dx” thick

would be py2 dx.(4)

The total volume of solid of revolution between the two parallel planes x¼ a and

x¼ b would therefore be the sum of all such slices

or V ¼ p
ðb

a

y2 dx ¼ p
ðb

a

f ðxÞ½ �2 dx

Now, it must be clear that to obtain the formula for computing volume of a solid of

revolution is quite simple. (Let us see how the concept of limit is deeply involved in the

process of obtaining the above formula.)

Let y¼ f(x) be a continuous nonnegative function defined on the interval [a, b].

Imagine a solid resulting from the rotation of a curvilinear trapezoid about the x-axis,

bounded by the function y¼ f(x), the x-axis and the straight lines x¼ a and x¼ b

(Figure 8b.5a).

The volume of this solid [say V(x)] is a function of x. For an infinitesimal increment

dx (i.e., dx can be though of to be as small as we please) (or we may call it infinitely

decreasing increment), the volume V(x) increases by the volume of an infinitely thin

layer of width dx, with the base area p f ðxÞ½ �2. Thus, the element of increase in the

volume is given by the expression,

dVðxÞ ¼ p f ðxÞ½ �2 dx

(4) The disc of volume swept out by the element of area under the curve will always be circular whatever the shape of the

curve. This may at first seem a little odd, yet it is implied in the rotation of the curve about its axis. [To rotate the curve

means to turn it about its axis so that the whole curve describes a lateral circular motion.]

y
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(To calculate the volume of this solid, we shall consider a similar solid with a variable

right side, which cuts the x-axis at the point x.)

We then get, V ¼ VðxÞ ¼ Ð b
a
py2 dx ¼ Ð b

a
p½f ðxÞ�2 dx

(b) Rotation about the y-Axis: Let AB be a potion of the curve y¼ f(x) that is rotated about

OY, so that A and B describe circles as indicated with centers M and N, on the y-axis

(Figure 8b.5b).

Let OM¼ a, ON¼ b.

Let P(x, y) be any point on the curve and Q be another near by point on the curvewith

coordinates (x þ dx, y þ dy).

Then, the volume of the slab generated by PQ becomes, in the limit, px2 dy.
) The volume of the whole solid is the sum of all such slabs between the limits y¼ a

to y¼ b.

) V ¼ p
ðb

a

x2 dy

[Note that, here the variable of integration is “y”. Therefore, from the given equation

y¼ f(x), we must replace “x” in terms of y.]

Solved Examples

Example (3): Calculate the volume of a sphere of radius r

Solution: The equation of a circle with the center at the origin and radius “r” is given by

x2 þ y2 ¼ r2 ð4Þ

If the quadrant AOB is rotated about OX the volume described will be that of a hemisphere.

Observe that, the volume of the slab (generated by PQ on rotation about x-axis) becomes, in

the limit, py2 dx (Figure 8b.6).

x

y

B

Q

P

A0

FIGURE 8b.6
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) The volume of the hemisphere can be obtained by using the formula

1

2
V ¼ p

ðb

a

y2 dx

) V¼ 2p
Ðb
a

y2 dx¼ 2p
Ðb
a

ðr2�x2Þdx [where y is replaced by x from y¼ f(x)]

or V¼ 2p
Ðr
0

ðr2�x2Þdx (Note the lower limit of the integral)

¼ 2p r2x� x3

3

� 	r
0

¼ 2p r3� r3

3

� 	
¼ 2p � 2

3
r3 ¼ 4

3
pr3 Ans:

We can also obtain the same result when a semicircle of radius “r” is rotated about a diameter.

Assuming the diameter to be the x-axis, we find that the semicircle intersects the x-axis at

x¼�r and x¼ r. Thus, we have

V ¼
ðr

�r

py2 dx ¼
ðr

�r

pðr2�x2Þ dx ½where y is replaced by x; using Equation ð4Þ�

¼ p r2x� x3

3

� 	r
�r

¼ p r2x� x3

3

� 	
x¼ r

�p r2x� x3

3

� 	
x¼�r

¼ p r3� r3

3

� 	
�p �r3�ð�rÞ3

3

" #

¼ 2

3
pr3�p �rr þ r3

3

� 	
¼ 2

3
pr3� � 2

3
pr3

� 	

¼ 2

3
pr3 þ 2

3
pr3 ¼ 4

3
pr3 cubic units Ans:

Note: Now, we are in a position to find the volume of part of the sphere, between two parallel

(vertical) planes. Consider two parallel planes at distances from (the origin) O, given by

OA¼ a, OB¼ b (Figure 8b.7). Then, the volume V of the part of the sphere is given by the

integral,

V ¼
ðb

a

py2 dx ¼
ðb

a

pðr2�x2Þ dx

Here, as usual, “y” has been replaced by “x”, since the variable of integration is x. For this

purpose, we use the given equation x2 þ y2 ¼ r2.

Example (4): Find the volume of the solid of revolution bounded by the circle x2 þ y2¼ 36,

and the lines x¼ 0, x¼ 4, about the x-axis
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Solution:We have to compute the volume of the part of sphere when the part of the circle (i.e.,

x2 þ y2¼ 36) from x¼ 0 to x¼ 4 is revolved about the x-axis. Obviously, the limits of

integration in this case are from x¼ 0 to x¼ 4 (Figure 8b.8).

From the equation of the circle, we have y2¼ 36� x2

) Required volume

V ¼
ð4

0

py2 dx ¼
ð4

0

pð36�x2Þ dx

¼ p 36 x� x3

3

� 	4
0

¼ p 144� 64

3

� 	
¼ 368 p

3
cubic units Ans:

x = 0

0

x = 4y

x

FIGURE 8b.8
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Example (5): Volume of an ellipsoid of revolution

This is the solid formed by the rotation of an ellipse

(i) about its major axis,

(ii) about its minor axis.

(i) Rotation about the Major Axis

Let the equation of the ellipse be

x2

a2
þ y2

b2
¼ 1 ) b2x2 þ a2y2 ¼ a2b2

Note that, 2a¼AA0 and 2b¼BB0 Then, the center of the ellipse coincides with the

origin. Thus, the rotation (of the curve) is to be about OX (i.e., x-axis).

From the above equation, we have

a2y2 ¼ a2b2�b2x2 ¼ b2ða2�x2Þ

) y2 ¼ b2

a2
ða2�x2Þ ð5Þ

Let V be the volume of the ellipsoid. Consider the volume marked out by the rotation of

the quadrant OAB. Clearly, the limits are from 0 to a (Figure 8b.9).

(Note that, this rotation will generate half the volume of the ellipsoid.)

V

2
¼

ða

0

py2 dx or V ¼ 2p
ða

0

y2 dx

¼ 2p
ða

0

b2

a2
ða2�x2Þdx using Equation ð5Þ½ �

¼ 2pb2

a2

ða

0

ða2�x2Þdx ¼ 2pb2

a2
a3� x3

3

� 	a
0

¼ 2pb2

a2
2

3
a3

� 	

V ¼ 4

3
pab2 cubic units
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Remark: Observe that if b¼ a, the ellipsoid becomes a sphere. (In Equation (5) “a”, stands for

the semi-major axis, and “b” for the semi minor axis, i.e., 2a¼AA0 and 2b¼BB0.)

(ii) Rotation about the Minor Axis

Now, it can be shown that if the rotation is considered about theminor axis “b”, then the

volume of the ellipsoid will be given by (see Figure 8b.10)

V ¼ 4

3
pa2b cubic units

(Prove this result as an exercise.)

Note: The student should not try to memorize the formulae obtained so far, and many others

similar to them—thatwill follow later, in this connection. The important point is that one should

master the technique of setting them up.

Example (6): Paraboloid of revolution

This is the solid generated by the rotation of a part of parabola, about its axis.

(Since the parabola is not a closed curve, we shall consider only the solid generated by a part of

the curve, so that the volume generated is a finite quantity.) There are two cases.

Case (i) When the axis of the parabola coincides with the x-axis (i.e., OX)

In this case, the general form of the equation is

y2 ¼ 4ax ð6Þ

In Figure 8b.11, OP represents a part of the curve, where P(x, y) is a point on the curve. PA is the

ordinate of P (i.e., PA¼ y), and let, OA¼ c.

OP rotates around OX, generating a solid, with a circular base PQR.

Now, it must be clear, that the element of volume is py2 dx, and that the limits of x are 0 to c.

Let V be the volume

x

x

0

B

A

B′

A′
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P
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V ¼
ðc

0

py2 dx

¼ p
Ð c
0
4ax dx ½Here; y is replaced by x; using Equation ð6Þ�

¼ 4pa
ðc

0

x dx ¼ 4pa
x2

2

� 	c
0

¼ 4pa
c2

2
�0

� 	

¼ 2pac2 cubic units Ans:

Note: Now consider the cylinder indicated by the dotted lines in the above figure. This is the

circumscribing cylinder of the paraboloid.

The volume of this cylinder ¼ 4py2 �OA; ðy at x ¼ 0Þ
¼ pð4axÞ �OA ðsince y2 ¼ 4ax at x ¼ cÞ
¼ pð4acÞ � c ðsince OA ¼ cÞ
¼ 4pac2 cubic units Ans:

Remark: The volume of the paraboloid (i.e., 2pa � c2) equals half that of the circumscrib-

ing cylinder.

Case (ii) When the axis of the parabola coincides with the y-axis (i.e., OY)

In Figure 8b.12, we consider a part of a parabola, whose axis is the y-axis.

The general equation of such a parabola is

y ¼ ax2 ð7Þ
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Let P(x, y) be anypoint on the curve.Let PBbe its abscissa (i.e.,x coordinate), such that PB¼ x,

and let OB¼ b. (The length OB suggests the height of the part of parabola that generates the

paraboloid.)

Obviously, the element of volume, in this case is,

px2 dy

The limits of y are 0 to b. Therefore, the desired volume V is given by

V ¼
ðb

0

px2 dy

¼ p
ðb

0

y

a
dy where; x is replaced by “y”; using Equation ð7Þ½ �

¼ p
a

ðc

0

y dy

¼ p
a

y2

2

� 	b
0

¼ p
a

b2

2
�0

� 	
¼ 1

2

pb2

a
cubic units Ans:

Example (7): Calculate the volume of a paraboloid of revolution, when a “parabolic triangle”

bounded by the upper half of a parabola

y2 ¼ cx

is rotated about the x-axis, and bounded up to the straight line x¼ a.

x

0

Q P
B

y

x′

y′

FIGURE 8b.12
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y

x

a

A

0

FIGURE 8b.13

Solution: The equation of the parabola is

y2 ¼ cx ð8Þ

When the upper half of this parabola is revolved about the x-axis, the paraboloid is generated.

We have to find the volume of the solid (in question) bounded up to the straight line x¼ a

(Figure 8b.13).

Let the volume in question is denoted by V.

Thus we write; V ¼
ða

0

py2 dx

¼
ða

0

pðcxÞ dx ½ ) y2 ¼ cx by Equation ð8Þ�

¼ pc
ða

0

x dx

¼ pc
x2

2

� 	a
0

¼ pc
a2

2
�0

� 	
¼ pca2

2
cubic units Ans:

Example (8): Find thevolumeof a solid resulting from the rotation about thex-axis, of a figure

bounded by the x-axis and half-wave of the sine curve y¼ sin x (Figure 8b.14)

Solution: The equation of the curve is

y ¼ sin x ð9Þ
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) The desired volume is given by

) V ¼
ðp

0

py2 dx ¼ p
ðp

0

sin2 x dx ½) y ¼ sin x; by Equation ð9Þ�

¼ p
ðp

0

1�cos2x

2

� 	
dx

¼ p
ðp

0

1

2
� cos 2x

2

� 	
dx

¼ p
x

2
� sin 2x

4

� 	
x¼p

� x

2
� sin 2x

4

� 	
x¼0

¼ p
p
2
� sin 2p

4

� 	
� 0�0½ �

¼ p
p
2
�0

h i
¼ p2

2
cubic units Ans:

Example (9): Volume of a cone

A cone is generated by the rotation of right-angled triangle, whose axis of rotation is one of the

sides containing the right angle.

Solution:As shown in Figure 8b.15, let the radius of the base of the cone be r (¼AM) and the

height of the cone be h (¼ OM).

Let OA be the straight line y¼mx, A being any point on the line.

(Our interest lies in computing the volume of a cone when the line segment OA is rotated

around OX.)

Let � be the angle made by the line OA, with OX (i.e., x-axis).

x

ππ⎯
2

0

y
y = sin x

FIGURE 8b.14
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Then, tan �¼m¼ AM
OM

¼ r
h

Let V be the volume of the cone of which “O” is the vertex, the circle ABA0, the base, and
the height “h” (¼OM). (The small element PQ on rotating, describes a small slice of the cone,

of which the ends are the circles, described by P and Q.)

Thus, the element of volume is py2 dx.

) V ¼
ðh

0

py2 dx ¼ p
ðh

0

ðmxÞ2 dx ðwhere y ¼ mxÞ

¼ pm2

ðh

0

x2 dx ¼ pm2 x3

3

� 	h
0

¼ pm2h3

3
cubic units Ans:

In the above equation ðV ¼ ð1=3Þpm2h3Þ, “m” is not defined in terms of known quantities.

Hence, we replace it by the ratio r/h, in which both r and h are known.

Therefore, v ¼ 1
3
p r2

h2
h3 ¼ 1

3
pr2h. Note that the quantity “pr2” represents the area of the base

(of cone). Hence, we can write, V (i.e., volume of the cone)¼ 1/3 (area of base)�(height).

Remark: Volume of a right circular cone is one-third that of a cylinder whose base area and

height are same.

It is important thatwe have amethod for calculating the length(s) of arc(s) of regular curve(s). (5)

xe B

Me0

y
A

Q
P

A′

Q′
P′

FIGURE 8b.15

(5) Recall that, earlier, we did not have anymethod for calculating the length of (even) a circular arc. However, based on the

fact that the circumference of a circle is proportional to its radius “r”, the radian measure of an angle suggests that the ratio

of the length of circumference to its radius is a constant, denoted by 2p. This idea permits us to say that the length of the

circumference of a circle is 2pr. Of course, the exact value of p is not known but its approximate value (based on practical

methods) is found to be 3.14159. . ., and used for finding the length of the circumference of a circle.

In otherwords, the length of circular arcs could be defined in terms of the length of a straight line segment (i.e., radius “r”).

In principle, no part of a curve, however small, can be superimposed on any portion of a straight line. On the other hand,

integration supplies a method of determining the length of any regular curve. In the entire process, themost important role is

played by the concept of limit. Thus, it is important to learn this useful concept thoroughly.
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Now we may proceed to calculate the areas of curved surfaces of regular solids. Let us

discuss.

8b.6 AREA(S) OF SURFACE(S) OF REVOLUTION

When the curve y¼ f(x) is revolved about the x-axis, a surface is generated (Figure 8b.16).

To find the area of this surface, we consider the area generated by an element of the arc “ds”.

This area is roughly that of a cylinder of radius y, and we write

dS ¼ 2py ds

where “dS ” stands for the small element of surface area generated by rotation of small element

“ds” of the curve about the x-axis.

Note: The important point to be remembered is that we can compute the surface area of

revolution of a curve of finite length only.

Summing all such elements of surface area, we get

S ¼
ðb

a

2py ds or S ¼ 2p
ðb

a

y dsð6Þ

Thus, the surface area in question is given by

S ¼ 2p
ðb

a

y �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ dy

dx

� �2
s

dx

x

y

y = f(x)

ds

FIGURE 8b.16

(6) Recall that we have already shown earlier that an element of arc length of a curve in cartesian coordinates is given by

ds ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ dy

dx

� �2q
dx.
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Note:Appropriatemodifications of this formulawill be necessary, if the curve is revolved about

some other line or if polar coordinates are used, and so on.

Notation:Wedenote the (finite) length of a curve by “s”, whereas the surface area generated by

a revolving the curve (of finite length) is denoted by “S ”.

Example (10): Find the surface area of a sphere of radius “r”

Solution: This area can be generated by revolving the upper half of the circle x2 þ y2 ¼ r2,

about the x-axis. Here, y¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
r2�x2

p
, a¼�r, b¼ r (Figure 8b.17).

Here, we have dS¼ 2py ds
Therefore, the surface area (of the sphere) in question is given by

S ¼
ðb

a

2py ds ¼
ðb

a

2py

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ dy

dx

� �2
s

dx

) S ¼ 2p
ðr

�r

y

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ dy

dx

� �2
s

dx ð10Þ

Differentiating the equation x2 þ y2 ¼ r2, we get

2xþ 2y � dy
dx

¼ 0 or
dy

dx
¼ � x

y

y

x

r0

FIGURE 8b.17
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Using the result in Equation (10), we get

S ¼ 2p
ðr

�r

y �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ x2

y2

s
dx ¼ 2p

ðr

�r

y

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

y2

s
dx

¼ 2p
ðr

�r

r dx ðNote that “r” is a constantÞ

) S ¼ 2pr
ðr

�r

dx ¼ 2pr x½ �r�r ¼ 2pr½r�ð�rÞ�

¼ 4prsquare units Ans:

Example (11): Surface area of a cone

The surface area of a right circular cone can be obtained by two methods:

(a) By using geometry, and the concept of radian measure of an angle.

(b) By using Calculus.

Method (a): Using geometry

Consider a right circular cone with vertex “A”, the slant height ‘ and the radius of the circular
base “r”. If the vertex “A” is regarded as remaining at a fixed point on the table, and the base of

the cone is rolled across the table so that the base completes one full turn. Then, the base will

trace out the sector of a circle with radius ‘ (¼AB), as shown in Figure 8b.18. The length of the

P Q

r

l

θ

B1B

A

FIGURE 8b.18
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arc BB1 (traced out by the base of the cone)¼ 2pr. Obviously, the surface area of the cone is the
circular triangle A BB1, where BB1 is the arc of the circle, whose center is at “A” and radius ‘.
Thus, the calculation of the (curved) surface area of the cone is reduced to the calculation of the

area of a sector of a circle, whose radius is ‘ (¼ AB). We can calculate the area of the sector

described by the rolling of the cone, as follows. We know that the length of the arc BB1¼ 2pr
(where “r” is radius of the base of the cone).

Let the angle BAB1 be � radians. Then by the rules of circular measure, we have,

Area of the circular sector ABB1

Area of the ðwholeÞ circle with radius ‘
¼ Angle subtended by the arc BB1 ðat the centerÞ

Angle subtended by the whole circle ðat the centerÞ

i:e:;
ðcurvedÞ surface area of the cone

p‘2
¼ �

2p

) ðcurvedÞ surface area of the cone ¼ �p‘2

2p
¼ 1

2
‘2�

In the above equation, the angle “�” can be replaced in terms of known quantities.

Note that, by the rules of circular measure, we can write

� ¼ length of the arc BB1 ðgenerated by rolling one full turn of the cone; about AÞ
radius “‘” of the circle ðwhose center is AÞ

) � ¼ 2pr
‘

Therefore, (curved) surface area of the cone¼ 1
2
‘2 2pr

‘

� � ¼ pr‘
Thus, the formula for the (curved) surface of the cone is s ¼ pr‘.
Note that, the above method does not use Calculus at all. The same result can however be

obtained by Calculus as follows.

Method (b): Using Calculus

In Figure 8b.18, PQ is a small part of the circumference of the base of a cone. Since PQ is a very

small part of the circumference, it will be very nearly straight. As PQ is made smaller, the

sector APQ approaches the form of a triangle.(7)

This line of thinking (in terms of limit concept) suggests to us that we obtain the

approximate area of the sector by computing the area of the triangle, using the formula

Area of the triangle¼ 1
2
(height)�(base)

Now, the height of the triangle can be obtained by drawing a perpendicular from A to the

small (arc) segment PQ. We may denote it by AS (not shown in the diagram), and obviously

AS� ‘.
The area of the triangle is therefore 1

2
‘� PQ

(7) Note carefully that we are applying the concept of limit. Though a sector will never become a triangle, yet, by reducing

the length of PQ, we can bring its area “in the limit”, closer and closer to that of a triangle.
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Taking the above expression, A is the limiting value of “the element of area”, we may

compute the area of surface of the cone by summing up all the small areas like this.

) surface area of cone

¼ 1

2
‘� sum of all arcs like PQ

¼ 1

2
‘� circumference of base

¼ 1

2
‘� 2pr ¼ pr‘:

Exercise

Q. (1) Find the length of the arc of the parabola y2¼ 4x from x¼ 0 to x¼ 4.

Ans. 2
ffiffiffi
5

p þ logð2þ ffiffiffi
5

p Þ:

Q. (2) Find the length of the arc of the curve y2¼ x3 from x¼ 0 to x¼ 5.

Ans.
335

27
units:

Q. (3)Find the length of the arc of the circumference of the circlewhose equation is r¼ 2a cos �.

Ans. 2pa.

Q. (4) Find the volume of solid generated by rotating the area bounded by x2 þ y2¼ 36 and the

lines x¼ 0, x¼ 3, about the x-axis.

Ans. 99p cubic units.

Q. (5) Find the volume of the sphere with radius 3 units.

Ans. 36p cubic units.

Q. (6) If the region enclosed between the parabola y¼ x2 þ 1 and the line y¼ 2x þ 1 is

revolved about the x-axis, find the volume of the solid of revolution.

Ans.
104p
15

cubic units:

Q. (7) The region bounded by y2¼ 4x, y¼ 0, and x¼ 4 is rotated about the x-axis. Find the

volume generated.

Ans. 32p cubic units.

Q. (8) The region bounded by the lines x� 2y þ 6¼ 0, y¼ 0, and x¼ 2 is rotated about the

x-axis. Find the volume generated.

Ans. 42
2

3
p cubic units:
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Q. (9) Find the area of the surface of the solid generated by the rotation of the straight line

y¼ 3
4
x, around the x-axis, between the values x¼ 0 and x¼ 3.

Ans.
135

16
p square units:

Q. (10) The part of the curve of x2¼ 4y that is intercepted between the origin and the line y¼ 8

is rotated around y-axis. Find the area of the surface of the solid that is generated.

Ans.
208

3
p square units:

Q. (11) Find the area of the zone cut off a sphere of radius “r” by two parallel planes, the

distance between which is h.

Ans. 2prh square units.
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9a Differential Equations: Related
Concepts and Terminology

Nature’s voice is mathematics; its language is differential equations.

9a.1 INTRODUCTION

Algebraic equations describe relations among varying quantities. Differential equations go

one step further. They describe, in addition to relations among changing quantities, the rates at

which they change.

Definition: An equation involving derivatives or differentials is called a differential equation.

In other words, a differential equation is an equation connecting the independent variable x, the

unknown function “y”, and its derivatives or differentials.

The topic of differential equations is so vast that it is identified as a separate subject.

9a.1.1 Ordinary and Partial Differential Equations

A differential equation is said to be ordinary if the unknown function y depends solely on one

independent variable. Such a functionmay be expressed in the form y¼ f(x). Some examples of

ordinary differential equations are:

dy

dx
¼ �32x ð1Þ

dy

dx
þ 5y ¼ 12e7x ð2Þ

d2y

dx2
þ 8

dy

dx
þ 16y ¼ 0 ð3Þ

d2y

dx2
þ sin y ¼ 0 ð4Þ

dy ¼ cos x dx ð5Þ

Introduction to Integral Calculus: Systematic Studies with Engineering Applications for Beginners, First Edition.
Ulrich L. Rohde, G. C. Jain, Ajay K. Poddar, and A. K. Ghosh.
� 2012 John Wiley & Sons, Inc. Published 2012 by John Wiley & Sons, Inc.

Differential equations and their solutions 9a-Basic concepts and terminology. Formation of differential equation by

eliminating the arbitrary constant(s) from the given equation(s). Solution of differential equations and the types of

solutions. The simplest type of differential equation and the method of solving it.
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d2y

dx2
¼ 0 ð6Þ

d3y

dx3
þ x2

d2y

dx2

� �3

¼ 0 ð7Þ

d2y

dx2
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ dy

dx

r
ð8Þ

y ¼ x
dy

dx
þ a

ðdy=dxÞ ð9Þ

r ¼
1þðdy=dxÞ2
h i3

2

ðd2y=dx2Þ ð10Þ

Later on, it will be seen that an ordinary differential equation can describe many phenomena in

physics and other sciences. For instance,

. the motion of a falling body, as in Equation (1),

. change in the size of population, as in Equation (2).

. flow of current in an electric circuit, as in Equation (3), and

. the motion of a pendulum, as in Equation (4), and so on.

A partial differential equation is one in which the unknown function y depends on more than

one independent variable, such that the derivatives occurring in it are partial derivatives.

For example, if z¼ f (x,y) is a function of x and y, then the equation

y2
qz
qx

þ xy
qz
qy

¼ nxz is a partial differential equation:

Similarly, ifw¼ f (x,y,z,t) is a function of time “t” and the rectangular coordinates (x, y, z) of a

point in space, then the equation:

a2 � q2w
qx2

þ q2w
qy2

þ q2w
qz2

� �
¼ qw

qt
is a partial differential equation:

In general, partial differential equations arise in the physics of continuous media—in problems

involving electric fields, fluid dynamics, diffusion, andwavemotion. Their theory is very different

from that of ordinary differential equations, and ismuch more difficult in almost every respect.

In this book, we shall confine our attention exclusively to very simple ordinary differential

equations. Accordingly, the term differential equation will always stand for an ordinary

differential equation.

9a.1.2 The Basic Concepts, Ideas, and Terminology

(a) The order of a differential equation is the order of the highest derivative appearing in the

equation.

In Equations (1), (2), (5), and (9) the order is one; in Equations (3), (4), (6), (8), and (10) the

order is two, and in Equation (7) the order is three.
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Note: There are situations of academic interest which demand extra care while identifying the

order of a differential equation.

A situation which might create confusion in identifying the order of a differential equation:

Example: Consider a differential equation

d2y

dx2
þ 8

dy

dx
þ
ð
ydx ¼ x2

6

Onemay be tempted to say that the order of the above equation is “2”, as it appears. However, this

is not correct. To find its order, we have to eliminate the term
Ð
ydx. In this case, it is quite simple

to eliminate
Ð
ydx, since y is a function of x. By differentiating both sides of the given equation,

we get d3y
dx3

þ 8 d2y
dx2

þ y ¼ x
3
. Obviously, the order of the given differential equation is “3”.

Recall from Chapter 6a, wherein, we have seen that the operations of differentiation and

integration are the inverse processes of each other. Using this fact, we have been able to remove

the term
Ð
ydx and obtained the (new) differential equation, free from the term

Ð
ydx.

Thus, if there is any term of the form
Ð
ydx in the given differential equation, then it must be

made free from such a term before deciding the order of the differential equation.

(Of course, we shall not be dealing with such differential equations in our study.)

9a.2 IMPORTANT FORMAL APPLICATIONS OF

DIFFERENTIALS (dy AND dx)

Note that, the differential Equation (5) involves differentials dy and dx. We have discussed at

length (inChapter 16 of Part I) that Equation (5) can also be expressed in the formdy/dx¼ cos x,

which is a differential equation of order one. Here, the symbol dy/dx represents a limit (which is

a single symbol) and we call it the derivative of y with respect to x. However, it can also be

looked upon as a ratio of the differential dy to the differential dx (where dy is the differential of

the dependent variable “y”, and dx stands for the differential of the independent variable “x”). In

fact, such a ratio (of differentials) can be denoted conveniently in the form dy/dx. However,

since both the forms mean the same thing, there is no confusion in expressing the differential

equation dy¼ cos x dx in the formdy/dx¼ cos x. However, the question is: Canwe interpret the

equation dy¼ cos x dx in the same way as we have interpreted the other form of the equation.

First, it must be emphasized that this flexibility in expressing dy/dx (in twoways) is very useful

in many formal transformations. In fact, we have already seen such transformations in

computing antiderivatives (or indefinite integrals), involving the method of substitution.

For a given differential equation, in the form of dy¼ f(x) dx, our interest will always be to

find the “unknown” function y, which must satisfy the given differential equation. This process

is known as finding a solution of the given differential equation. To see how the formal

transformation(s) play their role, let us consider the differential equation

dy

dx
¼ f ðxÞ ð11Þ

The above equation says that y is a function of x, whose derivative is f(x).

Hence, our problem reduces to finding an antiderivative of f(x). The method of substitution

helps in converting many complicated functions to some standard form.
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In an integral y ¼ Ð f ðxÞdx if the substitution is x¼�(t) then, dx¼ (dx/dt)dt, and to find y,

we have to simplify the function f [�(t)](dx/dt), and express it in a standard form, so that its

integral can be written. (The expression f [�(t)](dx/dt) appears to be a complicated function of

“t,” but the process of expressing it in the standard form is quite simple, as we have seen in the

method of integration by substitution). Now, suppose we have to obtain a solution of the

differential equation dy¼ f (x)dx, then, instead of writing it in the form of Equation (11), we can

also express it in the following form:

dy

dx
dx ¼ f ðxÞdx ð12Þ

(Here, the differential dx on the left-hand side is treated like an algebraic quantity.)

Now, the above Equation (12) clearly says that f (x) represents the derivative of some

function “y”. (How?) Hence, to find the function y [¼F(x), say], we have to evaluate
Ð
f ðxÞdx.

If the concept of differential is clearly understood by the student, then there should not be

any confusion in writing the equation dy¼ f(x)dx in the form dy
dx
dx ¼ f ðxÞdx. (With this

manipulation, the student should be able to appreciate better, the beauty of the subject.)

(b) The degree of a differential equation is the (algebraic) degree of the highest derivative

(appearing in the differential equation) when the differential coefficients are free from radicals

and fractions.

(In other words, to determine the degree of a differential equation, the derivative should not

be in denominator or under radical sign.)

In the (differential) Equations (1)–(7), the degree is one. In the differential Equation (8),

the derivative is under the radical sign, which can be removed by squaring both sides of

Equation (8). This gives us,

d2y

dx2

� �2

¼ 1þ dy

dx
:

Thus, the degree of differential Equation (8) is two. Similarly, the degree of the Equation (9)

which is,

y ¼ x
dy

dx
þ a

dy=dx

is obtained by making the equation free from fraction.

We get y
dy

dx
¼ x

dy

dx

� �2

þ a. Thus, the degree of Equation (9) is two.

Note: To find the degree of a differential equation, the important requirement is that, it must be

expressed in the form of a polynomial equation in derivatives. Once this is done, the highest

positive integral index of the highest order derivative involved in the given differential equation

represents the degree of the differential equation.

Example: Consider the differential Equation (10), i.e.,

r ¼
1þðdy=dxÞ2
h i3

2

ðd2y=dx2Þ or
d2y

dx2
¼ ð1=rÞ 1þ dy

dx

� �2
" #3

2
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Though we have freed the above equation from the fraction, a fractional index (called radical)

still remains on the right-hand side. Hence, squaring both sides of the above equation, we get

r2 � d2y

dx2

� �2

¼ 1þ dy

dx

� �2
" #3

Thus, the degree of the above equation is two.

9a.2.1 A Situation When the Degree of a Differential Equation is not Defined

If a differential equation cannot be expressed in the form of a polynomial equation in

derivatives, then the degree of such a differential equation cannot be defined.

Example (1): Consider the differential equation

dy

dx
þ sin

dy

dx

� �
¼ 0

Note that this equation is not a polynomial in dy/dx. Hence, it is not possible to define the degree

of this differential equation.

Remark: The order of a differential equation and its degree (if it is defined) both are always

positive integers.

9a.2.2 Formation of a Differential Equation

Consider a relation in x and y involving “n” arbitrary constants. Thus, we consider a relation of

the type,

f ðx; y; c1; c2; . . . cnÞ ¼ 0 ð13Þ

We can obtain a differential equation from Equation (13), as follows:

Differentiate Equation (13) with respect to x, successively “n” times, to get “n” more

equations as follows:

f1ðx; y; y0; c1; c2; . . . cnÞ ¼ 0

f2ðx; y; y0; y00; c1; c2; . . . cnÞ ¼ 0

f3ðx; y; y0; y00; y000; c1; c2; . . . cnÞ ¼ 0

fnðx; y; y0; y00; y000; . . . yðnÞ; c1; c2; . . . cnÞ ¼ 0

ð14Þ

Thus, we have in all, (n þ 1) equations, as clear from Equations (13) and (14) given above.

Eliminating “n” arbitrary constants from these (n þ 1) equations, we get

Fðx; y; y0; y00; y000; . . . yðnÞÞ ¼ 0

or F x; y;
dy

dx
;
d2y

dx2
;
d3y

dx3
; . . .

dny

dxn

� �
¼ 0

ð15Þ
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Equation (15) is the desired differential equation obtained from the Equation (13). We also say

that Equation (13), containing n arbitrary constants, is the general solution of the differential

equation (15). (We shall have a detailed discussion on these matters shortly.)

Now, we propose to discuss, through solved examples, the method of obtaining differential

equation(s), by eliminating arbitrary constants involved in the given equation. However, it is

useful to first get a feel of the solution of a differential equation and the types of solutions.

Definition (1): A solution (or an integral) of a differential equation is a relation between the

variables, bymeans of which the derivatives obtained therefrom, the given differential equation

is satisfied.

Definition (2): Any relation which reduces a differential equation to an identity, when

substituted for the dependent variable (and its derivatives), is called a solution (or an integral)

of the given differential equation.

Remark: Solution of a differential equation is a relation between variables, not a number, that

satisfy the differential equation.

9a.2.3 Types of Solutions

(I) The general solution (or the general integral) of a differential equation is a solution in

which the number of arbitrary constants is equal to the order of the differential equation.

Thus, the general solution of the first-order differential equation contains only one

arbitrary constant, a second-order differential equation contains only two arbitrary

constants, and so on.

(II) A particular solution of a differential equation, is that obtained from the general

solution by giving particular values to the arbitrary constant(s).

The values of arbitrary constants are obtained from the given initial conditions (of the

argument and the function). The above definitions and related concepts will become

clearer with the following examples.

Example (2): Consider the differential equation

dy

dx
¼ 4x3 ð16Þ

(This is a differential equation of order one and degree one.) It is easy to see that y¼ x4

is a solution of Equation (16). Further, by actual substitution, we see that y¼ x4 þ c is also a

solution of Equation (16), where c is an arbitrary constant.

. The solution y ¼ x4 þ c, involving an arbitrary constant is called a general solution of

Equation (16).

. The solution y ¼ x4 which does not involve any arbitrary constant is called a particular

solution of the above differential equation. (Here, we have chosen c¼ 0, but we can also

give any other value to c.)
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Note: Any solution that does not involve an arbitrary constant is called a particular solution.

Remark: A particular solution of a differential equation is just one solution, whereas, the

general solution of a differential equation is a set of infinite number of solutions corresponding

to the infinite number of arbitrary values which can be assigned to “c”.

Example (3): Consider the differential equation

d2y

dx2
þ y ¼ 0 ð17Þ

(It is of order two and degree one.)

We can easily show that the relation

y ¼ cos x ð18Þ

is a solution of differential equation (17).(1)

From Equation (18), we get

dy

dx
¼ �sin x; and

d2y

dx2
¼ �cos x

) d2y

dx2
þ y ¼ 0

Note that the substitution y¼ cos x implies that d2y
dx2

¼ �cos x, as indicated above. Thus,

Equation (18), together with the derivatives obtained from it, satisfy the differential equation

(17). In other words, the substitution y¼ cos x in Equation (17) turns the equation to an identity

0¼ 0. Therefore, Equation (18) is a solution (or an integral) of the differential equation (17).

Similarly, it can be verified that the relation,

y ¼ sin x ð19Þ

is also a solution of the differential equation (17). [Note that both Equations (18) and (19) do not

contain any arbitrary constants.]

Again, by considering the relation y¼ a cos x, we get

dy

dx
¼ �a sin x and

d2y

dx2
¼ �a cos x

) d2y

dx2
þ y ¼ ð�a cos xÞþ ða cos xÞ ¼ 0:

(1) Here, one should not bother about how the solution y¼ cos x was reached at. We shall be learning the method(s) of

solving differential equations in the chapters to follow. Here, we make use of the available information, for our discussion.
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It follows, that the relation

y ¼ a cos x ð20Þ
where a is an arbitrary constant is a solution of the differential equation (17). Also, note that the

solution y¼ a cos x includes the solution y¼ cos x. (This becomes clear by assigning “a”, the

particular value of unity.) Similarly, it can be verified that

y ¼ b sin x; ð21Þ
is a solution of the differential equation (17) and that it includes the solution y¼ sinx.

In fact, “a” and “b” can be assigned any real values. From this point of view, it is logical to

say that the solutions at Equations (20) and (21) are more general than the solutions at

Equations (18) and (19). Further, it can be shown that the relation

y ¼ a cos xþ b sin x ð22Þ
where a and b are arbitrary constants is also a solution of the differential equation (17).

It is useful to prove this.

From the Equation (22), we get, on differentiation,

dy

dx
¼ �a sin xþ b cos x ð23Þ

) d2y

dx2
¼ �a cos x� b sin x ð24Þ

Adding Equations (24) and (22), we get,

d2y
dx2

þ y ¼ 0, which is the differential equation (17). Thus, Equation (22) is a yet “more general

solution”, from which all the preceding solutions of Equation (17) are obtained by giving

particular values to “a” and “b”.

Observations:

(i) The solutions at Equations (18) and (19) do not contain arbitrary constant(s).

(ii) The solutions at Equations (20) and (21), contain one arbitrary constant each. These

solutions are more general than those at Equations (18) and (19).

(iii) The solution at Equation (22) is a yetmore general solution of the differential equation,

than those at Equation (20) and (21).

From the above observations, one is tempted to ask the question: Howmany arbitrary constants

must the most general solution of a differential equation contain?

The answer to this question is obtained from the consideration of the formation of a

differential equation, from a relation of the type.

f ðx; y; c1; c2; cnÞ ¼ 0 ð25Þ

by eliminating the “n” arbitrary constants. Using the procedure discussed earlier in

Section 9a.2, we know that when all the arbitrary constants (c1 to cn) are eliminated from

Equation (25), we get a differential equation of order “n”.
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The concepts developed in the above examples are expressed in the following two

definitions.

Definition (1): The solution of a differential equation of order “n”, which contains exactly

“n” arbitrary constants is said to be the most general solution of the given differential

equation.

(Shortly, we will show that all such arbitrary constants must be independent, which will mean

that their number cannot be reduced.)

Definition (2): A solution of a differential equation that can be obtained from its general

solution, by giving particular values to the arbitrary constants in it, is called a particular

solution.

Note (1):Adifferential equation can have a solution,which is neither the general solution nor a

particular solution. Such solutions are called singular solutions. In this book, we will not

discuss differential equation having singular solutions.

Note (2):Our interest will be to find either the most general solution or a particular solution of

the given differential equation.

Note (3): To avoid confusion in terminology, we shall use the term general solution to mean

the most general solution of the differential equation. First, let us consider some more

examples.

Example (4): Consider the differential equation

dy

dx
¼ sec2x ð26Þ

(It is of order one or degree one)

Integrating both the sides of Equation (26) with respect to x, we get

ð
dy ¼

ð
sec2xdx

or

ð
dy

dx

� �
dx ¼

ð
ðsec2xÞdxþ c ð27Þ

where “c” is the constant of integration.

We can write the solution Equation (27) in the (simplified) form,

y ¼ tan xþ c ð28Þ

which is the (most) general solution of the differential equation (26), in the sense discussed

above.
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Remarks:

. In writing Equation (28) [from Equation (27)], we have made use of the antiderivative

(i.e., indefinite integral) of the function involved. Thus, any solution of the given

differential equation is also called an integral of the differential equation.

. Observe that, the differential Equation (26) is of order one and its solution Equation (28)

contains one arbitrary constant. Hence, the Equation (28) is the general solution of the

differential Equation (26).

. The general solution Equation (28) includes all solutions of the differential equation (26),

which can be obtained by assigning particular values to “c”. Accordingly, for c¼ 0, 5, and

(�p), we can write the particular solutions of Equation (26) as, y¼ tan x, y¼ tan x þ 5,

and y¼ tan x� p, respectively.
. In Example (3), we have seen that the general solution of the differential equation

d2y
dx2

þ y ¼ 0, is y¼ a cos x þ b sin x, where a and b are two arbitrary constants.

Accordingly, all other relations obtained by assigning particular values to a and b, (e.g.,

y¼ 2cos x� 5sin x, etc.) are called the particular solution(s) of the above differential equation.

It is useful to verify this fact. This is really very simple.

9a.2.4 An Initial Condition and a Particular Solution

Any differential equation has an infinite number of solutions. A particular solution becomes

important, whenever we are interested in not all the solutions, but in one of the solutions, which

satisfies a particular condition.

Example (5): Consider the differential equation

dy

dx
¼ 3 ð29Þ

Now, supposewewish to find the particular solution satisfying the condition y¼ 1 when x¼ 4.

Here, the general solution is given by

ð
dy

dx

� �
dx ¼

ð
ð3Þdxþ c

or y ¼ 3xþ c ð30Þ

where c is an arbitrary constant.

Note that, the Equation (30) represents a family of parallel lines corresponding to different

values of c, each having the same slope 3. To find the particular solution satisfying the given

condition, we must choose “c” suitably, as follows.

Put x¼ 4 and y¼ 1 in the general solution given by Equation (30), we get,

1 ¼ ð3Þ � ð4Þþ c ) c ¼ �11:
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Hence, the required particular solution is

y ¼ 3x� 11 Ans:

9a.3 INDEPENDENT ARBITRARY CONSTANTS (OR ESSENTIAL

ARBITRARY CONSTANTS)

(This concept is useful with reference to the solution of a differential equation.)

Example (6): Consider the relation

y ¼ mxþ aþ b ð31Þ

where m, a, and b are arbitrary constants.

By assigning particular values to m, a, and b, we get an equation in x and y that defines y as a

function of x.

Now, if we write a þ b¼ c in Equation (31), we get the relation

y ¼ mxþ c ð32Þ

Observe that every functionwhich can be obtained by assigning particular values to the arbitrary

constants in Equation (31), can also be obtained from Equation (32) by assigning particular

values to the arbitrary constants in it, and vice versa.

Note that, the number of arbitrary constants in Equation (31) appear to be threewhereas in

Equation (32) the number of arbitrary constants is reduced by one so that there are only two.

Observe that, both the relations still include the same functions. In other words, there is no loss

of generality, even when the number of arbitrary constants is reduced. Therefore, we say, that

arbitrary constants m, a, and b [in Equation (31)] are dependent, not independent.

Now the question is: Can we reduce the number of arbitrary constants in Equation (32),

without loss of generality? Let us discuss.

One may be tempted to write c¼ 0 in the Equation (32), Then, we get the relation,

y ¼ mx ð33Þ

which contains only one arbitrary constant.

Now observe that Equation (32) includes the function y¼ 2x þ 3, but Equation (33) does

not include it. Thus, Equation (32) ismore general than the Equation (33). In other words, there

is a loss of generality when the number of arbitrary constants is reduced in Equation (32). The

conclusion is that in Equation (32)we cannot reduce the number of arbitrary constants without

loss of generality. Hence, the arbitrary constants m and c in Equation (32) are said to be

independent.

Example (7): Consider the relations, defined by the equation

cy ¼ a cos xþ b sin x ð34Þ
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where a, b, and c are arbitrary constants. [Note that Equation (34) is meaningful only when

c 6¼ 0]. Now, since c 6¼ 0, dividing throughout by c, Equation (34) can be written as:

y ¼ a

c
cos xþ b

c
sin x

or y ¼ A cos xþB sin x; ð35Þ

where A¼ (a/c), and B¼ (b/c).

Further, observe that every function obtained fromEquation (34), by giving particular values

to a, b, and c, can also be obtained from Equation (35) by giving particular values to A and B.

Thus, we can obtain Equation (35) from Equation (34), by reducing the number of arbitrary

constants, without loss of generality. Hence, the arbitrary constants a, b, c in Equation (34) are

said to be dependant. On the other hand, the arbitrary constants in Equation (35) cannot be

reduced without loss of generality. Hence, the arbitrary constants A and B in Equation (35) are

said to be independent. (The terms independent arbitrary constants and essential arbitrary

constants have the same meaning. Besides, the word parameter(s) will be frequently used to

stand for these terms.)

9a.4 DEFINITION: INTEGRAL CURVE

The graph of particular solution of a differential equation is called an integral curve of the

differential equation.

To the general solution of a differential equation, there corresponds a family of (integral)

curves.

9a.4.1 Family of Curves

Let an equation of a curve be represented by a relation,

f ðx; y; cÞ ¼ 0 ð36Þ

where c has some fixed value.

Then, by assigning different values to c, we get different curves of a similar nature. Thus, the

Equation (36) represents a family of curves with one parameter. Similarly, the relation

f ðx; y; a; bÞ ¼ 0 ð37Þ

represents a family of curves with two parameters, a and b.

Now we can give amore refined definition of the general solution of a differential equation.

Definition: The general solution (or the general integral) of a differential equation is a solution

in which the number of essential arbitrary constants is equal to the order of the differential

equation.
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9a.5 FORMATION OF A DIFFERENTIAL EQUATION FROM A GIVEN

RELATION, INVOLVING VARIABLES AND THE ESSENTIAL ARBITRARY

CONSTANTS (OR PARAMETERS)

Nowwe shall discuss through solved examples, themethods of obtaining differential equations,

by eliminating the independent arbitrary constants [or parameter(s)], involved in the given

relation.(2)

Example (8): Consider the equation

y ¼ mx ð38Þ

Here, m is a parameter and for each value ofm, we get a straight linewith slope “m”, with each

line passing through the origin.

Here the slope of each line is different, but all the lines satisfy a common property that they

pass through the origin (see Figure 9a.1).

Differentiating both the sides of Equation (38), w.r.t. x, we get

dy

dx
¼ m

by substituting the values of m in Equation (38), we get

y ¼ dy

dx
x

or x
dy

dx
� y ¼ 0

ð39Þ

which is free from the parameter “m”. This is the required differential equation. Note that

Equation (38) which contains one arbitrary constant “m”, is the general solution of differential

Equation (39), which is of order one.

Example (9): Consider the equation

y ¼ mxþ c ð40Þ

Here m and c are two parameters (i.e., arbitrary constants).

By giving different values to the parametersm and c, we get differentmembers of the family, for

example,

y ¼ 2x ðm ¼ 2; c ¼ 0Þ

y ¼ 2xþ 8 ðm ¼ 2; c ¼ 8Þ

(2) The purpose of examples to be discussed here is to get acquainted with the types of situations, whichmay be faced in the

process of obtaining differential equations. This will also make one understand: What is a differential equation about? In

the next chapter, we shall introduce somemethods of solving differential equations of order one and degree one. However,

the reader will be able to appreciate the difficulties that may be faced in solving differential equations. Later on (in higher

classes), it will be discovered that only certain types of differential equations can be solved, and not all.
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y ¼ xþ 1 ðm ¼ 1; c ¼ 1Þ

y ¼ �xþ 1 ðm ¼ �1; c ¼ 1Þ

y ¼
ffiffiffi
5

p
x� 7 ðm ¼

ffiffiffi
5

p
; c ¼ �7Þ

y ¼ x ðm ¼ 1; c ¼ 0Þ

y ¼ �x ðm ¼ �1; c ¼ 0Þ

Thus, Equation (40) represents a family of straight lines, where m and c are parameters. The

slope of each line is given by the value of m and the number “c” gives the y-coordinate of the

point at which the line intersects the y-axis. Now, our interest is to form a differential equation,

which should be satisfied by each member of the family having Equation (40). Besides, the

differential equation must be free from both the parameters. (Because they are different for

different members of the family.) To obtain the desired differential equation, we differentiate

Equation (40) with respect to x twice, successively. We get

0

x

y = –3x

D(1,    )1
2

D(1,–3)

B(1,1)

A(1,3)

y =
x

y = x

y
=

3x

y

1
2

FIGURE 9a.1
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dy

dx
¼ m

and
d2y

dx2
¼ 0

ð41Þ

The Equation (41), is the desired differential equation. Again, remember that the general

solution of the Equation (41), is represented by the Equation (40).

Note:Wemay also say that the differential equation (41) represents the family of straight lines,

given by Equation (40).

Remark: In Example (8), the Equation (38) contained only one parameter, namely, “m”. To

eliminate the (single) parameter, one differentiation was found sufficient. In Example (9), we

considered Equation (40), containing two parameters namely “m” and “c”. To eliminate these

parameters, it was necessary to apply the process of differentiation twice successively, and we

obtained the differential Equation (41), which is of the order two.Also, recall that the general

solution of the differential equation,

d2y

dx2
þ y ¼ 0

was found to be y¼ a cosx þ b sinx, where a and b are two arbitrary constants.

Example (10): Consider the relation

y ¼ 2xþ c ð42Þ

This relation obviously represents a family of lines. The common property of all the lines in the

family is that they are mutually parallel to each other, with slope 2. Again, corresponding to

each value of the parameter “c”, there is a line that intersects the y-axis at the point (0, c). The

desired differential equation is obviously, dy/dx¼ 2, which represents the slope of each straight

line given by Equation (42).

Remark: It will be seen that, whereas in some cases the equations may represent a known

family of curves, in others, the family of curves may not be known. The difficulties involved

in eliminating the parameter(s) from the given equations will generally depend on the nature of

the relations.

Example (11): Obtain the differential equation by eliminating the arbitrary constants a and b

from the relation,

y ¼ aex þ be�x

Solution: The given relation is

y ¼ aex þ be�x ð43Þ
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It contains two arbitrary constants. (This suggests that we have to differentiate the given

relation twice.)

Differentiating both sides of Equation (43) w.r.t. x, we get

dy

dx
¼ aex � be�x )d

dx
ðe�xÞ ¼ �e�x

� �

Again differentiating both sides of the above equation, we get

d2y

dx2
¼ aex þ be�x ð44Þ

Using Equation (43) in Equation (44), we get

d2y

dx2
¼ y or

d2y

dx2
� y ¼ 0 ð45Þ

This is the required differential equation of order two. Ans.

Example (12): Find the differential equation of the family of curves,

y ¼ Ae3x þBe5x

where A and B are parameters.

Solution: The given equation is

y ¼ Ae3x þBe5x ð46Þ

Differentiating w.r.t. x, both sides, we get

dy

dx
¼ 3Ae3x þ 5Be5x ð47Þ

Again, differentiating w.r.t. x, we get

d2y

dx2
¼ 9Ae3x þ 25Be5x ð48Þ

Multiplying Equation (47) by 5, we get

5
dy

dx
¼ 15Ae3x þ 25Be5x ð49Þ

But from Equation (48)
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The difference, Equation (49) - Equation (48) gives us,

5
dy

dx
� d2y

dx2
¼ 6Ae3x

) Ae3x ¼ 5

6
� dy
dx

� 1

6
� d

2y

dx2
ð50Þð3Þ

Now, multiplying Equation (47) by 3, we get

3
dy

dx
¼ 9Ae3x þ 15Be5x ð51Þ

Again, the difference of Equation (48) - Equation (51) gives us the result as,

d2y

dx2
� 3

dy

dx
¼ 10Be5x

) Be5x ¼ 1

10
� d

2y

dx2
� 3

10
� dy
dx

ð52Þ

Using Equations (50) and (52) in Equation (46), we get

y ¼ 5

6
� dy
dx

� 1

6
� d

2y

dx2
þ 1

10
� d

2y

dx2
� 3

10
� dy
dx

y ¼ 8

15
� dy
dx

� 1

15
� d

2y

dx2

) d2y

dx2
� 8

dy

dx
þ 15y ¼ 0

which is the required differential equation. Ans.

Note: In the Examples (11) and (12) above, we have applied the “the method of elimination”,

which is fairly simple and straight-forward. It is frequently used for solving simultaneous linear

equations in two or three unknowns. However, if the number of unknowns exceeds three, the

process (of elimination) becomes extremely tedious and time consuming.(4)

In this book, we shall consider the relations involving at most two parameters, and obtain

differential equations from them, by applying the usual method of elimination (of parameters)

or by applying the more general procedure, using determinants, discussed below.

(3) Similarly, we can obtain the value of Be5x. Finally, using these values in Equation (46), we can obtain the desired

differential equation.
(4) Fortunately, it is possible to solve simultaneous equations with more number of unknowns by a systematic general

procedure, which involves the concept of a determinant and Cramer’s Rule for evaluating it. Here, we shall apply this

general procedure, just to get a feel that the general procedure is really simpler, in handling certain complicated relations as

the one given in Example (12).
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9a.6 GENERAL PROCEDURE FOR ELIMINATING “TWO” INDEPENDENT

ARBITRARY CONSTANTS (USING THE CONCEPT OF DETERMINANT)

InClassXI,we have studied about determinants, their properties, and themethod of computing

their value(s). Here, we shall recall some important points, pertaining to determinants, which

will be useful in the process of obtaining the desired differential equation using the concept.(5)

(i) Suppose we are given three equations in the form:

a1pþ b1qþ c1 ¼ 0 ð53Þ

a2pþ b2qþ c2 ¼ 0 ð54Þ

a3pþ b3qþ c3 ¼ 0 ð55Þ
in which p and q are independent arbitrary constants (i.e., parameters). Then, finding the

values of p and q by solving these equations, we can substitute their values in any of the

equations, and obtain a relation, which will be free from these parameters (p and q).

Something like this has to be done in the process of forming a differential equation by

eliminating parameters. For this purpose, we shall differentiate the given relation

involving two parameters and then form three equations. (Of course, two of these

equations will contain derivatives.) Finally, we will eliminate the two parameters using

the properties of determinants.

(ii) The symbol,

a1 b1 c1
a2 b2 c2
a3 b3 c3

������

������ ð56Þ

where a1b1c1. . . and so on may be real numbers or functions (including derivatives) is

called a determinant of order 3. Note that the determinant in Equation (56) is free from

the parameters p and q.

(iii) The arrangement or the symbol,
a1 b1
a2 b2

����
���� is called a determinant of order 2. It stands

for the number or the quantity [a1b2 � a2b1] and it is called the value (or the result) of

the determinant. The diagonal from the upper left to the lower right is called the

principal diagonal.(6)

(iv) The determinant in Equation (56) consists of three rows and three columns. To find the

value (or the result) of a determinant of order three, the determinant must be expanded

along the elements of first row or the first column.(7)

The determinant in Equation (56) (repeated below for convenience)

(5) This is just for understanding the general procedure. Of course, in simple problems [as in the case of Example (11)], the

usual method of elimination may be found more convenient.
(6) A determinant whose elements are real numbers and ultimately gets reduced to real numbers.
(7) In fact, a determinant can be expanded along the elements of any row or any column. Also, any row (or column) can be

shifted to the first position. However, in any such shift, the sign of the determinant changes. Further, any number (or

function) common in any row (or column) can be taken out as a common factor of a determinant, without making any

change in the sign of the determinant. (All three facts are covered under the properties of determinants.)
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a1 b1 c1
a2 b2 c2
a3 b3 c3

������

������
when expanded along the first row, will appear as follows:

a1
b2 c2
b3 c3

����
����� b1

a2 c2
a3 c3

����
����þ c1

a2 b2
a3 b3

����
���� ð57Þ

Note: It is important to remember that we attach a positive sign to the first term, a negative sign

to the second term, and, finally a positive sign to the third term. The sum of all the three terms

gives the expansion of the above determinant, as indicated in Equation (57).

(v) The rule for expansion of a determinant is as follows: Starting from a1, delete the

row and column passing through a1, thus getting the 2� 2 determinant
b2 c2
b3 c3

����
����.

Then, the product a1
b2 c2
b3 c3

����
���� is the first term in the expansion in Equation (57).

Similarly, we obtain the second and the third terms, with b1 and c1, respectively.

Remark: Irrespective of whether we expand a determinant along a row (or a column), we get

the samevalue (or result) of the determinant. In otherwords, a determinant represents a definite

value (or result).

Now, we proceed to obtain the required differential equation from the given relation, involving

two parameters.

Example (13): Find the differential equation of the family of the curves

y ¼ ae3x þ be2x ð58Þð1Þ

Differentiating Equation (56) twice successively w.r.t. x, we get

dy

dx
¼ 3ae3x þ 2be2x ð59Þ

and
d2y

dx2
¼ 9ae3x þ 4be2x ð60Þ

Eliminating a and b from the above, the above three equations, we get

�y e3x e2x

�dy

dx
3e3x 2e2x

�d2y

dx2
9e3x 4e2x

���������

���������
¼ 0

(8) Now if we transfer the dependent variable “y” and its derivatives, respectively in the following Equations (58), (59) and

(60) to the right-hand side of the corresponding equation, then each equation equals zero. Also, the transferred terms will

have negative sign.
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) � e3x � e23x

y 1 1

dy

dx
3 2

d2y

dx2
9 4

�����������

�����������
¼ 0

[Herewe have taken out (�1) fromfirst column, e3x from second column, and e2x from the third

column.]

Again, note that �e3x�e2x (i.e., �e5x) 6¼ 0. It follows that the determinant¼ 0.

Now, it is convenient to expand the above determinant along the first row, since it will involve

simpler calculations. We have,

yð12� 18Þ � ð1Þ 4
dy

dx
� 2

d2y

dx2

� �
þ 9

dy

dx
� 3

d2y

dx2

� �

) � 6y� 4
dy

dx
þ 2

d2y

dx2
þ 9

dy

dx
� 3

d2y

dx2
¼ 0

or
d2y

dx2
� 5

dy

dx
þ 6y ¼ 0;

which is the required differential equation. Ans.

Note:Observe that the above procedure for obtaining the differential equation is comparatively

simpler than the method of elimination used in Example (12).

Example (14): Obtain the differential equationwhose general solutionAx2 þ By2¼ 1, where

A and B are parameters.

Solution: Given relation (or the solution) is

Ax2 þBy2 ¼ 1

or Ax2 þBy2 � 1 ¼ 0
ð61Þ

Differentiating both the sides of Equation (61) w.r.t. x, we get

2Axþ 2By
dy

dx
þ 0 ¼ 0 ð62Þ

Again, differentiating both the sides of Equation (62) w.r.t. x, we get,

AþB y
d2y

dx2
þ dy

dx

� �
dy

dx

� �� �
¼ 0

AþB y
d2y

dx2
þ dy

dx

� �2
" #

þ 0 ¼ 0 ð63Þ
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Eliminating A and B from Equations (61), (62) and (63), we get

x2 y2 �1

x y
dy

dx
0

1
dy

dx

� �2

þ y
d2y

dx2

� �2
( )

0

������������

������������
¼ 0

Now, we expand the above determinant along the elements of the third column. We get

ð�1Þ x
dy

dx

� �2

þ y
d2y

dx2

� �2
" #

� ð1Þ
 
y

dy

dx

� �!)
¼ 0

(

Since, the number (�1) 6¼ 0, hence the required differential equation is,

xy
d2y

dx2

� �
þ x

dy

dx

� �2

� y
dy

dx
¼ 0 Ans:

Example (15): Find the differential equation whose general solution is

y ¼ c2 þ c

x

where c is an arbitrary constant.

Solution: The given solution is

y ¼ c2 þ c

x
ð64Þ

which contains only one arbitrary constant. (This suggests that we will have to differentiate

only once.)

Differentiating both sides of Equation (64), w.r.t. x, we get

dy

dx
¼ 0� c

x2

) c ¼ �x2
dy

dx
ð65Þ
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Using Equation (65) in Equation (64), we get

y ¼ �x2
dy

dx

� �2
þ 1

x
�x2

dy

dx

� �

or y ¼ x4
dy

dx

� �2

� x
dy

dx

ð66Þ

This is the required differential equation. Ans.

Remark: Observe that whereas the order of the differential Equation (66) is one, its degree is

two. Thus, depending on the nature of the given equation, we get the required differential

equation.

Example (16): Obtain the differential equation whose solution is

xy ¼ aex þ be�x

Solution: The given relation is

xy ¼ aex þ be�x ð67Þ

Differentiating both sides of Equation (67) w.r.t. x, we get

x
dy

dx
þ y ¼ aex � be�x ð68Þ

Again, differentiating Equation (68) w.r.t. x, we get

x
d2y

dx2
þ dy

dx

� �
þ dy

dx
¼ aex þ be�x

¼ xy [using Equation (67)]

) x
d2y

dx2
þ 2

dy

dx
¼ xy

which is the required differential equation. Ans.

Observation: Compare the Equation (67) in this example, with Equation (43) given in the

earlier Example (11). What useful conclusion can be drawn from this observation?

Example (17): Obtain the differential equation by eliminating the arbitrary constants, from

the relation

y ¼ a sinðwtþ cÞ
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Solution: The given relation is

y ¼ a sinðwtþ cÞ ð69Þ

that contains two arbitrary constants, a and c.

Differentiating Equation (69) w.r.t. x, we get

dy

dx
¼ a cosðwtþ cÞ½ � �w

or
dy

dx
¼ a �w � cosðwtþ cÞ ð70Þ

Again, differentiating Equation (70) w.r.t. x, we get

d2y

dx2
¼ a �w � �sinðwtþ cÞ½ � �w

or
d2y

dx2
¼�a �w2 sinðwtþ cÞ
¼ �w2½a sinðwtþ cÞ�
¼ �w2 � y ½using Equation ð69Þ�

or
d2y

dx2
þw2: y ¼ 0;

which is the required differential equation. Ans.

Example (18): Prove that the relation

y ¼ x3 þ ax2 þ bxþ c

is a solution of the differential equation
d3y

dx3
¼ 6

Solution: Given,

y ¼ x3 þ ax2 þ bxþ c ð71Þ

This relation contains three arbitrary constants a, b, and c, hence it will be differentiated thrice.

Differentiating Equation (71) w.r.t. x, we get

dy

dx
¼ 3x2 þ 2axþ b ð72Þ

Differentiating again, w.r.t. x, we get

d2y

dx2
¼ 6xþ 2a ð73Þ
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Differentiating again w.r.t. x, we get

d3y

dx3
¼ 6 ð74Þ

It follows, that Equation (71) is the solution of the differential Equation (74). It must also be

clear that it is the (most) general solution. (Why?) Ans.

Example (19): Obtain the differential equation whose general solution is,

y ¼ a cos xþ b sin x

where a and b are arbitrary constants.

Solution: The given relation is,

y ¼ acosxþ bsinx ð75Þ

Note that the given relation contains two arbitrary constants. Hence, we have to differentiate it

twice.

Differentiating Equation (75) w.r.t. x, we get

dy

dx
¼ �a sin xþ b cos x ð76Þ

Now, differentiating Equation (76) w.r.t. x, we get

d2y

dx2
¼ �a cos x� b sin x

¼ �ða cos xþ b sin xÞ
¼ �y½using ð1Þ�

) d2y

dx2
þ y ¼ 0:

This is the required differential equation. Ans.

Note: In this example, the arbitrary constants are easily eliminated. Similarly, the next

example is very simple. However, it is important to remember that in a particular case, a special

method ismore convenient, as we have seen in Examples (13) and (14). Also, it will be observed

that some extra care is needed in Example (21), to follow.

Example (20): Find the differential equation of the family of curves:

y ¼ exða cos xþ b sin xÞ
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Solution: The given differential equation is,

y ¼ exða cos xþ b sin xÞ ð77Þ

[In this case, we will have to differentiate twice. (Why?)]

Differentiating Equation (77) w.r.t. x, we get

dy

dx
¼ ex½�a sin xþ b cos x� þ ½a cos xþ b sin x�ex

¼ ex½b cos x� a sin x� þ y; ½using Equation ð77Þ�

) dy

dx
� y ¼ ex b cos x� a sin x½ � ð78Þ

Now, differentiating Equation (78) w.r.t. x, we get

d2y

dx2
� dy

dx
¼ ex½�b sin x� a cos x� þ ½b cos x� a sin x�ex

¼ �ex b sin xþ a cos x½ � þ dy

dx
� y

� �
using Equation ð78Þ½ �

¼ �ex½a cos xþ b sin x�

) d2y

dx2
� dy

dx
� dy

dx
þ y ¼ �y using Equation ð77Þ½ �

) d2y

dx2
� 2

dy

dx
þ 2y ¼ 0;

which is the required differential equation. Ans.

Note:The above example gives a complicated look due to the presence of ex, but elimination of

the arbitrary constants (a and b) is quite simple. However, the above solution suggests that one

has to be more careful, for obtaining the required differential equation.

Example (21): Form the differential equation from the relation,

ðx� aÞ2 þðy� bÞ2 ¼ 16

where a, b are constants(9)

Solution: The given relation is,

ðx� aÞ2 þðy� bÞ2 ¼ 16 ð79Þ

(9) The given relation represents a family of circles having a radius of 4 units. Also, any point (a, b) in the xy-plane, can be

the center of the circle with Equation (79). The only requirement is that its radius must be of 4 units. Obviously, a, b are

arbitrary constants in the given relation.
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Differentiating Equation (79) w.r.t. x, we get

2ðx� aÞþ 2ðy� bÞ dy
dx

¼ 0

ðx� aÞþ ðy� bÞ dy
dx

¼ 0 ð80Þ

Again, differentiating Equation (80) w.r.t. x, we get

1þ ðy� bÞ d
2y

dx2
þ dy

dx

dy

dx

� �� �
¼ 0

) 1þðy� bÞ d
2y

dx2
þ dy

dx

� �2

¼ 0 ð81Þ

) ðy� bÞ ¼
� dy

dx

� �2

� 1

d2y

dx2

� � ¼ �
dy

dx

� �2

þ 1

d2y

dx2

� � ð82Þ

Using Equation (82) in Equation (80), we get

ðx� aÞ �
dy

dx

� �2

þ 1

d2y

dx2

� �

2
6664

3
7775 � dy

dx
¼ 0

) ðx� aÞ ¼
dy

dx

� �2

þ 1

d2y

dx2

� �

2
6664

3
7775 � dy

dx
ð83Þ

Using Equations (82) and (83) in Equation (79), we get

)

dy

dx

� �2

þ 1

d2y

dx2

� �

0
BBB@

1
CCCA � dy

dx

2
6664

3
7775

2

þ ð�1Þ
dy

dx

� �2

þ 1

d2y

dx2

� �

2
6664

3
7775

2

¼ 16

) dy

dx

� �2

þ 1

" #2
dy

dx

� �2

þ 1

" #
¼ 16

d2y

dx2

� �2

) dy

dx

� �2

þ 1

" #3
¼ 16

d2y

dx2

� �2

Ans:
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Note: The above solution appears to be lengthy, but it is quite simple. Moreover, it is not con-

venient to obtain the desired differential equation using the method of determinant. Check this.

Example (22): Find the differential equation of the family of curves whose equation is

y ¼ ðc1 þ c2xÞex, where c1 and c2 are two parameters.

Solution: The given relation is,

y ¼ ðc1 þ c2xÞex ð84Þ
[Since, there are two parameters, hence, we must differentiate Equation (84) twice.]

Differentiating Equation (84) w.r.t. x, we get

dy

dx
¼ ðc1 þ c2xÞe2 þ exð0þ c2Þ

dy

dx
¼ yþ c2e

x

) c2 ¼ ððdy=dxÞ � yÞ
ex

ð85Þ

Again differentiating Equation (85) w.r.t. to x, we get

0 ¼
ex � d

dx

dy

dx
� y

� �
� dy

dx
� y

� �
d

dx
ðexÞ

ðexÞ2 ¼
d2y

dx2
� dy

dx

� �
� dy

dx
� y

� �

ex

) 0 ¼ d2y

dx2
� dy

dx
� dy

dx
þ y

or
d2y

dx2
� 2

dy

dx
þ y ¼ 0 Ans:

Exercise

Q. (1) Determine the order and degree (if defined) of differential equations given below:

(a) y ¼ y dy
dx

� 	2 þ 2x dy
dx

(b) d2y
dx2


 �
þ sin d2y

dx2


 �
¼ 0

(c) d2y
dx2

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ dy

dx

q

(d) y ¼ x dy
dx

þ a
ðdy=dxÞ

(e) ds
dt

� 	3 þ 3s d2s
dt2


 �2
¼ 0

(f) d3y
dx3


 �2
þ sin ðy00Þ ¼ 0

(g) d2y
dx2


 �2
þ cos dy

dx

� 	 ¼ 0

(h) ðy000Þ2 þðy00Þ3 þðyÞ4 þ y5 ¼ 0
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ANSWERS:

(a) Order one, degree two.

(b) Order two, degree not defined.

(c) Order two, degree two.

(d) Order one, degree two.

(e) Order two, degree two.

(f) Order three, degree not defined.

(g) Order two, degree not defined.

(h) Order three, degree two.

Q. (2) Find the order and degree of the differential equations

(i)

ffiffiffiffiffiffi
d2y
dx2

q
þ dy

dx
þ xy2 ¼ 0

(ii) d4y
dx4


 �
¼ 1þ dy

dx

� 	2h i3=2

(iii) e
dy
dx þ dy

dx
¼ x

(iv)
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 1

ðdy=dxÞ2
q

¼ d2y
dx2


 �3=2

ANSWERS:

(i) Order two, degree one.

(ii) Order four, degree two.

(iii) Order one, degree not defined.

(iv) Order two, degree three.

[Hint: R:H:S: ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
d2y
dx2


 �3r
. On squaring both sides, the result follows.]

Q. (3) Obtain the differential equation by eliminating a and b from the relation

y ¼ a cos 4xþ b sin 4x

ðAns: d2y

dx2
þ 16y ¼ 0Þ

Q. (4) Obtain the differential equation by eliminating c from the relation

ex þ c � ey ¼ 1

Ans:
dy

dx
¼ dy

dx
� 1

� �
ex

� �

Q. (5) Obtain the differential equation whose general solution is

y ¼ ax2 þ b � x ðTry both the methodsÞ

ðAns: x2
d2y

dx2
� 2x � dy

dx
þ 2y ¼ 0Þ
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Q. (6) Obtain the differential equation by eliminating m from the relation

y ¼ mxþ 4

m

Ans: y
dy

dx
¼ x

dy

dx

� �2

þ 4

" #

Q. (7) Form the differential equation for

y ¼ Ae2x þBex þC

ðAns: d3y

dx3
� 3

d2y

dx2
þ 2

dy

dx
¼ 0Þ

Q. (8) Obtain the differential equation of the family of curves, whose equation is

y ¼ ðc1 þ c2xÞe3x, where c1 and c2 are parameters.

ðAns: d2y

dx2
� 6

dy

dx
þ 9y ¼ 0Þ

Q. (9) If y ¼ Ce sin �1

x then form the corresponding differential equation.

ðAns:
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x2

p dy

dx
� y ¼ 0Þ

Q. (10) Choose the correct answer

(i) The degree of the differential equation

d2y

dx2

� �4

þ dy

dx

� �2

þ cos
dy

dx

� �
þ 1 ¼ 0; is

(a) 4.

(b) 2

(c) 1

(d) Not defined.

(ii) The order of the differential equation

d2y

dx2

� �3

¼ cos 4xþ sin 4x is;

(a) 2

(b) 3

(c) 4

(d) Not defined.
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(iii) The order of the differential equation

1þ dy

dx

� �2
" #3

¼ 16
d2y

dx2

� �2

is ______________.

(iv) The order of the differential equation

dy

dx

� �3

þ 2a
d2y

dx2
¼ 0 is ______________and its degree is ______________.

(v) The number of arbitrary constants in the general solution of a differential equation of

order three must be

(a) 1

(b) 2

(c) 3

(d) Arbitrary.

(vi) The number of arbitrary constants in the particular solution of a differential equation of

order three must be

(a) 3

(b) 2

(c) 1

(d) 0.

(vii) The number of arbitrary constants in the equation y ¼ aþ log b x is ______________.

(viii) The number of arbitrary constants in the equation y ¼ aex
2�bx is ______________.

(ix) Which of the following differential equations has y ¼ c1e
x þ c2e

�xx as the general

solution.

(a) d2y
dx2

þ y ¼ 0

(b) ðbÞ d2y
dx2

� y ¼ 0

(c) d2y
dx2

þ 1 ¼ 0

(d) d2y
dx2

� 1 ¼ 0

[Hint: The desired equation should not have any constant term. Further, it is easily seen

from the given relation that d2y
dx2

¼ c1e
x þ c2e

�x ¼ y.]

(x) Which of the following differential equation has y¼ x as the particular solution

(a) d2y
dx2

� x2 dy
dx

þ xy ¼ x

(b) d2y
dx2

þ x dy
dx

þ xy ¼ x

(c) d2y
dx2

� x2 dy
dx

þ xy ¼ 0

(d) d2y
dx2

þ x dy
dx

þ xy ¼ 0

[Hint: The differential equation should be satisfied by the condition dy/dx¼ 1.]

ANSWERS:

(i) (d), (ii) (a), (iii) order is two, degree is two, (iv) order is two, degree is one, (v) (c), (vi) (d),

(vii) one, (viii) one [Hint: y¼ a þ log b þ log x¼ (a þ log b) þ log x], (ix) (b), (x) (c).
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9a.6.1 Forming the Differential Equation Representing a Family of Curves

Sometimes, equations of the family of the curves (i.e., an equationwith arbitrary constants) are

not given directly. From the given conditions, the equation representing the family of curves,

has to be formed first, and then it is to be differentiated in order to get the required differential

equation. Given below are some examples.

Example (23): Find the differential equation of the family of concentric circles with the origin

at (0,0), and radius r units.

Solution: Equation of the circle with center at the origin and radius “r” is given by

x2 þ y2 ¼ r2 ð86Þ

By giving different values to r, we get different members of the family, e.g., x2 þ y2¼ 1,

x2 þ y2¼ 4, x2 þ y2¼ 9, and so on (see Figure 9a.2).

In Equation (86), “r” is an arbitrary constant.

Differentiating Equation (86) w.r.t. x, we get

2xþ 2y
dy

dx
¼ 0

) xþ y
dy

dx
¼ 0 ð87Þ

which represents the family of concentric circles, given by Equation (86). Ans.

Note:Generally, from a given differential equation, it is not possible to saywhat the differential

equation represents, till we solve it. Here, the differential equation (87) is obtained from

Equation (86), which represents the family of concentric circles with center at (0, 0). Hence we

make the same statement for the differential equation (87).

Example (24): Find the differential equation of the family of circles of a fixed radius “r”, with

center on the x-axis.

y x2+y2 = 4

x2+y2 = 9

x2+y2 = 1

0

x

FIGURE 9a.2
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Solution:Weknow that if the center of the circle lies on thex-axis, then its coordinates are given

by ordered pair of the form (a, 0), where a 2 (�1, 1). Also, it is given that the radius “r” is

fixed.

) The equation of family of such circles is given by,

ðx� aÞ2 þ y2 ¼ r2 ð88Þ
where “a” is arbitrary constant. For different values of “a,” we get different circles,which have

the same radius “r.”

Differentiating Equation (88) w.r.t. x, we get

2ðx� aÞþ 2y
dy

dx
¼ 0 ) ðx� aÞþ y

dy

dx
¼ 0

) ðx� aÞ ¼ �y
dy

dx
ð89Þ

Using Equation (89) in Equation (88), we get (see Figure 9a.3)

�y
dy

dx

� �2
þ y2 ¼ r2

) y2
dy

dx

� �2

þ y2 ¼ r2

which is the desired differential equation. Ans.

Example (25): Find the differential equation of the family of circles whose centers are on the

x-axis and which touches the y-axis.

Solution:Since the centers are on thex-axis, the coordinates of the centermaybe taken as (a, 0).

Further, since the circles touch the y-axis, it follows that the circles pass through the origin.

(Why?)

(This family of circles can touch the y-axis, only if they pass through the origin.)

Accordingly, the radius must be “a” units, which is variable (see Figure 9a.4).

y

x

p

FIGURE 9a.3
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The equation of the family of circles may be written as

ðx� aÞ2 þ y2 ¼ a2 ð90Þ

Note: In this problem, the first important requirement was to find the equation of the given

family, which is given by Equation (90). Since, there is only one parameter, only one

differentiation is needed to eliminate “a”. Also, it is easy to guess that the desired differential

equation will be of order one.

Equation (90) can be written in the form

x2 þ a2 � 2axþ y2 ¼ a2

) x2 þ y2 ¼ 2ax ð91Þ
Differentiating Equation (91) w.r.t. x, we get

2xþ 2y
dy

dx
¼ 2a or xþ y

dy

dx
¼ a

Using this value of “a” in Equation (91), we get

x2 þ y2 ¼ 2 xþ y
dy

dx

� �
x

or x2 þ y2 ¼ 2x2 þ 2xy
dy

dx

or x2�y2 þ 2xy
dy

dx
¼ 0

which is the desired differential equation. Ans.

Example (26): Find the differential equation of parabolas with vertex at the origin and foci on

x-axis.

y

0

x

FIGURE 9a.4
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Solution:The equation of the family of parabolas with vertex at the origin and foci on x-axis is

y2 ¼ 4ax ð92Þ

where “a” is a parameter (Figure 9a.5).

Differentiating Equation (92) w.r.t. x, we get

2y
dy

dx
¼ 4a

Substituting in Equation (92), we get

y2 ¼ 2y
dy

dx

� �
x

y2 � 2xy
dy

dx
¼ 0 ð93Þ

which is the required differential equation. Ans.

Remark: Even if we consider the parabolas only to the positive direction of x-axis, the

differential Equation (93) will remain unchanged.

Example (27): Form the differential equation of the family of ellipses having foci on the x-

axis and center at the origin.

Solution: The equation of the family of ellipses, in question is,

x2

a2
þ y2

b2
¼ 1 ð94Þ

where a and b are parameters (see Figure 9a.6).

y

x0

FIGURE 9a.5

354 DIFFERENTIAL EQUATIONS: RELATED CONCEPTS AND TERMINOLOGY



For convenience, Equation (94) may be written as

b2x2 þ a2y2 ¼ a2b2

Differentiating both sides w.r.t. x, we get

2b2xþ 2a2y
dy

dx
¼ 0

or b2xþ a2y
dy

dx
¼ 0

or y
dy

dx
¼ � b2

a2
x

or
y

x

dy

dx
¼ � b2

a2
ð95Þ

Now, differentiating both sides of Equation (95) w.r.t. x, we get

y

x

d2y

dx2
þ dy

dx

d

dx

y

x

h i
¼ 0

or
y

x

d2y

dx2
þ dy

dx

x � dy
dx

� yð1Þ
x2

2
64

3
75 ¼ 0

Multiplying both sides by x2, we get

xy
d2y

dx2
þ dy

dx
x
dy

dx
� y

� �
¼ 0

)xy
d2y

dx2
þ x

dy

dx

� �2

� y
dy

dx
¼ 0 ð96Þ

This is the required differential equation. Ans.

y

x

0

FIGURE 9a.6
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Note: The differential equation (96) is of order two and degree one. This differential equation

has variable coefficients, and it is not easy to solve, till we learn the methods needed for solving

such differential equations. Definitely, in higher classes, wewill learn suchmethods for solving

different types of differential equations, but still the fact remains that we can solve only certain

types of differential equations, not all.

Example (28): Form the differential equation that will represent the pair of lines.

y ¼ 2xþ 3 and y ¼ 4xþ 5:

Solution: The equation of the given lines, are

y ¼ 2xþ 3 ð97Þ

and y ¼ 4xþ 5 ð98Þ
Differentiating Equations (97) and (98) w.r.t. x, we get respectively

dy

dx
¼ 2 or

dy

dx
� 2 ¼ 0 ð99Þ

and
dy

dx
¼ 4 or

dy

dx
� 4 ¼ 0 ð100Þ

) The differential equation which will represent the lines having Equations (97) and (98) is

given by the product,

dy

dx
� 2

� �
� dy

dx
� 4

� �
¼ 0 ð101Þ

Equation (101) is the required differential equation. Ans.

Exercise

Q. (1) Obtain the differential equation of the family of circles touching the x-axis at the

origin.(10)

ðAns: dy

dx
¼ 2xy

x2 � y2
Þ

Q. (2) Obtain the differential equation of all circles having their centers on y-axis and passing

through the origin.

Ans: ðx2 � y2Þ dy
dx

� 2xy ¼ 0

� �

(10) Note that the centers of all such circles must lie on the y-axis.
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Q. (3) Obtain the differential equation of the family of rectangular hyperbolas.(11)

ðiÞ x2 � y2 ¼ a2

ðiiÞ xy ¼ c2

Ans: ðiÞ x� y
dy

dx
¼ 0

Ans: ðiiÞ x
dy

dx
þ y ¼ 0

9a.7 THE SIMPLEST TYPE OF DIFFERENTIAL EQUATIONS

We know that a differential equation is an equation connecting the unknown function “y”, its

derivatives (or differentials) and the independent variable “x”. [To be clearer, a differential

equation connects the values of a (unknown) function, its derivatives (or differentials), and its

argument (i.e., the independent variable).]

Remark: In differential equations, the “part of the unknown” is played by a function that

satisfies the (given) differential equation. We ask the question: Why is solving the differential

equation more difficult than solving any other equation? The reason is as follows:

We can regard the problem of integration of the function f(x) as a problem of solving a

differential equationðdy=dxÞ ¼ f ðxÞ, where “y” is the required function.

Note that, the above equation is the simplest differential equation. It is an ordinary differential

equation of the order one and degree one.

In the simplest case, the solution of a differential equation reduces to integration. However,

this is not always possible, since differential equations of higher orders and higher degrees

cannot be reduced to the above form by applying basic algebraic operations. Therefore, solving

a differential equation proves to be more complicated than integration.

The most general form of an ordinary differential equation of the first order and first

degree is,

dy

dx
¼ f ðx; yÞ ð102Þ

or Mðx; yÞdxþNðx; yÞdx ¼ 0

whereM and N are functions of x and y
ð103Þ

We have seen that a differential equation of the Equation form (102) can be represented by

geometricmeans. Itmeans that the slope of the graph of the required function “y” (i.e., the integral

curve), which passes through the point P(x0, y0) is known beforehand, and that it is f (x0, y0).

Thus, the Equation (102) defines the so-called direction field, i.e., the direction of the

integral curves. In other words, Equation (102) tells the direction of the tangent lines to the

integral curves, at all points of the domain of the function f(x, y). In the next chapter, we shall

discuss different methods of solving differential equations of the first order and of first degree.

(11) Note that in this problem the equations of the curves are given. Thus, the name of the curve should not confuse the

student.
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Extending the Definition of Definite Integrals: Improper Integrals—Integrals with

Infinite Limits

Up till now, when speaking of definite integrals we assumed that the interval of integration

was finite and closed and that the integrand was continuous.

However, it often becomes necessary to extend the definition of definite integrals of

functions defined over unbounded domains. These are the infinite semi-intervals of the forms

[a, þ1] or infinite intervals of the form (�1, 1).

Definition: When one (or both) of the limits of integration is infinite or the integrand itself

becomes infinite at (or between) the limits of integration, the integral is called an improper

integral (see Figure 9a.1).

First, we consider the case of infinite limits of integration.

The question arises as to what meaning is to be attached to a definite integral of the form:

ð�1

a

f ðxÞdx;
ð�b

�1
f ðxÞdx;

ð�1

�1
f ðxÞdx;ð12Þ

Let function f(x) be defined for all x � a and continuous on every finite closed interval

a � x � b, where a is a given number and b (b � a) is any arbitrary number. Then, f(x) is

integrable on [a, b], and other similar interval.(13)

To make the notion of the definite integral applicable to unbounded intervals of integration,

we consider the function,

IðbÞ ¼
ðb

a

f ðxÞdx of the variable bðb � aÞ:

The integral varieswith b is continuous function of b. Let us consider the behavior of the integral

when b ! þ1.

Definition: If there exists a finite limit as b ! þ1, then this limit is called the improper

integral of the function f(x) on the interval [a, þ1) and is denoted by the symbol

ð�1

a

f ðxÞdx
Thus, by definition, we have,

ðb

a

f ðxÞdx ¼ lim
x! a

ðb

a

f ðxÞdx

In this case, we say that the improper integral
Ð þ1
a

f ðxÞdx converges (or exists). [if

lim
x! a

Ð b
a
f ðxÞdx is not a finite number, one says that

Ð þ1
a

f ðxÞdx does not exist (or that it)

(12) We encounter such integrals when computing the potential of gravitational or electrostatic forces.
(13) This is true due to the existence of theorem for the definite integral, which we restate here for convenience. If the

function f(x) is continuous in the finite-closed interval [a, b], its integral sum tends to a definite limit as the length of the

greatest subinterval tends to be zero (see Chapter 5).
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diverges. In this case no numerical value is assigned to this interval]. We similarly define the

improper integral of other infinite intervals:

ðb

�1
f ðxÞdx ¼ lim

x! a

ðb

a

f ðxÞdx ð104Þ

ðþ1

�1
f ðxÞdx ¼

ðc

�1
f ðxÞdxþ

ðþ1

c

f ðxÞdx ð105Þ

Equation (105) should be understood as follows: if each of the improper integrals on the right

exists, then by definition the integral on the left also exists (or converges).

Example (29): Evaluate the integral

ðþ1

0

dx

1þ x2

ðþ1

0

dx

1þ x2
¼ lim

b! þ1

ðb

0

dx

1þ x2

¼ lim
b! þ1 tan�1x½ �b0

¼ lim
b! þ1 tan�1b� tan�10½ �

¼ lim
b! þ1 tan�1b½ �

¼ p
2

Ans:
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9b Methods of Solving Ordinary
DifferentialEquations of theFirst
Order and of the First Degree

9b.1 INTRODUCTION

A differential equation is said to be ordinary if the unknown function depends solely on one

independent variable.

The simplest type of differential equation is an ordinary differential equation of the first

order and of the first degree. [A differential equation of the first order is an equation containing

derivatives (or differentials) of not higher than the first order.]

The most general form of an ordinary differential equation of the first order and of first

degree is

dy

dx
¼ f ðx; yÞ orMðx; yÞdxþ Nðx; yÞdy ¼ 0 ð1Þ

where M and N are functions of x and y.

9b.1.1 Solving a Differential Equation

Solving a differential equation means finding the general solution of the given differential

equation.

Note: One might expect that solving differential equations of the form (1), should be quite

simple. Of course, in some cases, it is so. However, all differential equations of the first order

and first degree cannot be solved.

There is no single method of solving a differential equation of any order and any degree.

Differential equations are classified into certain standard forms, and methods of solving them

(in such standard forms) have been evolved.

Only those differential equations that belong to (or which can be reduced to) these standard

forms can be solved by standard methods.

Introduction to Integral Calculus: Systematic Studies with Engineering Applications for Beginners, First Edition.
Ulrich L. Rohde, G. C. Jain, Ajay K. Poddar, and A. K. Ghosh.
� 2012 John Wiley & Sons, Inc. Published 2012 by John Wiley & Sons, Inc.
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9b.2 METHODS OF SOLVING DIFFERENTIAL EQUATIONS

The various methods of solving differential equations of the form (1) are classified as

(1) Type (I): Variable separable or reducible to variable separable by substitution.

(2) Type (II): Linear or reducible to the linear form.

(3) Type (III): Exact (differential) equation or equations reducible to the exact form by an

integrating factor (IF).

9b.2.1 Type (I): Variable Separable Form

In a differential equation of the form dy=dx¼ f(x, y), if the function f(x, y) can be expressed as a

product g(x) � h(y), where, g(x) is a function of x, and h(y) is a function of y, then the given

differential equation is said to be of variable separable type. Accordingly, we can write the

given differential equation in the form:

dy

dx
¼ hðyÞ � gðxÞ ð2Þ

To solve this equation, it is first necessary to separate the variables. Accordingly, rearranging

terms, we express Equation (2) in the form

1

hðyÞ � dy ¼ gðxÞ � dx ð3Þ

At this stage, it is important to check that the function h(y) does not assume the value zero [so

thatð1=hðyÞÞdy is defined]. Then, integrating both sides of Equation (3), we get

ð
1

hðyÞ � dy ¼
ð
gðxÞdx ð4Þ

Thus,we get the solutions of the given differential equation in the formH(y)¼G(x) þ c, where

H(y) and G(x) are the antiderivatives of (1/h(y)) and g(x), respectively, and c is an arbitrary

constant.

Further, note that if the differential Equation (1) is in the form

Mðx; yÞdxþ Nðx; yÞdy ¼ 0

Then, we have N(x, y)dy¼�M(x, y)dx, therefore (neglecting the sign) we may write

dy

dx
¼ Mðx; yÞ

Nðx; yÞ

For the above equation, to be variable separable type, it is necessary that both the functions

M(x, y) and N(x, y) be capable of being expressed in the form of products g1(x) � h1(y) and
g2(x) � h2(y), respectively, where g1(x), g2(x) are the functions of x only, and h1(y), h2(y) are the
functions of y only.

In other words, if the given differential equation can be put in the form such that dx and all

the terms containing x are at one place, and dy along with all the terms containing y are on the

other place, then the variables are said to be separable. Once the given equation is expressed in
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the form f(x)dx þ g(y)dy¼ 0, we can always write its solution by integrating the above

equation. We write ð
f ðxÞdxþ

ð
gðyÞdy ¼ c

[Note that, the problem now reduces to finding antiderivatives of f(x) and g(y).]

This is the general solution of the given differential equation, wherein c is an arbitrary

constant.

Note:We know that the equation,
dy

dx
¼ f ðxÞ can always be expressed in the form dy¼ f(x) dx,

and vice versa.

The fact, that we can deal with the symbols dy and dx like separate entities (exactly as if they

were ordinary numbers) permits us to use them in many calculations and formal transforma-

tions, involving Calculus.

For instance, to solve the (differential) equation ðdy=dxÞ ¼ f ðxÞ, we have to find a function
y[¼ F(x)] whose derivative is f(x). This is equivalent to saying that we have to find an

antiderivative of f(x).

Recall that, if we consider the above equation in the form dy¼ f(x)dx, then the definition of

differential dy also suggests the same thing (Chapter 16 of Part I).

Further, this fact can also be visualized if we express the equation, dy¼ f(x)dx, in the

form of

dy
dx

dx
¼ f ðxÞdx or

dy

dx
dx ¼ f ðxÞdx or

dy

dx
¼ f ðxÞ

(by canceling “dx” from both sides).

Now, let us solve some examples of variable separable form.

Example (1): Find the general solution of the differential equation,
dy

dx
¼ 1þ y2

1þ x2

Solution: Note that 1 þ y2 6¼ 0, and 1 þ x2 6¼ 0, therefore, separating the variables, we have

dy

1þ y2
¼ dx

1þ x2
ð5Þ

Integrating both sides of Equation (5), we get

ð
dy

1þ y2
¼

ð
dx

1þ x2

or tan�1 y ¼ tan�1x þ c Ans.

This is the general solution of the Equation (5).

Example (2): Find the general solution of the differential equation,
dy

dx
¼ xþ 1

2� y
; ðy 6¼ 2Þ

Solution: We have
dy

dx
¼ xþ 1

2� y
ð6Þ
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Separating the variables, we get

2� yð Þdy ¼ xþ 1ð Þdx ð7Þ
Integrating both sides of Equation (7), we get

ð
2� yð Þdy ¼

ð
xþ 1ð Þdx

or 2y� y2

2
¼ x2

2
þ xþ k or

x2

2
þ y2

2
þ x� 2yþ k ¼ 0

or x2 þ y2 þ 2x� 4yþ 2k ¼ 0

or x2 þ y2 þ 2x� 4yþ c ¼ 0; where 2k ¼ c

This is the general solution of Equation (6) Ans.

Note:Recall that
f 0ðxÞffiffiffiffiffiffiffiffiffi
f ðxÞp dx ¼ 2

ffiffiffiffiffiffiffiffiffi
f ðxÞ

p
.We shall make use of this result in the following solved

examples.

Example (3): Find the general solution of the equation xð1þ y2Þdx ¼ y dy

Solution: We have

xð1þ y2Þdx ¼ y dy ð8Þ
separating the variables, we get

x dx ¼ y dy

1þ y2
ð9Þ

Integrating both sides of Equation (9), we getð
x dx ¼

ð
y dy

1þ y2

or
x2

2
¼ 1

2
logeð1þ y2Þ þ c1

where c1 is an arbitrary constant

or
x2

2
¼ 1

2
logeð1þ y2Þ þ 1

2
logec Ans:

Example (4): Solve
y

x
� dy
dx

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ x2 þ y2 þ x2y2

p

Solution: We have

y

x
� dy
dx

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ x2 þ y2 þ x2y2

p
ð10Þ

(In such problems, one may try to simplify the expression like the one on the right-hand side as

done below.)
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Consider the expression 1þ x2 þ y2 þ x2y2

¼ ð1þ x2Þ þ y2ð1þ x2Þ ¼ ð1þ x2Þ 1þ y2
� �

) Equation (10) can be written in the form

y

x
� dy
dx

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ x2

p
�

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ y2

p

Separating the variables, we get

yffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ y2

p dy ¼ x
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ x2

p
� dx

Integrating, we get

) 1

2

ð
2yffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ y2

p dy ¼ 1

2

ð
2x

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ x2

p
dxþ cð1Þ

) 1

2
2

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ y2

ph i
¼ 1

2

2

3
1þ x2
� �3=2� �

þ c

)
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ y2

p
¼ 1

3
1þ x2
� �3=2 þ c

This is the general solution. Ans.

Note: Since the arbitrary constant c1 can take any numerical value, we have preferred to

choose it as ð1=2Þloge c, instead of c1, for convenience of further transformation. Now, we can

write the general solution of the given equation, in the form x2 ¼ loge cð1þ y2Þ½ �, where “c” is
an arbitrary constant.

Example (5): Solve
dy

dx
¼ xð2 log xþ 1Þ

sin yþ y cos y

Solution: The given equation is
dy

dx
¼ xð2 log xþ 1Þ

sin yþ y cos y

Separating the variables, we get

sin yþ y cos yð Þdy ¼ x 2 loge xþ 1ð Þdx ð11Þ

Integrating both sides of Equation (11), we get

ð
sin yþ y cos yð Þdy ¼

ð
x 2 loge xþ 1ð Þdxþ c

(1) At this stage, we may use the result indicated in the note above. It must also be clear that the above result is obtained by

applying the method of substitution, which could also be applied directly in solving such problems.
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) � cos yþ y sin yþ cos y ¼ 2 ðloge xÞ �
x2

2
�
ð
1

x2
� x

2

2
� dx

� �
þ x2

2
þ cð2Þ

) y sin y ¼ x2 loge x� x2

2
þ x2

2
þ c

or y sin y ¼ x2 loge xþ c

This is the general solution. Ans.

Example (6): Find the particular solution of the equation s tan t dt þ ds¼ 0 satisfying the

initial conditions s¼ 4 for t¼ p
3

Solution: The given differential equation is s tan t dt þ ds¼ 0

Separating the variables, we get

tan t dtþ ds

s
¼ 0 ð12Þ

Integrating both sides of Equation (12), we get

ð
tan t dtþ

ð
ds

s
¼ loge c or � loge cos tþ loge s ¼ loge c

or loge s ¼ loge cos tþ loge c ¼ loge c cos t

or s ¼ c cos t (by taking antilog)

where c is an arbitrary constant.

This is the general solution of the given equation. In order that, the above solution should

satisfy the given condition, we substitute the values t ¼ ðp=3Þ and s¼ 4 into the general

solution.We get

4 ¼ c cos
p
3

	 

or 4 ¼ c � 1

2
) c ¼ 8

Consequently, the desired particular solution satisfying the given conditions has the form

s ¼ 8 cos t Ans:

9b.2.2 Equations Reducible to Variable Separable Form

9b.2.2.1 Method of Substitution Some equations that are not in a variable separable form

can be reduced to that form by using proper substitution.We consider some simple examples of

such differential equations. The important point is to be able to identify easily, the differential

equations that can be reduced to variable separable form.

(2) To achieve this result, we have applied themethod of integration by parts. In practice, it is useful to remember the rule of

integration by parts, and be able to apply it for the simple products of functions.
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Example (7): Solve
dy

dx
¼ cosðxþ yÞ

Solution: The given differential equation is

dy

dx
¼ cosðxþ yÞ ð13Þ

Note that the differential Equation (13) is not in variable separable form. Also, observe that in

the term cos(x þ y), the expression (x þ y) is linear. In such cases, we put the linear

expression,

xþ y ¼ v ð14Þ

) 1þ dy

dx
¼ dv

dx

) dy

dx
¼ dv

dx
� 1

� �
ð15Þ

Using Equations (14) and (15) in the given Equation (13),

We get

dv

dx
� 1 ¼ cos v ) dv

dx
¼ cos vþ 1

(Now, this equation is in the variable separable form.)

We can simplify it further. We write,

dv

dx
¼ 2 cos2

v

2
� 1

	 

þ 1 ¼ 2 cos2

v

2

) dv

2 cos2ðv=2Þ ¼ dx or
1

2
sec2

v

2
� dv ¼ dx

Integrating,

ð
1

2
sec2

v

2
� dv ¼

ð
dx

) tan
v

2
¼ xþ c, where c is an arbitrary constant.

This is the required general solution. Ans.

Note: It is sufficient to put the constant of integration, at the end.

Example (8): Solve (2x� 2y þ 3)dx� (x� y þ 1)dy¼ 0, given that y¼ 1 where x¼ 0

Solution: The given equation is (2x� 2y þ 3)dx� (x� y þ 1)dy¼ 0

(Observe that this equation cannot be expressed in variable separable form.)

For convenience, we write this equation in the form,

ðx� yþ 1Þdy ¼ ð2x� 2yþ 3Þdx
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) dy

dx
¼ 2x� 2yþ 3

x� yþ 1
¼ 2ðx� yÞ þ 3

ðx� yÞ þ 1
ð16Þ

[Observe that the expression (x� y) in both, the numerator and the denominator, is a linear

expression.]

We put

x� y ¼ v ð17Þ

) 1� dy

dx
¼ dv

dx

) dy

dx
¼ 1� dv

dx
ð18Þ

Using Equations (17) and (18), in Equation (16), we get

1� dv

dx
¼ 2vþ 3

vþ 1

) dv

dx
¼ 1� 2vþ 3

vþ 1
¼ vþ 1� 2v� 3

vþ 1
¼ �v� 2

vþ 1

) dv

dx
¼ � vþ 2

vþ 1

(This is in the variable separable form)

) vþ 1

vþ 2
dv ¼ �dx

Integrating, both sides, we get

ð
vþ 1

vþ 2
dv ¼ �

ð
dx

)
�
1� 1

vþ 2

�
dv ¼ �

ð
dx

) v� logeðvþ 2Þ ¼ �xþ c

) x� y� logeðx� yþ 2Þ þ x ¼ c

or ) 2x� y� logeðx� yþ 2Þ ¼ c

This is the general solution of Equation (16). We have to find the particular solution that

satisfies the given condition. Thus, to determine the particular solution, we put y¼ 1 and x¼ 0

in the general solution. We get

) � 1� logeð0� 1þ 2Þ ¼ c ) � 1 ¼ c
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Therefore, the required particular solution is

) 2x� y� logeðx� yþ 2Þ þ 1 ¼ 0 Ans:

(Once themethod of solving a differential equation is learnt, we can easily dropmany steps from

the above solution.)

Example (9): Solve (4x þ y)2¼ dy

dx

Solution: The given equation is

dy

dx
¼ ð4xþ yÞ2 ð19Þ

The given Equation (19) cannot be expressed in variable separable form.

Also, observe that the term on the right-hand side involves an expression (4x þ y), which is

linear. We put

4xþ y ¼ v ð20Þ

) 4þ dy

dx
¼ dv

dx

) dy

dx
¼ dv

dx
� 4 ð21Þ

Using Equations (20) and (21) in Equation (19), we get

dv

dx
� 4 ¼ v2

or
dv

dx
¼ v2 þ 4

(Now, this equation is in the variable separable form.) We write,

dv

v2 þ 22
¼ dx or dx ¼ dv

v2 þ 22

On integrating, we get

x ¼ 1

2
tan�1 v

2

	 

þ k or ) 2x ¼ tan�1 4xþ y

2

� �
¼ c;

where c is an arbitrary constant.

Note: In Example (8) above, we have solved the differential equation of the form

) dy
dx

¼ a1xþb1yþc1
a2xþb2yþc2

, where a1
a2
¼ b1

b2
using substitution. A natural question arises: Can we solve

similar looking differential equations of the form:

) dy

dx
¼ a1xþ b1yþ c1

a2xþ b2yþ c2
in which

a1

a2
6¼ b1

b2
?
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The answer is yes. (We shall discuss the method of solving such equations shortly, under the

heading:Equations reducible to homogenous form.Again, such equations are finally reduced to

the variable separable form as we will see.)

9b.2.2.2 Homogeneous Differential Equations in x and y First, it is useful to understand

clearly the meaning of a homogeneous function of degree “n” in x and y.

Definition: A function f(x, y) is called a homogeneous function of degree “n” in x, y, if each

term in f(x, y) is of the same degree “n”.

Definition: A differential equation of the form dy
dx

¼ f ðx;yÞ
gðx;yÞ, where f(x, y) and g(x, y) are

homogeneous functions of the same degree, is called a homogeneous differential equation in x

and y. Remember that the degree of a homogeneous function is a whole number “n” (i.e., n¼ 0,

1, 2, 3, . . .).

Note: In a homogeneous function F(x, y) of degree “n”, if we replace x by kx, and y by ky,

where k is a nonzero constant, then we get

Fðkx; kyÞ ¼ knFðx; yÞ for any n 2 w

This observation suggests a method of defining a homogeneous function of degree “n”. Let

us discuss.

Consider the following functions in x and y, and let us find their degree.

ð1Þ F1ðx; yÞ ¼ x3 þ 2xy2 þ x2y

) F1ðkx; kyÞ ¼ k3x3 þ 2ðkxÞ ðk2y2Þ þ ðk2x2Þ ðkyÞ
¼ k3x3 þ k3ð2xy2Þ þ k3ðx2yÞ
¼ k3 x3 þ 2xy2 þ x2y½ � ¼ k3F1ðx; yÞ

Thus, the degree of F1(x, y) is 3.

ð2Þ F2ðx; yÞ ¼ sin

�
x

y

�

F2ðkx; kyÞ ¼ sin

�
kx

ky

�
¼ sin

�
x

y

�
¼ 1 sin

�
x

y

�
¼ k0F2ðx; yÞ

Thus, the degree of F2(x, y) is “0”.

ð3Þ F3ðx; yÞ ¼ x2 þ 3xy

) F3ðkx; kyÞ ¼ k2x2 þ 3kx � ky
¼ k2x2 þ 3k2x � y
¼ k2½x2 þ 3xy�
¼ k2F3ðx; yÞ

Therefore, the degree of F3(x, y) is 2.
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ð4Þ F4ðx; yÞ ¼ sin xþ cos x

) F4ðkx; kyÞ ¼ sinðkxÞ þ cosðkyÞ
6¼ knF4ðx; yÞ; for any n 2 W

Note that here, it is not possible to define the degree of F4(x, y).

Accordingly, we say that F4(x, y) is not a homogeneous function.

[Compare F4(x, y) with F2(x, y), and get convinced why the degree of F4(x, y) cannot be

defined.]

Definition: A function F(x, y) is said to be homogeneous function of degree “n”, if

F(kx, ky)¼ knF(x, y), where k is a nonzero constant.

Note (1):Adifferential equation that involves a homogeneous function (of any degree) is said to

be a homogeneous differential equation.

A differential equation in the form dy
dx

¼ g y
x

� �
involves a homogeneous function of degree “0”,

Hence, it is a homogeneous differential equation of degree zero. Now, it must be clear that the

function,

Fðx; yÞ ¼ 2x3 � 5xy2 þ 3x2yþ x4

y
sin

y

x

is a homogeneous function of degree 3. [Note that in the expression on right-hand side, the

degree of the component functionsinðy=xÞ is zero].
It will be observed that the method of solving a homogeneous differential equation does not

depend on the degree of the homogeneous function involved. In other words, the method of

solving all homogeneous differential equations (of order 1 and degree 1) is the same.

To Illustrate the Method for Solving Homogeneous Differential Equation of Order 1 in

x and y: A homogeneous differential equation (in x and y) can be written in the form:

dy

dx
¼ f ðx; yÞ

gðx; yÞ ðIÞ

where f(x, y) and g(x, y) are homogeneous expressions of the same degree, (say “r”)

Then, f(x, y)¼ xrf1
y

x

	 

and f2

y

x

	 

¼ xrf2

y

x

	 

, hence the equation (I) becomes

dy

dx
¼ f1ðy=xÞ

f2ðy=xÞ ¼ h
y

x

	 

ðIIÞ

[The homogeneous functions f1ðy=xÞ and f2ðy=xÞ, each being of degree zero, can be combined

and jointly viewed in the form hðy=xÞ that is a function of degree zero.]

In fact, a homogeneous differential equation of the form (I) can be always expressed in the

form (II).(3)

(3) Consider the differential equation
dy

dx
¼ xþ 2y

x� y
. Let f1(x, y)¼xþ 2y and f2(x, y)¼x� y. Then, right-hand side of the

above equation is
f1ðx; yÞ
f2ðx; yÞ. Thus, we can write

dy

dx
¼ xþ 2y

x� y
¼ xð1þ 2ðy=xÞÞ

xð1� 2ðy=xÞÞ ¼
ð1þ 2ðy=xÞÞ
ð1� ðy=xÞÞ ¼ g

y

x

	 

which is a

homogeneous function of degree zero.
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Now, if we substitute y
x
¼ v i:e:; y ¼ vx½ �in equation (II), we get the right-hand side as f1ðvÞ

f2ðvÞ,
and the left-hand side is obtained by differentiating y ¼ vx.

We get dy
dx

¼ vþ x dv
dx

(since v is a function of x and y)

Thus, equation (II) becomes

vþ x
dv

dx
¼ f1ðvÞ

f2ðvÞ ðIIIÞ

Note that right-hand side of (III) is only a function v½sayFðvÞ�, so that

vþ x
dv

dx
¼ FðvÞ

Now, it is clear that we can easily separate the variables. We get

dv

f ðvÞ � v
� dx

x
¼ 0 ðIVÞ

On integrating, we will get the solution in terms of v and x. Finally, by substituting (back) v¼
(y/x), we get the required solution.

Thus,we conclude that a homogeneous differential equation, of order 1, can be converted to

the variable separable form, which can be solved by integration (i.e., by finding the

antiderivatives) of the functions involved.

Note:To convert a givenhomogeneous differential equation of order 1 to the variable separable

form, a convenient substitution is chosen as follows:

. If the given equation is in the formðdy=dxÞ ¼ Fðx; yÞ, where F(x, y) is a homogeneous

function of any nonzero degree “n” (n¼ 1, 2, 3, . . .), then we make the substitution

ðy=xÞ ¼ v, that is, y¼ vx. Similarly, if the differential equation is in the form

ðdy=dxÞ ¼ Fðx; yÞ, then we make the substitution ðx=yÞ ¼ v, that is, x¼ vy.

. If the equation is in the form ðdy=dxÞ ¼ Fðx; yÞ or f ðx; yÞdxþ gðx; yÞdy ¼ 0, wherein a

term involving y/x appears, then we choose the substitution ðy=xÞ ¼ v, that is, y¼ vx. On

the other hand, if the term x/y occurs then we make the substitution ðx=yÞ ¼ v, that is,

x¼ vy. These substitutions make finding the solution convenient.

Now consider the following examples:

Example (10): Solve the differential equation

xy2 dy� ðy3 � 2x3Þdx ¼ 0

Solution: From the given equation, we write

xy2 dy ¼ ðy3 � 2x3Þdx

or
dy

dx
¼ ðy3 � 2x3Þ

xy2
ð22Þ
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(This is a homogeneous differential equation.)

Put
y

x
¼ v or y ¼ vx ð23Þ

Using Equation (23) in Equation (22), we get

LHS ¼ vþ x
dv

dx

and

RHS ¼ v3x3 � 2x3

xv2x2
¼ x3ðv3 � 2Þ

x3ðv2Þ

) Equation (22) changes to

vþ x
dv

dx
¼ v3 � 2

v2

) x
dv

dx
¼ v3 � 2

v2
� v ¼ v3 � 2� v3

v2
¼ �2

v2

or x
dv

dx
¼ �2

v2
ðNow variables are separableÞ

) v2 dv ¼ �2
dx

x

Integrating, we get ð
v2 dv ¼ �2

ð
dx

x

) v2

3
¼ �2 logejxj þ c

or
v2

3
þ 2 logejxj ¼ c

where “c” is an arbitrary constant. This is the required general solution.

Example (11): Solve the differential equation (x þ y)dx� (x� y)dy¼ 0

Also find the particular solution when y(1)¼ 0.

Solution: The given differential equation is

ðxþ yÞdx� ðx� yÞdy ¼ 0

or
dy

dx
¼ xþ y

x� y
ð24Þ

METHODS OF SOLVING DIFFERENTIAL EQUATIONS 373



(This is a homogeneous differential equation.)

Put
y

x
¼ v or y ¼ vx ð25Þ

From Equation (25), we get

dy

dx
¼ vþ x

dv

dx
ð26Þ

Using Equations (25) and (26) in Equation (24), we get

vþ x
dv

dx
¼ xþ vx

x� vx
¼ xð1þ vÞ

xð1� vÞ

) vþ x
dv

dx
¼ ð1þ vÞ

ð1� vÞ

) x
dv

dx
¼ ð1þ vÞ

ð1� vÞ � v ¼ 1þ v� vþ v2

1� v
¼ 1þ v2

1� v

) x
dv

dx
¼ 1þ v2

1� v
ðNow variables are separableÞ

1� v

1þ v2
dv ¼ dx

x

) 1

1þ v2
dv� v

1þ v2
dv ¼ dx

x

Integrating both sides, we get

)
ð

dv

1þ v2
�
ð

v dv

1þ v2
¼

ð
dx

x

) tan�1 v� 1

2
logej1þ v2j ¼ logejxj þ c

Substituting the value of v ¼ y

x

	 

, we get

) tan�1

�
y

x

�
� 1

2
loge





 x
2 þ y2

x2





 ¼ loge xj j þ c

or ) tan�1

�
y

x

�
� 1

2
loge x

2 þ y2


 

� �loge xj j½ � ¼ loge xj j þ c

or ) tan�1

�
y

x

�
� loge

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
þ loge xj j ¼ loge xj j þ c

or ) tan�1

�
y

x

�
� loge

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
¼ c

ð27Þ
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This is the required general solution. To obtain the particular solution, we use y(1)¼ 0 [i.e.,

x¼ 1, y¼ 0] in the Equation (27), we get

tan�1

�
0

1

�
¼ loge

ffiffiffiffiffiffiffiffiffiffiffi
1þ 0

p þ c

) 0 ¼ logeð1Þ þ c

) c ¼ 0

Putting this value of “c” in Equation (27), we get the particular solution as

) tan�1 y

x

	 

¼ log

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
Ans:

Example (12): Solve
dy

dx
¼ y

x� ffiffiffiffiffi
xy

p

Solution: The given differential equation is

dy

dx
¼ y

x� ffiffiffiffiffi
xy

p ð28Þð4Þ

Put
y

x
¼ v; i:e:; y ¼ vx ð29Þ

) s
dy

dx
¼ vþ x

dv

dx
ð30Þ

Using Equations (29) and (30) in Equation (28), we get

vþ x
dv

dx
¼ vx

x� ffiffiffiffiffiffiffiffiffiffiffi
x � vxp ¼ vx

x 1� ffiffiffi
v

pð Þ ¼
v

1� ffiffiffi
v

pð Þ

x
dv

dx
¼ v

1� ffiffiffi
v

pð Þ � v ¼ v� vþ v
ffiffiffi
v

p
1� ffiffiffi

v
p

x
dv

dx
¼ v

ffiffiffi
v

p
1� ffiffiffi

v
pð Þ ðThis is variable separable formÞ

) 1� ffiffiffi
v

p
v

ffiffiffi
v

pð Þ dv ¼ dx

x

or v�3=2 dv� v�1 dv ¼ dx

x

(4) The student must convince himself that Equation (28) is a homogeneous differential equation.
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Integrating, we get

v�1=2

�1=2
� logejvj ¼ logejxj þ c

or � 2
ffiffiffi
v

p ¼ logejxj þ logejvj þ c

) loge vxj j þ 2
ffiffiffi
v

p þ c ¼ 0

) loge yj j þ 2

ffiffiffi
y

x

r
þ c ¼ 0

�

) v ¼ y

x

�

This is the general solution. Ans.

Example (13): xþ y cot
x

y

� �
dy� y dx ¼ 0

Solution: Presence of x
y
indicates that we use the substitution x

y
¼ v, that is, x¼ vy. The given

equation can be written in the form,

xþ y cot
x

y
� y

dx

dy
¼ 0 ð31Þ

Put x ¼ vy ð32Þ

) dx

dy
¼ vþ y

dv

dy
ð33Þ

Using Equations (32) and (33) in Equation (31), we get

vyþ y cot v� y

�
vþ y

dv

dy

�
¼ 0

) vy� vyþ y cot v� y2
dv

dy
¼ 0

or y cot v� y2
dv

dy
¼ 0

or cot v ¼ y
dv

dy
ðThis is variable separable formÞ

) dy

y
¼ dv

cot v
¼ tan v dv

Integrating both sides, we get

loge yj j ¼ loge sec vj j þ log cj j ¼ loge sec vþ cj j
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) y ¼ c sec v (Taking antilogarithms on both sides)

or ) y ¼ c sec x
y
; where c is an arbitrary constant.

This is the general solution. Ans.

Example (14): Solve the differential equation

1þ ex=y
	 


dxþ 1� x

y

� �
ex=y dy ¼ 0 ð34Þ

Solution: The given equation is

1þ ex=y
	 


dxþ 1� x

y

� �
ex=y dy ¼ 0

Presence of the expression x=y suggests that the proper substitution will be, x=y ¼ v;
that is; x ¼ vy, and that we must write the Equation (34) in the form,

dx

dy
þ 1� ðx=yÞð Þex=y

1þ ex=y
¼ 0 ð35Þ

To obtain the expression for dx=dy, we differentiate the relation, x¼ vy.

We get

dx

dy
¼ vþ y

dx

dy

Using the above result, and the substitution ðx=yÞ ¼ vð Þin Equation (35), we get

vþ y
dv

dy
þ ð1� vÞev

1þ ev
¼ 0

or y
dv

dy
þ ð1� vÞev

1þ ev
þ v ¼ 0

or y
dv

dy
þ ev � v ev þ vþ v ev

1þ ev
¼ 0

or y
dv

dy
þ ev þ v

1þ ev
¼ 0

or
ev þ v

1þ ev
¼ �y

dv

dy

dy

y
¼ � 1þ ev

ev þ v
dv

) dy

y
þ 1þ ev

ev þ v
dv ¼ 0
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Integrating both sides, we get

loge yj j þ loge e
v þ vj j ¼ loge cj j )1þ ev

vþ ev
¼ f 0ðvÞ

f ðvÞ
� �

where c is an arbitrary constant.

) loge y ev þ vð Þj j ¼ loge cj j

Taking antilog both sides, we get

) y ev þ vð Þ ¼ c

This is the general solution of the given differential equation. Ans.

Example (15): Solve ð1þ 2 ex=yÞdx þ 2 ex=y 1� x
y

	 

dy¼ 0

Solution: The given differential equation is

ð1þ 2 ex=yÞdxþ 2ex=y 1� x

y

� �
dy ¼ 0 ð36Þ

This equation is homogenous differential equation of the degree zero.

The presence of x/y suggests that we use the substitution x/y¼ v, that is,

x ¼ vy ð37Þ

Differentiating w.r.t. y, we get

dx

dy
¼ vþ y

dx

dy
ð38Þ

The given differential equation can be written in the form,

ð1þ 2ex=yÞ dx
dy

þ 2ex=y 1� x

y

� �
¼ 0

or
dx

dy
¼ 2 ex=y ðx=yÞ � 1ð Þ

1þ 2 ex=y
(Negative sign is absorbed in the numerator)

vþ y
dv

dy
¼ 2 ev v� 1ð Þ

1þ 2 ev

) y
dv

dy
¼ 2 ev v� 1ð Þ

1þ 2 ev
� v

¼ 2v ev � 2 ev � v� 2v ev

1þ 2 ev
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y
dv

dy
¼ �ð2 ev þ vÞ

ð2 ev þ 1Þ ðThis is variable separable formÞ

) ð2 ev þ vÞ
ð2 ev þ 1Þ ¼ � dy

y

[Now observe that d
dv

2 ev þ v½ � ¼ ð2ev þ 1Þ�
Therefore, on integrating, we get

log 2 ev þ vj j ¼ �log vj j þ log c

or log 2 ev þ vj j þ log vj j ¼ log c

or log yð2 ev þ vÞj j ¼ log c

Taking antilog, we get

yð2 ev þ vÞ ¼ c

or y

�
2 ex=y þ x

y

�
¼ c

or 2y ex=y þ x ¼ c

which is the required general solution. Ans.

Note: The above problem can also be solved using the same substitution (i.e., x ¼ vy), but

differentiating it with respect to x, rather than by v.

Example (16): Solve 1þ 2 ex=y
� �

dxþ 2 ex=y 1� x
y

	 

dx ¼ 0

Solution: Given differential equation is

1þ 2 ex=y
	 


dxþ 2 ex=y 1� x

y

� �
dx ¼ 0

This equation is homogeneous equation of degree zero. (Presence of an expression x/y in the

equation suggests that we use the substitution x/y¼ v).

i:e:; x ¼ vy ð39Þ

The important point is that we still differentiate Equation (39) w.r.t. x, and obtain from

Equation (39),

1 ¼ v
dy

dx
þ y

dv

dx
) v

dy

dx
¼ 1� y

dv

dx

Note that ) dx ¼ v dyþ y dv ð40Þ

(We have treated the differentials like algebraic quantities.)
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Using Equations (39) and (40), we get

1þ 2 evð Þ v dyþ y dvð Þ þ 2 ev 1� vð Þdy ¼ 0

) 1þ 2 evð Þv dyþ 1þ 2 evð Þy dvþ 2 evð1� vÞdy ¼ 0

) 1þ 2 evð Þvþ 2 evð1� vÞ½ �dyþ 1þ 2 evð Þy dv ¼ 0

) 1þ 2v ev þ 2 ev � 2v ev½ �dyþ 1þ 2 evð Þy dv ¼ 0

) dy

y
¼ � 1þ 2 ev

vþ 2 ev
dv

On integrating, we get

loge yj j ¼ �loge vþ 2 evj j þ c1

where c1 is the constant of integration.

(We may choose c1 ¼ loge c, where c is a constant.)

But, we have used the substitution v ¼ ðx=yÞ. Hence, substituting it back for v, we get

loge yj j þ loge
x

y
þ 2 ex=y










 ¼ loge c

or loge y
x

y
þ 2 ex=y

� �








 ¼ loge c

or loge xþ 2y ex=y


 

 ¼ loge c

Taking antilog, we get

xþ 2y ex=y ¼ c

where c is an arbitrary constant.

This is the required general solution. Ans.

9b.2.2.3 Nonhomogeneous Differential Equations (of Order 1 and Degree 1) Reducible to
Homogeneous Form A nonhomogeneous linear equation (in question) in x and y can be

written in the form

dy

dx
¼ a1xþ b1yþ c1

a2xþ b2yþ c2

Two cases exist:

Case (1): When a1
a2
¼ b1

b2

We have already solved such an equation earlier [see Example (11) in Section 9b.2.2.1]. We

have seen that the method of solving such differential equations (using substitution) is quite

simple.
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Case (2): When a1
a2

6¼ b1
b2

In this case, we can convert the given differential equation to the homogeneous differential

equation, by the following transformation equations:

Put x ¼ X þ h and y ¼ Y þ k

where h and k are constants.

) dx ¼ dX and dy ¼ dY

Accordingly, the given equation

i.e.,
dy

dx
¼ a1xþ b1yþ c1

a2xþ b2yþ c2
changes to

dY

dX
¼ a1ðX þ hÞ þ b1ðY þ kÞ þ c1

a2ðX þ hÞ þ b2ðY þ kÞ þ c2

or
dY

dX
¼ a1X þ b1Y þ ða1hþ b1k þ c1Þ

a2X þ b2Y þ ða2hþ b2k þ c2Þ ð41Þ

If, we now choose constants h and k so that

ða1hþ b1k þ c1Þ ¼ 0 and ða2hþ b2k þ c2Þ ¼ 0

Then, the given equation changes to,

dY

dX
¼ a1X þ b1Y

a2X þ b2Y
ð42Þð5Þ

Observe that, the above equation is a homogeneous differential equation, and hence, it can be

solved by the substitution

Y

X
¼ v; i:e:; Y ¼ vX

If the solution of the Equation (42) be

f ðX; YÞ ¼ c

then the solution of the original equation is f(x� h, y� k)¼ c.

Now, let us solve some examples.

(5) In practice, finding the value(s) of h and k is very simple. However, one may also use the results

h ¼ b1c2 � b2c1

a1b2 � a2b1
; k ¼ c1a2 � c2a1

a1b2 � a2b1
, where ða1b2 � a2bÞ 6¼ 0. These expressions for the values of h and k follow from

the method of solving a pair of linear equations (in two variables), simultaneously.
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Example (17): Solve (3x þ 2x þ 4)dx� (4x þ 6y þ 5)dy¼ 0

Solution: The equation is

ð4xþ 6yþ 5Þdy ¼ ð3xþ 2xþ 4Þdx

) dy

dx
¼ 2xþ 3yþ 4

4xþ 6yþ 5
¼ 2xþ 3yð Þ þ 4

2 2xþ 3yð Þ þ 5
ð43Þ

Here a1
a2
¼ b1

b2
, hence the method for solving this equation is very simple.

Let 2x þ 3y¼ u

Differentiating both sides w.r.t. x, we get

2þ 3
dy

dx
¼ du

dx

) dy

dx
¼ 1

3

�
du

dx
� 2

�

) The given Equation (43) becomes

) 1

3

�
du

dx
� 2

�
¼ uþ 4

2uþ 5

) du

dx
� 2 ¼ 3uþ 12

2uþ 5

) du

dx
¼ 3uþ 12

2uþ 5
þ 2 ¼ 3uþ 12þ 4uþ 10

2uþ 5

) du

dx
¼ 7uþ 22

2uþ 5
ðThis is in variable separable formÞ

) 2uþ 5

7uþ 22
du ¼ dx

Consider,
2uþ 5

7uþ 22

¼ 1

7

14uþ 35

7uþ 22

� �
¼ 1

7

14uþ 44� 9

7uþ 22ð Þ
� �

¼ 1

7

2 7uþ 22ð Þ � 9

7uþ 22ð Þ
� �

¼ 2

7
� 9

7
� 1

7uþ 22
ðThis is variable separable formÞ

¼ 2

7
� 9

7
� 1

7uþ 22

� �
du ¼ dx
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Integrating both sides, we get

ð
2

7
du� 9

7
�
ð

1

7uþ 22
du ¼

ð
dx

) 2

7
u� 9

7
� 1

7
loge 7uþ 22j j

� �
¼ x

Now substitute the value of u (¼ 2x þ 3y), we get

2

7
2xþ 3yð Þ � 9

49
� loge 7 2xþ 3yð Þ þ 22j j ¼ x

) 2

7
2xþ 3yð Þ � 9

49
� loge 14xþ 21yþ 22j j ¼ x

Multiplying both sides by 49, we get

28xþ 42y� 9 � loge 14xþ 21yþ 22j j � 7x ¼ 0

or 21xþ 42y� 9 � loge 14xþ 21yþ 22j j ¼ 0

or 21ðxþ 2yÞ � 9 � loge 14xþ 21yþ 22j j ¼ 0

Dividing both sides by 3, we get

7ðx� 2yÞ � 3 � loge 14xþ 21yþ 22j j ¼ c

This is the required general solution where c is an arbitrary constant. Ans.

Example (18): Solve (3y� 7x þ 7)dx þ (7y� 3x� þ 3)dy¼ 0

Solution: The given equation is

ð7y� 3x�þ3Þdy ¼ �ð3y� 7xþ 7Þdx

or
dy

dx
¼ � 3y� 7xþ 7

7y� 3x�þ3

or
dy

dx
¼ � 7x� 3y� 7

�3xþ 7yþ 3
ð44Þ

Here a1
a2

6¼ b1
b2
since 7

�3
6¼ �3

7

Put x¼X þ h and y¼ Y þ k, where h and k are constants to be determined.

From the above transformation equations, we get

dx ¼ dX and dy ¼ dY

) dy

dx
¼ dY

dX
(Recall that, this is the property of differentials of order 1)
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) Equation (44) becomes

dY

dX
¼ 7 X þ hð Þ � 3 Y þ kð Þ � 7

�3ðX þ hÞ þ 7ðY þ kÞ þ 3

¼ 7X � 3Y þ ð7h� 3k � 7Þ
�3X þ 7Y þ ð�3hþ 7k þ 3Þ

We choose h and k such that

7h� 3k � 7 ¼ 0

�3hþ 7k þ 3 ¼ 0

Solving these equations simultaneously, we have

h ¼ 1; k ¼ 0ð6Þ

The given equation reduces to

dY

dX
¼ 7X � 3Y

�3X þ 7Y
ð45Þ

This is a homogeneous differential equation in X and Y.

We put

Y

X
¼ v; i:e:; Y ¼ v �X

Equation (45) changes to

vþ X
dv

dX
¼ 7X � 3vX

�3X þ 7vX
¼ X 7� 3vð Þ

Xð�3þ 7vÞ

) X
dv

dX
¼ 7� 3v

�3þ 7v
� v ¼ 7� 3v� vð�3þ 7vÞ

�3þ 7v

¼ 7� 3vþ 3v� 7v2

�3þ 7v
¼ 7ð1� v2Þ

7v� 3
(This is in variable separable form)

Separating the variables,

) 7v� 3

1� v2
dv ¼ 7

dX

X

) 7v� 3

1� vð Þð1þ vÞ dv ¼ 7
dX

X

(6) The procedure for obtaining these values is explained in detail at the end of this problem.
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By partial fractions, we have

2

1� v
� 5

1þ v

� �
dv ¼ 7

dX

X

Integrating both sides, we get

�2 logð1� vÞ � 5 logð1þ vÞ ¼ 7 log X þ loge c

) � 2 logð1� vÞ � 5 logð1þ vÞ � 7 log X ¼ loge c

or 2 logð1� vÞ þ 5 logð1þ vÞ þ 7 log X ¼ loge c

logð1� vÞ2 � ð1þ vÞ5 �X7 ¼ loge c

Taking antilog, we get

ð1� vÞ2 � ð1þ vÞ5 �X7 ¼ c

Now substituting for v ¼ Y

X

� �
, we get

ð1� vÞ2 � ð1þ vÞ5 �X7 ¼ c

) X � Yð Þ2
X2

� X þ Yð Þ5
X5

�X7 ¼ c

) X � Yð Þ2 X þ Yð Þ5 ¼ c ð46Þ

But, x¼X þ h¼X þ 1 ) X¼ x� 1

and y¼ Y þ k¼ Y þ 0 ) Y¼ y (since k¼ 0)

Therefore, the Equation (46) changes to

ðx� 1� yÞ2 ðx� 1þ yÞ5 ¼ c

or ðx� y� 1Þ2 ðxþ y� 1Þ5 ¼ c

This is the solution of the given differential equation. Ans.

Exercise

Q. (1) Solve the following differential equations:

(a)
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ x2

p
dyþ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� y2

p
dx ¼ 0

Ans. sin�1 y þ sin�1 x ¼ c

(b) (sin x þ cos x)dy þ (cos x� sin x)dx¼ 0

Ans. yþ log sin xþ cos xj j ¼ c

(c) dy
dx

¼
ffiffiffiffiffiffiffiffi
1�y2

1�x2

q
Also find the particular solution if x¼ 0 when y¼ 1.

Ans. (i) sin�1 y� sin�1x¼ c (ii) sin�1 y� sin�1x¼ p
2
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(d) dy
dx
¼ 2 exy3, given that y(0)¼ 1

2

Ans. (i) 4 ex þ 1

y2
¼ c (ii) 4 ex þ 1

y2
¼ 8

(e) Find the particular solution of the differential equation

dy
dx
� x2¼ x2y, if x¼ 0 when y¼ 2

Ans. log 1þy
3



 

 ¼ x3

3

Q. (2) Solve the following differential equation using suitable substitution:

(a) 2 dy
dx

þ cos2(x� 2y)¼ 1

Ans. tan(x� 2y)¼ x þ c

(b) dy
dx

¼ (9x þ y þ 2)2

Ans. 9x þ y þ 2¼ 2 tan(3x þ c)

(c) x þ ydy
dx

¼ x2 þ y2

Ans. x2 þ y2¼ c e2x

Q. (3) Solve the following differential equations using proper substitution:

(a) x dy� y dx¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
dx

Ans. y þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
¼ cx2

(b) dy
dx

¼ x2�2xyþ5y2

x2þ2xyþy2

Ans. log x� yj j ¼ 2x2

ðy�xÞ2 þ 4x
y�x

þ c

(c) xy2 dy� (y3� 2x3)dx¼ 0

Ans. y3

3x3
þ 2 log xj j þ c

Q. (4) Show that the following differential equations are homogeneous:

(i) x cos y
x

� �
dy
dx
¼ y cos y

x

� � þ x

(ii) ð1þ 2 ex=yÞdx þ 2 ex=y 1� x
y

	 

dy¼ 0

(iii) 2y ex=y dx þ (y� 2x ex=y)dy¼ 0

Q. (5) Solve the differential equation 2y ex=y dx þ (y� 2x ex=yÞ dy¼ 0 and find its particular

solution given that x¼ 0 when y¼ 0

Ans. 2 ex=yþlog yj j ¼ 2
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Q. (6) Solve the differential equation x cos y
x

� �
dy
dx
¼ y cos y

x

� � þ x

Ans. sin y
x

� �¼ log cxj j

Q. (7) x tan y
x
� y sec2 y

x

� �
dx þ xsec2 y

x
dy¼ 0

Ans. x tany
x
¼ c

Q. (8) ð2x� yÞex=y dxþ ðyþ x ex=yÞdy ¼ 0

Ans. y2 þ 2x2 þ ex=y ¼ c

Q.(9) Solve the following differential equations:

(i) (6x� 4y þ 1)dy
dx
¼ 3x� 2y þ 1

Ans. 4x� 8y þ log(12x� 8y þ 1)

(ii) dy
dx

¼ xþ2yþ1
2xþy�3

a1
a2
6¼ b1

b2

h i

Ans. (x� y)3¼ c(x þ y� 2)

(iii) (3x� 2y þ 1)dx þ (3x� 2y þ 4)dy¼ 0 a1
a2
6¼ b1

b2

h i
Ans. (x� y þ 1) (x þ y - 3)5¼ c

(iv) (2x þ y þ 1)dx þ (4x þ 2y� 1)dy¼ 0

Ans. x ¼ 2y þ log(2x þ y� 1) ¼ c

The procedure for obtaining the values of h and k from a pair of linear equations involved in the

above problem is explained below for convenience.

It can be shown (and therefore important to remember) that the system of equations

a1hþ b1k ¼ c1

a2hþ b2k ¼ c2ðc2 6¼ 0Þ

has exactly one solution (i.e., one value for x and one value for y), if a1
a2
6¼ b1

b2

h i
, and it is

given by

x

b1c2 � b2c1
¼ y

c1a2 � c2a1
¼ �1

a1b2 � a2b1

Now, proceed as follows:

(i) Write down the given linear equations, one below the other in the form

7h� 3k ¼ 7

3h� 7k ¼ 3

so that the constants on the right-hand side in both the equations are positive integers.
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(ii) We write the coefficients in the pattern

h k –1

(–3) (7) (7) (–3)

(–7) (3) (3) (–7)

(iii) The arrows between two numbers indicate that they are to bemultiplied and the second

product is to be subtracted from the first.

(iv) We now write down the solution as follows:

h

ð�9Þ � ð�49Þ ¼
k

21� 21
¼ �1

ð�49Þ � ð�9Þ

) h ¼ �1ð40Þ
ð�40Þ ¼ 1 and k ¼ ð�1Þð0Þ

ð�40Þ ¼ 1 ¼ 0

9b.3 LINEAR DIFFERENTIAL EQUATIONS

A differential equation of the form

dy

dx
þ Py ¼ Q ð47Þ

where P and Q are constants or functions of “x” only, is known as a first-order linear

differential equation.

Another form of the first-order linear differential equation is

dx

dy
þ P1y ¼ Q1 ð48Þ

where P1 and Q1 are constants or functions of “y” only.
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Note: Equations (47) and (48) both are standard form(s) of linear differential equation of

order 1.(7)

Observe that,

. In both the standard forms, the coefficients P and Q (or P1 and Q1) are functions of the

independent variable, or constants.(8)

. Degree of the dependent variable and its derivative is one.

. The coefficient of the derivative (dy/dx) in the form (47) and that of ðdx=dyÞ in the

form (48) is one.

(These observations help us in identifying whether the differential equations are linear

differential equations.)

Note:An equation of the typeR
dy

dx
þ Sy ¼ T , where R, S, T are functions of x or constants, can

be written in the standard form (47). We write

dy

dx
þ S

R
y ¼ T

R

Thus, the given equation represents a linear differential equation.

9b.3.1 The Method of Solving First-Order Linear Differential Equation

Consider the differential equation,

dy

dx
þ Py ¼ Q ð49Þð9Þ

Multiply both sides of the Equation (49), by a function of “x” [say g(x)]. Thus, we obtain from

Equation (49), the equation

gðxÞ dy
dx

þ P � gðxÞ½ � � y ¼ Q � gðxÞ ð50Þð10Þ

Now, consider the left-hand side of Equation (50), as if it is a derivative of some product

of functions. The first term on left-hand side of Equation (50) [i.e., gðxÞðdy=dxÞ] suggests
that the left-hand side can be looked at as a derivative of the product g(x)y. Thus, we

choose to equate the left-hand side of (2) with the derivative of g(x)y. We write,

gðxÞ dy
dx
þ P � gðxÞ � y ¼ gðxÞ dy

dx
þ y � g0ðxÞ [where the right-hand side is a derivative of g(x)y]

(7) A differential equation is said to be “linear” when the “dependent variable” and its “derivatives” appear only in the first

degree.

In view of the above definition, the equation d2y
dx2

þ P dy
dx
þ Qy ¼ X is called a linear differential equation of the second order.

(8) Remember that in an expression of a derivative [i.e., dy
dx

or ds
dx

or dy
dt
or dx

dy
, etc.], we always mean the derivative of

“the dependent variable”with respect to “the independent variable”. Thus, in the form (47), the dependent variable is y and

the independent variable is x.
(9) In fact, we are going to develop a method for solving the first-order linear differential equation given at Equation (49).
(10) We have obtained Equation (50) by multiplying both sides of Equation (49) by some function of x. [Note that in the

differential Equation (49), the independent variable is x.] Here, we have not assumed (or mentioned) any thing about the

nature of g(x). Accordingly, we are free to choose any suitable function g(x), whenever needed.
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On simplification, we get

PgðxÞ ¼ g0ðxÞ ð51Þ

The above relation indicates the nature of the function g(x).

) From Equation (51), we obtain

P ¼ g0ðxÞ
gðxÞ

Integrating both sides w.r.t. x, we get

ð
P dx ¼

ð
g0ðxÞ
gðxÞ dx or

ð
P dx ¼ loge gðxÞj j

or gðxÞ ¼ e

Ð
P dx ð52Þ

Equation (52) suggests that g(x) must be equal to e

Ð
P dx

.

Now, it is clear that if wemultiply the Equation (49) by gðxÞ ¼ e

Ð
P dx

, then the left-hand side

becomes the derivative of the product y � gðxÞ. Therefore, after multiplying by e

Ð
P dx

and

then integratingboth sides, the integral of the left-handsidewill obviouslybey � gðxÞ. (In fact,we
can write this product without any formality.) The problem then reduces to finding the integral

of Q � e
Ð
P dx

, on the right-hand side.

The function gðxÞ ¼ e

Ð
P dx

is called the integrating factor of the given differential

equation, for obvious reason.

Substituting the value of gðxÞ ¼ e

Ð
P dx

h i
in Equation (50), we get

e

Ð
P dx � dy

dx
þ P � e

Ð
P dx

y ¼ Q � e
Ð
P dx

or
d

dx
y � e

Ð
P dx

	 

¼ Q � e

Ð
P dx

Integrating both sides w.r.t. x, we get

y � e
Ð
P dx ¼

ð
Q � e

Ð
P dx

	 

dxþ cð11Þ

which is the general solution of the differential Equation (49), c being an arbitrary constant.

Now, we list below the steps to solve first-order linear differential equations.

9b.3.2 Steps Involved to Solve First-Order Linear Differential Equations

(I) Write the given differential equation in the (standard) form

dy
dx
þ Py ¼ Q, where P and Q are constants or functions of x only.

(II) Find the integrating factor ¼ e

Ð
P dx

(11) Gott friedWilhelm Leibniz (1646–1716) appears to have been the first who obtained this solution. Recall that Leibniz

is known to have invented differential Calculus independently of Newton. [Introductory Course in Differential Equations

by Danial A. Murray, Longmans Green and Co.]
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(III) Write the solution of the given differential equation as

y � IF ¼
ð
ðQ� IFÞdx

Note: In case, the first-order linear differential equation is in the form dx
dy
þ P1x ¼ Q1, whereP1,

Q1 are constants, or functions of y only, then IF ¼ e

Ð
P1 dy

and the solution of the differential

equation is given by

x � ðIFÞ ¼
ð
ðQ� IFÞdyþ cx

Remark: A linear differential equation in the standard form

dy

dx
þ P � y ¼ Q ð53Þ

where P and Q are functions of “x”, is (in fact) an equation in the form

dy

dx
þ FðxÞ � y ¼ HðxÞ ðIÞ

so that F(x)¼ P and H(x)¼ Q, provided the coefficient of the derivative dy=dx is unity. Then,

we evaluate
Ð
FðxÞ dx ¼ Ð

P dx
� �

and obtain the integrating factor e

Ð
FðxÞdx

. [The important

point to be remembered is that F(x) is the coefficient of the dependent variable “y” in (I)].

Similarly, the second standard form of a linear differential equation

dx

dy
þ P1x ¼ Q1 ð54Þ

where P1 and Q1 are functions of “y” is an equation in the form

dx

dy
þ f ðyÞx ¼ hðyÞ ðIIÞ

so that f(y) (¼ P1) and h(y) (¼ Q1), provided the coefficient of the derivative is unity.

Then, to find the integrating factor, we evaluate
Ð
f ðyÞdy½¼ P1 dy� and obtain the integrating

factor e

Ð
f ðyÞdy

. [Again, it must be remembered that f(y) is the coefficient of the dependent

variable “x” in (II).]

Now, we are in a position to write down the important steps for solving problems on linear

differential equations.

(A) Make the coefficient of dy
dx

or dx
dy

	 

as unity.

(B) Find P (or P1) and hence the integrating factor (IF).

(C) Write the general solution according to the formula.

The following solved examples will make the situation clear.
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Example (19): Find the general solution of the differential equation

x
dy

dx
þ 2y ¼ x2 ðx 6¼ 0Þ

Solution: The given differential equation is

x
dy

dx
þ 2y ¼ x2: ð55Þ

Dividing both sides of Equation (55) by x, we get

dy

dx
þ 2

x
y ¼ x: ð56Þ

This is the linear differential equation of the (standard) form: dy
dx
þ py ¼ Q

where p ¼ 2
x
and Q ¼ x.

Therefore, IF ¼ e

Ð
2
xdx

Now
Ð
2
x
dx ¼ 2 loge x ¼ log x2

) IF ¼ eloge x
2 ¼ x2 )eloge f ðxÞ ¼ f ðxÞ

h i

Therefore, solution of the given equation is given by

y � x2 ¼
ð
x � x2 dx ¼

ð
x3 dxþ c

or y � x2 ¼ x4

4
þ c

This is the general solution of the given differential equation. Ans.

Note: The above solution may also be written as

4y � x2 ¼ x4 þ 4c1 ¼ x4 þ c

or we may write it (by dividing both sided by x2) as

y ¼ x2

4
þ cx�2

Example (20): Find the general solution of the differential equation

dy

dx
� y ¼ cos x
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Solution: The given differential equation is

dy

dx
� y ¼ cos x ð57Þ

It is of the (standard) form dy
dx
þ Py ¼ Q, where P¼� 1 and Q¼ cos x.

) IF ¼ e

Ð
ð�1Þdx

But
Ð �dx ¼ �x

) IF ¼ e�x

Multiplying both sides of Equation (57) by IF, we get

e�x dy

dx
� e�xy ¼ e�x cos x

or
d

dx
e�xyð Þ ¼ e�x cos x

Integrating both sides w.r.t. x, we get

e�xy ¼
ð
e�x cos x dxþ c ð58Þ

(Now we have to evaluate the integral
Ð
e�x cos x dx, by the method of parts.)

Let I¼ Ð
e�x cos x dx

ð
e�x ¼ e�x

�1

� �
¼ �e�x;

d

dx
ðcos xÞ ¼ ð�sin xÞ

� �

or I ¼
ð
ðcos xÞðe�xÞdx ¼ cos x

�
e�x

�1

�
�
ð
ð�sin xÞ � ð�e�xÞdx

¼�cos x � e�x �
ð
ðsin xÞ � ðe�xÞdx

¼�cos x � e�x � ½sin x � ð�e�xÞ �
ð
cos xð�e�xÞdx�

) I ¼�cos x � e�x þ sin x � e�x �
ð
cos x � e�x dx

or I ¼�cos x � e�x þ sin x � e�x � I

or 2I ¼ e�xðsin x� cos xÞ

) I ¼
�
sin x� cos x

2

�
e�x

Substituting the value of I in Equation (58), we get

y � e�x ¼ sin x� cos x

2

� �
e�x þ c
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or y ¼ sin x� cos x

2

� �
þ c � ex

where c is an arbitrary constant. This is the general solution of the given differential equation.

Example (21): Solve the equation cos xdy
dx

þ y sin x¼ 1

Solution: The given equation is

cos x
dy

dx
þ y sin x ¼ 1

Dividing by cos x, we get

dy

dx
þ y tan x ¼ sec x

This is a linear differential equation of the type

dy

dx
þ py ¼ Q

) P¼ tan x

ð
P dx ¼

ð
tan x dx ¼ log sec xj j

IF¼ e

Ð
P dx ¼ elog sec xj j ¼ sec x

) The solution is given by

y � sec x ¼
ð
ðsec xÞðsec xÞdx

¼
ð
sec2 x dx ¼ tan xþ c

) The solution is

y sec x ¼ tan xþ c

or y¼ tan x cos x þ c cos x, where c is an arbitrary constant

Example (22): Solve dy
dx

þ 2y cot x¼ 3x2 cosec2x

Solution: Here the coefficient of y is 2 cot x. Hence the integrating factor is

e

Ð
2 cot x dx ¼ e2 log sin xj j ¼ elogðsin xÞ2 ¼ elog sin2 x ¼ sin2 x � ½elog f ðxÞ ¼ f ðxÞ�
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) Solution of the given differential equation is

y � sin 2x ¼
ð
ð3x2 cosec2 xÞsin2 x dxþ c

¼
ð
ð3x2 dxþ c

¼ 3 � x
3

3
þ c

¼ x3 þ c Ans:

Example (23): Solve ð1þ x3Þ dy
dx

þ 6x2y ¼ 1þ x2

Solution: The given differential equation is

ð1þ x3Þ dy
dx

þ 6x2y ¼ 1þ x2

To make the coefficient of dy
dx

unity, we divide both sides by (1 þ x3). We get

dy

dx
þ 6x2

1þ x3
y ¼ 1þ x2

1þ x3

Here P¼ 6x2

1þ x3

Let 1 þ x3¼ t

) 3x2 dx ¼ dt

) 6x2 dx ¼ 2dt

) I ¼
ð
2 dt

t
¼ 2 log t ¼ 2 logð1þ x3Þ

) Integrating factor is

e

Ð
P dx ¼ e2 logð1þx3Þ ¼ elogð1þx3Þ2 ¼ ð1þ x3Þ2

) The solution is given by

y � ð1þ x3Þ2 ¼
ð ð1þ x2Þ
ð1þ x3Þ ð1þ x3Þ2dx ¼

ð
ð1þ x2Þð1þ x3Þdx

) y � ð1þ x3Þ2 ¼
ð
ð1þ x2Þð1þ x3Þdxþ c

¼
ð
ð1þ x2 þ x3 þ x5Þdxþ c

¼ xþ x3

3
þ x4

4
þ x6

6
þ c Ans:

This is the general solution.
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Example (24): Solve y ey dx ¼ (y3 þ 2x ey)dy

Solution: The given equation can be written as

dx

dy
¼ dx

dy
þ P1x ¼ Q1

dx

dy
¼ y2 e�y 2x

y
dx

dy
� 2

y
� x ¼ y2 e� y

This is a linear differential equation of the type

dx

dy
þ P1x ¼ Q1

where P1¼� 2
y
and Q1¼ y2 e�y

ð
P1 dy ¼

ð�2

y
dy ¼ �2 log y ¼ log

1

y2

) Integrating factor is elogð1=y
2Þ ¼ 1

y2) The solution is

x � 1

y2
¼

ð
y2 e�y 1

y2
dyþ c ¼ e�y dyþ c ¼ e�y

�1
þ c ¼ �e� yþ c

or x ¼ �y2 e�y þ cy2 Ans:

This is the general solution of the given differential equation.

Exercise

Solve the following differential equations:

Q. (1) ðx2 þ 1Þ3 dy
dx
þ 4x ðx2 þ 1Þ2y ¼ 1

Ans. y(x2 þ 1)2¼ tan�1x þ c

Q. (2) x2 dy
dx

¼ 3x2 ¼ yþ 1

Ans. y ¼ c
x2
þ xþ 1

x

Q. (3) y ey dx¼ y3 þ (2x ey)dy

Ans. x¼�y2 e�y þ cy2

Q. (4) x dy
dx
þ 2y ¼ x2 ðx 6¼ 0Þ

Ans. y¼ x2

4
þ cx�2
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Q. (5) y dx� (x þ 2y2)dy¼ 0

Ans. x ¼ 2y2 þ cy

9b.4 TYPE III: EXACT DIFFERENTIAL EQUATIONS

Definition: An exact differential equation of the first order is that equation which is obtained

from its general solution by mere differentiation and without any additional process of

elimination or reduction.

Example (25): Consider the equation,

x3y4 ¼ c ð59Þ

which is the general solution of some differential equation.

On differentiating Equation (59), both sides, we get

3x2y4dxþ 4x3y3 dy ¼ 0 ð60Þ

Equation (60) in this form is an exact differential equationwhose solution is at Equation (59).

There is another way in which we can understand an exact differential equation.

From Equation (59), we may writex3y4 � c ¼ 0. Obviously, the left-hand side is a function

of two variables x and y. Let us denote this function by u. Then, we have

x3y4 � c ¼ u

Differentiating the above equation (w.r.t. to x and y), we get

3x2y4 dxþ 4x3y3 ¼ du ð61Þ

The expression 3x2y4 dxþ 4x3y3 dy is called an exact differential of x3y4(12)

Comparing the expressions on left-hand side of Equations (60) and (61) we note that an

equation in the form,

M dxþ N dy ¼ 0

(whereM andN are functions of x and y) will be an exact differential equation if there be some

function u (of x and y), such that

M dxþ N dy ¼ du

(12) Recall that, if y¼ f(x), then dy¼ f 0(x)dx. Similarly, if u¼ f(x, y), then du¼ f 0(x, y)dx þ f 0(x, y)dy. The expression
f 0(x, y)dx is called the partial differential of uwith respect to x, and similarly f 0(x, y)dy is called the partial differential of u
with respect to y. [Symbolically, we write f 0(x, y)dx as qu

qx dx and f 0(x, y)dy as qu
qy dy.]
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Note: The differential Equation (60) can be simplified to

3y dxþ 4y dy ¼ 0 ð62Þ

However, Equation (62) is not an exact differential equation, by definition. Methods of finding

solution(s) of exact differential equations are quite interesting. The first requirement is to check

whether the given equation is an exact differential equation orwhether it can be converted to that

form. It can be shown that the condition of exactness for an equation, in the form

M dxþ N dy ¼ 0

is that qM
qy must be equal to qN

qx, that is, each should be equal to q2u
qx � qy.

At this point, we put to an end, the discussion about exact differential equations and themethods

of their solution(s). At most, it may be mentioned that depending on the given equation, there

are Rules for finding the integrating factor(s) that help in finding the solution(s) of exact

differential equations.

9b.5 APPLICATIONS OF DIFFERENTIAL EQUATIONS

Differential equations find many applications in Engineering (particularly in mechanics) and

other sciences.Wehave already discussed some important applications of differential equations

of first order and first degree in Chapter 13a of Part I.
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Antiderivative, 4, 6, 7, 10, 97, 164, 169, 171, 178,

181, 197, 198, 213, 323, 363, 372

accumulated change in, 251–252

definition of, 1

infinite number of, 2

Antidifferentiation, 1, 2, 5, 10, 97, 151, 164, 166,

180, 252

Approximation method, 183

Arbitrary constant, 2, 343, 344, 351, 352

Arbitrary function, 151

Arbitrary partition, 171

Archimedes’ method of exhaustion, 139, 144, 252

Area of function, 167–171

first fundamental theorem of calculus, 167–169

integral calculus, second fundamental

theorem, 171

second fundamental theorem, background

for, 169, 170

Area(s) of surface(s) of revolution, 314–318

surface area of a cone, 316–317

using calculus, 317–318

using geometry, 316–317

surface area of a sphere of radius “r,” 315–316

Arithmetic mean value

of function, 178

Avoiding summation, 182

Axis, definition of, 283

Bounded functions, integrable, 156, 191, 198

Cartesian curves, 257

Chain rule, 46, 174, 187

for differentiation, 43

Closed interval, 153

Computing the area of a circle, 272

area between two curves, 275–292

area of a circle, 272–275

Computing the area of a plane region, 252

area between two curves, 256–257

area of an elementary strip, 252–253

area under a curve, 254–256

concept of infinitesimal(s), 253–254

Constant of integration, 2, 181

Constructing rough sketch, 257

curve passes through origin, 257–258

illustrative examples, 260–272

points of intersection, 259–260

symmetry, 258–259

Continuous function, 174, 180, 198

Curvilinear trapezoid, 179

Definite integrals, 1, 149, 164, 172, 181, 198, 199,

211, 224

and area, 143–151, 250–251

concept of, 154

definition of, 153–155

evaluation methods, 159, 165, 197, 204

method of integration by parts, 209–211

rule for, 198–200

theorems, 200–209

examples, 234–247

functions, 156–157

important properties, 213–214

integrability theorem, 157–164

interpretation of, 251–252

modification in notion, 154–156

preparation for, 139–143

proof of property, 214–232

deductions from, 229–232

involving complicated integrands,

224–228

properties of, 213–214

proof of, 214–224

Riemann sums, 152–153

types of, 172, 232–247

even function, 232–247, 234

odd function, 232–234

variable of, 156
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Dependent variable, 3, 274, 275, 296, 323, 326,

339, 389, 391

Derivatives

and corresponding integrals, 7, 9

of inverse circular functions, 10

of inverse trigonometric functions, 9

and formulas for indefinite integrals, 9

Determinant, concept of, 338–347

Differentiable function, 120, 187, 194

Differential equations

applications of, 398

arbitrary constant, 362, 363

exact differential, type III, 397–398

first order, 397

general solution, 363, 390

from a given relation, 333–337

integrating factor, 390

representing a family of curves, 351–357

simplest type of, 357–359

solving methods, 361, 362

homogeneous differential

equations, 370–380

nonhomogeneous linear equation, 380–388

variable separable form, 362–366

standard form, 391

transformation, 365

variable separable, 362

method of substitution, 366–370

Differentials (dy and dx)

degree of differential equation, 325

formation of a differential equation, 325–326

important formal applications, 323–325

initial condition, 330–331

particular solution, 330–331

solutions, types of, 326–330

Differentiation process, 171

Differentiation vs. integration, operations, 15

Equation. See also Differential equations

for length of a curve in polar

coordinates, 300–302

Exponential function, 115, 183, 196

Exponents, 183, 184, 192, 196

Fixed number, 198, 199

Focal-chord, 284

Geometrical interpretation

of indefinite integral, 3–6

of MVT, 179

Homogeneous differential equations, 370, 371,

372, 375, 381, 384

Hyperbola

length of the arc, 300

IF. See Integrating factor (IF)

Improper integrals, 358

Indefinite integral(s), 1, 2, 3, 43, 164, 180, 199,

201, 211

generalized power rule, 43–46

geometrical interpretation of, 3–6

theorem, 46–47

corollaries from rule of integration by, 47–52

solved examples, 53–59

Independent arbitrary constants, 331–333

elemination, 333, 338–347

Independent variable, 3, 275

Infinite limits, of integration, 358

Infinitesimal(s), concept of, 253–254

Initial time, 175

Integrability theorem, 166

Integrable functions, 200

Integral calculus

applications of, 249–250

arithmetic mean value of function, 178

definite integrals, mean value theorem for, 176

differentiating, definite integral with variable

upper limit, 172–182

fundamental theorems, 161, 164, 165

area of function, 167–171

definite integrals, 165–167

inverse processes, differentiation and

integration, 174–176

mean value theorem for, 176–178

geometrical interpretation of, 179–182

second fundamental theorem

statement and proof of, 171–172

theorem, 178–179

Integral curve, 332

family of curves, 332

Integral function, 3, 167, 178, 183

calculus of ln x, 187–194

exponential function, definition of, 196

natural exponential function, 196

natural logarithmic function

definition of, 186

ln x, graph of, 194–195

Integrals of tan x, cot x, sec x, and cosec x, 10

Integrals of the form
Ð
((aexþ b)/(cexþ d))dx,

60–66

Integrating factor (IF), 362, 390–391,

394–396, 398

Integration

of certain combinations of functions, 10–15

constant of, 2, 181
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indefinite and definite, 181

integrals involving sin x and cos x, 34–37

integrals of form
Ð
(dx/(a sin x þ b cos x)),

37–41

non-standard formats to standard form, 41–42

by parts (see Integration by parts)

power rule for, 188

symbol for, 2

using trigonometric identities, 17–34

Integration by parts, 97

first and second functions needed for, 98–99

illustrative examples, 100–113

integral reappears on the right-hand

side, 117–120

cannot be solved otherwise, 124–126

corollary, 120–124

evaluating standard integrals, simpler method

(s) for, 126–136

obtaining the rule for, 98

standard indefinite integration formulas, 99–100

Inverse processes, 5, 165, 198, 323

differentiation and integration, 174–176

Inverse trigonometric functions, 113

with ordinary trigonometric functions, 113–114

Irrational number, 183, 192

Latus-rectum, 284

Limiting process, 141, 150

Limit of approximating sums, 251

Limits of integration, 150, 203, 204, 218, 222, 224,

228, 235, 241, 243, 280, 301, 306, 358

Linear differential equations, 388, 391, 394, 396

first-order, 388–390

method of solving, 390–396

standard form(s), 389, 392

Linear expression, 367, 368

Logarithmic differentiation, 191

Mean value theorem

for definite integrals, 176–178

for derivatives, 177

geometrical interpretation of, 179–182

for integrals, 179

Methods, of integration, 295

general formula for length of a curve, 296–300

measurement of length of a curve, 295–296

Minor axis, rotation, 308

Moments of inertia, 182

Natural exponential function, 183, 196

Natural logarithmic function, 186, 188, 190, 191,

192, 194, 195, 196

definition of, 186

graph of, 194–195

properties, 190

New integrals, 84–85

Newton–Leibniz theorem, 181

Nonhomogeneous differential equations, 380

Nonhomogeneous linear equation, 380

Nonzero constant, 371

Odd function, 259

Order of a differential equation, 322, 323

Ordinary differential equation, 322, 361

first order and of first degree, 361

Original differentiation, 3

Parabola, 276, 283

equation of, 309

focal-chord of, 284

Paraboloid

circumscribing cylinder of, 309

Partial differential equation, 322

Polygons, 139–142

circumscribed, 140

inscribed, 140

Positive difference, 256

Proof, for standard integrals, 68–84

Proper choice of first function, rule for, 115–116

Rational number, 43, 183, 188, 189

Real number, 2, 10, 184, 195, 250, 338

Regular partition, 157

Riemann sums, 152–153, 156, 164, 172, 178,

181, 197

Sigma notation, 145

Simpson’s rule, 300

Solids of revolution, 302

Special cases, of integrals, 68–84

Standard forms, 6, 13, 21, 43, 260, 361, 389

types of integrals into, 34

Standard integrals, 85–95

expressing quadratic expression, 89–92

integrals of the type
Ð
((pxþ q)/

(
p
ax2þ bxþ c ))dx, 91–95

prove using method of substitution, 85–87

solved examples, 88–89

Substitution, 43, 47–59, 67

method of, 125, 132, 194, 231

Symbols, for integration, 2, 6

Trigonometric functions, 17

Trigonometric substitutions, 67

Undetermined constant term, 2
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Variable of integration, change of, 43

Variable separable form, 372, 376, 382

Vertex, 283

Volume of a “solid of revolution,” formula

for, 303–314

of a cone, 312–314

of ellipsoid of revolution, 307–308

paraboloid of revolution, 308–312

rotation

about the x-axis, 303–304

about the y-axis, 304

of a sphere of radius r, 304–306
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