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Foreword 

The phenomenon of evaporation in the natural environment is of interest in various 
diverse disciplines. This book is an attempt to present a coherent and organized 
introduction to theoretical concepts and relationships useful in analyzing this phe­
nomenon, and to give an outline of their history and their application. The main 
objective is to provide a better understanding of evaporation, and to connect some of 
the approaches and paradigms, that have been developed in different disciplines 
concerned with this phenomenon. 

The book is intended for professional scientists and engineers, who are active in 
hydrology, meteorology, agronomy, oceanography, climatology and related environ­
mental fields, and who wish to study prevailing concepts on evaporation. At the 
same time, I hope that the book will be useful to workers in fluid dynamics, who 
want to become acquainted with applications to an important and interesting natural 
phenomenon. 

As suggested in its subtitle, the book consists of three major parts. The first, 
consisting of Chapters I and 2, gives a general ouline of the problem and a history 
of the theories of evaporation from ancient times through the end of the nineteenth 
century. This history is far from exhaustive, but it sket~hes the background and 
the ideas that led directly to the scientific revolution in Europe and, ultimately, to 
our present-day knowledge. The second and central part of the book is covered in 
Chapters 3 through 7; it deals with the conceptualization and the mathematical 
formulation of water vapor transport in the lower atmosphere from or to natural 
surfaces. Some basics in the physics of the lower atmosphere are treated in Chapter 
3, in order to support the details of the descriptions in later chapters and to make 
the book more self-contained. In Chapter 4, I have tried to relate the different concepts 
and formulations for atmospheric vapor transport over a statistically uniform surface, 
by considering them within the framework of advances in atmospheric boundary-layer 
theory. The parameterization of the turbulent transport characteristics of different 
types of surfaces is elaborated on in Chapter 5. Some elementary aspects of the 
energy budget at the earth's surface are covered in Chapter 6. Different ways of 
describing local advection effects in boundary layers disturbed by a step change in 
surface conditions are dealt with in Chapter 7. Finally, the third part, in Chapters 
8 though II, provides an overview of currently available techniques for measuring or 
calculating the rate of evaporation. These different methods are arranged according 
to their conceptual basis with reference to the principles described in the second part. 
The choice of any given method depends on the problem under consideration, and 

ix 



x Foreword 

it is governed by the available data or the available instrumentation. 
I have not tried to cover all possible angles and points of view of the subject 

matter. Rather, I have followed a line of thought, which over the years I have found 
to be productive in conveying an understanding of the phenomenon. Similarly, no 
attempt has been made to compile a complete bibliography. Nevertheless, the ref­
erences that are listed contain references to other work, so that it should be possible 
to trace back the more important developments. Except in a few cases, when no other 
sources were at hand, I have avoided listing references to research and progress 
reports and other types of more informal publications, which are less generally 
accessible: 

The material for this book developed from the preparation of lectures for my 
courses in hydrology and micrometeorology in the School of Civil and Environmental 
Engineering, at Cornell University. In addition, major parts of the book were pre­
sented in courses, which I gave as visiting professor at the Agricultural University 
(LH) in Wageningen, the Netherlands, and at the Federal Institute of Technology 
(ETH) in Zurich, Switzerland. 

lowe gratitude to my former graduate students and also to my professional 
friends in different parts of the world, with whom I have had the good fortune of 
discussing problems related to evaporation. Their ideas and their insight have stim­
ulated me to clarify my own thinking and thus contributed to the completion of 
this book. 

WILFRIED BRUTSAERT 

Ithaca, N.Y., 
Spring 1980 



CHAPTER 1 

Introduction 

1.1. DEFINITIONS 

The main concern of this book is the evaporation of water in the natural environment. 
In general, evaporation is the phenomenon by which a substance is converted from 
the liquid or solid state into vapor. In the case of a solid substance, the phenomenon 
is often referred to as sublimation. The vaporization of water through the stomata of 
living plants is called transpiration. Over land transpiration from vegetation and 
direct evaporation from the soil and small water surfaces are difficult to separate in 
computations; therefore these two terms are often combined in the term evapotran­
spiration. All these distinctions are useful at times; however, the term evaporation 
is usually adequate to cover all processes of vaporization, unless specified otherwise. 

1.2. PRACTICAL SCOPE 

a. The Water Budget 

Evaporation of water in the natural environment, be it from free water surfaces or 
from land surfaces covered by vegetation, is one of the main phases of the hydrologi­
cal cycle. This hydrological, or water, cycle consists of the perpetual transfer of 
water from the atmosphere to the earth's surface by precipitation, whence it runs 
off to rivers, to lakes and to the seas, either through infiltrated underground seepage, 
or directly as surface flow. The cycle is closed as the water vaporizes back into the 
atmosphere. 

Water entering the evaporation phase of the hydrological cycle becomes unavailable 
and cannot be recovered for further use. This is an important consideration in the 
planning and management of water resources. In many parts of the world the avail­
able water resources are presently being tapped close to the limit, so that an accurate 
knowledge of the consumptive use through evaporation is indispensable. Evapotran­
spiration from land surfaces, together with precipitation, governs the amount of 
runoff that is available from a watershed or river basin. It also determines, to a large 
extent, the response characteristics of a watershed, to produce storm runoff and 
flooding as a result of heavy precipitation. Potential evaporation, which can be 
defined loosely as the evaporation that would occur if water were plentiful, is often 
used as the required water supply in the design of proposed irrigation schemes. The 
amount and rate of evaporation from water surfaces is information which is required 
to design storage reservoirs or to assess the value of natural lakes for such purposes 
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2 Evaporation into the Atmosphere 

as municipal and industrial water supply, irrigation of agricultural lands, condenser 
cooling water, hydroelectric power, navigation and, in some cases, even recreation. 

Unfortunately, however, evaporation from land surfaces covered by vegetation 
and evaporation from free water surfaces are still among the less understood aspects 
of the hydrological cycle, and it is still rather difficult to estimate these quantities on 
a regional basis. The regional estimation of the other phases in· the cycle, such as 
precipitation or streamflow, involves formidable sampling problems. But in the case 
of evaporation beside sampling, there is also the problem of simply determining it 
at a point location. 

The water budget equation, which expresses the conservation of mass in a lumped 
or averaged hydrological system, can be written as follows 

(P - E)A + Qi - Qo = dSjdt, (l.l) 

where P is the mean rate of precipitation on the system, E the rate of evaporation, 
A the surface area, Qi the surface and ground water inflow rate, Qo the surface and 
ground water outflow rate and S the water volume stored in the system. A rather 
obvious way of determining the evaporation rate E is to take it as the rest term in 
(1.1), when the other terms are known. But even if the other terms are known, this 
method is not generally practical. For relatively small but unavoidable errors in 
measuring precipitation and runoff can often produce large absolute errors in the 
resulting evaporation. Furthermore, this method would be inapplicable to predict 
evaporation in the design of planned water storage or irrigation engineering projects. 
This explains why it is usually necessary to determine evaporation, independently 
from the water budget, on the basis of meteorological data. 

b. The Energy Budget 

In any given system at the earth's surface, evaporation is the connecting link between 
the water budget and the energy budget. For a simple lumped system, when effects 
of unsteadiness, ice melt, photosynthesis and lateral advection can be neglected, 
the energy budget is 

(1.2) 

where Rn is the specific flux of net incoming radiation, Le the latent heat of evapo­
ration, E the rate of evaporation, H the specific flux of sensible heat into the atmos­
phere and G the specific flux of heat conducted into the earth. The major portion of 
the incoming total radiation is absorbed near the surface of the earth, and it is trans­
formed into internal energy. The subsequent partition of this internal energy into 
long wave back radiation, upward thermal conduction and convection of sensible 
heat, evaporation of water, and downward conduction of heat into the earth, is one 
of the main processes driving the atmosphere. The global pattern of heating forces 
the circulation of the planetary atmosphere. As a result of the large latent heat of 
vaporization of water, evaporation involves the transfer and redistribution of large 
amounts of energy under nearly isothermal conditions. Because, even at saturation, 
air can contain only relatively small amounts of water vapor, which can easily be 
condensed at higher levels, the air can readily be dried out; this release of energy 
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through condensation and precipitation is the largest single heat source for the 
atmosphere. In other words, evaporation as a latent heat flux plays a crucial role 
in governing the weather and the climate. 

Also, the availability, or the degree of shortage of water is a useful measure in 
portraying the climate. In this context actual evaporation is often compared with 
the potential evaporation to characterize the aridity of a region. 

On a more local scale, electrical power generation and other industrial processes 
commonly produce waste energy. The disposal of this energy in coastal waters, 
lakes and rivers is a potential cause for large disruptions in the natural energy budget 
and the ecology of such water bodies. An understanding of the latent and sensible 
heat flux processes is essential in the design of suitable energy disposal systems to 
avoid any undesirable impact on the human environment. 

As shown in the surface energy budget (1.2), the net radiation flux is also disposed 
of in the form of H, the sensible heat flux into the atmosphere. Actually, this sensible 
heat, which near the surface may conveniently be expressed as cpT, where c p is the 
specific heat of air at constant pressure and T the temperature, can be considered as 
a scalar admixture of the air just like water vapor. Consequently, the atmospheric 
transport mechanisms of sensible heat are quite similar to those of water vapor. 
Moreover, in many situations it is practically impossible to deal with E, without also 
considering H in the analysis, or vice versa. Therefore, the sensible heat flux H is 
generally treated together with the rate of evaporation E. The ratio of these two flux 
terms, called the Bowen ratio, 

Eo = HjLeE (1.3) 

is a useful meteorological and climatological parameter. 

1.3. GLOBAL CLIMATOLOGY 

Numerous studies have been conducted to estimate the magnitude of the most im­
portant components of the water and energy budget equations on a global scale. 
Because the available data base required for this purpose is far from adequate, several 
of the methods used in these estimates may be open to criticism. Nevertheless, there 
is a fair agreement among some of the recently-calculated values and, within certain 
limits, they provide a useful idea of the long-term average evaporation in different 
climatic regions of the world. 

TABLE 1.1 
Estimates of world water balance since 1970 (m y-l) 

Land Oceans Global 
Reference (1.49 x 10· km2) (3.61 x 10· km2) 

p E P E P=E 
Budyko (1970, 1974) 0.73 0.42 1.14 1.26 1.02 
Lvovitch (1970) 0.73 0.47 1.14 1.24 1.02 
Lvovitch (1973) 0.83 0.54 
Baumgartner and 

Reichel (1975) 0.75 0.48 1.07 1.18 0.97 
Korzun et al. (1978) 0.80 0.485 1.27 1.40 1.13 
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As shown in Table 1.1, the average annual evaporation for the entire earth is of 
the order of 1 m. The evaporation from the land surfaces is around 60 to 65 percent 
of the precipitation. Under steady conditions, that is for long time periods, the 
remainder can be considered to be runoff, qr = (Q. - Qi)/A, or 

qr = P - E (1.4) 

which is therefore around 35 to 40 percent of the precipitation averaged over all 
continents. Except for South America and Antarctica (See Table 1.2), the values of 
the individual continents are not very different from the global values. 

TABLE 1.2 
Some estimates of the mean evaporation (and precipitation) for the continents (m y-') 

N. S. Australia 
Reference Europe Asia Africa America America & Oceania Antarctica 

Lvovitch 0.415 0.433 0.547 0.383 1.065 0.510 
(1973) 

(0.734) (0.726) (0.686) (0.670) (1.648) (0.736) 
Baumgartner 0.375 0.420 0.582 0.403 0.946 0.534 0.028 

and Reichel 
(1975) (0.657) (0.696) (0.696) (0.645) (1.564) (0.803) (0.169) 

Korzoun 0.507 0.416 0.587 0.418 0.910 0.511 0 
et al. 
(1977) (0.790) (0.740) (0.740) (0.756) (1.60) (0.791) (0.165) 

Estimates of the average distribution of water in different forms expressed as depth 
of water covering the globe, assumed to be a perfect sphere, are given in Table 1.3. 
These indicate that the I m of evaporation is relatively large as compared to the fresh 
water on earth, which is not stored in permanent ice and deep ground water. The 
soils, lakes and rivers of the world appear to store much less than 1 m, and the water 
in the atmosphere amounts to only about 2 to 3 cm. of condensed liquid. In other 

TABLE 1.3 
Estimates of different forms of global water storage (as depth in m per unit area of 

entire earth surface) , 

Baumgartner and 
Source of Data Lvovitch (1970) Reichel (1975) Korzun et al. (1978) 

Oceans 2686 2643 2624 
Ice caps and 

glaciers 47.1 54.7 47.2 
Total Ground 

Water 117.6 15.73 45.9 
(excluding Antarctica) 

(Active Ground 
Water) (7.84) (6.98) 

Soil Water 0.161 0.120 0.0323 
Lakes 0.451 0.248 0.346 
Rivers 0.00235 0.00212 0.00416 
Atmosphere 0.0274 0.0255 0.0253 
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words, the turnover in the active part of the hydrological cycle is rather fast. For 
example, a global evaporation rate of 1 m y-l with 0.025 m of storage in the 
atmosphere gives a mean residence time of the order of 9 days. A continental runoff 
rate of 0.30 m y-l (Table 1.1) and a storage in the rivers of (0.003/0.29) m of water 
on the 29 percent of the world occupied by land, gives a mean residence time of the 
order of 13 days. These are very short residence times. Moreover, as the oceans occupy 
about 71 percent of the earth surface, the active fresh water in the hydrological cycle 
is continually being distilled anew through ocean evaporation. 

Maps depicting the approximate distribution of evaporation, and other components 
of the water balance in different parts of the world have been presented by Lvovitch 
(1973), Budyko (1974), Baumgartner and Reichel (1975), Bunker and Worthington 
(1976), Korzoun et al. (1977), and Hastenrath and Lamb (1978). Figure 1.1 gives a 
sketch of average annual values in dm based on an approximate consensus of these 
recent estimates. It can be seen that evaporation in nature can vary widely from one 
location to another, with the sharpest contrasts in arid regions. Figure 1.1 shows that 
the largest rate of evaporation occurs in the North-Western Atlantic where it exceeds 
320 cm y-l. Actually, Bunker and Worthington (1976) indicate a maximum mean 
value of 373 cm y-l for that area. Clearly this large rate of evaporation is not only 
due to the high local net radiation but also to the advection of energy by the Gulf 
Stream. A similar advective situation was described by Assaf and Kessler (1976) who 
concluded that evaporation from the Gulf of Aqaba, which is surrounded by desert 
and which receives large quantities of warm water from the Red Sea, is of the order 
of 3.65 my-I; however, they added that there are indications, from the oceanographic 
point of view, that the upper limit for the Gulf of Aqaba may be as high as 5 my-I. 

Irrigation engineers, when lacking better information, sometimes use the rule of 
thumb that the duty of water for a well-irrigated crop ranges from about 1.0 to 1.5 1 
S-l ha-1. This corresponds to a range between about 3.2 and 4.7 my-I. Irrigation 
efficiencies are commonly of the order of 25 to 40 percent so that this rough estimate 
is consistent with the climatic values given here. Farmers in the north-eastern United 
States tell us that they like a weekly rainfall of about one inch, that is 2:5 cm, to 
maintain field crops in good condition during their active growing period. For a 
growing period of about six months, this practical estimate of the evaporative require­
ment of agricultural fields is in good agreement with the data in Table 1.2. 

TABLE 1.4 
Estimates of mean global heat budget at the earth surface in kcal/ (cmZ y) 

Reference Land Oceans Global 

R. LeE H R. LeE H R. LeE H 

Budyko (1974) 49 25 24 82 74 8 72 60 12 
Baumgartner and 
Reichel (1975) 50 28 22 81 69 12 72 57 15 
Korzun et al. (1978) 49 27 22 91 82 9 79 67 12 

The estimates presented in Table 1.4 provide an idea of the order of magnitude 
of the main components of the surface energy budget on a global scale. These data 
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Fig. 1.2. Measured monthly evapotranspiration rate in mm/day for meadow covers on lysimeters 
at four locations in the Eastern United States. The data at Seabrook, Waynesville and Raleigh repre­
sent maximal or near-maximal values, but the Coshocton data are actual values, possibly affected by 

moisture deficits in the profile (adapted from Van Bavel, 1961). 

show that the net energy is mainly disposed as evaporation. Over the oceans the latent 
heat flux LeE is, on average, larger than approximately 90 percent of the net radiation. 
Over the land surfaces of the Earth, LeE is, on average, slightly larger than 50 percent 
of Rn' Naturally, this is subject to large local and regional variations. The references 
listed in Table 1.4 also contain estimates of the terms in the energy budget for zones 
of 10° latitude. These results, which are not reproduced here, show that between 
approximately 20 and 40° latitude over land H is, on average, larger than LeE. This 
is not surprising since these zones are occupied by extensive arid lands and the large 
deserts of the world. The relative magnitude of the evaporation term in the global 
energy budget underscores again its importance as a linkage term with the water 
budget. Thus changes in the surface energy budget are related not only to climatic 
changes but also to char:ges in water budget. 

At any given location, and at any given time, the actual evaporation is usually 
quite different from the climatological mean. The deviations from this mean can 
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Fig. 1.4. Weekly net radiation and heat content of Lake Ontario during 1972-1973 (adapted from 
Pinsak and Rogers, 1974). 

be characterized by a cyclic or periodic behavior, namely with a daily and with a 
seasonal time scale. In the extreme case of an arid, warm climate, with a pronounced 
dry and a wet season, the seasonal evaporation cycle is similar to the rainfall cycle. 
In a humid climate, or over water, the seasonal march of the evaporation rate follows 
closely the cycle of the energy available for evaporation. In most climates over land 
the seasonal evaporation cycle is affected both by the available water and by the 
available energy. As an example, in Figure 1.2 the monthly mean evaporation rates 
are shown for several locations in the eastern United States. The evaporation rate 
is maximal in summer and minimal in winter. Thus, the cyclic behavior here is 
similar to that of the solar radiation input and to that of the air temperature. The 
same holds true for shallow water bodies. However, for deep water bodies, the 
evaporation cycle does not coincide with the solar summer-winter cycle. In contrast 
to a land surface, a water body can store and release large amounts of heat and thus 
acts like a fly wheel; as a result the cycle of the available energy for evaporation 
may lag several months behind the solar input cycle. For example, as can be seen 
in Figure 1.3, the rate of evaporation from Lake Ontario is maximal in late fall and 
early winter, and minimal in late spring and early summer; the corresponding net 
radiation and heat storage are shown in Figure 1.4. 

The daily evaporation cycle is usually less pronounced over water than over land. 
Over land, where much less heat is conducted below the surface, the daily cycle 
generally follows the daily march of the solar radiation. Illustrations of the daily 
cycles of evapotranspiration from vegetated surfaces and from water surfaces are 
shown in Figures 6.1-6.4 together with other components of the energy budget. In 
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Fig. 1.5. Rate of evaporation from a bare soil during a drying cycle, measured with a weighable 
Iysimeter in Arizona (from Van Bavel and Reginato, 1965). 

Figure 1.5 an example is shown of the daily cycle of evaporation from bare soil. 
This figure also illustrates the general behavior of evaporation after a rainfall or 
after irrigation, when the available water stored in the soil profile is being depleted. 
Because the experiment took place during a drying period, the daily cyclic behavior 
is superimposed on a trend of decreasing daily mean evaporation. A similar trend 
in daily mean evaporation after rainfall is also illustrated in Figure 10.1 for pasture 
and in Figure 11.7 for bare soil. 

The daily and seasonal cycle are actually only one feature of the general stochastic 
behavior of evaporation in nature. A few attempts have been made (e.g., Yu and 
Brutsaert, 1969a, b; Pruitt et aI., 1972; Shahane et al., 1977; Magyar et al., 1978) to 
study stochastic and statistical aspects of evaporation, but still very little is known. 
Progress will be possible by the acquisition of better data and longer time series. 

1.4. THE TRANSFER OF OTHER ADMIXTURES AT THE EARTH­
ATMOSPHERE INTERFACE 

In addition to evaporation of water and the sensible heat flux, there are transport 
phenomena of other admixtures or constituents of the atmosphere which are of 
physical and biological consequence in the environment. For instance, the transfer 
of oxygen through the water surface is one of the main mechanisms for maintaining 
or restoring the water quality of lakes and rivers. Carbon dioxide is another con­
stituent of the air that is essential for the biological metabolism. However, it is also 
one of the major waste products resulting primarily from the combustion of various 
fuels; in the past few decades its concentration in the air has been increasing. The 
consumption of CO2 by vegetation and the transfer of CO2 through the surface of 
water bodies govern to a large extent its removal from the air. Together with sunlight 
and nutrients, the surface transfer of CO2 is a factor governing the eutrophication 
rate of lakes. Beside CO2 many other gaseous combustion products are being dis­
charged into the earth's atmosphere. Dry deposition of gaseous pollutants on the 
earth's surface is a major cleansing mechanism of the atmosphere, in addition to 
precipitation scavenging or wet deposition. The volatilization of certain hydrocarbons 
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from lakes and rivers is also increasingly a cause for serious concern among environ­
mental engineers. 

This book does not deal with any of the problems just mentioned. However, several 
of the phenomena treated in connection with the transport of water vapor and 
sensible heat, are equally pertinent for the analysis of transport of other admixtures. 
The similarity is, of course, perfect in the case of evaporation of pure liquids or 
solids. But the similarity also holds when the gas has a low vapor pressure, when it 
has a high solubility in the surface material or when it has a rapid chemical reaction 
with it. For example, the transfer of gases such as NH3, S02, S03 and HCl at a water 
surface is probably quite analogous with surface transfer of water vapor (e.g., Hicks 
and Liss, 1976). Actually, most gases do not fall in this category, and their transfer 
through an air-water interface is usually controlled by transport mechanisms in the 
water. Nevertheless, away from the immediate proximity of the surface, in the fully 
turbulent boundary layer all passive admixtures are transported in a similar way. 
For example, above a vegetation, the transport of CO2 (Shawcroft et ai., 1974) 0 3 
(Wesely et ai., 1978), or NH3 (Denmead et ai., 1978) may be treated by methods 
which are the same as some of those used to determine evaporation. 



CHAPTER 2 

History of the Theories of Evaporation 
A Ch ronolog ica I Sketch 

Since time immemorial human beings have observed evaporation of water in their 
surroundings, and they undoubtedly have speculated on the nature of this pheno­
menon. For a better understanding of the discovery of our present knowledge, it is 
appropriate to review briefly some of the concepts of the past and their evolution. 

2.1. GREEK ANTIQUITY 

Among the peoples of antiquity, the Greeks are renowned for the large effort their 
natural philosophers made to arrive at a rational explanation of the physical world 
in which they lived (e.g., Burnet, 1930; Freeman, 1953). Not much is left of their 
original writings; moreover, whatever is left is not easy to interpret, not only because 
major parts of the early theories are deduced from secondary sources, but also 
because the meanings of even the most elementary concepts have evolved in the 
mean time. Still, inspection of these works and theories shows that evaporation 
m'lst have occupied a central position in the cosmology of the ancient Greeks (cf., 
Gilbert, 1907; p. 439 ff.). Indeed, telluric exhalations from water and earth formed 
the basis for their understanding of all meteorological phenomena. These exhalations 
were referred to as anathymiasis (d:).!a()upia(Jc);) or more specifically in the case of 
vaporizing or vaporized moisture as atmis (d:z-,uC);); they provided the connection 
and the interaction between the lower elements, earth and water, and the upper 
elements, air and fire. 

Already in pre-philosophic times, Hesiod in the eighth century B.c. commented 
on the formation of mist. In a passage with advice to farmers to get dressed warmly 
and to finish the work in time, Hesiod (1928; 1978; vv. 547-553) wrote: 

For the morning is cold when the north wind bears down; in the morning from the starry sky over the 
earth a fertilizing mist spreads over the cultivations of the fortunate; this [mist], drawn from ever 
flowing rivers, and lifted high above the earth by a storm wind, sometimes falls as rain toward evening, 
or sometimes blows as wind, while the Thracian Boreas chases the clouds. 

This passage probably reflects the intuition of most natural peoples. It contains two 
interesting features; there i,s a hint of the atmospheric phase of the hydrological 
cycle, and it is implied that evaporation may be both a cause and a result of the wind. 

The formal inquiry into the reality behind the changes in the universe is usually 
assumed to have started with Thales of Miletos in Ionia, who flourished around 
585 B.C. He probably did not commit his ideas to writing, and no actual quotations 
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of him have survived; but there is evidence that he attached some significance to 
evaporation. He posited that water is the main principle of everything, and he is 
said (Aetius in Diels, 1879; p. 276) to have given as one of the three reasons for this 
"that even the fire of the sun and of the stars, and even the kosmos itself, are fed 
by the evaporation of the waters." 

The earliest known Greek philosophical writings are those of his younger associate 
Anaximander of Miletos; he was born ca. 610 B.C. and he must have been in his 
prime ca. 565 B.C. Concerning phenomena related to evaporation, Anaximander's 
views were summarized by Hippolytus in his doxography as follows (Diels, 1934; 
p. 84, I, 6, 7): 

Winds are generated when the finest vapors [atmos] of the air are separated off and when they are put 
into motion by being assembled together; rains are generated from the evaporation [atmis] that is sent 
up from the earth toward under the sun. 

On this topic, Aetius (Diels, 1934, p. 87, III, 7, 1) described Anaximander's view as 
"Wind is a stream of air, of the finest in it and of the moistest, which are moved or 
dissolved by the sun." Aetius was a doxographer who lived probably in the second 
century A.D.; he obtained his information indirectly from a lost work of Theophrastos 
(Diels, 1879; Burnet, 1930, pp. 33-35). Also Hippolytus, who died in 235 A.D., 
derived his information from indirect sources, but almost certainly independently 
from Aetius. Both passages are in the main quite consistent. Thus, although some 
uncertainties remain (e.g., Diels, 1934, p. 84; Gilbert, 1907, p. 512), they probably 
provide a fair representation of Anaximander's philosophy. They indicate that An­
aximander considered a moist exhalation, which is caused by the s un, and which 
transforms into air, whose motion is wind. Evaporation is a cause rather than a 
result of the wind. 

Xenophanes of Colophon [ca. 570-460· B.C.] was probably in his prime ca. 530 
B.C. According to Aetius (in Diels, 1934, p. 125, III, 4, 4) Xenophanes said that 

... what happens in the sky is caused by the heat of the sun; for, when the moisture is drawn up out of 
the sea, the sweet part, which is distinguished by its fine texture, forms a cloud, and drips out as rain 
by compression like that of felt, and the winds spread it around. 

And he wrote emphatically [in verse, Diels, 1934, p. 136] 

The sea is the source of the water, the source of the wind. For in the clouds, neither would the force of 
the wind, which blows outward, originate without the great sea, nor the flowing of streams, nor the 
rainwater from the sky; but the great sea is the originator of the clouds, winds and streams ... 

Diogenes Laertius (1925, p. 427, IX, 2, 19) gave a similar description of Xenophanes' 
views in the following brief sentence (Hicks's translation is not adhered to) :"Clouds 
are formed when the vapor is carried upwards by the sun and lifts them into the 
surrounding air ... " All this shows that Xenophanes had some idea of the hydrologi­
cal cycle, which may have been more complete than Hesiod's and Anaximander's, 
because he also included streams. But evaporation, which is driven by the sun, plays 
a central role. He. may also have suggested some kind of dual exhalation, because 
he is said, again by way of Theophrastos (Aetius, II, 20, 3 in Diels, 1934, p. 124), to 
have thought that" ... the sun is made up from the fiery particles from the moist 
exhalation". 
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The concept of two exhalations was apparently first introduced by Herakleitos 
of Ephesos who flourished around 500 B.C. Diogenes Laertius (I 925, IX, I, 9-11, 
p. 416; Diels, 1934, p. 141) described his views as follows (Hicks's translation is not 
adhered to): 

For by becoming denser fire exudes moisture, this by condensing becomes water, and by congealing 
water changes to earth; and this is the downward path. Then again earth is liquified, from which water 
originates and from water the remainder; he reduces nearly everything to exhalation from the sea. 
This is the upward path. 

In other words, Herakleitos allowed the elements to transform into one another, 
and he specified that evaporation is the most important process. However, at the 
same time he considered another type of exhalation: 

But exhalations arise also from the earth as well as from the sea; the former are bright and pure, the 
latter are dark; fire is favored by the bright ones, moisture by the others ... Day and night, months, 
seasons, years, rains. winds and similar things originate by the various exhalations. For the bright 
exhalation, ignited in the circle of the sun, causes day, and when the opposite predominates, it pro­
duces night; and the increasing heat from the bright exhalation produces summer, whereas the pre­
ponderance of the moisture from the dark exhalation produces winter. And he attributes causes to 
other things accordingly. 

This passage suggests that the sun is the principle governing the preponderance of the 
bright or the moist exhalation, and that it drives the transformations of the elements. 
To Herakleitos the exhalations were not merely physical phenomena but the soul of 
everything, for (Aetius IV, 3, 12, in Diels, 1934, p. 147) 

The soul [psyche] of the kosmos originates from the exhalation of its waters, and the soul in the living 
beings originates from the outside exhalation and from that taking place in themselves. 

and elsewhere (Arius Didymus, by Eusebius XV, 20, in Diels, 1934, p. 154): "But 
also the souls evaporate out of the moist things." 

Hippocrates of Cos [ca. 460-370 B.c.], the best known of the physicians of anti­
quity, also had some ideas on evaporation. Because his main objective was not philo­
sophy, his views are less esoteric, and they probably represent more closely the 
general opinion of his contemporaries. Writing on the properties and quality of 
rainwater (Hippocrates, 1923, VIII) he elaborated as follows: 

To begin with the sun raises and draws up the finest and lightest part of water, as is proved by the 
formation of salt ... the finest part, owing to its lightness, is drawn up by the sun. Not only from pools 
does the sun raise this part, but also from the sea and from whatever has moisture in it - and there is 
moisture in everything. Even from humans it raises the finest and lightest part of their juices. The 
plainest evidence thereof is that when a man walks or sits in the sun wearing a cloak, the parts of his 
skin reached by the sun will not sweat, for it draws up each layer of sweat as it appears. But those parts 
sweat which are covered by his cloak or by anything else. 

The development of Greek natural philosophy culminated with Aristotle [ca. 384-
332 B.C.]. Although he criticized many of the views of his predecessors (cr., Chern iss, 
1964), he was strongly influenced by the earlier ways of thinking. In his book 'Meteoro­
logy' Aristotle further developed Herakleitos's concept of the dual exhalation and 
made it a central point for his physical theories. The following quotations illustrate 
his views on evaporation (Aristotle, 1952, 340b 3): 
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For vapor [atmis] is a separation* of water; ... [346b 24] The earth is at rest, and the moisture about 
it is evaporated by the sun's rays and the other heat from above and rises upwards: but when the heat 
which caused it to rise leaves it, some being dispersed into the upper region, some being quenched by 
rising so high into the air above the earth, the vapor [atmis] cools and condenses again as a result of the 
loss of heat and the height and air turns into water: and the generated water falls again into the earth. 
[Lee's translation is not adhered to.] The exhalation from water is vapor, that from air to water is 
cloud; ... 

This evaporation involved a vague notion of latent heat (347a 22): 

Dew tends to form rather in fair weather and mild districts; hoar frost, as said, under opposite condi­
tions. For it is obvious that vapor [atmis] is warmer than water, as it still contains the fire that caused it 
to rise, and so needs more cold to freeze it. 

In addition, there is also a second type of exhalation (360a 6): 

Now there is in the earth a large amount of fire and heat, and the sun not only draws up the moisture 
on the earth's surface, but also heats and so dries the earth itself; and this must produce exhalations 
which are of the two kinds we have described, namely vaporous and smoky. The exhalation containing 
the greater amount of moisture is, as we have said before, the origin of rain: the dry exhalation is the 
origin and natural substance of winds ... Since the two exhalations differ in kind, it is clear that the 
substance of wind and of rain water also differ and are not the same, as some maintain: for they say 
that the same substance, air, is wind when in motion, water when condensed again. Yet it is absurd 
to suppose that the air which surrounds us becomes wind simply by being in motion, and will be wind 
whatever the source of its motion; for we do not call a volume of water, however large, a river what­
ever its flow but only if it flows from a source, and the same thing is true of the winds, ... 

Clearly Aristotle, like many of his predecessors, realized that the moist exhalation 
requires solar radiation or some other heat; however, he denied any direct connection 
between evaporation and the wind except that both, as separate exhalations, are 
caused by the sun. It was impossible for Aristotle to allow any cause-and-effect 
relation between wind and evaporation, because he disagreed so vehemently with the 
view that wind is merely air in motion. Since this view had already been proposed at 
least some 200 years earlier by Anaximander, Aristotle's theory represented a set-back. 

It may be that Herakleitos, who initiated the concept of the two exhalations, and 
perhaps also Xenophanes, already had the same ideas concerning the nature of wind 
as Aristotle; but this cannot be ascertained from the available evidence. 

The possibility has been raised (Nt:edham, 1959, p. 637) that the concept of the 
two exhalations may be of an older Mesopotamian origin, which may also have 
influenced ancient Chinese philosophy. This may be so, but at present satisfactory 
evidence for this is totally lacking. Certainly, the idea that moist vapor is related with 
rain and smoke with ashes, minerals and thunder, could very well have originated 
independently in Greece and in China. But early Chinese concepts on wind do not 
appear to have been related to any dry exhalation. For example, in a naturalist work 
'Chi Ni Tzu', probably of the late fourth century B.c. (Needham, 1959, p. 467) wind 
and rain are dealt with as follows: 

Wind is the chhi [spirit, mind] of heaven, and the rain is the chhi of earth. Wind blows according to the 
seasons and rain falls in response to wind. We can say that the chhi of the heavens comes down and the 
chhi of the earth goes upwards. 

Evidently, rather than a dry telluric exhalation in the Aristotelian sense, the wind is 
represented here as an 'exhalation' from above. 

*Lee translated Oc{x"PCIlC<;! as evaporation, but this alters Aristotle's statement. 
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Theophrastos [ca. 372-287 B.C.] was Aristotle's successor in directing the Peripate­
tic School at the Lyceum in Athens. Among his works is one 'On Winds' in which he 
made a number of important contributions both to the description and the genesis 
of winds. As noted by Coutant and Eichenlaub (1974), these contributions have often 
been overlooked in the past mainly because of his close association and parallelism 
in other matters with Aristotle. Although he was Aristotle's student, Theophrastos 
(1975, 15, 22, 29) did not attach great importance to the dry exhalation in his wind 
theory, and he went back to the older idea that wind is air in motion. He introduced 
his views as follows (Section 15): "If the generation of all winds is the same and caused 
by the same factors (by taking on some material), the sun is the agent." And then, as 
if to appease those holding Aristotle's view, "Perhaps this is not correct taken uni­
versally, but rather the exhalation is the cause, while the sun assists." However, he 
continued, "But the sun, by rising, seems to set the winds in motion and to halt 
them." In a later passage he drastically departed from Aristotle (Section 22): 

If air were self-moving, being cold and vaporous by nature, it would move downwards; if it were 
moved by heat, it would move upwards. For the motion of fire is naturally upwards; in fact, the 
motion is in a sense a mixture of both because neither prevails. 

And finally he asserted (Section 29): "But the movement of air is wind." Because he 
assumed that wind is not due exclusively to some dry and smoky exhalation, Theoph­
rastos (Section 22) could also explain the observation that the wind may be cold and 
vaporous. 

These innovations allowed Theophrastos to see a more correct relationship be­
tween the wind and evaporation. Like his predecessors, he took the sun as the most 
important agent (Section 24, 48), but this is not the only factor (Theophrastos, 1975, 
60). 

The reason that winds which are cold dry more quickly than the sun, which is warm, and the coldest 
winds most of all, must be that they create a vapor and remove it, especially the coldest winds, while 
the sun leaves the vapor. 

This is a remarkable statement, for it is perhaps the first instance on record in 
Greek science that the possibility was raised that, distinctly from the sun, wind has a 
drying effect and creates vapor. It should be recalled that both Anaximander, who 
also considered wind as moving air some 200 years earlier, and Xenophanes had 
implied that wind and evaporation, caused by the sun, were very intimately related. 
Thus it would have been impossible for them to consider the wind and the sun as 
separate agents. 

It is difficult to ascertain whether the Aristotelian or the Theophrastian view sub­
sequently prevailed at the Peripatetic School. Froql the present vantage point at 
least, it would seem that Aristotle's 'Meteorologica' was better known and probably 
better accepted; it was an essential part of the Aristotelian corpus which came to the 
Arabs and later to Western Europe. However, in Book 26 of 'Problems', attributed 
to Aristotle (1938b, 26, 28; 26, 34) there are several passages which throw a curious 
light on this issue. For example (Hett's translation is not adhered to), 

Why do the winds which are cold have a drying effect? Is it because the colder winds cause evapora­
tion? Why do they cause more evaporation than the sun? Is it because they drive off the vapour, but 
the sun leaves it? So it moistens more and dries less? 
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And again, "Why as the sun is rising do the winds rise and fall? Is it because wind is a 
movement either of air or of rising moisture? ... " 

Clearly, these passages are so alien to the two-exhalation theory that they could not 
possibly have been written by Aristotle. And indeed, 'Problems' is now generally 
accepted to be spurious: it was probably compiled later in the Peripatetic School, and 
it may have continued to evolve to its present form until as late as the fifth century 
A.D. (Hett, in Aristotle, 1938). All this suggests that the Peripatetic School did not 
always adhere to Aristotelian orthodoxy, and that the ideas of Theophrastos on wind 
were taken seriously; so seriously, in fact, that later some of them became associated 
wi th the name of the old master himself. 

2.2. THE ROMAN PERIOD AND THE MIDDLE AGES 

The Romans are less known for their natural philosophers than for their engineering 
works and their contributions in law and administration. As their views on scientific 
matters were heavily influenced by the Greeks, their writings are often dismissed as 
merely reviews and commentaries of the Greek works. This is an over-simplification. 
Because the Romans were generally more practically oriented, they tended to rely also 
on observation rather than on speculation only, arriving at interesting insights in 
some cases. 

This is illustrated by the explanation of Lucretius [ca. 99-55 B.C.] in his work 
'On Nature'. On why the level of the sea does not increase, Lucretius (1924, VI, 617 
ff) wrote: 

Besides the sun by his heat draws off a great portion. For certainly we do see that clothes soaking with 
wet are dried up by the sun with his burning rays. But we see that the seas are many and stretching 
wide beneath; therefore although the sun may sip but a small portion from the surface in any given 
place, yet over so great an expanse he wi\l take away from the waves in abundance. Then further the 
winds also can lift a goodly portion of moisture by sweeping the surface, since under the winds we see 
very often the roads grow dry in one night, and the soft mud massing together in crusts. Besides I have 
shown that the clouds also lift a great deal of moisture from the great surface of the main, which they 
sprinkle everywhere over the whole world when it rains on earth and the winds carry the clouds along. 
Lastly since the earth is a porous body ... 

A similar account is given in V, 264 ff. Lucretius derived his philosophy primarily 
from Epikuros who adhered to the atomic theory of Demokritos and Leukippos, and 
his views on evaporation seem to reflect this. Unfortunately, nothing is left that might 
provide some clue as to what the Greek atomists themselves thought about this 
problem. Lucretius's description of evaporation is definitely superior to that given by 
Theophrastos. It is noteworthy that he referred to concrete observation, giving two 
examples to support his statements on the effects of sun and wind. 

The views of Seneca [ca. 4 B.C.-A.D. 65], born in Cordoba, and teacher and later 
advisor of Emperor Nero, provide a different example of the general status of natural 
philosophy during the Roman period. His book 'Natural Questions' contains some 
new interpretations, but it is strongly influenced by the earlier Greek theories, and it is 
replete with moralizing conclusions and analogies. Seneca quoted nearly 40 references, 
among whom five Latin authors, and the remainder Greek. As regards evaporation, 
he explained (Seneca, 1972; V, 8, 1) that the sun is nourished by the exhalations from 
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the marshes and the rivers; the sun draws up the fresh water from the sea because it is 
the lightest (IV, 2, 24); the wind is flowing air in one direction (V, 1, 1); evaporation 
from land and water is sometimes the only cause of the wind (V, 5, 1; V, 8, 1; V, 9, 1), 
but in addition the atmosphere also has an inherent capacity for movement by itself 
without external agent (V, 5, I). A brief account (II, 12, 4) was also given of Aristotle's 
two-exhalation theory, but in connection with the origin of thunder. In summary, it 
can be noted that Seneca's views were related to those of Aristotle and Theophrastos; 
although he admitted that also the moist exhalation may produce wind, the possibility 
that wind affects evaporation was not mentioned. Thus, his ideas on evaporation 
appear less sound than those of Lucretius. 

Pliny the Elder [ca. A.D. 23-79] was a contemporary of Seneca; in spite of an active 
career in public life he kept up continuous study allowing him to write a gigantic and 
encyclopedic 'Natural History' in 37 volumes. In the preface Pliny (1938, 17) stated 
that it deals with "20,000 noteworthy facts obtained from one hundred authors that we 
have explored." When discussing the phenomenon of evaporation in general terms, 
Pliny (1938; II, 42, 111-44, 114) gave a synthesis of the earlier Greek theories. He 
mentioned the two exhalations, the effect of the sun, and also the wind as air in 
motion; but he did not take sides, carefully couching his statements in terms of "I 
would not deny ... " and "Similarly, I am not prepared to deny ... " Pliny took a 
pragmatic attitude, and he was willing to accept several possibilities as not necessarily 
exclusive mechanisms. This attitude is again illustrated by his comments on evapora­
tion in colder regions. In an interesting description of the Chauci, a people who lived 
along the North Sea between the Ems and the Elbe, and whom he must have observed 
while he served as a cavalry officer in Germania, he wrote (Pliny, 1945; XVI, 1, 4): 
" ... they scoop up mud in their hands and dry it by the wind more than by sunshine, 
and with earth as fuel warm their food and so their own bodies, frozen by the north 
wind." Thus Pliny inferred that because of the often cloudy conditions in North­
Western Europe, the sun could not possibly be the only agent, and that the wind had 
to playa more important role. 

The end of the Roman era witnessed the rise of Christianity. The writings of the 
early leaders, or fathers, of the church reflected an eclecticism between biblical inter­
pretation and pagan philosophies. An example of this is the set of homilies 'On the 
Hexaemeron', written by Basileios of Cappadocia [St Basil, ca. 330-379]. Basileios 
had been educated at Caesarea, Constantinople and Athens, so naturally in this work 
he drew freely from the classical Greek philosphers, among whom were Herodotos, 
Plato, Aristotle, and Theophrastos. He considered the sun the only cause of evapora­
tion (Basil, 1963; 4, 6) . 

. . . and it [the sea] is good because, being the receptacle of rivers, it receives the streams from all sides 
into itself but remains within its own limits. It is good also because it is a certain origin and source for 
aerial waters. Warmed by the rays of the sun, it gives forth through vapors a refined form of water, 
which, drawn to the upper regions then chilled because it is higher than the reflection of the sun's rays 
from the ground and also because the shadow from the cloud increases the cooling, becomes rain and 
enriches the earth. 

To support his contention that the heat of the sun is the cause of evaporation he 
then made the analogy with a kettle which boils until it is empty. The same view is also 
given in (3, 7). A decade or two later, around 389, Ambrosius [St Ambrose, ca. 
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333-397] also wrote a 'Hexameron' which was partly inspired by that of Basileios. 
Ambrosius was then bishop of Milan, but he had become a Christian only in 374, and 
his early education in Rome had been in the classical Latin tradition. His descriptions 
(Ambrose, 1961; 2, 13; 2, 14; 3, 22) of evaporation are very similar to those of Basi­
leios. 

It is of some interest to note, incidentally, that both Basileios and Ambrosius wrote 
on evaporation in connection with the problem why the sea does not overflow even 
though all rivers flow into it. Already Aristotle (1952; 355b 22) had dealt with it, and 
he had called it an 'ancient difficulty'. As seen above, Lucretius had thought about it. 
The problem was also of concern in ancient China. In the third century B.c. Lii Shihh 
Chhun Chhiu wrote (Needham, 1959; p. 467): 

The waters flow eastwards from their sources, resting neither by day nor by night. Down they come 
inexhaustibly, yet the deeps are never full. The small (streams) become large and the heavy (waters in 
the sea) become light (and mount to the clouds). This is (part of) the Rotation of the Tao. 

However, the preoccupation of Basileios and Ambrosius with this problem stemmed 
directly from (1, 7) in Ecclesiastes [ca. fourth to third century B.C.] as follows (Oxford 
Study Edition, 1976): "All streams run into the sea, yet the sea never overflows; back 
to the place from which the streams ran they return to run again." This preoccupation 
was shared by most later Christian writers, and it was to endure well into the Middle 
Ages. But the theme has kept recurring: Dobson (1777) contended that his data 
supported the wisdom in this biblical passage, and, as recently as 1877, Huxley (1900, 
p. 74) used the passage in his description of the hydrological cycle. 

Just like the Roman Period the Middle Ages are also often dismissed as a period of 
relapse in the long development of physical science. Again, this is a convenient over­
simplification (e.g., Lear, 1936; Pernoud, 1977) and, as will be seen below, several 
concepts of medieval meteorology were at least as advanced as those of the Renais­
sance and even later. Although the divine was considered to be the ultimate principle 
of everything - but also the Greeks assumed this - the fundamental concept of 
science, as Thales had initiated it, was retained. In other words, the Greek tradition of 
searching for an explanation of the physical world within that same world, without 
animistic or direct divine intervention, was continued. The main difference was that 
this scientific knowledge had to provide a first step and an aid for the transmission of 
the Christian doctrine. 

This can be seen, for example, in the work 'On Nature' written around 613 by 
Isidorus Hispalensis of Sevilla [ca. 560-636] for the benefit of Sisebut, king of Visigo­
thic Spain at Toledo. The title of the work is the same as that of Lucretius; its outline 
is in some places similar to those of Aristotle, Lucretius and Pliny, but it is very close 
to that of Aetius (cf. Fontaine, in Isidore, 1960). So to organize his material, Isidore 
must have had at his disposal some doxographic treatise, or at least a monastery 
school manual or summary of it. Beside a few pre-Christian references, most of the 
explicit references are to patristic writers. But these were largely products of the 
classical tradition; hence, both in form and contents, Isidore's work was an outgrowth 
of the same. 

On the nature of wind Isidore (1960; 36, 1) wrote: 

Wind is moved and agitated air, as proved by Lucretius: "For wind is generated where the air is 
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brought in motion by agitation'. Which can be shown to be true even in a place which is most calm 
and protected from all winds, by means of a smaIl fan, with which we move the air, as we chase the 
flies, and we feel a blowing. 

And on why the sea does not increase (41, I), 

Bishop Clemens said that it is because the naturaIly salty water consumes the flow of fresh water which 
it re:eives, in such a way that, however large the masses of the waters it receives, this salty element of 
the sea nevertheless does not absorb them totally. Add to this also what the winds take away, and what 
the evaporation and the heat of the sun absorbs. FinaIly, we see lakes and many ponds being con­
sume;! in a short time by the blowing of the wind and the glowing of the sun. On the other hand, 
Solomon* said: the streams return to where they come from. 

Finally, Isidore (1960; 42, I) explaining why the sea has bitter water, continued, 

It is again the learned Ambrosius who says in his teachings: the reason why, so say the ancients, the 
sea has salty and bitter waters is that whatever flows in it from the different streams, is absorbed by the 
heat of the sun and the flowing of the winds, and as much is consumed by the diurnal evaporation as 
is brought in by all the river flows during each single day. It is said that this happens by virtue of the 
sun, which takes up what is pure and light, but leaves what is heavy or earthy, because it is also bitter 
and not drinkable. 

These views of Isidore on evaporation, with a suggestion of a hydrological cycle, 
are very similar to those of Lucretius, and they are superior to those of Aristotle and 
even Theophrastos. Just like Lucretius, Isidore used practical examples to support his 
statements. The reference to Ambrosius probably exaggerates his importance, for 
Ambrosius (1961; Hex. 2, 14; 3, 22) did not mention any wind effect. In a later work 
'Etymologies' completed around 620, Isidore gave similar descriptions of the wind 
(Isidorus, 1911; 13, 11) and of why the sea does not increase (13, 14), " ... or because 
the clouds attract a large amount of water; or because the winds partly carry it up, 
and the sun partly dries it out." 

Isidore's work had a vast impact during the early middle ages. About a century 
later, Bede [ca. 673-735] a Benedictine monk at Jarrow in England, known mainly 
for his historical writings, also wrote a book 'On Nature', in which he followed 
Isidore's rather closely. In connection with meteorological phenomena, Bede sum­
marized Isidore's statements and, in some instances, he rendered them almost ver­
batim. For example, Sections 26 and 40 of Bede (Beda, 1843) regarding evaporation, 
correspond very closely to Sections 36, 41 and 42 of Isidore (1960), which are quoted 
above. A book 'On the Times of the Year' written around 993 by Aelfric (1942, 1961), 
under inspiration of Bede's work, shows that some of Isidore's ideas had even found 
their way into the Anglo-Saxon vernacular. Isidore's influence is also evident in the 
work of Hrabanus Maurus of Mainz [ca. 776-856]. Entitled variously 'On Nature 
or 'On the Universe', it was written around 844; it was designed as an aid in preparing 
sermons, and it contains numerous Christian explanations, allegories, and biblical 
references. Hrabanus appears as a well-read author, but his primary source was 
clearly Isidore. His descriptions (Rabanus Maurus, 1852; 9, 25; I 1,2) of the wind and 
of why the sea does not increase, were taken nearly literally from Sections 13, II and 
13, 14 of Isidore (Isidorus, 1911) quoted above. 

*It has in the past often, apparently mistakenly, been assumed that Solomon was the author of Ec­
clesiastes. 
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These examples illustrate that by the early Middle Ages several concepts of Greek 
and Roman science had been fairly well propagated in Western Europe through 
Isidore's writings. If Isidore deserves a place in the history of Western thought, it is 
not by virtue of the originality or correctness - by today's standards - (e.g., Lear, 
1936) of his overall view of the world. As regards evaporation, however, he was part 
of a tradition that has scientific merit. Isidore's descriptions of evaporation were 
inspired indirectly by those of Lucretius, and they are thus related to the views of the 
earlier atomists Demokritos and Leukippos, rather than those of Aristotle. The most 
notable feature of the evaporation theory of the early Middle Ages is that both the 
solar heat and the wind were taken as active but distinct agents. 

A further development in this same direction were the explanations given in the 
'Dialogue on Physical Substances'; this book in the form of questions and answers 
was written by Vuilhelmus [William or Guillaume] of Conches in Normandy, who 
flourished between ca. 1120 and 1155 as a teacher at the School of Chartres. Vuil­
helmus (1567; p. 159) described wind as air flowing in one direction, which is re­
miniscent of Seneca (1972; V, 1); but his description of the causes of the wind (p. 160) 
involved not only an exhalation but also specifically atomistic features, which albeit 
different were explicitly inspired by ideas of Demokritos. On the drying effects of 
wind he wrote perceptively (p. 168): 

Duke: If a certain wind is moist, as you state, how come that all winds. provided they do not bring 
rain, dry out the water which is in the earth's surface, or wet clothes, or herbs or trees? Philosopher: 
the wind, which is humid, such as the southerly wind, is also warm, and the heat actually causes the 
dryness. But the wind which is cold, is also dry; hence it is no surprise if it has a drying effect. 

General descriptions of the evaporation process remained roughly the same until 
the beginning of the thirteenth century. Thomas Cantimpratensis [120 I - 1270] of 
St Pieters-Leeuw in Brabant was a notable writer of that period. In his 'Book on 
Nature', completed prior to 1244, he was still of the opinion that wind is only a flow 
of air (Thomas Cantimpratensis, 1973; 18,4,2); and in the context of the familiar 
problem why the ocean is not increased by the influx of the streams, he gave as one 
of the mechanisms that fresh waters (Section 19, 4, 14) " ... are taken up by the wind 
or by the glowing of the sun ... " The book of Thomas, sometimes mistakenly at­
tributed to Albertus Magnus [ca. 1193-1280] of Cologne, had a considerable influence. 
For example, it served as one of the major sources for the 'Natural Mirror' of his 
fellow-Dominican Vincent of Beauvais [ca. 1190-1264] in France; around 1267 Van 
Maerlant (1878) of Damme in Flanders made a paraphrased translation of it in 
Middle-Dutch verse, entitled 'The Flower of Nature', unfortunately without Chapters 
18 and 19, which are of concern here; and it was used around 1350 by Conrad von 
M~genberg (1897) when he wrote his 'Book of Nature' in Middle-German. Other 
works in which it was used as a source have been listed by Kaufmann (1899; p. 36). 

But the description by Thomas was probably one of the last instances that evapora­
tion was dealt with in this way. Around that same time, Aristotle's philosophical 
works were becoming known in Western Europe. The Latin translations of these 
works were derived from Greek originals, as a result of intensified contacts with 
Constantinople during the crusades, and from Arabic translations mostly in Moorish 
Spain (e.g., Jourdain, 1960; Peters, 1968). 
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The Arab world became acquainted with the works of the ancient Greeks through 
the translations of Syrian scholars at the end of the eighth and the beginning of the 
ninth centuries. One of the earlier figures among these was Ayyub al-Ruhawi al­
Abras [Job of Edessa, ca. 760-835], a Nestorian, who translated both into Syriac and 
into Arabic. He also wrote his own 'Book of Treasures', an encyclopedia containing 
all knowledge of interest in Baghdad about A.D. 817. Ayyub apparently had a 
thorough knowledge of Aristotle's meteorological philosophies, but he did not accept 
them all uncritically. Actually, he categorically rejected Aristotle's wind theory (Job 
of Edessa, 1935; IV, 14, 190- 192) using the following refutation of its dry-vapor 
origin: 

Since there are sometimes winds and sometimes not, while that vapor constantly rises from the earth, 
in a great or small quantity, it does not seem likely that it constitutes the origin of the winds or the 
measure (of their strength). 

He considered wind as air in motion, and he also had an idea of the effect of advection 
by the wind on cloud movement and precipitation. It is surprising therefore that he 
considered only the sun and other sources of heat as causes of evaporation. On 
evaporation he wrote (IV, 17, 193)., 

Further, water found in a southern country is generally brackish, on account of the nearness of the 
sun. This happens because the sun sucks from it the expanded and thin part. 

and again (V, 1, 194), 

The heat which in the winter is inside the earth heats the water which is in it, and this water rises 
upwards in the form of vapors, and mounts up in the air, in the same way as the water which is in a 
pot, when heated by fire, leaves it and rises upwards in the air. 

Ayyub failed to mention any wind effect, and unlike some others such as Anaximander 
or Theophrastos, who took wind as air in motion, he did not even entertain the pos­
sibility that moist evaporation might be a cause of wind. His concept of evaporation 
was clearly Aristotelian. 

Once his theories became accessible in translation, Aristotle was apparently held 
in high esteem among the Arabs. This is witnessed by the fact (cf. Mieli, 1966; pp. 
95, 102) that the famous philosophers AI-Farabi [d. 950] from Turkestan, and the 
Iranian Jbn-Sina ['Avicenna', 980-1037] have also been called the second and third 
master, respectively, after Aristotle. 

Available descriptions of evaporation and related phenomena in the Arabic litera­
ture strongly suggest that Aristotle's two-exhalation theory exerted a powerful in­
fluence. An example of this is found in the large encyclopedia 'Rasail' written in the 
tenth century by the Brothers of Purity (Ikhwan al-Safa, 1861; IV, pp. 76-81) of 
Basra in Iraq. Their treatment of the wind reveals their opinion on evaporation. 

The wind is nothing but the surging back and forth of the air, when it is moved to the six directions, 
just like the surges of the sea are nothing but the motion of the water, in which the parts push one 
another toward the four directions. For the water and the air are two standing seas, but the parts of 
the water are dense and they are heavy in motion, whereas the air is fine and it is light in its motion. 

A cause of the motion of the air is the rising of vapors from the sea and of smoke from the earth. 
For when the sun shines on the surface of a sea, of a field or of a desert, it stirs up fine moist vapors 
from the sea, but a dry smoke from the dry earth surfaces. Its heat makes both rise into the air; then 
one part of the air pushes the other toward different directions, in order to create space for the two 



History of the Theories of Evaporation 23 

kinds of rising vapors. When there is a lot of dry smoke, the winds originate from it, for as these parts 
arrive at the upper edge of the windy region, they become cold, and the cold of the icy region prevents 
them from rising any higher. They then return continually and push the air to the four directions, and 
from this the different winds originate. 

The description of surging back and forth suggests that the Ikhwan were dealing with 
the land and sea breezes which they observed at Basra. The analogy of the wind with 
tides appears to be directed against Aristotle's (1952; 360a 6) argument, quoted 
earlier, that wind cannot possibly be air in motion since it has no source. Their 
reasoning was that if tides can be water in motion, there is no reason why wind can­
not be air in motion. This difference in outlook was undoubtedly due to the fact that 
the tides in the Persian Gulf are considerably larger than in the Mediterranean at 
Athens. At any rate, whatever the nature of the wind, the Ikhwan clearly indicated 
that it is caused by the dry exhalation, and the role of the moist vapor seems to be 
secondary. Evaporation is caused solely by the sun. They also described it as part of 
the hydrological cycle in similar terms. 

The sun dissolves the seas, swamps and ponds in small parts, and raises them from the upper surface 
as vapor; from this originate mist and clouds, which are driven to certain places by the winds,just like 
it happened the year before. This is the way it keeps on happening, and this is the designation by the 
glorious, knowing God. So consider then this divine, all-encompassing care and the magnificant, wise 
guidance; ... 

Thus winds have an advective effect on the clouds, but they are not directly related 
to evaporation. Interestingly, even the distinction of the different causes involved in 
vaporization and precipitation was stated in Aristotelian terms (lkhwan al-Safa, 
1861; p. 86). 

The material cause for the clouds, the rain and their consequences are, as we have described above, 
the two rising vapor streams. The efficient cause for these are the sun and the stars, because they cast 
their rays, as we have mentioned before. . 

Although the details of their descriptions do not correspond with those of the 'Meteo­
rologica', the Ikhwan al-Safa used the theory of the two exhalations as the basis of 
their concepts. But their description of evaporation, just like that of Ayyub, was 
practically identical with Aristotle's. Equally significant in this respect, as measures 
of Aristotle's influence on Arabic science, are the commentaries on the 'Meteoro­
logica' by AI-Farabi (1969; III, 9, 110-111) and by Ibn-Rushd ['Averroes', 1126-
1198] of Cordoba in Spain (Aristoteles, 1574; pp. 416,432). 

The first three books of the 'Meteorologica' had been translated from Arabic by 
Gerardus Cremonensis, who died in 1187, and the fourth directly from Greek by 
Henricus Aristippus, who died in 1162 (cf. Grabmann, 1916). As a result, during the 
first half of the thirteenth century, copies of these Latin translations were appearing 
in Western Europe. One unmistakable indication that the two-exhalation theory was 
beginning to make its presence felt is a fleeting comment that wind originates from 
'dry vapor'; it appeared in a versified work 'On the Praises of Divine Wisdom' writ­
ten by Alexander Neckam [ca. 1157-1217] (1863; 4,116) ofSt Albans, toward the end 
of his life. But the full penetration of Aristotle's theories did not take place easily. 
During the initial period, in 1210 and 1215, the teaching of Aristotle's works in 
natural philosophy became the subject of official prohibitions in Paris, which re­
mained in effect actually until at least 1241 and officially until 1255 (Van Steenberghen, 
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1955; pp. 98, 109, 164). This was extended later to Toulouse, but it never applied to 
Oxford. As Thomas Cantimpratensis had been a student at Paris, Aristotle's prohi­
bition there probably explains why, around 1240, he still described evaporation in 
Isidorian terms. At any rate, the writers after Thomas gradually adopted Aristotle's 
theory. 

Among the Latins, one of the first specific and formal accounts of Aristotle's two­
exhalation theory was given by Vincent of Beauvais (Vincentius Bellovacensis, 1964; 
4, 27) in the context of the origin of wind. His physical encyclopedia, which was prob­
ably written within a decade after the publication of the book of Thomas Cantim­
pratensis, contained a detailed account of several other opinions on the cause of wind, 
namely those of Pliny, Vitruvius, Demokritos, and Guilelmus de Conchis. Vincent, 
however, asserted that wind is moving air, referring to Seneca and Thomas C. (Section 
4, 26), and he felt that nobody among mortals could know the real cause of the winds. 
In a later passage (Section 5, 8) he gave Isidore's view on why the sea does not in­
crease. In addition, Vincent dealt extensively with vaporization, distillation and 
related phenomena of oils and other substances beside water. 

Bartholomaeus Anglicus [ca. 1190], an English Franciscan, wrote a similar ency­
clopedia, 'On the Properties of Things'; he started it after 1231 in Magdeburg in 
Germany, so that it was probably published around the same time as Vincent's; there 
is no evidence that they were aware of each other's work. Although Bartholomaeus 
(1601; 11, 2) summarized the views of Beda, Aristotle, and unnamed others on the 
nature and the causes of the wind, he gave preference to the two-exhalation mechanism 
as the first cause without, however, dismissing the notion of the wind as moving air. 
On why the sea does not increase (13, 21), he quoted Isidore's views, involving eva­
poration due to sun and wind; but then he explained the salinity of the sea by means 
of Aristotle's theory, giving the Sun as the only cause of evaporation, which leaves the 
salt behind. Also this book had an enormous success in Europe; in the course of the 
fourteenth century it was translated into French, Spanish, Dutch, and English, and 
later several editions of it appeared in print. 

Aristotle's theories rapidly penetrated into other languages and the vernacular. 
Around 1273 an unknown poet from Ghent in Flanders (sometimes alleged to be 
Gheraert Van Lienhout) published a didactic poem 'Physics of the Universe' in 
Middle-Dutch verse. In it (Jansen-Sieben, 1968; Section 819-872; 1717-1726) the 
simultaneous moist and dry exhalations of Aristotle are repeatedly mentioned in 
connection with wind genesis, precipitation and clouds. Aristotle's influence is also 
clearly evident in 'The Gate of Heaven', written in Hebrew in the second half of the 
thirteenth century by Gershon Ben Shlomoh (1953), a rabbi at Arles in Provence: 
there are two kinds of vapors, one is moist and the material of the rains, snow, frost, 
hail, and the other is dry and warm and the material of the winds (Section I, 49, 50, 
99); the Sun is the only cause of evaporation (Section 1,91). Similarly, passages in the 
'Book of Nature', published around 1350 by Conrad von Megenberg (1897; 2, 15; 2, 
31) from near Schweinfurt, indicate the general acceptance of Aristotle's views by 
that time. The cause of the wind was explained as smoke evaporated from the Earth. 
Although he cited the book of Thomas Cantimpratensis as his main source, Conrad 
explained that the evaporation, which prevents the sea from increasing, is due to the 
sun and other stars; but unlike Thomas, he made no mention of any wind effect. 
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Aristotle's monopoly continued for the next three centuries and at the height of 
the Renaissance European literature was fully imbued with his theory of the two 
exhalations. This theory served not merely as a physical explanation, but it was used 
as a source of metaphors and poetic imagery. For example, Heninger (1960) has given 
an extensive discussion of its omnipresence in the works of such English writers of 
the Renaissance as Spenser, Marlowe, Jonson, Chapman, Donne and most of all, 
Shakespeare. 

The completeness of Aristotle's philosophical system undoubtedly provided a 
great stimulus from the thirteenth century onward for the development of European 
thought, which ultimately led to the scientific revolution. However, from the point 
of view of evaporation theory, his concept of the two exhalations represented for 
the second time a setback, which had even more serious ramifications than when it 
was first developed in antiquity. As noted, even at present very little is known about 
the meteorological theories of the Greek atomists Demokritos and Leukippos. Many 
of their physical concepts were closer to present day concepts than those of Aristotle. 
One can only speculate about the different development science might have undergone 
if, instead of Aristotle's, their works had been rediscovered in the late Middle Ages. 

2.3. THE SEVENTEENTH AND EIGHTEENTH CENTURIES: INITIAL 
MEASUREMENTS AND EXPERIMENTATION 

Descartes (1637) was one of the first natural philosophers to break away from Aris­
totle's cop.cepts. In his book 'The Meteors' he started out with the hypothesis that all 
bodies in the environment are made up of small particles, and that the spaces between 
these particles are not empty but filled with a subtle matter, through which the 
action of light is communicated. He specified (Disc. 1); 

.. , that those, of which water is composed, are long, united and slippery, just like little eels, which 
although they join and interlace each other, do not knot or get hooked, so that they can easily be 
separated; and on the contrary, that almost all those, as well of the earth as of the air, and of most 
of the other bodies, have very irregular and unequal shapes, such that they cannot be interlaced a 
little without becoming hooked and bound to each other just like the various branches of the shrubs 
which cross together in a hedge; ... 

The sensation of heat or cold he attributed to the intensity of agitation of these little 
particles. But he pointed out that he did not conceive of these particles as indivisible 
atoms, but rather he believed that they are of the same matter and that each could 
be redivided in an infinity of ways. 

With these preliminaries it is easy to follow Descartes' description of evaporation 
(Disc. 2): 

Consider that the subtle matter present in the pores of the earthly bodies, which is being more strongly 
agitated one time than another, either by the presence of the sun or by some other cause, also agitates 
more strongly the little particles of these bodies; you will then easily understand that this [matter] 
must effect that those [particles], which are the smallest and which have such shapes or are in such a 
situation that they can easily separate from their neighbors, part here and there from one another and 
rise into the air; not because they might have any inclination to rise, nor because the sun might have a 
force which attracts them, but solely because they find no other space in which they would easily con­
tinue their movement; this is similar to the dust of the countryside which rises when it is only pushed 
and agitated by the feet of some passer-by. 
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Since Aristotle's theory had enjoyed such a universal acceptance, it was unavoidable 
(see also Gilson, 1920, 1921) that some elements of the two-exhalation theory were 
retained in the concepts proposed by Descartes. He indicated that most of the particles 
which rise into the air have the same shape as those of water, because they can easily 
separate, and he referred to these as vapors. And those with more irregular shapes he 
called exhalations for want of a more suitable name. How.ever, he attached very 
little importance to these [dry] exhalations, among which he included particles of 
earth, spirits, volatile salts, burned oils, and smokes. This is also illustrated in his 
treatment of the winds, which he defined as follows (Disc. 4): "Any sensible agitation 
of air is called wind, and any invisible and impalpable body is called air." The wind 
is caused by the dilatation and expansion of the vapors rising from water surfaces 
and from the humid earth, snow and clouds. Descartes proved this by referring to 
the artificial wind which is created by the aeolipile, an apparatus which was invented 
by Hero of Alexandria [first century A.D.] and which has been called the first steam 
engine. Thus the vapors 

... take along or chase the whole of the air and all the [dry] exhalations which it contains; in such a 
way that, although the winds are caused nearly only by the vapors, they are not composed only of 
vapors; the dilatation and condensation of these [dry] exhalations of this air may aid in the production 
of these winds, but this is so little in comparison with the dilatation and condensation of the vapors 
that they should hardly be taken into account. 

In summary, Descartes attempted to explain evaporation and wind by postulating 
the existence of small particles. Evaporation is caused by the heat of the sun; heat 
is equivalent to agitation of the particles. Wind is air in motion, but it is the result 
of evaporation, rather than one of its causes. Seen against the long domination of 
the Aristotelian theories since the thirteenth century, the proposals of Descartes are 
radical. However, they were still the result of speculation, and except for the aeolipile, 
Descartes had little concrete evidence to back up his views. 

During this period, partly as a result of the writings of Descartes, the general 
approach to science had started to change, and gradually experimentation became an 
essential part of it. 

One of the earliest evaporation experiments on record was run by Perrault (1733). 
During the cold winter of 1669-1670, " ... having exposed 7 pounds of [frozen] water 
to the cold air, found them diminished in 18 days by nearly one pound; which is an 
astonishing evaporation for this season." He also considered evaporation from 
various kinds of oils. This experimental result led him to theorize (Perrault, 1674, 
p. 239 ff.), "Although Aristotle and all the other philosophers give only one cause 
for the evaporation of water, namely the heat, I would be able to find two more, 
one the cold, its contrary, and the other the movement of the particles of air." After 
having described the above experiment, he continued, showing some hesitation as 
regards the effect of the cold. 

As it is very certain that the heat causes evaporation, and that one could doubt that the cold, its con­
trary, might produce a similar effect, I do not see any difficulty in attributing evaporation to the action 
of air particles, ... What makes me use this idea is that I see that evaporation occurs even without the 
aid of heat or of cold. . .. The effect of this evaporation, whether it be caused by the heat or by the 
cold, or only by the agitation of the air particles, is always similar; I mean that the evaporated water 
remains always what it was; the evaporated water is always water, and its evaporation being only a 
separation of its parts, it will not fail to become water again as soon as this separation ceases ... 
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Apart from the hesitant suggestion of the effect of the cold, these ideas already 
appear rather modern; yet it must be pointed out that very similar notions had been 
put forth already by writers from Lucretius onward until Vuilhelmus of Conches or 
perhaps even Thomas Cantimpratensis in the early Middle Ages. As a matter of fact, 
in the twelfth century Vuilhelmus (1567, p. 168) had already dealt with the problem 
of the cold as a cause of evaporation in a much more satisfactory manner. But what 
was definitely new here was Perrault's reliance on experiment. 

A few years later (1687) Halley also presented experimental data. From weight 
changes during evaporation of water from a small pan he deduced that, on warm 
days, evaporation amounted to approximately 0.1 inches in 12 hours, which he 
estimated " ... will be abundantly sufficient to serve for all the rains, springs and 
dews ... " He attributed this evaporation mainly to the effect of the sun "To estimate 
the quantity of vapour out of the sea, I think I ought to consider it only for the 
time the sun is up, for that the dews return in the night, as much if not more, vapours 
are then emitted." He realized, in addition, that the wind has an effect. 

And this quantity of vapour, though very great, is as little as can be concluded from the experiment 
produced: and yet there remains another cause, which cannot be reduced to rule. I mean the winds, 
whereby the surface of the water is lick'd up sometimes faster than it exhales by the heat of the sun; 
as is well known to those that have considered those drying winds which blow sometimes. 

In a second paper, Halley (1691) elaborated on a kind of particle, quite different 
from that of Descartes. 

I have formerly attempted to explain the manner of rising of vapour by warmth, by shewing that if 
an atom of water were expanded into a shell or bubble so as to he ten times as big in diameter as when 
it was water, such an atom would become specifically lighter than air, and rise so long as that flatus 
or warm spirit that first separated it from the mass of water shall continue to distend it to the same 
degree; and that warmth declining ... Yet I undertake not that this is the only principal of the rise of 
vapors, ... But whatever is the true cause, it is in fact certain, that warmth does separate the particles 
of water and emit them with a greater and greater velocity as the heat is more and more intense, as is 
evident in the steam of a boiling cauldron. 

But he also compared the process of vaporization with that of solution of salt. 

... I take it, that it would follow that the air of itself would imbibe a certain quantity of aqueous 
vapours and retain them like salts dissolved in water; that the sun warming the air and raising a more 
plentiful vapour from the water in the daytime, the air would sustain a greater proportion of vapour, 
as warm water will hold more dissolved salts, which upon the absence of the sun in the nights would 
be all again discharged in dews, analogous to the precipitation of salts on the cooling of liquors; ... 

In a third paper, Halley (1694) indicated that he knew of the work of Perrault; he 
further elaborated on the sun and the wind as the main causes of evaporation, and 
he presented additional experimental data. 

Thus, experimentation had become an integral part of the scientific method. This 
new spirit is reflected in the introduction of the paper on evaporation which Sedileau 
(1730a, 1733a) presented to the Academie Royale in 1692: 

There are certain fundamental experiments on which all of physics is based, and which one must 
necessarily make, however annoying they may be, if one wants to reason correctly in this science: 
otherwise all the reasonings which are made on natural things are speculations in the air. 

The motivation of Sedileau's study was the design of the reservoirs needed to 
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maintain the artificial fountains and water jets of the Pare of Versailles of Louis 
XIV; Colbert, superintendent of the king's buildings, and later his successor de 
Louvois, had asked the Academie, and in particular Sedileau, to investigate how much 
water the rains on the plains around Versailles could furnish, and how much of it 
would be lost by evaporation. Accordingly, Sedileau carried out measurements of 
precipitation and evaporation during three years. He used two basins of tin; one, 
2' by 1.5' and 1.5' deep, was used to measure precipitation, and the other, 3' by 2' 
and 2' deep, was used to observe evaporation. Both basins were placed on the terrace 
of the Royal Observatory. He found that from June 1688 until December 1690 the 
average annual precipitation was about 19 inches, in agreement with Perrault's (1674) 
finding, but somewhat more than the 17 inches observed by Mariotte at Dijon 
(1 French inch or 'pouce' equals 2.707 em). The average annual evaporation was 
found to be 32.5 inches. He also concluded that evaporation from a smaller pan is 
larger than from a large pan, all other conditions being the same. In addition, he 
made some observations on snow and ice. In a paper presented in 1693 (Sedileau, 
1730b, 1733b) dealing with the validity of the concept of the hydrological cycle put 
forth by Perrault and Mariotte, he also attempted to explain why evaporation was 
almost twice the precipitation. He reasoned that part of the rain water seeps into 
the ground and is preserved there with little evaporation; the remainder runs off to 
lower places where it collects into a large volume with little exposed area. It should 
be noted here that Sedileau's result is not surprising; pan evaporation is usually 
much larger than regional evapotranspiration; also, even today rainfall is noto­
riously difficult to measure, and it is very likely that Sedileau's result was an under­
estimate. 

The same question concerning the hydrological cycle and the origin of rivers was the 
incentive for the experimental study by de LaHire (1703). While this experiment did 
not deal directly with evaporation theory, it is of interest because it was a forerunner 
of the lysimeter. It was described as follows: 

I chose a place on the lower terrace of the Observatory, and in 1688 I had a leaden basin with a surface 
area of 4 feet installed in the ground at a depth of 8 feet. This basin had side walls of 6 inch height, 
and it was slightly inclined toward one of its corners, where I had a 12 foot long leaden tube soldered, 
which had a considerable slope and which entered in a small excavation at the other end. This basin 
was kept far from the wall of the excavation, in order that it would be surrounded by a greater quantity 
of soil similar to that which was on top, and that it would not dry out by the proximity of the wall. 

This set-up had serious shortcomings: evidently, the basin side walls did not extend 
to the soil surface so that percolating rain water could move away laterally. With 
present understanding of the flow in a partly saturated soil, it is no wonder that de 
LaHire had to report that "not a single drop of water has come out through the tube 
in 15 years". He also conducted some experiments with a basin at more shallow depths 
and under conditions of minimal evaporation, but here some water would only be 
collected after heavy rainfall and large snowmelt. From these percolation experi­
ments, he deduced that rain water cannot penetrate the earth very deeply. He then 
proceeded with an experiment to determine the evaporative loss from two individual 
fig leaves inserted in water, and this led him to infer that rain alone is not sufficient to 
support vegetation in summer, let alone to feed rivers. De LaHire concluded that the 
theory of Perrault and Mariotte is not generally valid and that other causes have to be 
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found to explain the origin of springs. The experiments of de LaHire were a failure, 
but then, this is understandable, since it took another two hundred years (e.g. Buckin­
gam, 1907) before developments in soil physics would allow a satisfactory explanation 
of his findings. 

Inevitably experimentation stimulated thought, which resulted in various hypo­
theses and theoretical models to explain the phenomenon of evaporation. Often these 
explanations, which involved heavy debate, were reflections of developments taking 
place in other branches of the physical sciences. Interestingly, the main points of the 
debate, which was to stay around into the nineteenth century, were already contained 
in Halley's (1691) paper quoted above. The debate revolved around the following 
questions. Is vaporization a solution process, like that of salt in water, implying that 
without air there cannot be any vaporization, or is it merely a breaking up into 
particles? Then, do these particles maintain themselves because they are vesicules, or 
because they are repelling each other as a result of heat? Since the vapor particles and 
the nature of heat (cf., Fox, 1971) were ill-defined and poorly understood, many 
additional points of uncertainty arose. In some cases, several possibilities were 
admitted to coexist. 

At the time, the particle separation theory was probably considered an older and 
more established view; it had elements of the concepts of Descartes and even of the 
Greek atomists. Adherents of various versions of this theory were among others 
's Gravesande (1742; 1747, p. 2535), Desaguliers (1729; 1744, p. 313), and Van Mus­
schenbroek (1739, par. 1495, p. 735; 1732). The latter also reported on evaporation 
measurements taken from a square basin placed in his garden in Utrecht; over a ten­
year period the average yearly evaporation was approximately 29 Rhenish inches (one 
Rhenish inch - 'Rijnlandse duim' or 'pouce Rhenan' - equals 2.618 cm). 

As mentioned, the particle separation mechanism was usually assumed to involve 
some form of heat or fire. Later, as another possibility, Desaguliers (1744, p. 333) 
invoked also electrostatic effects to explain evaporation: small particles of water 
jump toward particles of air, whose specific gravity is somewhat larger, and they 
adhere to them. However, the air in motion then repels these water particles as soon 
as they have become electrical; these electrical particles repel one another and also 
the particles of air. Water vapor is less dense so that it rises. This same idea was ex­
pressed by Van Musschenbroek (1769, p. 272) who specified that evaporation is the 
result not only of fire, but also of electricity, which causes the particles to repel each 
other. The wind has a double effect: first, it takes away vapors which have already 
some tendency to rise; and second, especially when it is dry, it contains a large amount 
of fluid electricity and enhances the separation of the particles. But the electrical effect 
was never accepted very widely; for instance, within a few years it was already argued 
against by de Saussure (1783), who otherwise had 'views similar to those of Desaguliers 
and Van Musschenbroek. 

The solution theory of evaporation, which had no antecedents, must have appeared 
more innovative and modern. Among its adherents Bouillet (1742) explained that air 
absorbs and 'drinks' the water particles at the water surface with which it is in contact. 
In this way water particles, which are continually being detached, unite with the air 
by being stored and supported in the interstices-, so that these particles follow all the 
movements of the air. He likened the phenomenon to the dissolution of copper or 
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silver in aqua fortis (nitric acid); similarly BouiIIet viewed the absorption of air in 
water as a sort of evaporation, taking place in an analogous way. The salt solution 
analogy was also supported by LeRoy (1751) and by Franklin (1765). Hamilton 
(I765) reviewed earlier opinions, which all involved some rarefaction by one or other 
fOfm of heat; but he felt that this is not the real mechanism, because water in a closed 
room does not evaporate faster than when exposed in a colder place with a current of 
air, and because evaporation is carried on even after water is condensed into ice, that 
is in the absence of heat. Similarly, Dobson (I 777) and Achard (1780a) supported the 
solution theory on the basis of their experiments showing that evaporation of water 
under a vacuum is slower than in the outside air. Monge (1790) gave as proof that 
water in air, just like salt in water, preserves its transparency, and that as the dissolved 
amount increases, the solving power decreases; moreover, at a high temperature 
saturated air contains more water than at a lower temperature, and as saturated air 
is cooled it precipitates the water. 

Incidentally, Monge's (1790) explanation is just one indication of the fact that by 
then temperature was a standard measurement in the physical sciences. As a result 
several concepts were being put forward which were important in the development of 
evaporation theory. For example, LeRoy (1751) introduced the concept of 'degree of 
saturation' of air, which corresponds to the present-day dew point temperature, in an 
attempt to characterize the moisture content of the air. He found that this degree 
increases with increasing heat content of the air, and that it depends on the strength of 
the wind and its direction. In another temperature related development, it had be­
come commonly known that evaporation causes some cooling. Around 1757 Franklin 
(1887) reported on this cooling effect, which is indicated by the fact that "wetting the 
thermometer with spirits brought the mercury down by five or six degrees". Ap­
parently, as noted by Lavoisier (1777), similar qualitative observations had already 
been made earlier by Richmann in 1748, de Mairan in 1749, and several others. These 
observations undoubtedly contributed to the discovery of the latent heat concept by 
Black (1803) around 1760, after which the cooling effect could be studied in a more 
quantitative way. 

The theory, that evaporation requires the presence of air to dissolve the water, 
evidently had many proponents in the eighteenth century. But toward the end of the 
century, its foundations became rather tenuous, mainly as a result of the work by De 
Luc (1787, 1792). From his close acquaintance with the work of Watt and from his 
own experiments, he arrived at the following conclusions. When water evaporates, an 
expansible fluid is produced; it may be called steam, and it is composed of water and 
fire ('free fire' or the 'cause of heat'). The pressure exerted by this fluid has a constant 
maximum at a given temperature, which increases with temperature. This fluid, re­
gardless of the presence of air, affects the manometer by pressure and the hygrometer 
by moisture; when this fluid and air are mixed, they act on the manometer or the 
barometer according to their respective 'power'. 

De Luc's findings clearly contain the essence of the law of partial pressures in gas 
mixtures, which is now generally associated with the name of Dalton. Although he 
proved it perhaps more clearly and convincingly, Dalton (1801, 1802a) arrived at the 
same conclusion. Thus, the pressure or density of a gas is independent of the amount 
of other gases or vapors present, and each one of them presses separately as if it were 
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the only elastic fluid constituting the atmosphere. This follows from the fact that the 
'force of vapor' produced by a liquid depends only on temperature, and that it is the 
same in an 'exhausted receiver' as it is in the atmosphere. At any rate, the proof and 
acceptance of the law of partial pressures made the controversy, whether or not air is 
required to dissolve water vapor, virtually a dead issue. The way was now open for 
more quantitative theories of evaporation. 

2.4. FOUNDATIONS OF PRESENT THEORIES IN THE NINETEENTH 
CENTURY 

Undoubtedly the publication of Dalton's paper in 1802 was one of the major events 
in the development of evaporation theory. In it he first recapitulated his views on gas 
mixtures, and he gave a table of the saturated vapor pressure as a function of tem­
perature. Then, in the essay on evaporation, Dalton (I802a, p. 576) summarized the 
consensus among scientists at the end of the eighteenth century, as follows: 

The following positions have been established by others, and need therefore only to be mentioned 
here. 
(1) Some fluids evaporate much more quickly than others. 
(2) The quantity evaporated is in direct proportion to the surface exposed, all other circumstances 

alike. 
(3) An increase of temperature in the liquid is attended with an increase of evaporation, not directly 

proportionable. 
(4) Evaporation is greater where there is a stream of air than where the air is stagnant. 
(5) Evaporation from water is greater the less the humidity previously existing in the atmosphere, 

all other circumstances the same. 

A more definite formulation of positions 1, 2 and 4 eluded Dalton and several 
generations after him. In fact, it is now known that, as already observed by Sedileau 
(l730a), position 2 is not quite correct. And positions 1 and 4 have only been elu­
cidated relatively recently. Dalton's contribution was the quantification of positions 
3 and 5. From his experiments he concluded that "The quantity of any liquid eva­
porated in the open air is directly as the force of steam from such liquid at its tem­
perature, all other circumstances being the same." And he explained his findings, 
" .. .in short, the evaporating force must be universally equal to that of the water, 
diminished by that already existing in the atmosphere." When the evaporating force 
is the same in different cases, the different rates of evaporation are " ... regulated 
solely by the force of the wind." From these comments, it follows that Dalton's 
result can be written in present-day notation as 

(2.1) 

where E is the rate of evaporation as height of water per unit time, e: the saturation 
vapor pressure at the temperature of the water surface, ea the vapor pressure in the 
air andfD(u) is a function of the mean wind speed U. (Note that Dalton did not give 
this equation.) 

It is of some interest to elaborate on Dalton's consideration of the effect of the 
wind. For practical use, Dalton presented a table of the rate of evaporation in dry 
air as a function of the water temperature and for three different categories of wind 
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speed; he described these categories as evaporation in calm air in the middle of a 
room with closed doors and windows, evaporation in the room with open windows 
and strong wind outside resulting in a large draft, and evaporation in the open air 
exposed to high winds. Each category was characterized by the rate of evaporation 
at boiling, and the values in the table were calculated by multiplying the evaporation 
at boiling by the fraction (e:Jp) in which p is the pressure of the air. Dalton found 
good agreement between the values in this table and numerous experiments run 
under different conditions of draft and exposure. 

Soldner (1804) pointed out that Dalton had failed to include the effect of the at­
mospheric pressure in his theory, and that evaporation does not solely depend on 
the water temperature and the wind as implied in his table. Dalton had concluded 
that at their boiling point all liquids evaporate equally quickly at a rate Eo which 
depends only on the wind speed. Consequently, Soldner felt that a more appropriate 
description of Dalton's findings than his table, would be the following: 

(2.2) 

where Eo is the evaporation rate at boiling into dry air of atmospheric pressure p, 
that is the saturation vapor pressure at boiling. To apply (2.2) Soldner (1804) also 
fitted a mathematical expression to Dalton's experimental results on the saturation 
vapor pressure; he proposed, 

e* = p exp [ - (250 + To - T)(To - T)/6976] (2.3) 

where T is the temperature (K) and To the boiling temperature at atmospheric 
pressure p. Around the same time, Laplace proposed a similar equation; however, 
it fitted Dalton's data slightly less closely than (2.3), (e.g., Soldner, 1807). 

Except for some sceptics (e.g., Parrot, 1804) most of Dalton's contemporaries 
quickly recognized his contribution, but they also realized its limitations. Soldner's 
(1807) comments illustrate this: 

His [Dalton's] laws on evaporation are as such very correct; but the practical application will hardly 
ever succeed. I have considered his observations [Dalton, 1802b] of evaporation, temperature, dew 
point and barometric pressure; but nothing agrees, except for the month of August, which Dalton 
himself has chosen as example. (Why doesn't he say anything about the others? This would have been 
really something valid for Mr. Parrot.) But when one considers how irregular the wind is, how quickly 
and considerably it changes its temperature through clouds and through the terrain, over which it has 
come from its momentary direction, this is not surprising ... I am convinced that as such the matter 
is correct, and that it agrees in a room where the air is completely quiet; but in the open it will never 
work out. 

These perceptive remarks notwithstanding, du~ing the next half century, ap­
parently little progress was made as regards the effect of the air stream. For instance, 
the best Schmid (1860, p. 598) could muster on the subject was a table with Schiibler's 
data obtained during 1826 at Tiibingen; these merely showed that evaporation of a 
water surface exposed to wind was 1.7 times larger than that of a sheltered surface 
in summer, and 4 times larger in winter. Such qualitative findings did not really 
prove anything new. But then within two decades several significant contributions 
followed in succession. 

By means of a newly designed 'evaporameter', Tate (1862) arrived at the conclusion. 
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that the rate of evaporation is nearly proportional to the velocity of the wind. He 
did not specify the proportionality, but his statement was unambiguous. Note that 
he also concluded that the rate of evaporation is nearly inversely proportional to 
the atmospheric pressure, and that it is nearly proportional to the difference of the 
temperatures indicated by the wet- and dry-bulb thermometers. The former con­
clusion is reminiscent of Soldner's interpretation of Dalton's results, and the latter 
represents a setback relative to Dalton's (2.1), since it dismisses any direct effect of 
the water temperature. 

Further insight was provided by Weilenmann's (1877a, b) work. By considering 
the air in contact with the water surface, he expressed the evaporation rate as a 
linear function of the mean wind speed, u. However, he also reasoned that it can 
be taken to be proportional to the saturation deficit of the air. He tested the following 
equation with experimental data: 

(2.4) 

where Aw and Bw are constants and e: is the saturation vapor pressure at the tempera­
ture of the air. Evidently, Weilenmann (I877a, p. 11) had been inspired by Tate's 
conclusions in the derivation of his equation. 

In view of Dalton's law (2.1), the use of the saturation deficit in (2.4) is tantamount 
to assuming that the temperatures of the water surface and the air are the same. 
No wonder, therefore, that (2.4) yielded better results in the shade than in open 
sunshine. To some extent Weilenmann was aware of this limitation, for he asserted 
that the saturation deficit should actually be calculated by using the temperature 
at the air-water interface; since he did not have any water temperatures available, 
he felt justified in using air temperatures as an approximation. As a further extenuating 
circumstance, it should be pointed out that with his experimental data this approxima­
tion was not very critical: most of the evaporation measurements he had available 
had been taken in some type of shelter. As a matter of fact, even Dalton (I802a) in 
the calculation of some examples with his tables, had tacitly made the same assump­
tion that air and water temperature are the same. Daltvn clearly intended (2. I) in 
his general theoretical discussion; still, his own rather ambiguous interpretation 
of (2.1) in practical application may have contributed later to the confusion exem­
plified in the studies of Tate (1862) and Weilenmann (1877a, b). 

The matter was finally presented correctly by Stelling (1882). Combining Weilen­
mann's wind function with Dalton's (2.1), he was probably the first to formulate 
the following: 

(2.5) 

w~ere As and Bs are empirical constants; by means of evaporation data obtained 
with a Wild-evaporometer (See Figure 1l.l6) exposed at 1 m. above the surface at 
Nukus in Uzbekistan, he tested this equation extensively and concluded that As = 
0.0702 and Bs= 0.00319 when E is in mm (2 h)-I, e in mm Hg and Ii at 7.5 m above 
the ground in km h-I. Stelling's equation, with various values of As and B." soon 
became very popular. It was applied by Fitzgerald (1886) in Massachusetts and by 
Carpenter (18S9, 1891) in Colorado. It is still widely used in engineering practice 
today. 
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Equation (2.5) was arrived at in an empirical way. Countless different values of 
As and Bs have appeared in the literature, and even now attempts are still being 
made to determine their optimal values for various conditions. However, as some­
times happens when a formula is moderately successful in describing experimental 
data for practical purposes, it stifles and impedes further progress in the more funda­
mental aspects of the phenomenon. As such, therefore, Stelling's equation represented 
a dead end from the theoretical point of view. 

Subsequent progress in evaporation theory has come out of different directions, 
and it has followed generally developments in fluid mechanics and transport phe­
nomena in turbulent flow. However, this association did not come about very rapidly. 
A crucial contribution to the understanding of mass transfer in fluids was made by 
Fick (1855). He found experimentally that the local specific flux of an admixture 
of an undisturbed fluid, as a result of molecular action only, is proportional to the 
gradient of its concentration. This was but a confirmation of his inkling at first 
that this phenomenon should proceed (Fick, 1855, p. 65) " ... according to the 
same laws, which Fourier has laid down for the propagation of heat in a conductor, 
and which Ohm has already extended with such splendid successes to the propagation 
of electricity ... " In fact, Fick's law was also analogous in this respect to Newton's 
law for viscous shear. This law of viscous shear was extended to turbulent flow by 
Boussinesq (1877). He hypothesized that the shear stresses in a turbulent flow are 
proportional to the velocity gradients, and specified that the coefficient of propor­
tionality (Boussinesq, 1877, p. 46) " ... must depend at each point, not only on the 
temperature and perhaps the pressure p, but also and especially on the intensity of 
the mean agitation which happens to be produced there." 

Reynolds (1874), in the context of transfer equations for heat and resistance similar 
to (2.5), supposing that the respective A's and B's should be proportional, implied 
that the transport mechanisms of heat and momentum in turbulent flow might be 
similar. It would be a small step to extend this 'Reynolds analogy', as it is now called, 
to water vapor as well. Thus, with interest developing in the description of the vertical 
change of the wind velocity over the earth's surface as a power of elevation (e.g. 
Stevenson, 1880; Archibald, 1883), the stage was set for a more fundamental ap­
proach. The seminal ideas of Fick, Boussinesq, and Reynolds finally came to full 
fruition in Schmidt's (1917) work. His proposal of the same 'exchange coefficient' for 
momentum and any other admixture signaled the recognition of evaporation as a 
regular problem of turbulent flow; also, it led directly to the development of present­
day similarity theories for the turbulent transport of water vapor and other scalars in 
the lower atmosphere. 

Little has been said in this review so far about the development of the energetic 
aspects of evaporation in the nineteenth century. As noted above, since about the 
middle of the eighteenth century it was known that the evaporation from a moistened 
bulb of a thermometer would lower its temperature. Thus, it was generally understood 
that evaporation causes cooling and that it requires heat. Although the nature of heat 
was unknown and the subject of much controversy (e.g., Fox, 1971), by the end of the 
century it had become possible to express heat in quantitative terms. The latent heat 
of vaporization had been discovered by Black around 1760(cf., McKie and Heathcote, 
1935). Two years later Black (1803, p. 157) had made his first experiments and found 
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that the latent heat of water at boiling is equivalent to about 810 degrees, that is the 
amount which would be required to warm the water by 810° F. This is about 810 x 
5/9 = 450 cal g-I, which is amazingly close to the presently-accepted value of 
539.1 cal g-I. Shortly thereafter, but probably before 1765, this estimate had been 
further improved to between 9000 and 9500 by Watt, an associate of Black at Glas­
gow, in the course of his studies on the steam engine (Black, 1803, p. 174). Also, by 
the turn of the century, the major heat transfer phenomena, viz. conduction, convec­
tion, and radiation, had been identified. However, the prevailing uncertainty was still 
sufficiently large that it would take a long time before all these concepts could be 
related to the evaporation taking place in the outdoor atmosphere. 

That there is a strong relationship between solar radiation and evaporation had, of 
course, been known since prehistoric days. It is scarcely surprising, therefore, that at 
first investigations were aimed at the discovery of this relationship. For example, 
Heller (1800), observing that for the same temperature evaporation increases with 
sunlight, concluded that, beside temperature, radiation measurements would be 
useful. Probably the first quantitative study, albeit on a global scale, was made by 
Daubree (1847). He estimated from available data that the average annual rainfall 
over the globe amounts to approximately 1.379 m.; this is not very different from the 
current consensus of about 1.0 m. Some ten years earlier, Pouillet (1838; 1847, p. 
680) had already estimated by means of a 'pyrheliometre' that solar radiation at the 
upper limit of the atmosphere is about 1.7633 cal cm-2 min-I, also remarkably close 
to the present value of 1.98; to give a better idea of the significance of this quantity, 
Pouillet had added that in one year this heat would be capable of melting a layer of 
ice with a thickness of 31 m uniformly covering the earth. The average annual rainfall 
is also the average annual evaporation. Thus on the basis of PouilIet's estimate, 
Daubree (1847) concluded that evaporation consumes approximately one-third of the 
solar energy received at the outer boundary of the atmosphere, or the equivalent of 
approximat~ly 10.7 m of ice melt uniformly over the globe. Interestingly, he also 
observed that the annual combustion of fuels in France at that time was approximately 
equivalent to melting a crust of 0.0017 m of ice covering the whole country, which 
corresponded to 1.6 x 10-4 times the average heat used in evaporation. The same 
theme, based on Pouillet's ice-melt equivalent of solar radiation, was taken up by 
Maury (1861, p. 107) when he estimated that the energy used up in evaporation over 
the Mississippi Basin is 5/6 of "as much as would be set free by the combustion 
of 30 000 tons of coal multiplied 6 540000 times". 

More importantly, however, in his description of the distribution of the incoming 
solar radiation at the earth surface, Maury (1861, p. 422) introduced the energy 
(judget concept in terms acceptable even today. 

As the heat comes from the sun,part of it is absorbed by the atmosphere, but the largest portion of 
it is impressed upon the land and water. From these a portion passes off into the atmosphere by 
conduction, while another portion is radiated directly off into the realm of space .... The remainder of 
this heat, ... is absorbed in the process of evaporation. It is then delivered to the atmosphere, latent 
in the vesicles of vapor, to be set free in the cloud region, rendered sensible and imparted to the upper 
air, whence it is sent off by radiation into the "emptiness of space". Thus the air, with its actinometry, 
presents itself in the light of a thermal adjustment, by which the land and sea are prevented from be­
coming seething hot, ... 
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The relationship between evaporation, solar radiation and other heat flux com­
ponents in an energy budget context was also implicit in the works of such contem­
poraries as Wollny (1877) in agronomy and Woeikoff (1887) in climatology. Clearly, 
the energy budget concept was gradually being accepted at that time. 

However, the first quantitative and detailed analysis of the energy budget at the 
earth's surface was probably carried out by Homen (1897). He determined daily soil 
heat flux from measurements of soil temperature at 10 cm. intervals down to 60 cm. 
and from the heat capacity of the soil, and he measured radiation by adapting the 
method of K. Angstrom published in 1893; evaporation was determined from weight 
changes of a metal cylinder, 35 cm in diameter and 30 cm deep, filled with soil and 
kept flush with the surroundings. The sensible heat flux into the atmosphere was 
taken as the only unknown rest term in the budget equation. Homen's contribution 
came at a time when rapid advances were being made in the understanding of radia­
tion as a resuit of the discoveries by Stefan (1879) and Boltzmann (1884). Thus the 
groundwork had been laid for the further developments of energy budget procedures 
through the work of Schmidt (1915), Bowen (1926) and others to the present. 



CHAPTER 3 

The Lower Atmosphere 

3.1. MOIST AIR 

a. Some Parameter Definitions 

For many practical purposes, the air of the lower atmosphere can be considered as a 
mixture of perfect gases; in the present context these may conveniently be assumed 
to be dry air of constant composition and water vapor. The water vapor content of 
the air can be expressed in terms of the mixing ratio, defined as the mass of water 
vapor per unit mass of dry air, 

m = P./Pd (3.1) 

where P. is the density of the water vapor and Pd the density of the air without the 
water vapor. The specific humidity is defined as the mass of water vapor per unit mass 
of moist air, 

q = P./p (3.2) 

where P = P. + Pd' The relative humidity is the ratio of the actual mixing ratio and 
the mixing ratio in water vapor saturated air at the same temperature and pressure, 

r = m/m*. (3.3) 

This is nearly equal to (e/e*), the ratio of the actual vapor pressure and the equilibrium 
vapor pressure at saturation. 

According to Dalton's law, the total pressure in a mixture of perfect gases equals 
the sum of the partial pressures, and each of the component gases obeys its own 
equation of state. Thus, the density of the dry air component is 

(3.4) 

where p is the total pressure in the air, e the partial pressure of the water vapor, 
T the ('absolute') temperature, and Rd, which is given in Table 3.1, is the specific gas 
constant for dry air. Similarly, the density of water vapor is 

0.622e 
P. = RdT (3.5) 

where 0.622 = (18.016/28.966) is the ratio of the molecular weights of water and 
dry air. 

The density of moist air is from (3.4) and (3.5) 

37 
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TABLE 3.1 
Some physical constants 

Dry Air 
Molecular weight: 28.966 g mol- 1 

Gas constant: Rd = 287.04 J kg-1 K-l 
Specific heat: Cpd = 1005 J kg- 1 K- 1 

Cvd = 716 J kg- 1 K- 1 

Density: p = 1.2923 kg m-3 

(p = 1013.25 mb, T = 273.16 K) 
Water Vapor 

Molecular weight: 18.016 mol- 1 

Gas constant: Rw = 461.5 J kg- 1 K- 1 

Specific heat: cpw = 1846 J kg- 1 K- 1 

Cvw = 1386 J kg- 1 K- 1 

Note: The values listed in Tables 3.1, 3.4 
through 3.6 are adapted from the Smith­
sonian Meteorological Tables (List, 1971), 
where the original references are cited. 

p = _P_ (I _ 0.378e) 
RdT p 

(3.6) 

showing that it is smaller than that of dry air at pressure p. This means that water 
vapor stratification plays a role in determining the stability of the atmosphere. The 
equation of state of moist air can be obtained by eliminating e from (3.4) and (3.5) 

p = pTRil + 0.61 q). (3.7) 

This indicates that the mixture behaves as a perfect gas provided it has a specific gas 
constant Rm = Ril + 0.61 q) that is a function of the water vapor content. There­
fore, (3.7) is often expressed as 

p = RdPTv (3.8) 

where Tv is the virtual temperature defined by 

Tv = (l + 0.61 q)T. (3.9) 

It is the temperature dry air should have in order to have the same density as moist 
air with given q, T and p. 

For convenient reference, some common units and conversion factors are listed 
in Tables 3.2 and 3.3. 

b. Useful Forms of the First Law of Thermodynamics 

This law states that the heat added to a system equals the sum of the change in 
internal energy and the work done by the system (e.g., Fermi, 1956) 

aH = au + p av (3. lOa) 

or, per unit mass and in differential form 

dh = du + p da (3. lOb) 
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Length 

Mass 

Time 

Force 

Pressure 

Energy 

Power 

TABLE 3.2 
Common units 

SI (mks) 

meter 
m 

kilogram 
kg 

second 
s 

newton 
N = kg m S-2 

pascal 
Pa = Nm-2 

joule 
J= Nm 

watt 
W = J S-1 

cgs 

centimeter 
cm 

gram 
g 

second 
s 

dyne 
dyn = gem S-2 

microbar 
p bar = dyn cm-2 

erg 
erg = dyn em 

erg 
erg S-1 

TABLE 3.3 
Conversion factors 

Pressure millibar 
millimeter mercury 
atmosphere 

1 mb = 10' pb = 102 Pa = 10' dyn cm-2 

1 mm Hg = 1.333 224 mb 
1 atm = 1.01325 105 Pa 

Energy calorie (In 1 cal = 4.1868 J = 4.1868 101 erg 

where V is the volume and a = p-l, the specific volume. The equation of state of 
any gas relates the three variables a, T and p, so that the state can be defined by 
any two of the three. If a and T are chosen as independent variables, (3.10) becomes 

dh = (~~)a dT + [(~~) + P Jda. (3.lOc) 

Since, by definition, the specific heat capacity for constant volume is 

(3.11) 

and since it can be shown experimentally, as done by Joule, and from kinetic.gas 
theory that (ou/oa) = 0, the first law can also be written as 

dh = Cv dT + P da 

or, by virtue of the equation of state, as 

dh = (cv + R) dT - a dp. 

This shows that 

R = cp - c. 

where by definition 

(3.lOd) 

(3.lOe) 

(3.12) 

(3.13) 
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is the specific heat for constant pressure. 

c. Saturation Vapor Pressure 

The saturation vapor pressure e* is the vapor pressure at which a change in phase 
can occur at constant temperature. It is an important variable in the study of evapora­
tion, so that it deserves some elaboration. Consider (e.g., Fermi, 1956) a liquid-vapor 
system of total mass M in which an amount oM of the substance passes isothermally 
from the liquid to the vapor state, with a corresponding change 0 V in total volume 
and oU in internal energy. When liquid and vapor are in equilibrium, the pressure 
and the densities depend only on temperature. If M/ and Mvare the masses of liquid 
and vapor, a/ and a v their specific volumes, the total volume before the isothermal 
transformation is 

After the transformation this becomes 

V + oV = (M/ - oM)a/ + (Mv + oM)av 

so that 

(3.14) 

A similar argument with the internal energy produces 

oU = [uv<n - u/(T)] oM (3.15) 

where u/ and Uv are the specific internal energies of liquid and vapor, respectively: 
By definition, the heat added per unit mass of phase change is the latent heat of 

vaporization 

Le = oH/oM. 

Combining this with (3. lOa), (3.14) and (3.15) one obtains 

Le = Uv - tI/ + p(av - at)· 

Equations (3.14) and (3. I 5) also show that 

so that with (3. 17) 

(~~ )T = -a-v-:-'Oe_a-/ - p. 

It is convenient here to introduce the definition of entropy 

dS = dH/T. 

Combined with the first law (3.lOc) this can be written as 

dS = +-(~~) dT + ~(~~ + p) dV. 

(3.16) 

(3.17) 

(3.18) 

(3.19) 
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In order that this expression be a perfect differential, as its left-hand side indicates, 
the following must be satisfied 

a (1 aU) a [1 ( aU )] aV T aT = aT T aV + p 

in which it is understood that V and T are the independent variables. This yields 

(3.20) 

The pressure in the system under consideration is a function of T only, and it is the 
pressure exerted by the vapor in equilibrium with the liquid. Thus combination of 
(3.18) with (3.20) produces 

de* _ Le 
dT - T(av - at) 

(3.21) 

which is the well-known Clausius-Clapeyron equation. As al is usually negligible 
as compared to av, (3.21) may be written as 

de* _ 0.622 Lee* 
dT - RdT2 

(3.22) 

in which use is made of (3.5) for saturation. 
Equation (3.22) can be integrated when a suitable expression is available for 

L.(T). One of the better integrals of the Clausius-Clapeyron equation is the formula­
tion of Goff and Gratch (1946), who considered the deviations from a perfect gas 
and also available experimental data; this formulation is widely adopted as a standard, 
and it has been the basis for published tables (e.g., List, 1971). Some values of e*, 
de*/dT and the saturation vapor pressure bver ice el are presented in Tables 3.4 and 
3.5, respectively. 

Fore easy computation, numerous simpler expressions have been developed. 
Among the earliest is (2.3) of Soldner based on Dalton's data. Lowe (l977), who 
has also compared other currently used expressions for e*, has presented polynomials 

TABLE 3.4 
Some properties of water 

Temperature CW L, e* de*/dT 
CC) (J kg- I K- I) (10· J kg-I) (mb) (mb K- I) 

-20 4354 2.549 1.2540 0.1081 
-10 4271 2.525 2.8627 0.2262 

0 4218 2.501 6.1078 0.4438 
5 4202 2.489 8.7192 0.6082 

10 4192 2.477 12.272 0.8222 
15 4186 2.466 17.044 1.098 
20 4182 2.453 23.373 1.448 
25 4180 2.442 31.671 1.888 
30 4178 2.430 42.430 2.435 
35 4178 2.418 56.236 3.110 
40 4178 2.406 73.777 3.933 

Cw : specific heat; L,: latent heat of vaporization; e*: saturation vapor pressure. 
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TABLE 3.5 
Some properties of ice 

Temperature c .. Lt. L. 
eC) (J kg-' K-') (10· J kg-') (10· J kg-') 

-20 1959 0.2889 2.838 
-15 
-10 2031 0.3119 2.837 
- 5 

0 2106 0.3337 2.834 

er 
(mb) 

1.032 
1.652 
2.597 
4.015 
6.107 

det/dT 
(mb K-') 

0.09905 
0.1524 
0.2306 
0.3432 
0.5029 

c .. : specific heat; Lt.: latent heat of fusion; L.: latent heat of sublimation; et: satura­
tion vapor pressure over ice. 

for e*, de*/dT, ef and def/dT, which are quite accurate and suitable for rapid com­
putation. For computational speed these polynomials should be used in nested form; 
the representation for e* takes the form 

e* = ao + T(al + T(a2 + T(a3 + T(a4 + T(a5 + asT))))) (3.23) 

where the polynomial coefficients are as follows when T is in K, ao = 6984.505 294, 
al = -188.9039310, a2 = 2.l33 357 675, a3 = -1.288580973 x 10-2, a4 = 
4.393587233 x 10-5, as = -8.023923082 x 10-8, as = 6.l36 820 929 x 10-11. 

Richards (1971) has proposed an expression which is perhaps more suitable for desk 
calculations, as follows 

e* = 1013.25 exp (l3.3185 tR -1.9760 t~-0.6445 tj-0.1299ti) (3.24a) 

where tR = 1-(373.15/T) in which T is the temperature in K. Although even in 
nested form (3.24a) requires approximately three times the computational time of 
Lowe's polynomial, its accuracy is practically the same and of the order of 10-2 

percent, compared to the Goff-Gratch standard. An advantage of (3.24a) is that it 
yields the variation of saturation vapor pressure with temperature, which is of the 
same form as the Clausius-Clapeyron Equation (3.22) 

~e; = 373:j.; e* (13.3185 _ 3.952 tR - 1.9335 t~ - 0.5196 til. (3.24b) 

3.2·. HYDROSTATIC STABILITY OF PARTLY SATURATED ATMOSPHERE 

a. Small Adiabatic Displacements 

The criterion for the stability of an atmosphere at rest can be obtained by considering 
a small vertical displacement of a small parcel of air without mixing with the sur­
rounding body of air. The displacement is sufficiently small and fast, so that the 
pressure of the particle adjusts to its new environment in an adiabatic fashion, that is 
as a reversible process without heat transfer. Moreover, the moisture content of the 
particle remains constant, whereas that of the surrounding atmosphere changes as 
aq/az. 

The vertical acceleration of the parcel is given by the following equation of motion 

Z= 1 ap 
-g-~-

PI az (3.25) 
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where Pl is the density of the moist air of the particle. The pressure gradient in the 
surrounding atmosphere at rest, acting on the parcel, is 

op = _pg 
OZ 

(3.26) 

where P is the density of the surrounding air. Substitution of (3.26) and (3.8) for P 
and Pl in (3.25) yields 

.. (Tv - TV1) Z = - g ----"--~-----'-"--

Tv 
(3.27) 

where T Vl and Tv are the virtual temperatures of the parcel and of the surrounding 
air, respectively. If it is assumed that the small displacement Z originates at a reference 
level Z = 0, where the parcel has the same density and thus virtual temperature 
T vo as the surrounding air, one can write T Vl = T vo + zoT vdoz, and a similar 
equation for Tv, so that (3.27) becomes 

z = _ ~(oTv _ OTVl) 
Tv oz oz· 

(3.28) 

In view of (3.9), the virtual temperature gradient in the surrounding air can also 
be written as 

OJ: = (1 + 0.6Iq) ~; + 0.61T ~;. (3.29) 

The rate of change of virtual temperature with elevation of the parcel during its 
displacement can be obtained by considering that it does not exchange moisture or 
heat with the surroundings. Thus Oql/OZ = 0 and (oT1/oz) is that of an adiabatic 
process. Equation (3.10e) gives for an adiabatic process applied to the parcel 

C P oT1 __ 1_ op = O. 
OZ Pl OZ 

(3.30) 

The specific heat at constant pressure of moist air is the weighted sum of the specific 
heats of the dry air and the water vapor component, namely c p = qc pw + (1 - q)c Pd; 

with the values given in Table 3.1 this is 

cp = Cpd(1 + 0.84q) (3.31) 

which shows that the effect of the water vapor is nearly negligible. Substituting in 
(3.30) the pressure gradient given by (3.26), and the densities Pl and p given by (3.7), 
one can write (3.30) as 

oT1 _ g Tl az- - 01" (3.32) 

The vertical rate of change of virtual temperature of the parcel is, on account of 
(3.9) (3.31), and (3.32), since Oql/OZ = 0, 

oTVl = ---.L1i(1 - 0.23q) 
OZ cpd T 

or, since (TdT) and (1 - 0.23q) are very close to unity, 
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(3.33) 

where I'd = (g/Cpd), is known as the dry adiabatic lapse rate, which is of the order of 
9.8 K km-I . It is in fact the vertical rate of temperature decrease, which the (positively) 
displaced parcel would undergo, if it were completely dry. Substitution of (3.33) in 
(3.28) finally produces the acceleration of the displaced parcel 

z = -~; ( - J);J;v - I'd)' (3.34) 

Equation (3.34) shows how the dry adiabatic lapse rate can serve as a stability criterion 
for a partly saturated atmosphere at rest. If the lapse rate of the virtual temperature, 
that is the rate of virtual temperature decrease with height, in such an atmosphere 
equals I'd' the acceleration of the slightly displaced particle is zero; its density is the 
same as that of the surrounding air, and it has no tendency to increase or decrease the 
displacement. The atmosphere is in statically-neutral equilibrium. On the other hand, 
if the lapse rate of the virtual temperature is superadiabatic, that is larger than g/ C p' 

the solution of (3.34) yields a displacement z which increases exponentially with time; 
the parcel tends to move even further away from its original position. The atmosphere 
is now statically unstable. Conversely, when -(aTv/az) < I'd' that is subadiabatic, 
z < 0, the parcel decelerates, and it tends to return to its original position. The 
atmosphere is statically stable. In the simplified case described by (3.34) the motion is 
oscillatory around z = 0, but in reality friction would damp the motion. 

b. Potential Temperature 

The potential temperature is the temperature which would result if air were brought 
adiabatically to a standard pressure level Po = 1000 mb. For an adiabatic process 
(3.lOe) with (3.8) can be integrated to yield Poisson's equation, which allows the 
definition of the potential temperature 8 as follows 

(3.35) 

where p is in mb for Po = 1,000 and where for moist aIr,. = Rd(l - 0.23q)/c Pd' 

approximately. Differentiation of (3.35) yields 

(3.36) 

if the effect of q is neglected. The potential temperature is conserved during an adi­
abatic displacement. Comparison of (3.36) with (3.34) shows that it can serve as a 
stability criterion for an atmosphere which is dry or which has a uniform moisture 
content q; when 8 decreases with elevation, the atmosphere is unstable, and vice­
versa. As a stability criterion for an atmosphere, in which aq/az is not zero, it is also 
useful to define, after Montgomery and Spilhaus (1941) the virtual potential tempera­
ture. It is the virtual temperature a substance would have if changed adiabatically 
from its actual state to the standard pressure Po. Thus, equating (3.7) and (3.8) for 
p = Po, one has 
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Po = Ril + 0.6Iq) Po() = Rdpo()v 

where Po is the density after the adiabatic change, or 

()v = (I + 0.6Iq) (). (3.37a) 

For a constant specific heat, on the basis of (3.9) and (3.35) this can also be written as 

()v = Tv (~o r (3.37b) 

If ,. denotes Rd/cpd' instead of Ril - 0.23q)/cpd, (3.37b) yields the potential virtual 
temperature; it is the potential temperature of dry air at the same pressure and density. 
Clearly, for many practical purposes, it is unnecessary to distinguish between the 
virtual potential temperature and the potential virtual temperature. Differentiation of 
(3.37b) yields, to a very close approximation 

(3.37c) 

Comparison with (3.34) shows that, when ()v is constant, the atmosphere is statically 
neutral. When it decreases with elevation the atmosphere is statically unstable, and 
vice versa. 

3.3. ATMOSPHERIC TRANSPORT OF WATER VAPOR 

a. Conservation of Water Vapor 

In the absence of phase transitions water vapor in air is a conservative scalar admix­
ture. Any conservative substance admixed ip. a moving fluid is transferred relative to a 
fixed coordinate system, first through convection with the fluid; and second, through 
molecular motion superimposed on the convective motion of the fluid. The total 
specific mass flux is 

(3.38) 

where v = iu + jv + kw is the velocity of the air, i, j, k and u, v, w, the unit vectors 
and the velocity components in the x, y, z directions, respectively, and Fm is the 
specific mass flux due to molecular diffusion. The latter type of transfer may be taken 
to be proportional to the local gradient of the water vapor density, in accordance 
with Fick's (see Chapter 2) law, 

(3.39) 

where "v is the molecular diffusivity of water vapor in air; for air at 20°C and I atm it 
is of the order of 0.25 cm2 S-l. Its variation with temperature is given in Table 3.6. 

The equation of continuity of water vapor is in the absence of sinks or sources 

- V·F = air·. (3.40) 

Similarly, the equation of continuity for the moist air is 
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TABLE 3.6 
Diffusivities in air in (10-5 mZ s-') at 1013.25 mb 

Kinematic 
Temperature viscosity Thermal 
(0C) (II) (Kh) 

-20 1.158 1.628 
-10 1.243 1.747 

0 1.328 1.865 
10 1.418 1.994 
20 1.509 2.122 
30 1.602 2.250 
40 1.700 2.388 

Note: Values from List (1971), p. 395, converted to 1 atm. 

-V'(pv) = ~~. 
Upon combining (3.38), (3.40) and (3.41) one obtains 

-(v·V)q - p-lV·Fm = ~i. 

Water 
vapor 

1.944 
2.082 
2.230 
2.378 
2.536 
2.694 
2.852 

(3.41) 

(3.42) 

If P and "v are assumed to be spatially constant, substitution of (3.39) in (3.42) yields 

(3.43) 

which is the basic equation of conservation of water vapor. Note that (3.43) is suffi­
ciently general, so that it may be used to describe the conservation of any conservative 
and passive admixture or property of the air by merely replacing q by the concentra­
tion, as mass per unit total (i.e., contaminated) mass of air, and "v by the molecular 
diffusivity of that admixture. 

With suitable boundary conditions and a known velocity field v, it might appear 
that it should be possible to solve (3.43) for q to study the transport of water vapor. 
As will be discussed below, among these boundary conditions one often has at or 
near the surface, Z = 0, one of the following three: the value of q, the value of the 
specific flux of water vapor, or an energy budget equation relating the specific flux of 
water vapor to some other energy flux terms. 

Unfortunately however, in practice (3.43) is not directly applicable, since the flow 
of the atmosphere is almost invariably turbulent. This means that the description of 
the velocity field and also the content of water vapor, or other admixtures, at any given 
point in time and space is practically impossible, and that it can only be accomplished 
in a statistical sense. 

The simplest and probably most important statistic is the mean. The equation for 
the mean specific humidity, that is the first moment, can be obtained as follows. In 
accordance with the common convention, introduced and discussed by Reynolds 
(1894) for the velocity, the dependent variables are first decomposed into a mean and 
turbulent fluctuation, namely u = U + u', v = ii + v', w = W + w' and q = q + q'. 
After applying the customary time-averaging over a suitable time period and using 
the equation of continuity (3.48), one obtains from (3.43) 
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oq + _ oq + - oq + - oq - u- v- w-ot OX oy OZ 

[ 0- 0-· O-J 2 = - -(U'q') + -(V'q') + -(W'q') +" V q. OX oy OZ 0 
(3.44) 

The terms on the left hand side represent the rate of change in mean specific humidity 
observed when following the mean motion of the air. The cross correlations on the 
right-hand side may be called Reynolds fluxes by analogy with the Reynolds stresses 
[cf., (3.62)], and they represent the diffusive flux components due to turbulent motion. 
The last term is the convergence of the transfer rate by molecular diffusion. 

Equations of higher moments can also be useful in the study of atmospheric water 
vapor transport. These equations can be derived from the equation of the specific 
humidity fluctuations. The equation of the fluctuations, obtained by subtracting (3.44) 
from the decomposed form of (3.43), is 

0' --o~ + v·Vq' + y'·Vq + y'·Vq' - V'(Y'q') = "oV2q'. (3.45) 

Equations for various second moments can be obtained by multiplying (3.45) by 
u', v', q', etc., respectively, and then averaging. In the case of the mean square specific 
humidity fluctuation, m, this is 

om + - 'M - -,-, 'M - ~ ~2 ' at y. vm = -q y . vq -y . vm + "oq v q (3.46) 

where m = (q')2/2. Making use of the equation of continuity for the velocity fluctua­
tions (3.49), one can also write 

om - 'M - -,-, _ [-,- _] " Tt + y. v m = - q y . V q - V' y m - "0 V m - "0 V q . V q . (3.47) 

The left-hand side represents, again, the rate of change in m observed when following 
the motion of the air. The first term on the right represents the production of mean 
square humidity fluctuation by the specific humidity gradient. The second term 
represents the turbulent and molecular transport of m; this can be explained (e.g., 
Tennekes and Lumley, 1972) by the observation that, if (3.47) is integrated over a 
sufficiently large control volume so that the turbulence on the boundaries is essen­
tially zero, this term which is a divergence, yields zero as the volume integral can be 
reduced to a surface integral; thus this term represents only redistribution of m within 
the control volume. The molecular diffusion transport term is usually neglected. The 
last term represents eq, the dissipation or smearing out of humidity fluctuations by 
molecular diffusion. Equation (3.47) is applied in the measurement of evaporation by 
means of the dissipation method (see Chapter 8). 

As another example, the equation for the turbulent vapor flux component, w'q', 
can be obtained by mUltiplying (3.45) by w', similarly multiplying (3.63) for w' by q', 
adding the two equations and then averaging. Just like (3.47) the resulting equation 
contains production, transport and dissipation terms. This equation and its analog 
for sensible heat transfer w'{}' have been discussed by, among others, Donaldson 
(1973), Launder (1975), and Warhaft (1976). Although it is useful in higher order 
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modeling (see Chapter 7), its detailed coverage is beyond the scope of the present 
treatment. 

b. Other Conservation Equations 

Clearly, the equations of water vapor conservation, such as (3.44) and (3.45) or those 
derived from them, such as (3.47), do not suffice to determine the specific humidity or 
its transfer, unless information is available on the flow field. This requirement neces­
sitates the introduction of additional equations; these are an equation of state, such 
as (3.8), and equations of conservation of bulk air mass, of momentum and of energy. 
For easy reference later on these equations are given in what follows. 

At this point it is useful to introduce an approximation that is usually attributed to 
Boussinesq and that greatly simplifies the formulation of these equations. It involves 
the assumption that the compressibility of the fluid is negligible with respect to inertia 
effects, but that density changes with respect to gravity, affecting the buoyancy of the 
air, must be considered. In other words, density changes resulting from pressure 
changes are negligible but not those resulting from temperature and specific humidity 
changes, when multiplied by g the acceleration due to gravity. 

Conservation of Bulk Mass 

The equation of continuity in terms of the mean velocity of an incompressible fluid, 
such as air at velocities well below that of sound, is obtained by averaging the Rey­
nolds-decomposed (3.41) for constant p; 

"V·v = O. (3.48) 

Subtraction of (3.48) from the decomposed (3.41) for constant p yields the equation of 
continuity for the fluctuations 

"V'v' = O. (3.49) 

Conservation of Momentum 

The equations of motion are the Navier-Stokes equations for an incompressible 
fluid with constant viscosity but with the inclusion of a term arising from the accelera­
tion of the reference system due to the earth's rotation. If the z-axis is the vertical, one 
has 

av 1 - + (v·"V)v = -gk - - "Vp + ))"V2v"': 20 x v. at p 
(3.50) 

The last term on the right represents the Coriolis acceleration resulting from the 
earth's rotation (e.g., Rossby, 1940); 0 is the angular frequency ofrotation vector in a 
right-handed system, which may be written as 

o = w[(cos a cos ¢)i + (sin a cos ¢)j + (sin ¢)k] 

if ¢ is the latitude or the angle the horizontal plane makes with the axis of rotation of 
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the earth, and a the angle between the x-axis and north; aJ is the angular speed of 
rotation. 

Even in an atmosphere in hydrostatic equilibrium, the pressure, the density, the 
temperature, and the specific humidity vary with elevation; therefore it is convenient 
(Landau and Lifshitz, 1959) to decompose these variables in a static part (undisturbed 
or reference state) and a dynamic part as follows 

P = Ps + PD, P = Ps + PD' Tv = Tvs + TVD (3.51) 

where the D-subscript components are supposed to be small deviations from the 
static parts. The undisturbed state is horizontally uniform; it satisfies the hydrostatic 
law 

-"iJPs = Psgk 

the equation of state 

Ps = psTvSRd 

and its virtual temperature lapse rate is dry-adiabatic 

- a~;s = rd' 

This is a linear profile 

Tvs = Tvsr[1 - (z - Zr)rd/TVSr] 

(3.52) 

(3.53) 

(3.54) 

(3.55) 

where T VSr is the known T vs at reference level Zr' On account of (3.54) the gradient 
of the dynamic part is approximately equal to that of (}v given in (3.37c). 

aTVD _ a(}v 
az--az' (3.56) 

In terms of actual measurements the dynamic part of the virtual temperature is, by 
virtue of(3.9), (3.51), and (3.55), 

TVD = T(1 + 0.61q) + rdz + const (3.57) 

where the constant, obtainable from (3.55), is zero when the reference level is at 
1000 mb. 

According to the Boussinesq assumption, the density does not depend on the 
pressure but only on temperature and humidity; hence since PD and TVD are small, 
one has P = Ps + (ap/aTv) (Tv - Tvs), so that (3.8) the equation of state becomes to 
a close approximation, 

PD = -PSTVD/Tvs· (3.58) 

Also the pressure gradient in (3.50) can be approximated closely by 

"iJp = "iJPs_ + "iJPD - P~ "iJPs. 
P Ps Ps ps 

(3.59) 

Thus, combining (3.59) with (3.52) and (3.58), and substituting in (3.50), one obtains 
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the Navier-Stokes equations with Coriolis effect under the limitations of the Bous­
sinesq assumption, 

~v +(v.V)v= __ 1 VPD+g(TTvD)k+liV2V-20XV. 
vt ps vs 

(3.60) 

To describe the turbulent flow, the deviations from the reference state can be de­
composed in a mean and a fluctuating part, as 

(3.61) 

and as before v = v + v'. By virtue of (3.51), (3.56) and (3.61), it is clear that (J~ is the 
fluctuation not only of TVD, but also of Tv and ()v. Thus decomposing (3.60) in this 
way and then averaging, one obtains the equations of the mean motion, i.e., the 
Reynolds equations to the Boussinesq approximation 

~Yt +(v· V)Y + (V ·v')v' = __ I VPD + g TT-VD k + liV2V - 20 xv. (3.62) 
v Ps vs 

Subtraction of (3.62) from the decomposed (3.60) yields the equations for the fluctuat­
ing velocities 

~v; + (Y. V)v' + (v'· V)v + (v'· V)v' - (V ·v')v' 

I ()' 
- -Vp' + g_V k + liV2V' - 20 X v'. (3.63) 

Ps D Tvs 

Just like (3.45), this equation is useful in the derivation of equations of higher mo­
ments. 

The equation for the turbulent kinetic energy et of which (3.47) is the scalar analog, 
can be derived by dot mUltiplying (3.63) by v' and then averaging. Straightforward 
but somewhat lengthy operations finally yield 

oe; -- - g-­
~t + v·Vet = -[v'(v'·V)]·v + -w'()~ 
u Tvs 

(3.64) 

where et = (U'2 + V'2 + w'2)j2. Note that the Coriolis effect has cancelled out in this 
derivation; this indicates that it does not contribute to the rate of change of turbulent 
energy. The first term on the right of (3.64) is a mechanical production term; it re­
presents the energy transfer rate from the mean motion through the turbulent shear 
stresses. The second term represents the rate at which turbulent kinetic energy in­
creases as a result of work by buoyancy forces; it is commonly referred to as the 
thermal production term. The third term is a transport term. It is the divergence of 
the turbulent fluxes of not just kinetic but total turbulent energy; as mentioned earlier 
for (3.47), since it is a divergence, this term represents the redistribution of energy 
from one place to another. The fourth term represents the effects of viscosity; it can 
readily (e.g., Hinze, 1959, p. 65) be shown that it can be decomposed as follows (tensor 
notation is used for convenience, repeated subscripts denoting summation over the 
indices i, j = 1, 2, 3) 
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'V2' a[,(~ ~J~)J ~(~ ~) Vy· Y =).1- U, - + - -).1- -- + -- . 
aXj aXj ax; aXj aXj ax; 

(3.65) 

The first term on the right, which is a divergence, is a transport term of turbulent 
kinetic energy, resulting from viscous shear stresses of the turbulence; it is quite small 
and is usually neglected. The second term is c the rate of dissipation per unit mass by 
the turbulence into internal heat. 

Conservation of Energy 

This principle applied to an incompressible fluid under the Boussinesq assumption 
can be shown to yield 

ao 1 
~ + (y. V)(} = Kh V20 - --V ·HR ul pscp 

(3.66) 

where Kh is the thermal diffusivity (Table 3.6) and HR is the radiative heat flux. The 
similarity of (3.64) with (3.43) shows that, except for the radiative transfer, the 
potential temperature can be considered a conservative property of the air, and 
cpO represents a measure of the sensible heat content of the air. The equation for 
the mean potential temperature 0 is obtained in the same way as (3.44), viz. 

ao - - - 1 
~I + (v·V)O + (V·y')()' = KhV20 - -V·HR (3.67) 
u pscp 

where, again, the last term on the left represents the convergence of the Reynolds 
flux, which is the heat transport contributed by the turbulent motion. 

c. Solution of the Transport Equations 

The conservation equations presented above are not easy to solve. Firstly, it was 
noted that the equations for the mean quantities, i.e., the first moments, such as 
(3.44), (3.62) and (3.67), contain Reynolds fluxes, i.e., second moment terms. Sim­
ilarly, the equations for second moments, such as (3.47) and (3.64), contain third 
moment terms, and so on. Thus, in general, any finite set of equations for moments 
of the turbulent fluctuations always has more unknowns than the number of equa­
tions, due to the presence of some higher order moments. This is the notorious 
problem of closure, which is inherent in all turbulent flow formulations based on 
Reynolds-decomposition, and which results from the nonlinearity of the equations. 
Secondly, daily experience shows that even the mean motion of the atmosphere 
involves phenomena of considerable complexity; hence, it seems an almost hopeless 
task to describe this mean motion and the distribution of the mean specific humidity 
by the solution of a number of partial differential equations, even if the closure 
problem did not exist. 

Fortunately, however, it is possible to simplify the general problem formulated 
by the above conservation equations considerably, and still obtain some very mean­
ingful results. This is accomplished, first, by considering the atmosphere nearest 
the surface as a steady boundary layer, and second, by the application of similarity 
principles to describe the turbulence. The boundary-layer concept, introduced by 



52 Evaporation into the Atmosphere 

Prandtl (1904), involves the assumption that the vertical scales of the problem are 
much smaller than the horizontal; this means that the vertical gradients are much 
larger than the horizontal. The application of similarity principles and semiempirical 
turbulence theory alleviates the closure problem, since it allows the substitution of 
second and higher order moments of the turbulent fluctuations by terms containing 
only mean and lower order variables, respectively. Probably the earliest attempt 
along this line was made by Boussinesq (1877) when he introduced the concept of 
eddy viscosity. 

3.4. THE ATMOSPHERIC BOUNDARY LAYER 

In the atmosphere the largest changes in wind, temperature and humidity usually 
take place in the vertical and very close to the surface. For this reason the air near 
the surface may be regarded as a boundary layer, a concept set forth by Prandtl 
(1904) for the momentum transport in the neighborhood of a solid wall. Accordingly, 
the horizontal scales of most problems are much larger than the vertical, so that 
the horizontal gradients and the vertical velocities are negligible as compared to the 
vertical gradients and the horizontal velocities. 

The atmospheric boundary layer (ABL) can be defined as the lower part of the 
atmosphere where the nature and properties of the surface affect the turbulence 
directly. Under normal atmospheric conditions there are numerous factors that 
affect (he major mass, momentum, and energy transport phenomena in the boundary 
layer. Nevertheless, for the present purpose, some useful results can be obtained by 
considering the ABL under the simplest conditions. These may be specified as steady 
motion, parallel to a uniform plane surface, intermediate between cyclonic and 
anticyclonic flow, that is driven by parallel equidistant straight isobars. 

The governing equations can be simplified considerably for this situation. Equation 
(3.44), for the mean specific humidity, becomes simply 

a2q a -( ") 0 ICv az2 -()z w q = . (3.68) 

The analogous equations of horizontal mean motion are obtained from the Reynolds 
Equations (3.62) 

1 a jJ f a2u a (-,---,) 0 - p ox + v + ).! az2 - az W U = , (3.69) 

1 0 jJ f- a2v a (-----,----;-) 0 - p ay - u + ).! az2 Clz W V =, (3.70) 

where the gradients of the mean pressure are assumed constant in the horizontal; 
unless stipulated otherwise, the density p will from now on refer to the mean standard 
value in the boundary layer. The Coriolis parameter f represents the influence of the 
earth's rotation; it is defined as 

f = 2m sin ¢ (3.71) 

where m is the angular speed of rotation of the earth and ¢ is the latitude; at inter­
mediate latitudes f is typically of the order of 10-4 s. The vertical equation of motion 



The Lower Atmosphere 53 

is often simplified to the hydrostatic equation. Finally, the analogous equation of 
heat transport in the stationary and horizontally homogeneous boundary layer is 

"h ~Z2~ - ~(w'8') __ 1_ OHR = O. 
u oz pCp oz (3.72) 

In fully turbulent flow the molecular transport terms with viscosity ).i and the mo­
lecular diffusivities "v and "h are orders of magnitude smaller than the Reynolds 
fluxes. From now on, unless specifically mentioned, it will be assumed that they are 
negligible. 

To elucidate the structure of the boundary layer and to set the stage for the ap­
plication of similarity concepts in the next chapter, some dynamic features are now 
briefly considered. It is assumed that outside the boundary layer lies the free atmos­
phere where the wind speed is that of a free stream, affected mainly by the pressure 
field and the rotation of the earth but very little by friction. In frictionless flow (3.69) 
and (3.70) become 

I 0-v =_1 
g pf ox' u -g- (3.73) 

where by definition ug and v g are the x- and y-components of the geostrophic velocity 
G; it is the steady horizontal flow blowing along the isobars, and it results from the 
balance of horizontal pressure gradient and Coriolis force in the absence of frictional 
forces and centripetal and tangential accelerations. Although the assum ptions leading 
to (3.73) for the free stream are rarely met, and the atmosphere is rarely barotropic, 
so that the pressure gradients may change with elevation, the geostrophic wind velocity 
is often considered a good approximation of the wind velocity outside the atmospheric 
boundary layer. The thickness of the boundary layer is of the order of 103 m, varying 
between approximately 500 and 2000 m (see Figure 3.1). 

It is generally accepted (e.g., Csanady, 1967; Monin, 1970; Tennekes, 1973) that 
the structure of the atmospheric boundary layer is similar to the two-dimensional 
turbulent boundary layer, for example, as generated in a wind tunnel, in that both 
have a distinct inner and outer region. In the outer region or defect layer the flow is 
nearly independent of the nature of the surface and mainly determined by the free­
stream velocity, whereas in the inner region, also called wall, Prandtl or surface layer, 
the flow is strongly affected by the nature of the surface. However, in the atmosphere 
the outer region is driven not only by pressure but also by the Coriolis force, as a 
result of the rotation of the earth. For this reason the atmospheric boundary layer 
is also often called the Ekman layer. Between the inner and outer region one can 
ass,ume a region of overlap, sometimes called the matched layer or the inertial sublayer. 
It should be noted that this situation is fairly typical only for conditions which are 
not very different from neutral. Under strongly unstable conditions, the effects of 
pressure and Coriolis terms are small and the outer region is characterized by thermal 
convective turbulence which is often local and spasmodic. The outer region may then 
be referred to as mixed or free convection layer. Under unstable conditions the upper 
limit of the boundary layer typically indicated by an inversion, can be very variable, 
but it is on average higher than under neutral conditions. Under stable conditions 
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Fig.3.1. Definition sketch showing orders of magnitude of the heights of the sublayers of the atmos­
pheric boundary layer (ABL); h. is a typical height of the roughness obstacles; the (distorted) vertical 

scale is in meters. 

the thickness of the boundary layer may range from only a few tens of meters to about 
500 m, and in extreme cases the turbulence may be damped. 

The surface sublayer may be defined as a fully turbulent region where the vertical 
turbulent fluxes do not change appreciably from their value at the surface. In the case 
of water vapor, (3.68) shows that in the absence of condensation the flux is indeed 
constant, namely 

E = pw'q' (3.74) 

where E is the evaporation rate at the surface. Similarly, for the sen~ible heat flux 
(3.72) shows that in the absence of radiative flux divergence, 

H = pcpw'()' (3.75) 

where H is the surface heat flux. In the case of momentum transport the matter is 
not as simple. The surface sublayer is also defined sometimes as the layer near the 
ground in which the direction of the wind remains approximately constant with 
height, and in which the effects of the earth's rotation are negligible. Consequently, 
it is often assumed that (3.69) and (3.70) can be simplified to 

- w'v' [= (-'yz/p)] = 0 (3.76) 

where x is the direction of the mean wind near the surface, and where by definition 

(3.77) 

is the friction velocity and -'0 is the shear stress at the surface. Actually, this assumption 
that the surface sublayer is a constant stress layer is not quite correct, as can be 
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seen from (3.69) and (3.70). Since v is very small in the surface layer, from (3.69) with 
(3.73) it follows that 

I :z (~%Z/p)1 ~ Iflvg • (3.78) 

If He is the height at which the fractional deviation of the shear stress from its surface 
value is en (3.78) with (3.77) yields approximately 

e~ ~ If Iv ~He (3.79) 
U* 

Typical values are If I = 10-4 S-1 and vg/u* = 12.5 [= (A/k) in (4.77)]. Hence, for 
U* = 0.3 m S-l and He = 50 m one obtains e~ = 20 percent. In many situations, 
u'w' cannot be measured more accurately than 10 to 20 percent so that from the 
practical point of view, the assumption of a constant stress layer is sufficiently ac­
curate for the lowest few tens of meters above the surface. From the theoretical point 
of view, however, it would seem that deviations of 20 percent at 50 m or 30 percent 
at 75 m are not negligible. In the development of those similarity models for the surface 
sublayer, which are based on mixing length- or K-theory, the requirement of a strictly 
constant shear, i.e. (3.76), is often included. Therefore, it has been puzzling that some 
of the results obtained with such K-theory models have been found to be valid up to 
elevations well above the, say, 1 percent or 5 percent constant stress layer. However, 
subsequently it has been found possible to formulate similarity hypotheses without 
the constant stress assumption, which yield the same results as K-theory. The idea of 
a constant stress layer is thus artificial, but it has been the starting point for some 
useful theoretical derivations. A detailed discussion (cf., Tennekes, 1973) would lead 
too far here, but let it be assumed that for practical purposes the thickness of the 
surface sublayer is of the order of approx-imateJy 50 to 100 m; this accords with the 
criterion (z/o) <: 0.10 for the wall layer observed in non-rotating stratified flows over 
flat plates or in channels. In the steady horizontally homogeneous surface sublayer, 
in the absence of appreciable wind turning the equations for the mean square humidity 
fluctuations (3.47) can be written to a close approximation as, 

aq a-
q'w' (jZ + az (w'm) + eq = 0 (3.80) 

in which eq is the last term of (3.47); similarly, the equation for the turbulent kinetic 
energy (3.64) can be written as 

u'w' au - ~ [w'O' + 0.61 t w'q'] 
az Tvs 

+ ~(w' e + w'p') + e = 0 az t p 
(3.81) 

in which the reference virtual temperature Tvs and mean temperature t may usually 
be replaced by a reference temperature of the air Ta. The energy dissipation e, given 
as the second term on the right of (3.65), can be closely approximated by 

(3.82) 
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The error can be shown to be 02(W'2)joz2 (cf., Hinze, 1959, p. 65) which is very small, 
since W'2 is approximately equal to u~. 

In general, under non-neutral conditions the air flow and the transfer of momentum 
are greatly affected by the transfer of sensible heat and water vapor, and vice versa. 
However, in the lower part of the surface sublayer it is found that water vapor and 
sensible heat may be considered as merely passive admixtures~ and that the effects of 
density stratification resulting from humidity and temperature gradients are negligible. 
This lower region of the surface sublayer is referred to as the dynamic sublayer. 
Under neutral conditions, the whole surface sublayer behaves as a dynamic layer. 

Finally, in the immediate vicinity of the surface, the turbulence is strongly affected 
by the structure of the roughness elements, or it is greatly damped by viscous effects; 
in most cases it is subjected to both effects, Thus the nature of the roughness elements 
must be considered, and the terms containing the viscosity v and the molecular dif­
fusivities /cv and /Ch in the transfer equations are no longer negligible, as they are in 
the fully turbulent flow, higher up. The region nearest to the surface, where these 
effects are important, is referred to herein as the interfacial (transfer) sublayer. In 
the case of smooth flow it is often referred to as the viscous sublayer, and its thickness 
is of the order of 30 vju*. Over a rough surface it may be referred to as a roughness 
sublayer, and its thickness is of the order of the mean height of the roughness ob­
stacles ho. When the roughness obstacles consist of vegetation which is more or less 
porous or permeable for the air stream, the interfacial sublayer may be referred to as 
the canopy sublayer. In air /cv and /Ch are of the same order as v (see Table 3.6) so the 
scaling lengths (and thicknesses of interfacial transfer sublayers) for momentum, 
water vapor and sensible heat are very similar. 



CHAPTER 4 

Mean Profiles and Similarity in a Stationary 
and Horizontally-Uniform ABL 

In this chapter the so-called flux-profile relationships are presented for specific 
humidity, and other relevant quantities such as wind speed and temperature in the 
different sublayers of the ABL. Because of the above-mentioned difficulties of closure, 
these relationships are not derived by the solution of the transport equations; rather 
they are arrived at by invoking similarity, through the application of dimensional 
analysis. Thus, after the relevant physical quantities are identified from the governing 
equations or simply by inspection, they are. organized into a reduced number of 
dimensionless quantities. Dimensional analysis only establishes the possible existence 
of a functional relationship between these dimensionless quantities; however, the 
function itself must usually be determined by experiment. Still, in some cases the 
functional form of the relationship may be inferred theoretically by means of a con­
ceptual transport model or by applying a plausible closure assumption to the transport 
equations, and only some unknown constants need be determined experimentally. 
Especially in recent years numerous similarity models for the ABL have been proposed 
in the literature. This chapter does not present an exhaustive review but only the 
more important schemes that appear applicable in the determination of water vapor 
transport. 

4.1. THE DYNAMIC SUBLAYER 

The dynamic sublayer consists of the fully turbulent region, which is sufficiently 
close to the ground surface that the effects of the Coriolis and buoyancy forces due 
to density stratification are negligible; but it is far enough from the surface that 
both the viscosity of the air and the structure of the individual roughness elements 
also have no effect on the motion. Under diabatic conditions, i.e., with density 
stratification of the air, this layer may extend over only a few meters or less, whereas 
under conditions of neutral stability the dynamic sublayer occupies the entire surface 
sublayer. 

a. The Logarithmic Profile 

It has by now been well verified experimentally, and it is therefore almost accepted 
by definition, that in the dynamic sublayer the profiles of the mean wind speed, mean 
temperature, mean specific humidity and concentration of any other admixtures, 
provided they are released or absorbed uniformly at the surface, are all logarithmic 

57 



58 Evaporation into the Atmosphere 

functions of z. The logarithmic relationship was first established for the mean wind. 
Moreover, the analysis of the wind profile near the surface is prerequisite for the 
understanding of the turbulent transfer of water vapor as well. Therefore it is treated 
first. 

Mean Wind Speed 

The logarithmic wind profile law was developed in the late Twenties and it was 
introduced in meteorology by Prandtl (l932). One of the simplest derivations is that 
of Landau and Lifshitz (l959) which was first put forth in the 1944 edition of their 
book (Monin and Yaglom, 1971). The approach is based on dimensional analysis 
and it consists of noting that in plan-parallel flow an increase of the mean velocity 
in the z-direction, (dii/dz) , is evidence of a downward momentum flux and a sink 
at the surface. Thus, the mean velocity gradient in a fluid of density, p, is determined 
by the shear stress at the wall, '/:'0, and the distance from the wall, z. These variables 
can be combined into a single dimensionless quantity as follows 

U* _ k 
z(du/dz) -

(4.1) 

where U* is defined in (3.77). Experimentally, this combination k is found to be ap­
proximately invariant and it is referred to as von Karman's constant. Its value, 
which is of the order of 0.40 is still the subject of some uncertainty. In the literature, 
experimental values have been reported as low as 0.35 (e.g., Businger et at., 1971; 
Hagstrom, 1974) and as high as 0.47 (e.g., Pierce and Gold, 1971). Nevertheless, 
at present it appears (e.g., Hicks, 1976a; Yaglom, 1977) that there is still no com­
pelling reason to abandon the consensus value k = 0.4. 

The logarithmic wind profile equation follows immediately from (4.1), viz. 

ii2 - iiI = Uk In ( ~: ) (4.2) 

where the subscripts refer to two levels within the dynamic sublayer. Alternatively, 
one can write 

ii = u* In (~) for z » ZOm 
k ZOm 

(4.3) 

where ZOm is an integration constant whose dimensions are length; herein it is referred 
to as the momentum roughness parameter. Its value depends on the conditions at 
the lower boundary of the region of validity of (4.1). Graphically, it may be visualized 
as the zero velocity intercept of the straight line resulting from a semi-logarithmic 
plot of mean velocity data versus elevation in the dynamic sublayer. 

When the average height or size of the roughness elements of the surface is much 
larger than (J,I/u*), the surface is called dynamically rough. For a rough surface 
the momentum roughness is commonly written as 

ZOm = Zo (4.4) 

where Zo is referred to as surface roughness length. Except for flexible obstacles or 
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water waves, the value of Zo is theoretically independent of the flow, and only a 
function of the nature of the surface, that is the geometry, the size and the arrange­
ment of the roughnesses. Some methods to estimate it for natural surfaces are dis­
cussed in Chapter 5. 

In the case of rough surfaces there is some uncertainty concerning the reference 
level Z = 0 as used in (4.1). Clearly for very sparsely placed roughness elements 
this level can be taken at the base of the roughnesses; on the other hand, for extremely 
densely placed elements, Z = 0 in (4.1) should refer to the level of the tops of the 
elements. Hence, in most situations the zero level reference should be located at a 
height somewhere between the tops and the bases of the roughness obstacles. To 
minimize this difficulty, it is common practice to define Z = 0 as the level of the 
bases of the roughness elements, and to allow for a shift in reference level for the 
coordinate used in the similarity formulation; accordingly, instead of (4.1) one has 

U* = k 
(z - do)(du/dz) 

or, upon integration, instead of (4.3) 

- _ u* 1 (z - do) u-- n 
k ZOm 

(4.5) 

(4.6) 

where do is called the (zero-plane) displacement height. The idea of a displacement 
height, as given here, appears to have originated with Paeschke (1937). 

Under conditions of low wind speeds over water, snow, ice, or salt flats, when 
())/u*) is not very small as compared to the heights of the protuberances of the 
surface, the flow can no longer be considered fully rough. The effect of viscosity 
must be considered and the roughness Reynolds number 

(4.7) 

is then an important parameter. Experimental studies by Nikuradse (1933) have 
shown that in the approximate range 2 > Zo+ > 0.13, ZOm is not a constant; instead, 
one has a functional relationship 

(4.8) 

which Nikuradse determined experimentally (e.g., Schlichting, 1960, Fig. 20.21; 
Monin and Yaglom, 1971; Fig. 28). Clearly, for zo+ > 2 it equals unity as required 
by (4.4). 

At the lower extreme when Zo+ < 0.13, the flow is independent of the nature of 
the surface, and it is referred to as hydrodynamically smooth. Extensive experiments, 
w~ose median is reproduced in Figure 4.1 have shown that (4.3) is valid for smooth 
flow with 

ZOm = 0.135 ))/u* (4.9) 

approximately, and provided (u*z/))) == Z+ > 30; Figure 4.1 shows that this is 
equivalent with the condition that 

fI/u* > 13.5 (4.10) 

approximately. 
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Fig.4.1. The mean velocity profile in turbulent flow over a smooth surface as observed experimental­
ly. The solid curve describes (4.123) for z+ < 5, and (4.3) with (4.9) for z+ > 30. 

Mean Specific Humidity 

The dimensional approach used to derive (4.1) and (4.5) can now be extended to 
derive expressions for the specific humidity profile and those of other quantities 
such as temperature, CO2, etc. In the dynamic sublayer these are passive admixtures 
of the air and they do not affect the dynamics of the flow. 

A decrease in specific humidity with elevation suggests that there is an upward 
water vapor flux. Accordingly, the rate of decrease of water vapor concentration 
with elevation in a fluid of density p is related to the flux of water vapor at the surface, 
E = p(w'q'), and to the dynamics of the flow. The dynamics of the flow is governed 
by dujdz, "-0 and (z - do); since these three variables are inter-related by (4.5) only 
two of them, say "-0 and (z - do), are required to describe the flow. Five variables 
with four basic dimensions admit one dimensionless ratio. It can be written as 

E = _ k 
u*(z - do)p(dqjdz) v 

(4.11 ) 

which, just like (4.1) and (4.5), has also been found to be approximately invariant. 
In (4.11) kv is the von Karman constant for water vapor, which can also be written as 

(4.12) 

This ratio av of the von Karman constants is, in fact, also the ratio of the eddy dif­
fusivity for water vapor and the eddy viscosity under neutral conditions of the 
semi-empirical or K-theory of turbulence; it is thus the inverse of the turbulent 
Schmidt (cf. Prandtl) number under neutral conditions. Reynolds's analogy requires 
that av equal unity. Experiments have shown that av is probably equal to or slightly 
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Fig. 4.2. Schematic illustration of the normalized mean humidity profile in the dynamic and in the 
surface sublayer (see (4.33'». Analogous curves describe the wind speed and temperature profiles 

(see (4.34') and (4.35'». 

larger than unity. For example, Pruitt et al. (l973) found that au = 1.13 (with k = 
0.42). Dyer's (l974) review, however, suggests that au = 1.0 is still a reasonable 
assumption for practical purposes. 

Integration of (4.11) between two arbitrary levels Zl and Zz within the dynamic 
sublayer yields 

(4.13) 

If ijs is the value of ij at the surface, the profile can also be written as 

- - E 1 (z - do) &' qs - q = ~ n tor Z » zoo 
a.,.u*p zoo 

(4.14) 

where zoo is the water vapor roughness length; Zo., which is merely an integration 
constant, can be visualized as the level above do where ij would assume its surface 
value if the logarithmic profile were extrapolated downward outside its actual range 
of validity (see Figure 4.2); it is the zero intercept of (ijs - ij) data measured in the 
dynamic sublayer,and plotted versus (z - do) on semi-log paper. The direct deter­
mination of zoo by means of (4.14) has not been possible until now because there 
are very few profile data available on ij, or for that matter on any other scalar as 
well, which would be suitable for this purpose. Most of the presently available in-
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formation on zOv has been obtained indirectly from bulk transfer equations for scalar 
admixtures. This matter is dealt with in detail in Section 5.2 on the basis of data 
analyses presented in Section 4.4. 

Although ZOv is related to ZOrn' it is in fact quite different from it mainly because 
the transfer of momentum and that of a passive scalar admixture are not similar in 
the interfacial sublayer. This is due to the fact that in the immediate vicinity of the 
surface mass and heat transfer are controlled by molecular diffusion, whereas mo­
mentum transfer involves pressure forces as well. In the past it has sometimes been 
assumed that ZOv = ZOrn' but this assumption can result in considerable error. 

In the derivation of (4.11) the distance from the surface is taken as (z - do) rather 
than z; this is done to account for the fact that it may not be easy to define the co­
ordinate origin, especially when the surface is covered with densely placed roughness 
elements. However, when Z is much larger than the heights of the roughness elements 
the exact value of do is immaterial and it may be omitted from the formulation. 

The parameter do appearing in (4.11), (4.13) and (4.14) is evidently the same as 
that appearing in (4.5). Still, in the light of the different nature of ZOrn and ZOv, it is 
not unreasonable to also suppose that the displacement height for water vapor should 
be different from do of the wind profile. This might particularly be the case when 
the distribution of sources or sinks for evaporation from the roughness elements is 
markedly different or dissimilar from that of the momentum sinks. Unfortunately, 
until now this matter has not been investigated in detail. It should be noted though, 
that in the present similarity argument leading to (4.11), the term (z - do) enters the 
formulation, because it is one of the variables governing the dynamics of the flow, 
and thus the momentum transfer as given by (4.5). It should also be noted that the 
logarithmic profile is valid only when the height Z is considerably larger than the 
characteristic height of the roughness elements. But then, as mentioned, the exact 
value of do is less important. The logarithmic profile equations are, in fact, relatively 
insensitive to the accuracy of do. Hence, as a practical working hypothesis, supported 
by the similarity argument, except perhaps for tall vegetation, the displacement height 
for water vapor or any other scalar admixture may probably be assumed to be the 
same as do for momentum transfer. 

In the early derivations it was customary to obtain the logarithmic humidity profile 
directly from the wind profile by means of Reynolds's analogy applied with an eddy 
diffusivity. Sverdrup (1937) was among the first to derive an equation similar to (4.11) 
but in terms of vapor pressure and with kv = k and do = -Zo; moreover, in his 
integrated form (cf., (4.14» he included a molecular diffusion layer near the surface 
with an assumed thickness proportional to ())/u*). He also reported that various ex­
perimental data sets taken over the ocean by Wiist '(1937) and also those by R. B. 
Montgomery (cf., 1940) and F.L. Black all suggested that the humidity or vapor 
pressure is a linear function of the logarithm of height. Later, more exacting experi­
mental confirmations of the logarithmic humidity profile were made by Pasquill 
(1949a) and Rider (1954). The logarithmic equation is the basis for the profile method 
of calculating evaporation under neutral conditions. Elimination of u* between 
(4.13) or (4.14) and (4.2), (4.3) or (4.6), yields the well-known profile equations, as 
proposed variously by Thornthwaite and Holzman (1939), Sverdrup (1946), Pasquill 
(l949b) and Rider (1957). 
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Mean Potential Temperature 

An argument similar to that for the specific humidity produces 

H 
---,----,-----=--c- = - a"k 
u*(z - do)pcp(d(}/dz) 

(4.15) 

where H is the flux of sensible heat at the surface into the air and where all is the 
analog of av for sensible heat which has usually been found to be equal to or slightly 
larger than unity. Some experiments (e.g., Businger et aI., 1971) have yielded all as 
large as 1.35 with k = 0.35, and it appears (e.g., Yaglom, 1977) that the matter is 
far from settled. Nevertheless, for many practical applications, it is probably not 
unreasonable to assume that all = 1.0 with k = 0.4. Integration of (4.15) produces 

(4.16) 

or 

Os - 0 = H In (z - do) for z » ZOh 
ahku*pcp ZOIl 

(4.17) 

where ZO" is the roughness length for sensible heat. The comments made in connection 
with ZOv apply also here (see also Chapter 5). 

It should be added that in view of the smallness of [' d, for most practical purposes 
in the dynamic sublayer the potential temperature 0 appearing in (4.15)-(4.17) may 
be replaced by the temperature T(cf., (3.36». 

b. The Power Law Approximation 

The logarithmic profile functions are transcendental, so that in the solution of certain 
turbulent transport problems they present serious matheinatical difficulties. There­
fore, as a close approximation, it is sometimes convenient to describe the mean 
profiles by simple power functions of elevation. For the mean wind speed, one has 

U = azm (4.18) 

where m and a = (UI/Z'{') are assumed to be constants for given conditions of at­
mospheric turbulence and of surface roughness; ul is the mean wind speed at a ref­
erence level ZI' Equations such as (4.18) have been in use at least as early as 1876, 
ever since adequate wind measurements became available (Stevenson, 1880, in Chapter 
2). Even though the power law does not appear to have a theoretical justification, it 
has been found that with proper values of the parameters it can describe experimental 
wind profiles rather well. 

Equation (4.18) has been applied over smooth and rough surfaces, but since in 
nature most surfaces are rough, only this case· is considered here. Through analogy 
with (4.6) for rough surfaces, (4.18) has also been written in the following form 

U = Cpu*( Z :/o_t (4.19) 

where Cp is a parameter. An equation similar to (4.19) was implicit in the work of 
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Prandtl and Tollmien (1924). The parameters Cp and m can be determined by fitting 
(4.19) to the more accurate (4.6) over the range of elevations which are of interest 
(e.g., Calder, 1949). As reviewed by Brutsaert and Yeh (1 970b), most turbulent 
transfer studies point to m = 1/7 as a typical value, under neutral conditions, in 
the lower atmosphere. This is in accordance with Blasius's (e.g., Schlichting, 1960) 
empirical resistance law for turbulent flow in smooth pipes. However, m is not a 
universal constant and it depends weakly on z, Zo and on the turbulence intensity. 
Various values have been proposed for Cpo Frost (1946) reasoned that (with t4> = 0) 

(4.20) 

by postulating that over a rough surface the mixing length is given by zl-m zw. From 
comparison of numerical experiments on evaporation with advection on the basis 
of (4.3) and (4.18), Brutsaert and Yeh (1070a, b) concluded that when m is close to 
(lf7) (with do = 0), Cp may be taken close to 5.5 to 6.0. For values of m slightly 
different from (1/7) it was suggested that 

Cp = (6f7m) (4.21) 

may be useful as a working equation over water surfaces. 
Attempts have been made to relate power law parameters to atmospheric stability. 

However, since the power law is probably not a universal profile function, the appli­
cability of any such relationships is limited. Deacon (1949) started from the hypothesis 
that dil/dz, rather than ii, is a power function of z, but the resulting form for the 
mean profiles is not as convenient for mathematical analysis of diffusion problems as 
(4.18). 

4.2. THE SURFACE SUBLAYER 

a. The Mean Profiles 

The lower part of the boundary layer above the roughness obstacles, where the flow 
is relatively unaffected by the viscosity and the structure of the individual obstacles, 
and by the Coriolis force, is commonly referred to as the surface sublayer (Figure 
3.1). Thus, besides the factors governing the turbulent transfer in the dynamic sub1ayer, 
and used in (4.5), (4. I 1) and (4.15), also the stability of the atmosphere, that is, the 
effect of the buoyancy resulting from the effective vertical density gradient, must be 
considered. In similarity analysis, the objective is to formulate this buoyancy effect 
as a dimensionless variable. 

There are several possible ways of doing this. Equation (3.34) shows that the 
acceleration per unit vertical displacement of a particle of air in an atmosphere at 
rest is given by the effective density stratification, which is to a close approximation 

(4.22) 

where Ta is a mean reference temperature of the air near the surface. On the other 
hand, (3.64) and (3.81) show that the mean rate of contribution, by the fluctuating 
body - or buoyancy - forces to the turbulent kinetic energy in a horizontally homo­
geneous surface sublayer, is to a close approximation 
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pt[( ~) + 0.61 TaE J. (4.23) 

Apparently, the density stratification has an effect on the turbulence only when 
there is a turbulent heat flux w'(j' and/or vapor flux w'q'. Equations (4.11) and (4.15) 
indicate that for given conditions of atmospheric stability this is the case in the 
surface sublayer, since the effect of buoyancy constitutes the only difference between 
the dynamic and the surface sublayer. These equations also show that for these same 
conditions (4.23) is proportional to (4.22). Hence, both (4.22) and (4.23) can serve 
equally well to construct the desired dimensionless variable that describes the effect 
of the atmospheric stability on turbulent transport. 

The dimensionless ratios in (4.5), (4.11) and (4.15) have the variables (z - do) and 
u* in common. Accordingly, one can hypothesize that in stratified turbulent flow any 
dimensionless characteristic of the turbulence depend only on the following: the 
height above the virtual surface level, z - do; the shear stress at the surface, 'ro; the 
density p; and the production rate of turbulent energy resulting from the work of 
the buoyancy forces shown in (4.23). These four quantities, which can be expressed 
in terms of three basic dimensions, viz. time, length and air mass, can be combined 
into one dimensionless variable. This variable, which was proposed by Monin and 
Obukhov (1954) [for do = 0], is 

~ = z - do 
L 

(4.24) 

where L, Obukhov's (1946) (Businger and Yaglom, 1971) stability length is defined 
traditionally by 

(4.25) 

in which von Karman's constant and the minus sign were originally introduced for 
convenience. Thus, L is positive for stable, negative for unstable, and infinitely large 
for neutral conditions. Originally z = - L was interpreted as 'the height of the 
sublayer of dynamic turbulence'; in the turbulent kinetic energy equation (3.81), 
z = - L could be considered to be the height at which the shear production is ap­
proximately equal to the buoyant energy production term, if the mean profiles were, 
in fact, logarithmic in the whole surface layer. Since this is not the case - L is some­
what larger than this height. In the original formulation of Obukhov's length the 
turbulent flux term did not contain the effect of water vapor; but this is easily re­
medied by the inclusion of the term 0.61 TaE. 

With this hypothesis, the dimensionless characteristic of the turbulence (4.11), 
describing the flux-profile relationship of water vapor, is in the surface sublayer, 

(4.26) 

in which ¢sv is supposedly a universal function of ~. Similarly, for the mean wind 
gradient of (4.5) and the mean potential temperature gradient of (4.15), one has the 
analogous functions ¢sm(~) and ¢sh(~) as follows, 
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k(z - do) du = A.. (") 
u* dz 'f'sm" , (4.27) 

(4.28) 

Clearly, in the dynamic sublayer, or under neutral conditions, when I~I « I (but 
z - do » zo) these functions become ¢sv = a;\ ¢sm = 1 and ¢sh = a;;l. Equations 
(4.26)-(4.28) lead to the following profiles in the surface sublayer. 

E . 
iiI - il2 = ku*p [<Ps.(~2) - <Ps.(~l)]' (4.29) 

U 
u2 - ul = -t[<Psm(~2) - <Psm(~l)]' (4.30) 

- - H 
81 - 82 = ku pc [<Psh(~2) - <Psh(~l)]' 

* p 
(4.31) 

The function <Psv is defined by 

<Ps.(~) = f¢sv(x) dx/x (4.32) 

and <Psm and <Psh by analogous integrals. 
The flux-profile relationships (4.29)-(4.31) can also be written as more obvious 

extensions of the logarithmic profiles to non-neutral conditions. 

iiI - il2 = avk:*p [In (~: ) - 'l's.(~2) + 'l'sv (~l) J, 
u2 - Ul = uk [In ( ~~) - 'l'sm(~2) + 'l'sm(~l) J 
81 - 82 = k H [In (~2) - 'l'sh(~2) + 'l'sh(~l)J, 

ah u*pCp "I 

(4.33) 

(4.34) 

(4.35) 

where, similar to the suggestion by Panofsky (1963), the 'l's functions are defined as 

'l'sv(~) = S~ZOvIL)[l - av¢sv(x)] dx/x, (4.36) 

'l'sm(~) = S~ZomIL) [I - ¢sm(x)] dx/x, 

'l'sh(~) = f~zohIL)[1 - ah¢sh(x)] dx/x. 

(4.37) 

(4.38) 

The values of ~2 and ~l in all the above equations must be large as compared to 
(zo/ L); over a very rough surface, such as a tall forest canopy, these relations cannot 
be expected to be valid if this condition is not satisfied. 

Again, (cf., (4.14)] when the surface values, i.e., il = il" u = 0, and 8 = Os are 
used, the profiles should be written as 

(4.33') 

(4.34') 
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Os - 0 = H [In(Z - do) - 'I' he,)] 
Ohku*PCp ZOh s 

(4.35') 

where ZOv, ZOm and ZOh are the roughness lengths for water vapor, momentum and 
sensible heat, which are treated in detail in Chapter 5. Equation (4.33') is shown 
schematically in Figure 4.2. 

It should be noted that in the literature the r/Js functions of (4.26)-(4.28) have also 
been taken as functions of the Richardson number instead of ,. The Richardson 
(1920) number is an alternative stability parameter, which may be written as 

R. - -.L[(dO/dZ) + 0.61 TaCdq/dz)] 
1 - Ta (du/dz)2 (4.39) 

if the effect of water vapor is included. The form of this parameter can be obtained by 
taking the ratio of the buoyancy production term (4.23) and the mechanical produc­
tion term in the turbulent energy Equation (3.81), and by assuming Reynolds's 
analogy so that the r/J;s in (4.26)-(4.28) are assumed to be equal. This is not quite the 
case. When the production terms are left in their original form, the parameter is 
referred to as the flux Richardson number. 

R = ~ w'({1' + 0.61 Taq') 
f Ta (u'w') (du/dz) 

(4.40) 

The variables used in " Ri and Rf are all related, so that theoretically anyone of the 
three can be used to characterize the effect of the stability of the atmosphere on the 
turbulence. Ri has the advantage that it contains only gradients which can be deter­
mined experimentally; however, it varies with elevation. In addition, Rf has the 
disadvantage that it contains both turbulent con variances and the gradient of the 
mean wind. , is directly proportional to the elevation, since L which contains only 
surface fluxes is height independent. Most of the recent work dealing with the stability 
of the surface layer has tended to be in terms of L. 

b. Some Flux-Profile Functions 

The nature of the 'universal' functions r/Jsv, r/Jsm and r/Jsh has been the subject of much 
theoretical and experimental research. Numerous functions have been proposed 
both in terms of, and of Ri; some were derived by semi-empirical arguments, such as 
interpolation between the known case for neutral conditions and that for extremely 
unstable conditions or free convection, already studied by Prandtl (1932), Obukhov 
(1946), and Priestley (1954); others were based entirely on experimental data. Reviews 
of these formulations have been given by Monin and Yaglom (1971) and Yaglom 
(1977) among others. 

Unfortunately, however, the number of studies devoted specifically to the water 
vapor function r/Jsv is relatively small compared to those on r/Jsm and r/Jsh. At present, 
it is generally assumed that 

(4.41) 

This is supported by the data used by Crawford (1965) and Dyer (1967). (See Figures 
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4.3 and 4.4.) Also, the if>sv functions which Pruitt et al. (1973) fitted to their data are 
quite similar to the if>sk fuctions proposed by others (cf., Yaglom, 1977). Thus, for 
most practical purposes (4.41) should be adequate. Nevertheless. at this point it should 
be noted that theoretical (Warhaft, 1976) and experimental (Verma et al., 1978) 
evidence has been emerging, which especially for stable conditions, casts some doubt 
on (4.41). However, the issue is still unclear (Brost, 1979; Hicks and Everett, 1979) 
and more work will be needed to fully resolve it. 

In addition to the uncertainty regarding (4.41), there appears to be a wide variety 
in the available functions if>sm and if>sk; still, calculations of the resulting fluxes from 
observed profiles are often relatively insensitive to variations in their functional form. 
Therefore, no attempt is made here to present a complete review. Only some typical 
functions are given which are consistent with available data, and which are suitable 
for flux computations. 

Unstable Conditions 

For' :::;; 0 the if>s functions can be well described by an empirical formulation, sug­
gested independently by Businger (1966) and Dyer (Businger et al., 1971). Its general 
form is 

,/.. - -1 (1 _ (.l ?')-l!2 
'f'sv - av tJsv~' 

,/.. - (I - (.l ?')-l!4 'j'sm - tJsm~ , 

(4.42) 

(4.43) 

(4.44) 

Several variations have been presented. At first, Dyer (1967) found that if>sv = if>sk = 
(1 - 15,)-0.55 with k = 0.40; subsequently Dyer and Hicks (1970) and Hicks (1976b) 
with k = 0.41 and Paulson (1970), Miyake et al. (1970), and Paulson et al. (1972) with 
k = 0.40 found that {3sv = {3sm = ,Ssk = 16 and av = ak = 1 generally yield good 
agreement with profile and turbulent flux data. On the other hand, Businger et al. 
(1971) concluded from their measurements that {3sm = 15, ah = 1.35 and (3sh = 9, 
but this result was accompanied by a proposed alteration of von Kitrmitn's constant 
to k = 0.35; Hagstrom's (1974) experiments confirmed these results. Smedman and 
Hagstrom (1973) found that their humidity data could be described well by (4.42) 
with k = 0.4, av = 1.0 and {3sv = 9 up to an instability of, = - 7.62. Although the 
formulation of Businger et al. (1971) appears to be an anomaly, the matter is still the 
subject of considerable uncertainty (e.g., Yaglom, 1977) and better experimental data 
will be required to resolve it. Until these become available. k = 0.4 with 

,/.. -,/.. _,/..2 - (I - 16?')-l!2 for?' < 0 'f'sv - "/"sh - 'f'sm - ~ 10:, (4.45) 

should be adequate for practical purposes. Equation (4.45) can be compared with 
experimental data in Figures 4.3, 4.4, and 4.5. 

Equations (4.36)-(4.38) can readily be integrated with (4.42)-(4.44) to yield the 
following profile functions for (4.33)-(4.35). 

(4.46) 
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Fig. 4.3. Values of the similarity function for water vapor ¢sv=¢sv (Q as calculated with k = 0.4 
by Dyer (1967) from experimental data taken at Kerang in Australia. The curve represents (4.45). 

o 

<Psh 

0.1 
00 

0.01.01 0.1 1.0 10 
- z/L 

Fig. 4.4. Values of the similarity function for sensible heat ¢sh = ¢sh(C) as calculated with k = 
0.4 by Dyer (1967) from experimental data taken at Kerang and at Hay in Australia. The curve 

represents (4.45). 



70 Evaporation into the Atmosphere 

1.0 

0.8 

0.6 I 
04 

I 
0.2 

0.001 001 0.1 10 

-z/L 
Fig. 4.5. Geometric mean values of the similarity function for momentum ¢sm=¢sm(') from 
experimental data at Hay and at Gurley in Australia. The curve represents (4.45) (adapted from 

Dyer and Hicks, 1970). 

[ (l + x)2 (1 + x 2) ] 
'I"m(~) = In (1 + xom)2(1 + X5m) -2 arctan (x) + 2 arctan (xom), (4.47) 

[ (1 + x2) ] 
'1',,,(,) = 2 In (1 + X5h) , (4.48) 

where x = (1 - .8,)114 in which .8 represents .8sv, .8sm, (35'" in (4.46), (4.47) and (4.48), 
respectively, and where XOv = (1 - .8,v'ov)1I4 with '00 = (zoo/L), and analogous 
definitions for XOm and XOh' Since the roughness lengths are normally much smaller 
than L, the lower limit in (4.36)-(4.38) is often (e.g., Paulson, 1970) taken as zero. The 
integral profile functions are then 

'I',v(') = 2 In [(l ~ x2) J. (4.49) 

'l'sm(') = 2 In [(l ; x) J + In [(1 ~ X2) ] -2 arctan (x) + ~, (4.50) 

'¥sh(') = 2In [(l ~ X2) 1 (4.51) 

If (4.45) is used, one has x = (I - 16,)114. 

Stable Conditions 

One of the earliest forms for the </>s functions, intended for near-neutral conditions, 
i.e., small "I, was obtained by Monin and Obukhov (1954) simply by a series expan­
sion and retention of the first term only, viz. 
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CPsv = a;l (1 + f3sv~), 

CPsm = (l + f3sm~)' 

CPsh = ah l (l + f3sh~)' 

(4.52) 

(4.53) 

(4.54) 

where f3sv, f3sm and f3sh are empirical constants. Clearly, with (4.26)-(4.28) these 
functions yield profile functions consisting of a logarithmic and a linear term. Ac­
cordingly, the functions of (4.33)-(4.35) are 

'¥sv(~) = - f3s.(~ - ~ov), 

'¥sm(~) = - f3sm(~ - ~Om)' 

'¥sh(~) = - f3si~ - ~Oh) 

(4.55) 

(4.56) 

(4.57) 

in which the ~ov' ~Om and ~Oh terms are often negligibly small for practical calculations. 
At first it was hoped that the log-linear profile might be valid over a wide ~ range, 

but it was soon discovered (e.g., Taylor, 1960), in the case of (4.53) and (4.54), that they 
are applicable only for (-~) < 0.003 under unstable conditions. Presently, there is 
some consensus that the log-linear profiles can be used to fit the data for moderately 
stable conditions when ~ < I. McVehil (1964) found, experimentally, that (4.53) 
and (4.54) are valid for 0 < ~ < 1.8 and that CPsm = CPsh with f3sm = f3sh = 7 and ah 
= I. Webb (1970) concluded that the log-linear profiles are valid over the range 
o < ~ < I with CPsv = CPsm = CPsh and f3sv = f3sm = f3sh = 5.2 for k = 0.41. Businger 
et al. (1971) found, over the same range of~, that (4.53) and (4.54) are valid; but with 
k = 0.35 the parameters were derived to be f3sm = 4.7, f3sh = 6.35 and ah = 1.35. 

While the log-linear function appears to be suitable to describe moderately-stable 
conditions when ~ < 1, there is stilI no 'agreement on the values of its parameters 
and on the form of the CPs functions for very stable conditions when ~ > I. Webb 
(1970) and Kondo et al. (1978) found that for ~ > 1, CPsm becomes a constant of the 
order of 6, whereas Hicks (1976b) inferred a value of about 8 around ~ = 10 (see 
Figure 4.6). Theoretically (e.g., Monin and Yaglom, 1971, p. 437), under very stable 
conditions the CPs functions should be proportional to~. A data analysis presented by 
Hicks (1976b) supported this and suggested that for ~ > 10, (dujdz) is approximately 
equal to 0.8 u*/kL. Somewhat more disturbing is that, while the study of Businger 
et al. (1971) indicates that CPsh < CPsm, those of Hicks (1976b) and Kondo et al. (1978) 
suggest that CPsh > CPsm. All this illustrates the fact that even less is known about the 
flux-profile relationships under stable conditions than under unstable conditions. 
Often, however, under stable conditions the turbulent fluxes tend to be small, so 
that for routine flux calculations from observed profiles the exact formulation of the 
CPs functions is not crucial. Hence, for the time being for practical flux computations, 
it is probably sufficiently accurate to assume k = 0.4 with 

_ _ {= 1 + 5~ for 0 < ~ < I 
CPsv - CPsm - CPsh = 6 for ~ > I. (4.58) 

Equation (4.58) can be compared with experimental data in Figure 4.6. 
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Fig. 4.6. The dependence of (¢.m - 1) on ~ under stable conditions, as calculated from experimental 
data at Hay in New South Wales. The straight line represents the first of (4.58) (adapted from 

Hicks, 1976). 

4.3. BULK PARAMETERIZATION OF THE WHOLE ABL 

a. Similarity for the Mean Profiles in the Outer Sublayer 

The surface sublayer occupies only the lowest 10 percent or so of the atmospheric 
boundary layer; higher up additional variables must be considered which govern the 
turbulent transport, and the similarity arguments of the surface sublayer are no 
longer adequate. One way to approach the problem above the surface sublayer is to 
simply make a formal extension of the Monin-Obukhov similarity model, and to 
hypothesize that the mean profiles can be expressed by equations similar to (4.26) 
(4.28), namely 

_ ku* (z - do)p dq _ ,/,. 
E dz - 'f'bv, (4.59) 

k(z - do) dii _,/,. 
u* dz - 'f'bmx' 

(4.60) 

k(z - do) dv _,/,. 
u* dz - 'f'bmy' 

(4.61) 

_ ku*(z - do)pc p de =,/,. 

H dz 'f'M· 
(4.62) 

However, here the universal ¢ functions depend not only on , but on a number of 
additional dimensionless variables composed of variables whose effect is not neglible 
at higher elevations. Several of the most important variables are discussed in what 
follows. 

As is the case for wind-tunnel experiments over a flat plate, the thickness of the 
boundary layer, 0, is an important parameter. But for the atmosphere it is not always 
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easy to define 0 unambiguously and several length scales are available that provide a 
measure of this thickness. 

Rotational (or Ekman-) Height Scale 

One thickness scale results from the analysis of a steady, horizontally homogeneous, 
barotropic, and neutral planetary boundary layer, whose motion is described by 
(3.69) and (3.70) with (3.73). Inspection immediately suggests that, if u* is used to 
scale the horizontal velocity terms, (u*l/ fl) is the appropriate scaling length for the 
vertical coordinate z. Accordingly, one can define 

(4.63) 

in which the subscript r denotes 'rotational', since the length involves the Coriolis 
parameter, and Kr is taken as a constant under neutral conditions. Kr = 0.195 was 
already obtained by Rossby (1932). In the similarity study of Kazanski and Monin 
(1960), it was assumed that Kr = k, but it has since generally been found that Kr 
should be smaller, namely somewhere between 0.15 and 0.30. As will be seen below, 
the exact determination of Kr is not very easy. The possibility that under non-neutral 
conditions Kr be a function of u*/(L/fl) has been discounted (e.g., Zilitinkevich and 
Deardorff, 1974). 

Observed (or Inversion) Height Scale 

In the earlier similarity models for a non-neutral atmosphere Or was considered as 
the only boundary-layer thickness scale. However, this scale has some drawbacks. In 
the real atmosphere the thickness of the atmosphere is often greatly affected by the 
history of the airmass and by other factors which may be unrelated to the internal 
boundary-layer dynamics. Among these complicated factors there is the diurnal 
heating, non-stationary motion, large-scale advection, and non-uniformity of tem­
perature and humidity. Moreover, near the equator, where f approaches zero, the use 
of Or becomes quite meaningless. The inadequacy of Or as the only length scale was 
pointed out by Deardorff (1972); his numerical study showed that even under slightly 
unstable atmospheric conditions near the surface, 0 should not be determined by 
(4.63), but rather by direct observation. This means that, whenever possible, 0 should 
literally be taken as the level, up to which dynamic and thermodynamic effects re­
sulting from the earth's surface are clearly manifested in the profiles of mean wind, 
temperature and specific humidity. Since this is usually related to the height of the 
inversion, this second measure of the boundary-layer thickness is denoted by 0;. 
Examples of temperature profiles from which 0; can be determined are shown in 
Figure 4.7. In practice (e.g., Garratt and Francey, 1978), under unstable conditions 
0; can be taken as the top of the 'mixed' layer, that is the depth of convective mixing 
above the surface. In many situations this mixed layer is capped by an inversion, so 
that 0; may then be taken conveniently as the height of the main inversion base. 
However, this is not generally the case, and especially over land in the morning during 
the breakdown period of a nocturnal inversion the thickness of the surface convection 
layer is evidently a better scale. Under stable conditions 0; can be taken as the thick-
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Fig. 4.7. Example of profiles of the virtual potential temperature in and above the atmospheric 
boundary layer. The estimated values of the height 0; of the boundary layer are indicated by arrows; 
the numerical values on the profiles indicate times of day. The observations were made by Clarke 

et af. (1971) on July 16, 1967 (Day 33) at Hay, N.S.W., Australia. 

ness of the inversion layer at the surface, indicated by the height to which significant 
cooling has extended in the (j profile, or by the height of the lowest maximum(noctumal 
jet) in the 11 profile. It should be stressed that the exact determination of OJ for a real 
atmosphere is not always easy. Under unstable atmospheric conditions the thickness 
of the planetary boundary layer often changes quite drastically and rapidly; this 
intermittency is probably a manifestation of convective plumes, causing entrainment 
into the overlying inversion, and of the breaking of wave-like structures. 

In the past few years the consensus has been growing that, except under near-neutral 
conditions, OJ is the more important length scale. The main reason for this is that 
the similarity functions in which OJ is used to represent the thickness of the boundary 
layer exhibit less scatter with most experimental data than those in which Or is used. 
The OJ scale also has the advantage that it allows the direct determination of any 
external variable aloft at the proper altitude, and that it contains neither the usually 
unknown quantity u* nor the Coriolis parameter f, which becomes meaningless near 
the equator. 

Baroclinicity 

Another characteristic of a real atmosphere is, that the pressure gradient may change 
with elevation. It appears that this vertical gradient of the horizontal pressure gradient, 
that is the geostrophic wind shear or the baroclinicity, affects the turbulence structure, 
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as revealed by the mean wind profile (e.g., Clarke and Hess, 1974). The baroclinicity 
is related to the horizontal temperature gradients by the thermal wind equations 
(e.g., Haltiner and Martin, 1957), which may be written approximately as 

OUg _ g oT 
oz - - fT ay' 

OVg _ g oT 
tF- fT ox' 

(4.64) 

(4.65) 

where T is the absolute temperature. These equations show that baroclinicity is 
evidence of thermal inhomogeneity in the horizontal, or vice versa. The baroclinicity 
is not likely to be constant with z, but this change is often quite small, so that to a 
first approximation it may probably be ignored. 

There are several ways of organizing Z - do, L and the above four variables into 
five dimensionless parameters. When the Coriolis effect is felt to be predominant, 
under nearly steady near-neutral conditions, one might choose 1}r = (z - do)/or> 
pr = (lr/L, ))0 = o./or> {3%r = 1-1 oug/oz and {3yr = 1-1 ovg/oz. The parameters 1}r and 
pr have been introduced by Kazanski and Monin (1960), ))0 by Wyngaard et af. 
(1974) and 13m {3yr by Yordanov and Wippermann (1972). (Instead of {3%r and {3yr, 
Arya and Wyngaard (1975) suggested the use of M% = I o.{3%r/u* and My = I 
o.{3yr/u*.) With these variables the similarity function of (4.59) is 

(4.66) 

and the same for if>bm%, if>bmy and if>bh. 
A second combination, which is more suitable when the observed height O. is the 

predominant ABL thickness parameter, might consist of the following, 1}. = (z - do)! 
0., Pi = o./L, ))0 = o;/or> {3%. = -(g/T)(0;/Kru*)2 (oT/oy) = {3%r))~ and {3y. = {3yr))~. 
The parameters 1}. and P' were introduced by Zilitinkevich and Deardorff (1974); 
{3%. and {3y., which were proposed by Brutsaert and Mawdsley (1976) can be obtained 
from the horizontal temperature gradient and they do not contain the Coriolis 
parameter. With these parameters the similarity function of (4.59) is 

if>bv = if>b.(1}., P., ))0, {3%., {3y.). (4.67) 

Because (4.66) and (4.67) involve the same primitive variables, the two formulations 
are physically equivalent. Besides these two, there are, of course, other possible di­
mensionless combinations of the arguments of if>bv. Moreover, it is conceivable that 
other variables should be considered; however, this will require further advances in 
the understanding of the structure of the atmospheric boundary layer. 

In the outer reaches of the boundary layer, well above the surface layer, it is 
convenient to use reference values of q. ii, v and 8 at the outer edge of the boundary 
layer, rather than at some other level. Accordingly, integration of(4.59) through (4.62) 
yields the following defect laws for the mean profiles 

_ _ E '" 
q. - q = ku*p '!'bv' (4.68) 

(4.69) 
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- - H 
()a - () = ku pc <Dbh, 

* P 

(4.70) 

(4.71) 

where the <D functions depend on the parameters of (4.66) or on those of (4.67) de­
pending on which may be preferable. These functions should reduce to zero at the 
top of the boundary layer where 1) = 1 (since do « 0), q = qa, U = ua, v = Va and 
e = ea. The defect law concept was proposed by von Karman (1930) for the velocity 
profile in neutral channel flow; in the present context it is also directly suggested by 
the geostrophic departure appearing in (3.69) and (3.70) with (3.73), if ua = ug and 
Va = vg • 

Unlike the <Ds functions of the surface sublayer, the <Db functions of (4.68) through 
(4.71) depend on a large number of parameters; this makes it quite difficult to sort 
out the effect of each of them in the analysis of experimental data. Also, in the real 
atmosphere, unlike in the surface sublayer, effects due to unsteadiness, diurnal 
changes, horizontal advection, etc. in the outer sublayer are almost impossible to 
eliminate. Consequently, at present the general formulation of the flux-profile func­
tions for the outer reaches of the ABL is still in the developmental stage. Great strides 
have been made in the past decade, and a large amount of information is now becom­
ing available as a result of experimental studies and theoretical analyses by means 
of simple slab models, K theory, and higher order closure methods. However, a 
review of these efforts is beyond the scope of the present work. 

b. Bulk Transfer Equations for the ABL 

One of the main practical results of the development of similarity theory for the 
outer sublayer until now has been the formulation of bulk transfer coefficients and 
heat and mass transfer coefficients for the whole ABL. Actually, drag coefficients 
have been used by engineers for a long time in connection with channel flow and 
flat-plate turbulent boundary-layer problems. Lettau (1959), who considered the 
analogy between friction in the atmospheric boundary layer and in pipe flow, was 
probably the first to introduce the drag coefficient concept for the atmosphere on 
the basis of similarity with experimental data. The subsequent interest in bulk transfer 
coefficients has stemmed from the need for simple methods to parameterize the surface 
fluxes U*, Hand E in numerical models in terms of so-called external variables; 
external variables are those observed at the top of the boundary layer and near the 
surface. This interest has continued as more experimental data have become available 
to check various similarity hypotheses. 

The bulk transfer coefficients for two-dimensional channel- and flat plate-type tur­
bulent boundary layers are obtainable quite naturally by applying the principle of 
asymptotic matching of the profiles of the outer sublayer and of the surface sublayer. 
This method has been applied formally to a neutral, steady, horizontally uniform 
ABL by Csanady (1967) and by Blackadar and Tennekes (1968), but it was already 
implicit in the earlier work of Kazanski and Monin (1961). A more straightforward 
technique to derive the bulk transfer coefficients consists of joining the profile of the 
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outer sublayer with the logarithmic profile of the surface sublayer. In this joining or 
'patching' technique the profile for the surface sublayer is assumed a priori, whereas 
in asymptotic matching no such commitment is required; in fact, the logarithmic 
profile is a result of the analysis. Albeit simple joining is perhaps less rigorous, in 
the literature all extensions of the bulk transfer relations for a neutral boundary 
layer, to include more realistic conditions due to buoyancy or baroclinicity, have 
been based on this method. In what follows, a joining method is given that was used 
by Brutsaert and Mawdsley (1976) for the water vapor transfer coeffcient. 

Derivation of Their General Form 

In his derivation of the logarithmic velocity profile in a neutral turbulent boundary 
layer, Millikan (1938) assumed the existence of a finite region of overlap in which 
both the formulation for the wall layer and the velocity defect law are valid. Assuming 
Millikan's hypothesis also to be valid for the mean profile of any admixture in a strati­
fied boundary layer, one can simply join (4.33)-(4.35) with (4.68) through (4.71) to 
eliminate q, ii, V, and [) in the overlap region, and to obtain a relationship between 
the surface fluxes E, u* and H and the remaining external parameters; the latter are 
the values of the humidity, wind speed and temperature at the lower and upper 
boundaries of the ABL. For the specific humidity profile one proceeds as follows. 

If (4.33) and (4.68) both describe the humidity profile in the region of overlap 
(See Figure 3.1), (4.68) must have the same z-dependency as (4.33). Thus, within the 
region of overlap, cI>bv must have the following form (the rand i subscripts can be 
omitted for the time being, since the argument is identical for both sets of dimension­
less variables) 

cI>bV(r;, fl., lio, [j,p [jy) = a;l [In (r;) - Wsv(r;fl.) + D] (4.72) 

where D is a similarity function of all remaining variables not involving z, 

(4.73) 

unspecified at this point and to be determined experimentally or otherwise. Equating 
q2 in (4.33) with q in (4.68) with (4.72), one immediately obtains the bulk transfer 
equation for water vapor 

ql - q/j = / [In ( 0 d ) + Wsv(~l) - DJ 
av u*P Zl - ° (4.74) 

or, if ql is measured at the surface, z = do, simply 

(4.75) 

Equation (4.74) is appropriate when the surface data ql refer to shelter level, whereas 
(4.75) is used when the actual wet surface specific humidity qs is available. An equation 
similar to (4.75) was already given by Zilitinkevich (l969), but his derivation implied 
certain unnecessary restrictions of its applicability. 

For a given baroclinicity and for known values of q at Z = 0 and near the surface, 
(4.74) or (4.75) can only be applied to calculate the evaporation rate E, provided u* 
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and H (to determine D from f1 and vo) are also known. Hence, unless u* and Hare 
available from some other measurements, (4.74) or (4.75) cannot be applied without 
the analogous formulations for the wind speed and the temperature. By using the 
same joining technique one obtains the following for the x- and y- components for 
the mean wind speed at z = o. 

ua = uk [In ( ! ) -B J. (4.76) 

- u* A va = - k (4.77) 

and either one of the following bulk transfer equations for sensible heat 

01 - eo = ahku~pc p [In ( ! ) + 'l'sh(~1) - c J. (4.78) 

(4.79) 

The drag coefficient can be determined from (4.76) and (4.77) as u~/(u~ + v~). The 
symbols A, Band C are chosen for historical reasons as an extension of the rotational 
similarity used by Kazanski and Monin (1961) and Zilitinkevich et al. (1967); they 
denote similarity functions analogous to D in (4.73) and they are unspecified at this 
point. Note that in some publications the meaning of A and B is reversed from that 
used here. 

A vailable Similarity Functions A, B, C and D 

These similarity functions depend on at least four parameters as shown in (4.73), 
and probably on some others as well, that have not been considered until now. 
Unfortunately, the experimental determination of the fluxes, the mean profiles and 
all the other relevant variables in a real atmosphere is a difficult task subject to many 
errors. In addition to experiments, it is possible to determine the similarity functions 
by numerical modeling of the ABL. Although such models permit sensitivity analyses 
resulting from changes of one variable at a time, a good deal of uncertainty remains, 
especially for stable conditions. As a result, most of the available information is 
restricted to f1r- and f1i-dependency. Although the (3,,- and (3y-dependency has been 
studied for A, B (Clarke and Hess, 1974; Arya and Wyngaard, 1975; Kondo, 1977) 
and C (Garratt and Francey, 1978), the results obtained are difficult to interpret for 
practical application. The vo-dependency of A, Band C has been considered in 
numerical models (e.g., Arya, 1977) but experimental data (e.g., Garratt and Francey, 
1978) suggest that it is not a very important parameter. Therefore, at present, it 
appears practical to express A, B, C and D only as functions of one parameter, 
f1. = oiL, reflecting the stability of the atmosphere. 

In applications it is necessary to decide whether 0" 0,. or possibly even some other 
assumed height is the most appropriate scale to represent the thickness of the ABL. 
The corresponding stability parameters are 

(4.80) 
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and 

(4.81) 

Let the similarity functions of the former be denoted by Ar = Ar(,ur), Hr = Hr(,ur) , 
Cr = Cr(,ur), Dr = Dr(,ur), and those of the latter by Ai = Ai(f.!.i), Hi = Bi(,ui), 
Ci = Ci(,ui), Di = D.{,ui). As mentioned, in recent years a consensus has been 
emerging that o,.-based similarity is preferable over that based on ~r. Except for the 
study of Clarke and Hess (1973), most papers dealing with this issue lead to the 
conclusion that on the unstable side oi-based scaling produces least scatter in the 
calculated A, H, C and D. On the stable side, similarity modeling appears to perform 
so poorly, and the surface fluxes are often so small that it probably does not matter 
much whether Oi or Or is utilized. Thus, herein major attention is paid to the o,.-based 
similarity model. 

(i) Rotational height similarity. Because of its historic priority, and because under 
neutral and stable conditions it performs equally well, if sometimes not better, a 
brief review of the rotational height scaling is still in order. The bulk transfer equations 
for the rotational similarity scheme are obtained from (4.74) though (4.79) by replacing 
o in the logarithmic terms by (u*/lfl). For example, (4.74) becomes 

(4.82) 

and analogous equations for (4.75) though (4.79). But, as it is possible to interpret 
the definitions of qo' uo' Vo and eo in various ways, in the literature there is some lack 
of consistency in the application of this similarity scheme. Most authors have taken 
ug and Vg as practical estimates of Uo and vo. Clarke and Hess (1974) also considered 
observed winds at z = (0.15 u*/lfD, but they found that in either procedure the 
errors were equally large. Zilitinkevich (1969) suggested that eo and qo should be 
observed at a level proportional to (u*/lfD, but that for practical purposes it is 
probably sufficiently accurate to observe them at some constant level such as 1 km or 
850 mb. Clarke (1970) took eo as the e at the level where the u profile displays its 
maximum; Arya (1975) assumed that under unstable conditions eo is to be measured 
where the e profile has its maximum, and that for stable conditions it occurs at 
z = 0.25 u*/lfl, which he considered to be the upper bound on the height of a stable 
boundary layer. Brutsaert and Chan (1978) after comparing several alternative pro­
cedures, decided on q and e measurements interpolated at (0.15 u*/lfD, although all 
the other alternatives gave about the same degree of scatter. 

The calculated values of Ar(,ur), HrC,ur), Cr(,ur) and Dr(,ur) that have been published 
to date on the basis of experiments exhibit considerable scatter. Such data have been 
presented by Zilitinkevich (1969), Clarke (1970, 1972), Deacon (1973), Clarke and 
Hess (1974), Arya (1975), Yamada (1976) and Brutsaert and Chan (1978). The reader 
is referred to these papers for further details on these functions. 

Suffice it to observe that the functions An Hn Cr and Dr have generally been found 
to be very similar to Ai' Hi, Ci , Di provided Or is defined consistently as (4.63) in (4.74) 
through (4.79). This is due to the fact that Or is often of the same order as Oi (e.g., 
Yamada, 1976) even though with strong diurnal changes in Oi and u*, Va = (o;/or) 
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may conceivably vary over more than a decade at a given location. Hence, for practi­
cal purposes, the rotational similarity functions, for which no expressions are given 
here, may be deduced from those for A .. , B" C, and D; which are presented in the next 
section. It should be noted however, that An Bn Cr and Dr are the equivalent of A, 
(B - In Kr), (C - In Kr) and (D - In Kr) in (4.74) through (4.79); these In Kr terms 
arise from the fact that, traditionally, since Kazanski and Monin (1961), in the rota­
tional formulations 0 in the logarithmic terms of (4.74) through (4.79) is replaced by 
u*/lfl instead of by Or (see (4.82». Thus, the relationships between the two sets of 
similarity functions is to a first approximation 

Ar(Pr) = A ,.(Pr) , Br(Pr) = B"(Pr) - In Kr 

(4.83) 

provided, again, pr is defined with Or as given in (4.63), and Kr is taken to be of the 
order of 0.15 to 0.3 rather than unity. 

(ii) Observed height similarity. This scheme was introduced by Zilitinkevich and 
Deardorff (1974). Its formulation is obtained by replacing 0 in (4.74) through (4.79) 
simply by 0" the observed height scale. For example, (4.74) becomes 

iiI - lia = jcE [In ( 0, d») + qrs.(~l) - D'(p,)] (4.84) 
a u*P Zl - 0 

and analogous expressions are obtained for (4.75) through (4.79). Also, for this 
scheme, in the literature there have been several different interpretations of lia, ua, Va 
and ea. For unstable conditions Melgarejo and Deardorff (1974) determined OJ as the 
level up to which Ii and e are relatively constant, that is, the level just below a rapid 
decrease in Ii and a rapid increase in e with elevation. For stable conditions they made 
two estimates of the boundary-layer thickness: one from the temperature profile as the 
level up to which significant cooling has propagated from the surface; and one deter­
mined from the lowest maximum in the wind profile. Both estimates of 0;, under stable 
conditions, were found to give the same large amount of scatter. Arya (1975) assumed 
that under unstable conditions eo can be taken as the minimum e observed in the 
profile, but he assumed ua = ug and Va = vg ; thus, in a sense, he used mixed similarity 
criteria. Brutsaert and Chan (1978) compared different alternatives for unstable con­
ditions; they concluded that with radiosonde measurements made at discrete inter­
vals, a practical procedure, consisting of taking 0 .. as the height of the lowest value of 
the potential temperature profile and lia and eo as the readings at this level, was satis­
factory. Yamada (1976) took 0; as the top of the mixed layer during daytime and as 
the height of the surface inversion during night time. However, for ua, Va and eo he 
took the vertical average of the geostrophic wind and of the virtual potential tempera­
ture; this idea was based on the suggestion of Arya and Wyngaard (1975) that the 
averaged geostrophic wind scale should remain nearly independent of geostrophic 
shear, that is baroclinicity. These wind scales can be obtained by integrating (3.69) and 
(3.70) with (3.73), viz. 

U2 

(Vg) = (v) - fa,' 

(ug ) = (u) 

(4.85) 

(4.86) 
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where 

<F) = fOi F dz/o i . 
zo (4.87) 

Similarly, Yamada (1976) took the temperature scale <Ov) instead of 000 • He found 
that the scatter in the similarity functions thus calculated, was considerably smaller 
than in previous calculations. He also calculated Ai, Bi and Ci by using uo, Va and 
OiJ at z = Oi' and showed that the curves through the data were similar to those based 
on the average scales; however, the degree of scatter was noticeably increased. 

Besides a likely reduction of the dependence of the similarity functions on baro­
clinicity, there are other reasons for preferring the use of the averaged variables over 
their value at z = Oi. The layer-averaged values are not as susceptible to sampling 
errors and, as pointed out by Arya (1977), they are more appropriate when the 
similarity parameterization is to represent large-scale areal or regional averages. 
Although they are very similar to Ai, Bi , Ci , D i , let the similarity functions based 
on layer-averaged values by denoted by Aim, Bim , Cim , Dim. For example, for water 
vapor the formulation (4.74) can be written as 

(4.88) 

and analogous expressions are obtained for (4.75) through (4.79). 
All similarity functions calculated from experimental data, which have appeared 

in the literature are in fair agreement, although the data points display an inordinate 
amount of scatter. Typical results are shown in Figures 4.8 through 4.12. 

Several empirical and theoretical functions have been published. Several authors 
have proposed the following to represent their results, under unstable conditions, 

Bi = a In ( - ,ui) + b, 

Ci = cln ( -,u;) + d 

(4.89) 

(4.90) 

where a, b, c and d are constants. For example, Clarke and Hess (1973) found by 
least squares, with k = 0.4 and ak = 1, that a = c = 1, b = -0.71 and d = 1.82; 
UiJ was taken at 0.15u*/lfl and 00 at 0.25 u*/lfl. Wyngaard et af. (1974) postulated 
on the evidence of their numerical model, that under unstable conditions and in the 
absence of geostrophic shear, an essentially shear-free convective layer exists above 
the surface sublayer; as a result they derived, with k = 0.35 and ak = 1.35, that for 
,ui < 5, Ai = 0, (4.89) and (4.90) with b = 0 and a = c = d = 1. They found that 
Bi. gave a good fit with experimental observations, but that Ci is too small. Arya 
(1975) concluded that (4.90) of Wyngaard et af. (1974) for Ci but with Ok = 1, 
represented his data quite well, whereas (4.89) for Bi seemed to overestimate slightly. 
Garratt and Francey (1978) used the same functional form to fit their calculated 
points of Cim on the basis of several experimental data sets. By least squares linear 
regression with (4.90) and k = 0.41, ak = 1, they obtained c = 0.46 and d = 4.88, 
for ,ui < 1. 

Mawdsley and Brutsaert (1977) reasoned that, since the temperature is nearly 
constant in the outer convection layer, it may probably be assumed that the Monin­
Obukhov surface layer formulation for the profiles is a good approximation in the 



82 Evaporation into the Atmosphere 

100 

Aim 

80 

60 

40 
0 

0 

20 

, ' 

0 

-20 
-600 0 600 

8JL 

Fig. 4.8. Similarity function Aim versus lli=O;/L on the basis of experimental data taken at Hay, 
New South Wales by Clarke et al. (1971). Vertically averaged geostrophic wind of (4.85) is used as 

wind scale vo. The solid line represents (4.94) (from Yamada, 1976). 
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Fig. 4.9. Similarity function B im versus Ili. Vertically averaged geostrophic wind of (4.86) is used as 
wind scale uo. The solid line represents (4.95) (from Yamada, 1976). 
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Fig. 4.10. Similarity function Cim versus fJ. ... Vertically averaged potential temperature is used as 

temperature scale eo. The solid line represents (4.96) (from Yamada, 1976). 
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Fig.4.11. Similarity function C; versus fJ. .. , calculated from experimental data taken over the East 
China Sea [AMTEXJ. Curve 1 represents (4.96) of Yamada (1976); curve 2 is (4.90) with the constants 
of Wyngaard et al. (1974); curve 3 is C .. in (4.92) of Mawdsley and Brutsaert (1977); curve 4 represents 

(4.97) (from Brutsaert and Chan, 1978). 

outer sublayer as well. This assumption leads to 

A; = 0 for fl.; « 0 

B; = 'l'sm(fl.,) for fl.; ::;; 0 

C; = 'l'sifl.;) for fl.; ::;; 0 

(4.91 ) 

which were applied with (4.45), (4.50) and (4.51). Thus, they proposed with k = 0.4 
and ah = 1, 
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Fig. 4.12. Values of the similarity function Di(Pi) calculated from experimental data taken over the 
ocean. The solid curve represents Di in (4.97) and the dashed line represents (4.98) (from Brutsaert 

and Chan, 1978). 

Ai = 0 for Pi < -147 

Qi = 21n [(1 ; x) ] + In [(1 i x2
) J - 2 arctan (x) + ~ 

for Pi 5 0 

Ci = 2 In [(l i x2
) ] for Pi 5 0 

(4.92) 

where x = (1-16 Pi)1/4. Clearly, for Pi « 0, (4.92) produces (4.90) with c = I and 
d = 1.39. The upper limit of validity of Ai in (4.91) was decided upon by inspection 
of experimental data from different sources. For the remainder of the Pi range the 
following empirical functions were fitted to the data 

Ai = 5 - In (1 - Pi) for -147 5 Pi 5 0 

= 5 + 2.2 In (1 + Pi) Pi > 0 

Bi = -2.2In (1 + Pi) 

Ci = -7.6In (1 + Pi) 

Pi> 0 

Pi> O. 

(4.93) 

Yamada (1976) presented a set of empirical equations covering the whole Pi range 
(with k = 0.35 and ah = 1.35) 

Pi> 35 

1
2.85 (Pi - 12.47)112 

Aim = 3.02 + 0.3pi 05 Pi 5 35 
3.02 (1 - 3.29 f.1.;)-1/3 Pi 5 0, 

_ f - 2.94 (Pi - 19.94)112 

Bim - 11.855 - 0.38pi 
lO - 8.145 (1 - 0.008376pi)-1I3 

_ f- 4.32 (Pi - 11.21)112 

Cim -13.665 - 0.829pi 
12 - 8.335 (l - 0.03lO6pi)-1I3 

Pi> 35 

05 Pi 5 35 

Pi 5 0, 

Pi > 18 

o 5 Pi 5 18 

Pi 5 O. 

(4.94) 

(4.95) 

(4.96) 
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Fig. 4.13. Values of (C,-D,) calculated from data taken over the ocean. The curve represents 
(Ci-Di) obtained from (4.97) (from Brutsaert and Chan, 1978). 

These equations can be compared with experimental data in Figures 4.8,4.9 and 4.10. 
Very little work has been done to date on the water vapor function Di . Brutsaert 

and Chan (1978) analyzed the data of the Amtex experiments and concluded that 
the following give a good description of these data (see Figures 4.11 and 4.12). 

Ci = 1.06 'l'sh(Pi) ) 
for Pi ::s;; 0 

D; = 0.685 'J.I'sh(Pi) 
(4.97) 

where 'l'sh' defined in (4.38), was taken as 2 In [(1 + x2)j2] like in (4.92). An almost 
equally good representation of the data can be obtained with the function proposed 
for Bi in (4.91), viz. 

(4.98) 

where 'l'sm is given by (4.50). Equations (4.97) show that Di is smaller than Ci , or 

Di = 0.646 C.. for P; ::s;; o. (4.99) 

Figure 4.13 shows the difference (Ci - D i ) for the data points of Figures 4.11 and 4.12, 
together with the curve 0.375 'J.I'sh(Pi) obtained from (4.97). Equation (4.98) suggests 
that the boundary-layer profile of the mean specific humidity is more similar to that 
of the mean wind profile component in the direction of u*, than to that of the mean 
potential temperature. It has been impossible until now to derive a Di function for 
stable conditions, due to the lack of suitable data. 

As can be seen from this brief review, there is still no consensus in the literature 
concerning the optimal functional form to describe Ai, B i, Ci and D i • The large 
scatter in the determination of these functions is now generally attributed to experi­
mental errors in the available measurements. Thus, with time it should be possible 
to improve on this. Nonetheless, the various functions that have been proposed are 
not drastically different. This is illustrated in Figure 4.11 which shows curves of 
Ci(P • .) calculated by means of (4.90), (4.92), (4.96) and (4.97). The difference between 
these curves is within the scatter, which is typical for most other studies as well 
(e.g., Figure 4.10). 



86 Evaporation in,to the Atmosphere 

4.4. THE INTERFACIAL SUBLAYERS 

a. Similarity for the Mean Profiles 

An interfacial sub layer may be defined as the sublayer of the turbulent ABL im­
mediately adjacent to the surface but below the dynamic sublayer. In this sublayer, 
the universal logarithmic profiles are not valid, and there are as many different 
types of flow as there are types of surfaces. Close to the surface, some, if not all, 
of the following features must be considered: (i) The flow is not fully turbulent; 
thus, while the turbulence is not damped out completely, the flow may be affected 
by the viscosity and the transport of scalar admixtures may depend on their molecular 
diffusivities. (ii) Except for smooth surfaces, the nature and the placement of the 
roughness elements of the surface profoundly affect the flow pattern; the flow takes 
place between and, in the case of vegetation, even through the obstacles. (iii) On the 
whole, Reynolds's analogy is less likely to be valid. This is due to the fact that momen­
tum transport involves not only viscous shear but also local pressure gradients related 
to form drag on the roughness obstacles, whereas transport of inert or passive 
admixtures such as water vapor at the surface can only take place by molecular dif­
fusion. Reynolds's analogy may also not be valid as a result of the difference in the 
distribution of sinks or sources of momentum, sensible heat and water vapor on the 
surface. 

Within the framework of similarity modeling, the mean profiles can be described 
formally by means of expressions which are analogous to those used in the other 
sublayers of the ABL. This can be done either in gradient form (like (4.26), (4.59) 
etc.) or directly (like (4.29), (4.68) etc.) as follows 

_ _ E 
qs - q = ku*p <Dov (4.100) 

(4.101) 

(j _(j= H rh 

s ku*pc P '¥Oh (4.102) 

in which k is retained to facilitate the analogy with the other sublayers. Theoretically, 
the profile functions <Dov, <Dom' and <DOh are universal functions, but they depend on a 
large number of variables. 

In view of the features mentioned above, these variables can briefly be listed as 
the distance from the lowest reference level, z; some measure of the thickness of the 
interfacial sublayer h; the turbulence dynamics as manifested by the surface shear 
stress, u*; the viscosity of the air, »; the molecular diffusivity of the water vapor 
!;v; the thermal diffusivity, !;h; in the case of rough surfaces, variables describing the 
size, shape, arrangement, density and rigidity of the roughness obstacles; and in 
the case of vegetation some additional variables describing the size, shape, distribu­
tion, and density of the foliage elements and branches. These variables can be organ­
ized as dimensionless parameters, so that formally one can infer 

<Dov = <Dov(1-, h+, Sc, Tbl, Tn, "."' Tsvl' Tsv2' ." .), (4.103) 



Stationary and Horizontally Uniform ABL 87 

<POm = <Pom( ~ , h+, rbl' rn, ... rsml' rsm2, ... ), (4.104) 

<POh = <po<~,h+,pr, rbl, ... rshl> rsh2, ... ), (4.105) 

where h+ = (u* hi).!) is a Reynolds number; Sc = ).!1!Cv the Schmidt number; Pr the 
Prandtl number; rbl, rb2, ... dimensionless parameters describing the bulk geometry 
of the roughness elements; r svl' r sv2, ... dimensionless parameters describing the 
small-scale structure and geometry of the roughness obstacles as regards water vapor 
transport; and similarily rsml, rshl, ... for momentum and heat transport, respec­
tively. 

Clearly, the number of dimensionless parameters required for a unified treatment of 
all types of surfaces is much too large to be practical. Moreover, present knowledge 
of the <Po functions is limited to their dependence on only a few of the parameters. 

Although most natural surfaces are intermediate or transitional cases, for a more 
detailed analysis, it is convenient to distinguish three representative types of surfaces. 
These are, as shown in Figure 3.1, the smooth surface, the surface with bluff roughness 
elements and the surface with permeable and fairly densely placed roughness ob­
stacles. These cases are treated below in Sections 4.4c, d, and e, respectively. 

b. Interfacial Bulk Transfer Equations for Scalar Admixtures 

The mean profiles of scalars such as tj and 1) in interfacial sublayers have not been 
studied very much. Rather, most experimental studies have concentrated on the 
determination of specific fluxes, E and H, in terms of measurements of tj and 1) at the 
wall, z = 0, and at an elevation z, which is well within the fully turbulent boundary 
layer. To deduce the specific features of the transport in the interfacial sublayer, the 
analysis of such measurements usually involves the decomposition of the bulk transfer 
equation into a part pertaining to the interfacial and a part pertaining to the dynamic 
or surface sublayer. Just like in Section 4.3b, this requires the assumption of a region 
of overlap or, at least, a boundary of contact between the interfacial and the dynamic 
sublayer, at z = h, where the respective profile equations can be 'joined' or 'patched'. 
One of the first to apply this joining technique was Sverdrup (1937), who assumed that 
the interfacial sublayer over the ocean is in fact laminar. As will be seen below, this 
is an oversimplification. In general, the concept of a composite bulk transfer equation 
can be developed as follows. 

Specifying z = h where tj = tjh and 1) = l)h, in (4.100) and (4.102), one can write 

- - E (Z 1 ) qs - qh = ku*p <Pov Ii = "", (4.106) 

(4.107) 

in which the remaining variables between the brackets are the same as given in (4.103) 
through (4.105). Note that, in past papers on the subject, k <po;}(zjh = I, ... ) and 
k <Pol(zj h = I, ... ) have sometimes been called the interfacial mass transfer coefficient 
or interfacial Dalton number, 
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Dao = E 
pu*(tjs - tj,,) (4.108) 

and the interfacial heat transfer coefficient or interfacial Stanton number 

S10 _ H 
- pu*c p(()s - ()k)· 

(4.109) 

In addition, it will prove convenient to introduce an interfacial drag coefficient 
kcpo;'(z/h = I, ... ) as follows 

(4.110) 

where u" is the mean velocity at z = h. At z = h, also the dynamic sublayer formula­
tions should apply. For the specific humidity this is from (4.13) 

- _ - _ E In ( Zr - do) 
q" qr - a.ku*p h - do (4.lll) 

where tjr is the specific humidity at Zr which is any level within the dynamic sublayer. 
The unknown and untractable quantity tj" can be eliminated simply by assuming 

continuity in tj at z = h between the two adjacent sublayers. Thus, from (4.106) and 
(4. II I) one obtains 

- - E [m. (z _ I ) + -11 (Zr - do)] qs - qr = ku*p 'VO. h - ,... a. n h - do (4. II 2) 

or in view of (4.6), (4.108) and (4.110) 

- - - = L[Da-1 - a-I Cd-l12 + (a k)-lIn (Zr - do )] 
qs qr u*p 0 • 0 • ZOm 

(4.II3) 

The bulk transfer equation is often formulated conveniently in terms of a mass 
transfer coefficient, or Dalton number, Ce r • This is defined by 

(4.II4) 

where the subscript r refers to the reference level Zr where u and tj are measured. In 
a similar way the drag coefficient Cdr is defined by 

(4.115) 

The bulk transfer Equation (4.113) yields thus the water vapor transfer coefficient 

Cd1!2 
Cer = (Dao 1 _ a. 1 Cdo rl2 + a. 1 Cdr 112) (4. II 6) 

To facilitate comparison with other work it should be noted that several authors 
(e.g., Owen and Thomson, 1963; Chamberlain, 1966) have written this result in terms 
of a quantity B = [a.(Dao1 - a;ICdol12)]-l so that 

a Cdl12 
Ce - • r r- Bl+Cd l12 · 

r 
(4.II6') 
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In a similar way, from (4.107), (4.109), (4.110) and (4.16) and defining a heat 
transfer coefficient (or Stanton number) Ch" as follows, 

H = Chrpurcp(Os - Or) 

one obtains 

(4.117) 

(4.118) 

The importance of (4.116) and (4.118) is that they allow the study of the transport 
characteristics of scalars in the interfacial sublayer; equations like them have been 
used widely in the analysis of experimental data to evaluate (Da-I> - a;;-ICdo1f2) 
[=(a.B)-I] or (Sto1 - akl Cdol12). The determination of these interfacial transfer 
coefficients is treated in Sections 4.4c, d and e, for three different types of surfaces. 

Equations (4.116) and (4.118) were derived for Z = Zr in the dynamic sublayer or in 
a neutral surface sublayer. It is straightforward to include the effect of atmospheric 
stability by using (4.33) instead of (4.13). Since usually (h - do) « ILl so that 'l'sm 
[(h - do)/L] ~ 'l's.[(h - do)/L] ~ 0, one obtains with Z = Zro as a reference level in 
the non-neutral surface sublayer 

Cer = (Dao1 _ a;;-ICdol12) + (a.k)~l[ln ( Zr Z~m do) - 'l's.('r) J. (4.119) 

and an analogous expression for Chr. Note that, especially in the case of tall vegeta­
tion, it may happen that (h - do) is not much smaller than ILl, and that the functions 
<Po., <POm, <POh should depend also on an atmospheric stability parameter. However, 
practically nothing is known about this at present, and in what follows the interfacial 
transfer functions are assumed to be insensitive to atmospheric stability. 

As mentioned, Sverdrup (1937) was probably the first to propose a transport model 
consisting of two sublayers, namely one near the wall with molecular diffusion, and 
one above the molecular layer with purely turbulent transfer; the layer nearest the 
water surface was assumed to be steady and uniform, but its thickness had to remain 
a parameter. A conceptually similar model was proposed by Kitaygorodskii and 
Volkov (1965). Sheppard (1958) did not make use of a separate molecular diffusion 
sublayer, but he assumed that transport occurs through molecular and turbulent dif­
fusion side by side from Z = 0 on up throughout the dynamic sublayer, with a dif­
fusivity (ku*z + ".); this yielded a result similar to (4.116) with a. = I and, instead 
of (Daol-a;;-ICdoll2) a term [In (ku*zo/".)]/k approximately. In the light of later 
studies, which are covered in the following three sections (4.4c, d and e) Shep­
pard's proposal is not very realistic. 

c. Smooth Surfaces: The Viscous Sublayer 

Momentum Transfer 

A hydrodynamically smooth surface can be defined by the criterion 

zo+ < 0.13 (4.120) 
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approximately, where Zo+ == (u*zo/v) is the roughness Reynolds number. In nature, 
most surfaces do not satisfy this criterion, but often open water at low wind speeds, 
snow and plane and regular ice surfaces are smooth. Over a smooth surface the inter­
facial sublayer is commonly referred to as the viscous sublayer. The upper boundary 
of this sublayer, implied by Figure 4.1, is given by 

(4.121) 

Substitution in (4.3) with (4.9) produces, in accordance with (4.10), (Uh/U*) = 13.5, 
that is 

Cd01!2 = 13.5 (4.122) 

approximately. 
For z+( == u*z/v) < 5 to 7, that is the lower part of the viscous sublayer, the mean 

velocity profile is linear, 

(4.123) 

and there is a transitional layer higher up, over the range 5 ~ z+ ~ 30, between the 
linear and the logarithmic profile. In the literature (e.g., Monin and Yaglom, 1971; 
p. 282) interpolation formulae have been proposed to cover the whole range from 
linear to logarithmic, as shown in Figure 4.1; however, for practical purposes, it is 
often sufficiently accurate to simply extrapolate both (4.3) with (4.9) and (4.123) into 
the transitional zone; as indicated by the dashed lines in Figure 4.1, these equations 
are then applied above and below their intersection point at z+ = 11, respectively. 
Accordingly, one would obtain (Uh/U*) = II which is close to (4.122). 

Interfacial Transfer Coefficients for Scalars 

Among the dimensionless variables listed in (4.103), it is clear that only Sc can have 
any effect on Dao; indeed, over a smooth surface h+ is constant as shown in (4.121) 
and the geometry of the surface roughness plays no role. Similarly, Sto depends only 
on Pr. In the literature, there is good agreement on the appropriate form of the com­
bined term (Dao1 - a;l Cdo1l2) needed in (4.116) or its heat. transfer analog for 
(4.118). A number of expressions proposed in the past is listed in Table 4.1. Even 
though presumably these expressions were developed independently and for different 

TABLE 4.1 
Some expressions for the interfacial transfer coefficients for smooth 

surfaces. when zo+( = u*zo/v) < 0.13, approximately 

Reference 

Friend and Metzner (1958) 
Petukhov and Kirillov (1958) 
Petukhov et al. (1961) 
Kader and Yaglom (1972) 
Yaglom and Kader (1974) 
Kondo (1975) 
Brutsaert (1975a) 

11.8 (Sc - 1) SC-1/ 3 

12.7 SC2 / 3 - 12.7 

12.5 SC2 / 3 - 10.24 

l1.6Sc2 / 3 -12.05 
13.6 SC2/ 3 - 13.5 

Note: For heat transfer Dao, Sc, a. are replaced by Sto, Pr, ah, respectively. 
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Fig. 4.14. Values of Da.( or St.) for a smooth surface obtained by means of (4.116) and (4.122) with 
a. = 1, plotted versus Schmidt (or Prandtl) number. Open circles represent the median of the data of 
Dipprey and Sabersky (1963); triangles, Chamberlain (1968); squares, Mangarella et al. (1971) for 

heated water wind waves (from Brutsaert, 1975a). 

conceptual models, they exhibit a striking similarity. No doubt. this is due to the 
availablity of good-quality experimental data for smooth surfaces; it also shows that 
the interfacial transfer coefficent for a smooth surface is relatively insensitive to its 
derivation. 

As an illustration, consider the expression obtained in Brutsaert (1 975a). The under­
lying conceptual model involves molecular diffusion into random-lived eddies, whose 
length- and time- scales are assumed to be given by Kolmogorov's theory for micro scale 
turbulence. By assuming a linear mean velocity profile at the wall given by (4.123), 
the solution of the molecular diffusion equation for transport into a micro scale eddy 
in contact with the wall yields 

(4.124) 

where Cs is an empirical constant. This gives an interfacial Dalton number [cf., 
(4.108)] 

(4.125) 

Equations (4.125) and (4.122) with av = 1, yield satisfactory agreement with experi­
mental data as shown in Figure 4.14. The straight line with slope (2/3) in Figure 4.14 
indicates that Cs -1 = 13.6, approximately, so that 

(4.126) 

In an interesting application of this result, Merlivat and Coantic (1975) and 
Merlivat(1978) studied the importance of the molecular diffusivity on the rate of evap­
oration into the turbulent atmosphere. They found that (4.116) with (4.126) yields 
satisfactory results in the description of the fractionation of the stable isotopes of 
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water H~60, H~80 and HDO, during evaporation from a smooth water surface when 
Zo+ < 1. These three isotopes, with different molecular weights, have different molec­
ular diffusivities and thus Schmidt numbers, so that their evaporation rates are also 
different. 

d. Surfaces with Bluff Roughness Elements 

In the present context, roughness elements can be called 'bluff', when they are imper­
meable obstacles, with a height which is not large as compared to their aspect width 
normal to the mean flow. Examples of this type of rough surface, are a plowed field, 
rigid vegetation with very large leaves (e.g., cabbage and beet plants), irregular ice 
surfaces and developing water waves. 

Momentum Transfer 

A surface can be considered hydrodynamically rough when the following criterion is 
satisfied 

Zo+ > 2 (4.127) 

approximately. 
The flow between and around bluff roughness elements consists of different types 

of wake- and cavity-flow, varying considerably from one place to another with con­
vective accelerations and decelerations. Furthermore, the flow pattern is bound to be 
quite specific for any given type of roughness configuration. Consequently, it is not 
practically feasible to formulate a general similarity relationship (4.101) for the mean 
velocity profile between the roughness obstacles ii, in terms of a reasonable number of 
geometric parameters rbi, rb2 ... as indicated in (4.104). Except for the simplest of 
surfaces (e.g., rectangular rib roughnesses) until now the effect of the geometry of the 
roughnesses and their mean size ho, has commonly been combined and lumped into 
the roughness parameter Zoo This is equivalent with the assumption that instead of 
(4.104), one has 

(4.128) 

to formulate the wind profile in (4.101). 
Accordingly, one would expect that Cdo in (4.110) be at least a function of the 

roughness Reynolds number Zo+ [defined in (4.7)1. However, especially at high 
Reynolds numbers, the momentum transfer at a bluff-rough surface is primarily a 
result of form drag involving local pressure gradients and less a result of viscous 
shear. Thus, even the zo+-dependency of Cdo could conceivably be weak. This 
matter has not been studied in the past and apparently nothing is known about this 
dependency. Nevertheless, experimental velocity profiles in the neighborhood of 
rough walls (e.g., Paeschke, 1937; Liu et aI., 1966, Figure 4.11) suggest that, while 
there is much variation, the logarithmic profile usually is not valid below a lower 
level where (ii/u.) is of the order of 5, approximately. (The observed variation runs 
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between approximately 4 and 8.) Hence, if this is taken as a crude but practical 
estimate of (Uk/U*) at the upper boundary of the interfacial sublayer, (4.110) yields 

Cdo1l2 ~ 5 

approximately. 

Interfacial Transfer Coefficients for Scalars 

(4.129) 

If the effects of the thickness of the interfacial sublayer and of the geometrical para­
meters are all lumped into the roughness length zo, it is clear, in view of (4.103), that 
Dao must be a function of Zo+ and Sc. Similarly, Sto is a function of Zo+ and Pro 
The different expressions for (Dao1 - a;lCdo1l2) that have been proposed in the 
literature, are not in as good mutual agreement as those for smooth surfaces. This is 
due to the fact that rough surfaces have been studied less, and also to the fact that 
the Zo+ -dependency must certainly be affected by the geometrical configuration and 
the nature of the roughness elements. Several empirical and theoretical expressions 
are presented in Table 4.2. 

TABLE 4.2 
Review of some published expressions for the interfacial transfer coeffi­

cients for bluff-rough surfaces, i.e., for zo+ > 2, approximately 

Reference DaD' - a;' CdD"'[ = (a.B)-' 1 
Dipprey and Sabersky (1963) 

(1.2 ::;; Pr ::;; 6) 
Owen and Thomson (1963) 

(0.7 ::;; (Sc, Pr) ::;; 6) 
Sheriff and Gumley (196,6) 

Pr = 0.7 
Dawson and Trass (1972) 

(300 ::;; Sc ::;; 4600) 
Yaglom and Kader (1974) 

(0.7 ::;; (Sc, Pr) ::;; 9) 
Brutsaert (1975a) 

(0.6 ::;; (Sc, Pr) ::;; 6) 

10.25 zg:,'o Sco ... - 8.48 

2.40 zg:~5 Sco .• 

7.78zg~99 - 4.65 

12.87 zg+25 SCO. 58 - 8 

0.55 hit; (Sc'!' - 0.2) 
+ 9.5 - 2.12 In (ho/zo) 

7.3 zi~ Sc'!, - 5 

Note: For heat transfer Dao, Sc, a. are replaced by Sto, Pr, ah, respectively. 

A few comments on these formulations are in order. The empirical expression of 
Sheriff and Gumley (1966) is rather similar to the theoretical result of Brutsaert 
(l975a), but it is only applicable to heat transfer in air. The empirical expression of 
Dawson and Trass (1972) is less suited for application in the atmosphere, because 
the. investigated Schmidt numbers were much too high. Dipprey and Sabersky 
(1963) were probably the first to present a thorough analysis of heat transfer data in 
a fashion suitable for the application of (4.116), (4.II8) and (4.II9). The constant 
8.48 in their expression originates from (Uh/U*) = (In 30)/k, and it is obtained from 
(4.3) with the assumption that the upper boundary of the interfacial sublayer lies 
at h = 30 zo, which they inferred from Nikuradse's relationship hos = 30 Zo for the 
sand grain roughness; however, as is shown in Chapter 5, the height of roughness 
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obstacles is closer to 7 Zo or 8 zo, which with (4.3) would yield (4.129). On the other 
hand, Owen and Thomson (1963) stated that (Uh/U*) is so small that it is indistinguish­
able from zero. It is clear that both positions, namely (Uh/U*) = 8.48 and (Uh/U*) = 0 
are too extreme, since h is likely to be smaller than 30 zo, and since it is definitely 
larger than zero. At any rate, if in all the expressions of Table 4.2, Cdi)1I2 were taken 
to be the same, the powers of Zo+ and Sc would also more nearly be the same. 

Both theoretical expressions shown in Table 4.2 were derived by means of conceptu­
al models for the flow near the wall, with similarity considerations. The theoretical 
result of Yaglom and Kader (1974) was derived on the basis of an eddy diffusivity 
model for the interfacial sublayer, as an extension of an earlier model for smooth 
surfaces. This model is based on the observation that, very close to a smooth wall, 
the power series expansion in z for the mean profile of () or q consists of a linear 
term followed by a fourth-order term. Thus it was assumed that, within the viscous 
sublayer, transfer takes place with an effective diffusivity which is equal to the mole­
cular diffusivity very close to the wall, and proportional to z3 farther away. This led 
to an interfacial Dalton (cf., Stanton) number 

(4.130) 

in which b{ and bz are empirical constants and ho is the mean height of the roughness 
obstacles; the 2/3 power of Sc is evidently a carry-over from the smooth-surface 
model. The quantity corresponding to a;l Cdi)1I2 was put equal to [(avk)-lln (ho/zo) -
Cy], where Cy is another empirical constant. The values of these three constants are 
given in Table 4.2. 

The theoretical model of Brutsaert (1975a) is based on the notion that transfer at 
the surface takes place by molecular diffusion into internal Kolrnogorov-scale eddies; 
these eddies are renewed intermittently after random times of contact, during which 
they are assumed to be stagnant between the roughness elements. The renewal pro­
cess was assumed to be analogous to the randomly-repeated cycle of 'bursting' and 
'ejection' of fluid, followed by an 'inrush' of fresh fluid, which has been observed in 
various flow visualization studies (e.g., Kim et al., 1971; Corino and Brodkey, 1969; 
Grass, 1971). The solution of this molecular diffusion problem yields the following 
evaporation rate 

(4.131) 

where CR is the only empirical constant. By virtue of (4.108), this result can be 
written as 

(4.132) 

The combination of (4.132) with (4.129) and av = 1 is in good agreement with ex­
perimental data for a wide variety of rough surfaces. This can be seen in Figures 
4.15,4.16 and 4.17, where the Dai)l values obtained by means of (4.116) with (4.129) 
and av = 1 are plotted versus Zo+. These data consist of measurements of heat transfer, 
of transport of radioactive vapor of Thorium-B and of water to and from surfaces 
with various types of roughness elements. The medians of all these Dao1 data, reduced 
to Zo+ = 10, are plotted versus Sc in Figure 4.18; the slope of the line is (1/2), as 
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Fig. 4.15. Data of Dipprey and Sabersky (1962) processed as [(Cd':'/Ce.) - (Cd.)-'/' + 51, versus 
roughness Reynolds number Zo+. The straight lines in the smooth (slope zero) and the rough (slope 
1/4) domains fit (4.126) and (4.133), respectively. The ordinate corresponds to Da;' in the rough 
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Fig. 4.16. Data of Chamberlain (1968) processed as Da;' by means of (4.116) and (4.129) with 
a. = I, versus roughness Reynolds number Zo+. The straight lines, representing the median of the data, 

have a slope of (1/4), in agreement with (4.132) (from Brutsaert, 1975a). 
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Fig. 4.18. Values of Dao' for rough surfaces, which are reduced to Zo+ = 10, and obtained by means 
of (4.116) and (4.129) with a, = 1; they are plotted versus Schmidt number. Open circles represent 
the median of the data of Dipprey and Sabersky (1962) ; triangles, Chamberlain (1968); squares, 

Mangarella et al. (1971) for wind waves; solid circle, Nunner (1956) (from Brutsaert, 1975a). 
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required by (4.132). The value of the empirical constant resulting from Figure 4.18 
is CRl = 7.3, approximately. Substitution of this value in (4.132) yields thus with 
(4.129) and au = 1, the result for bluff-rough surfaces 

Daol - a;;-l Cdo1l2 = 7.3 Z6~ SCl/2 - 5. (4.133) 

The experimental data used in the determination of C R cover the range 0.6 :::;: (Sc, 
Pr) :::;: 6, which is the range of interest to meteorology. 

The result of (4.133) has been tested by Merlivat (1978) by means of an isotopic 
method. It yielded good agreement with experimental evaporation rates of stable 
isotopes of water, namely H160, HDO, and H~80, from a wavy water surface for 
Zo+ ~ 1. 

It must be pointed out that the available experimental data only cover Reynolds 
numbers, Zo+. smaller than 1,000. Thus, (4.133) and the other expressions in Table 
4.2 as well, may not be valid for very rough surfaces, for example, to describe heat 
transfer when Zo is of the order of a meter or more. In addition, the water surface 
data were taken under conditions of developing wind waves. The expressions may 
thus not be valid over water surfaces with swell, that is, with slowly decaying waves; 
therefore, more research is needed to study these problems. 

The expressions of Table 4.1 are restricted to Zo+ < 0.13 approximately, and those 
of Table 4.2 to Zo+ > 2 approximately. There is no theory available to model the 
transitional regime from smooth to rough flow. For practical purposes, it will pro­
bably suffice to apply a suitable interpolation. Such interpolations have been used 
by Yaglom and Kader (1974), Kondo (1975) and Brutsaert and Chan (1978) in 
various ways. Simpler still is Merlivat's (1978) criterion; she observed that in the 
case of water waves Zo+ = 1 can be used as the upper limit of validity of (4.126) and 
the lower limit for (4.133). 

e. Surfaces with Permeable Roughnesses: The Canopy Sublayer 

Major parts of the earth's surface are covered with vegetation. Most plants are not 
typically bluff obstacles. Rather, vegetational surfaces consist of roughness elements 
which are characteristically of a more permeable and fibrous nature, and which are 
often placed quite densely. 

Momentum Transfer 

There are many different types of vegetation so that it is quite difficult to make broad 
generalizations in terms of the formulation of (4.10 1) with (4.104). It is generally 
accepted that in the leafy part of a dense, uniform, tall vegetational canopy, the 
profiles of the mean wind speed u(z) and the mean horizontal shear stress .. (z) are 
decaying functions with depth below the top of the vegetation (see Figure 4.19 through 
4.22). This was already observed around 1925 by Geiger (1961; p. 327). Several profile 
functions have been proposed in the literature. The usual way to derive such profile 
functions, is to start with the assumption that the branches and leaves are diffusely 
distributed, so that they act as a continuum-like sink for momentum. The horizontal 
equation of motion in the absence of a pressure gradient is then (cf., (3.69)] 
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Fig. 4.19. Some representative wind speed profiles for 10 min. periods, with the beginning time 
as indicated, for a 2.5m high maize stand, taken near Ithaca, N.Y. (adapted from Wright and 

Brown, 1967) . 
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Fig. 4.20. Some examples of observed wind profiles within simple canopies (adapted from 
Cionco, 1978). 
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maize (corn) canopy in Illinois. The curve is the exponential profile (4.142) with ad = 2 (adapted 

from Hicks and Sheih, 1977). 
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(4.l34) 

where -r(z) is the horizontal shear stress in the air and Df the momentum sink term, 
that is the drag experienced by the foliage per unit volume of air. In practically all 
derivations it is further assumed, first, that the shear stress is proportional to the 
velocity gradient through the definition of the eddy viscosity 

- (-r/p) 
Km - (du/dz) 

and second, that D f is proportional to u2 as follows 

Df = AfCdf pu2/2 

(4.135) 

(4.136) 

where Af = A/z) is the surface area (both sides) of leaves per unit volume of air, and 
Cd f is a foliage drag coefficient. A f is related to the leaf area index, i.e., the area (one 
side) of foliage per unit area of ground surface by the integral LAI = S~o Af dz/2. 
For a given Af and z in a given type of vegetation Cdf is probably a function of 
Reynolds number ReL = (uL f /))), where L f is a characteristic size scale of the leaves 
as follows Cd f = a Ret where a and b are approximately constants. For single objects 
of various shapes and angles of incidence, values of a and b can be estimated (e.g., 
Schlichting, 1960). The matter is complicated in actual canopies, however, due to 
the distribution of angles of attack of the leaves, the variety in their shapes and their 
mutual interference, depending on the foliage density of A fez). Thorn (1971) concluded 
that Cdf is proportional to u-lI2 for an artificial crop consisting of cylinders and for 
beans; also Inoue and Uchijima (1979) arrived at the same conclusion for rice and 
maize, but the scatter was quite large. Seginer et al. (1976) found that b = 0 for a 
model canopy of slender rods. It should be noted that, in a continuum-like treatment 
consisting of a parameterization by means of mean wind profile equations, the details 
of the flow and the exact value of Cd f are of less concern. 

Equation (4.134) with (4.135) and (4.136) was probably first applied around 1960 
by Ordway et al. (1963) and also by Tan and Ling (1963), who solved it numerically. 
Depending on the assumed form for Km and AfCdf , various wind velocity profile 
functions can be obtained. With the assumption of a constant mixing length Ie in the 
canopy, so that Km = l~ Idu/dzl, and A fCdf = const, one obtains the exponential 
profile, introduced independently by Inoue (1963) and Cionco (1965), 

(4.137) 

where u(ho) is the mean velocity at z = ho, arid aw is an extinction or absorption 
parameter. With the assumption (Km/ft) = [Km(ho)/ft(ho)] in the canopy and AfCdf = 
const, Cowan (1968) obtained a hyperbolic sine profile 

- _ -(h) [ sinh (a~ z) ]112 
u-uo .h('h) sm aw 0 

(4.138) 

where a~ is a parameter; this result satisfies the condition that u = 0 at ground level. 
Finally, if both Km and AfCdf are taken as constants, one obtains (Landsberg and 
James, 1971; Thorn, 1971) 
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[ 1/( z)J-2 U = u(ho) 1 + aw 1 - ho (4.139) 

where a~ is another parameter. 
The above three profile functions were derived on the basis of markedly different 

assumptions concerning Km or A,Cd, which are not easy to verify. Nevertheless, ail 
three functions give a mean velocity which is decaying with depth and the differences 
among them, when fitted to data, are usually well within the scatter observed in 
field experiments. A more serious matter is that, in some canopies, with the leafy part 
near the top and rather empty trunk space near the ground surface, there have been 
observations of a secondary wind speed maximum (e.g., Lemon et al., 1970; Oliver, 
1975); monotonically decaying profiles such as (4.137) through (4.139) are inadequate 
to describe this. Some attempts have been made to deal with this problem (e.g., Kondo 
and Akashi, 1976; Shaw, 1977) but difficulties remain. However, in problems of 
turbulent transport between vegetation and atmosphere, this may be of less impor­
tance; the air flow above the vegetation is mainly interacting with layers near the top 
of the canopy, and less with layers near the soil surface. 

At present, the exponential profile is most widely used and its applicability is 
best understood. Thus, some elaboration on it is of interest. A simpler derivation of 
the exponential profile, which does not invoke any formal mixing length hypothesis 
can be given as follows. The starting point is (4.134), and it is assumed that the 
momentum sink term is proportional to the intensity of turbulence, that is the tur­
bulent kinetic energy el [cf., (3.64)]; the latter may, in turn, be assumed to be rro­
portional to the covariance of the turbulent velocities, - u' w' = u~c. This then gives 

(4.140) 

where r d is a parameter, reflecting the removal efficiency of momentum by the 
foliage; it may depend on U*c and z, but for a uniform canopy and high Reynolds 
number flows, as a first approximation, it can probably be taken as a constant. 
It is convenient to scale r d with the mean height of the roughness obstacles, 

rd = ad/hO· (4.141) 

Integration of (4.134) with (4.140) and (4.141) yields 

't"(z) _ u~c(z) ( 2 
't"(ho) - u~C<ho) = exp - ad~) (4.142) 

where 

~ = (ho - z)/ho (4.143) 

is a normalized depth coordinate pointing into the canopy. Very few measurements 
of't"(z) have been published; the (u'w') data of Seginer et al. (1976) and Finnigan 
and Mulhearn (1978) in artificial canopies, support the exponential form of (4.142). 
As shown in Figure 4.22, Hicks and Sheih (1977) found that (4.142) with ad = 2 
gave a good representation of their covariance measurements in a dense immature 
corn (maize) canopy as far down as ~ = 0.7. If also (4.136) is assumed to be valid, 
comparison with (4.140) and (4.142) immediately yields for a uniformly dense canopy 
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(4.137') 

This derivation for Aj = const suggests that aw = ail + b/2)-1; thus, although 
almost nothing is known experimentally about the relationship between aw and ad' 
in fully turbulent flow, their values cannot be very different. 

In Figures 4.20 and 4.21, observed profiles of the mean velocity are shown for dif­
ferent types of natural and model canopies. It can be seen that in simple canopies, 
(4.137') may be valid down to as low as 0.1 ho; in the more complex canopies of 
Figure 4.21, it is valid only in approximately the top half of the canopy. 

The extinction parameter aw has been determined for different types of canopies. 
For example, Cionco (1972) has suggested that aw increases as both canopy density 
and element flexibility increase. In his review of available experimental data, he 
concluded that aw varies between 0.4 and 0.8, approximately, for sparse rigid elements 
(citrus orchard, wooden pegs, bushel baskets); between I and 2, approximately, for 
moderately dense semirigid elements (corn, rice, larch, christmas trees, sunflower 
and plastic strips); between 2 and 4 for dense flexible elements (wheat, oats, im-

TABLE 4.3 
II1ustration of the change of the extinction coefficient 
aw of the mean velocity profile during the growing 

season of maize (after Inoue and Uehijima, 1979) 

Mean foliage 
Height, h. area density A f 
(em) aw (em"/em') 

50 1.6 0.022 
140 2.0 0.036 
225 2.6 0.038 
277 3.0 0.030 

mature maize). Table 4.3, after Inoue and Uchijima (1979), gives an illustration of 
the change in aw with plant growth. In a more conceptual framework, Kondo (1971, 
1972) has related aw to the zero-displacement height do, as follows 

A,/zo a - --,.-"---"-.-----
W - (ho - do) (4.144) 

where, from experiments, Ak was found to be a constant slightly smaller than or equal 
to unity. On this basis, since do is of the order of (2ho/3), it has been suggested (e.g., 
Brutsaert, 1975c) that aw = 3 can serve as a representative value for a dense vegeta­
tion, when no other information is available. 

The flux-profile relationship expressed as the eddy viscosity defined in (4.135) is 

(4.145) 

where Km(ho) is the value of Km at z = ho, and am = (2ad - aw) is an extinction para­
meter, whose value is probably close to those of ad and aw (see Figure 4.23). 

In past work, the values of fi(ho), u*c(ho), and Km(ho) required in (4.137), (4.142) 
and (4.145), respectively, have usually been taken as those obtained by simply joining 
these equations with the corresponding formulations of the dynamic sublayer at 
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Fig. 4.23. Normalized eddy viscosities (solid circles) and eddy diffusivity (open circles) profiles in 
a maize stand near Ithaca, N.Y. The straight line represents (4.145) and (4.150) (adapted from 

Wright and Brown, 1967). 

z = ho. Thus it is, in fact, assumed that the mean height of the plants ho coincides 
with the lower boundary of the surface sublayer z = h. The assumption that the 
transition from the canopy sublayer to the dynamic sublayer is sudden at z = ho. 
is probably analogous to directly joining (4.123) with (4.3) for a smooth surface, as 
shown by the dashed lines of Figure 4.1. Although it is an oversimplication, this as­
sumption may provide a useful first approximation. Accordingly, the reference value 
u*c(ho) in (4.124) is u*; the reference value Km(ho) in (4.145) is, by virtue of (4.135), 
with the logarithmic profile 

(4.146) 

Similarly, one obtains for the mean velocity reference u(ho) by substituting z = ho in 
(4.6). As will be seen in Chapter 5 Zo and do are of the order of (ho/8) and (2 ho/3), 
respectively; hence, if z = ho is taken as the thickness of the canopy sublayer, so 
that Uk = u(ho), the canopy layer drag coefficient Cdo defined in (4.110) is of the 
order of 

Cdo1l2 ~ 2.5. (4.147) 

Interfacial Transfer Coefficients for Scalars 

Equations (4.106) and (4.107) with (4.103) and (4.105) indicate on what types of 
variables the transfer coefficients Dao and Sto can be expected to depend. However, 
for an actual vegetation, it is very difficult to be more specific beyond this formal 
generalization. Compared to smooth and bluff-rough surfaces, very little experimental 
and theoretical work has been done, which would be relevant for a general but 
practical formulation of bulk transfer coefficients for surfaces with permeable rough-



104 Evaporation into the Atmosphere 

ness elements. In view of the wide diversity in vegetational covers, a rigorous simi­
larity formulation may very well be an impossible task. A better understanding of 
this problem will require more research. But in the context of evaporation and heat 
transfer at the earth's surface, the available results have some practical and useful 
implications. 

Experimental results have been presented by Chamberlain {I 966), Stewart and 
Thom (l973), Garratt and Hicks (l973), Garratt {l978b} and Garratt and Francey 
(1978), and theoretical analyses by Cowan {l968}, Thom {l972} and Brutsaert (1 979a}. 
These studies show that there is a pronounced dissimilarity between the bulk transfer 
properties for scalars at permeable-rough surfaces and those at bluff-rough surfaces. 
More specifically, they show that for heat and mass transfer at a vegetational cover, 
the quantity (Dao1 - a;l Cd-1!2), [= (a.E)-I] is relatively insensitive to changes in 
Zo and that it depends only mildly on u*. 

For example, Chamberlain (1966) obtained a fairly complete set of data on trans­
port of gases to and from artificial and natural grass. In the case of Thorium-B 
deposition on artificial grass, the values of [a.(Dao1 - a;l Cd-1!2)] (=B-l) ranged 
between 6.1 and 12.8 for a range of u* between 12.8 and 200 cm S-I. In the case of 
evaporation from wet grass, B-1 ranged only between 4.3 and 7.3 for u* ranging from 
15.8 to 170 cm S-1. Garratt and Hicks (1973), who collected some other available 
evidence, pointed out that B-1 of the experimental data for vegetational surfaces is 
not very sensitive to changes in zo+, this in contrast to B-1 for bluff roughness ele­
ments. Garratt (1978b) concluded that k B-1 for heat transfer is about 2.5 ± 0.5 
above flat rough terrain of savannah scru b consisting of 25 percent tall trees of average 
height 8 m, some 65 percent dry grass of up to 1 m, and 10 percent burnt grass and 
sandy soil. Although the surface temperatures of these three types of vegetation were 
different, for the analysis of the heat transfer data an 'overall effective surface tem­
perature' was derived from aircraft and weighted ground-based radiometric observa­
tions. Several of these experimental results on k B-1 are summarized in Figure 4.24. 

In the theoretical analysis of the problem, an approach can be followed analogous 
to that based on (4.134), (4.135) and (4.136) for momentum transfer. Thus, the tur­
bulent transfer of any scalar inert admixture of the flow is assumed to be governed by 

dF 
- dZ + Sf = 0 (4. 148} 

where F is the vertical specific flux of the admixture in the canopy air and Sf the 
distributed source (or negative sink) term of the admixture emanating from the foliage 
surfaces. Again, as is the case for momentum in (4.135) the flux-profile relationship 
can be expressed in the form of an eddy diffusivity 

_ -(Flp) 
Kc - (dc/dz) 

(4.149) 

where c is the concentration of the physical quantity under consideration; for sensible 
heat it is c = cpO and for water vapor c = q. 

Equations (4.148) and (4.149) are the basis for the many numerical models in the 
literature which, starting with Philip's (1964), have been used to simulate turbulent 
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Fig. 4.24. Comparison between experimental and theoretical results on kB-', that is [k(ahSt.'­
Cd."')] = In (ZO/ZOh) for heat transfer (solid curves) and [k(a.Da.'- Cd."')] = In (zo/zov) for 
evaporation from wet surfaces (dash curves), plotted versus roughness Reynolds number Zo+ = 
(u.zo/v). The curves for grass, maize and aspen forest are theoretical results obtained with (4.162) 
and (4.160) for Pr = 0.71 (Sc = 0.59), CL = 0.25, m = 0.25 and n = 0.36. The numbered points 
represent experimental results for heat transfer and they are taken from the collections of Garratt 
and Hicks (1973) and Garratt and Francey (1978); 1 is short grass; 2 medium length grass; 3 bean 
crop; 4 savannah scrub; 5 and 6 pine forest (horizontal bars represents Zo+ range and vertical bars 
the standard deviation). The data points superimposed on the theoretical curve for evaporation from 
wet grass were obtained by Chamberlain (1966). The curves for the bluff-rough surfaces are obtained 

with (4.133) [or (5.28) and (5.29)] (adapted from Brutsaert. 1979a). 

transfer in canopies. In principle, numerical solutions allow considerable variability 
and flexibility in the assumed boundary conditions, and the assumed Kc and Sf for 
different types of vegetation. On the other hand, analytical solutions, whenever they 
are feasible, usually permit a more concise parameterization. Bulk transfer coefficients, 
as defined in (4.II4) and (4. II 7), require a concentration Cs at the surfaces of the 
foliage elements which is constant with elevation. For this case of constant cs' dif­
ferent analytical solutions have been derived by Cowan (1968) (see, however, Thorn 
(1972; p. 129» and Brutsaert (1979a). The latter, which is more general, is sum­
marized in what follows, as an illustration of the results that are obtainable with this 
type of analysis. 

To solve (4.148) with (4.149), the functional form of Kc and Sf must be specified. 
It appears from the literature that, at least in the dense upper layers of many types 
of vegetational canopies, the eddy diffusivity of a scalar admixture can be described 
by an exponential profile, similar to ii, u* and Km (see Figure 4.23); this means that, in 
spite of possible fundamental objections Reynolds's analogy may serve as a working 
approximation, and that the flux-profile relationship for a scalar is roughly similar 
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to that for momentum. The eddy diffusivity profile for a uniform canopy can, there­
fore, be described by 

(4.150) 

where as is a parameter of the same order of magnitude as aw in (4.137) or am in 
(4.145). Most determinations of Kc(z) in the past, have been'made by means of an 
energy budget method applied to different levels within the canopy. Among the 
first to apply this technique were Saito (1962) for wheat and Uchijima (1962) for a 
paddy field. Uchijima and Wright (1964) reported that Uchijima's (1962) K values 
for rice could be fitted by (4.150) with as = 3.1. Similar findings were reported by 
Brown and Covey (1966) with as = 2.6 for corn; by Denmead (1964; Brown and 
Covey. 1966) with as = 4.25 for pine forest; by Lemon (1965) with as = 2.5 for 
red clover; by Wright and Brown (1967) with as = 2.88 (and as = aw) for maize 
(see Figure 4.23); by Uchijima et al. (1970) with as from 2.46 to 2.88 for corn; and 
by Denmead (1976b) with as from 2.2 to 3.3 for wheat. In a different determination 
of KcCz), Meroney (1970) solved the convective-turbulent diffusion equation with 
measurements of horizontal and vertical concentration gradients of a helium plume 
within a model forest canopy in a wind tunnel. Also in this case, the obtained eddy 
diffusivity Kiz) was quite similar to (4.150). It should be noted though, that (4.150) 
is probably valid only for canopies with a fairly uniform leaf area distribution A iz); 
Inoue and Uchijima (1979; Figure 8) have obtained K(z) profiles for a rice-canopy 
with a leaf-area strongly concentrated in the middle layers, which differed markedly 
from (4.150). 

The source term Sf in (4.148) results from the flux from or to the surfaces of the 
individual leaves and stem segments in the canopy. It can be given by a bulk transfer 
equation, similarly to (4.140), 

(4.151) 

where Ctf is a bulk transfer coefficient for the foliage elements. From dimensional 
analysis, and from known coefficients for various geometrical shapes, this coefficient 
probably has the form 

(4.152) 

in which Re*c = (u*cLf/))) is a local canopy Reynolds number, L f a characteristic 
size of the foliage elements, Sc the Schmidt number; C L, m and n are parameters which 
may depend on the shape, density or crowding and or~entation of the leaves and on the 
intensity of the turbulence. In a review of likely values of these parameters and past 
work (Brutsaert, 1 979a ; Appendix B), it is shown that the powers of (4.152) probably 
occupy a fairly narrow range (1/5) ::;; m ::;; (1/2) and (1/2) ::;; n ::;; (2/3). However, 
the experimental evidence is still inconclusive. In (4.151) and (4.152) use is made of 
U*c as velocity scale, just like in (4.140). It would also be possible to use the mean wind 
speed u as velocity scale, like in (4.136). However, in view of the similarity of (4.142) 
and (4.137') it is likely that this would make little difference from a practical point of 
view. The local friction velocity is probably a better measure of the turbulence in­
tensity. Still, if the velocity u were to be used in (4.151) and (4.152), the parameter 
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CL could be readily adjusted by merely mUltiplying it by the ratio (u.c/u)l-m; in view 
of (4. 147) this quantity is of the order of (2.5)m-l. 

When Cs is assumed constant it is convenient to normalize the concentration, viz. 

(4.153) 

where Ch is the concentration in the air at z = ho; thus combining (4.148) with (4.149) 
through (4.153) one obtains 

d2X dX 
dg2 + C1df - C2 eN!; = 0 (4.154) 

in which C1 = - as, 

C _ AfCLh~ 
2 - ack(ho - do) Re:r: Scn 

(4.155) 

and 

N = -ail - m) + as. (4.156) 

In (4.155) ac is the analog of av and ah for any scalar admixture, and Re* is defined 
by 

(4.157) 

where u* is the friction velocity at z = ho which is assumed to be the same as in the 
surface sublayer above the canopy. To derive a bulk transfer coefficient the boundary 
conditions can be taken as 

x = 1, 
X --+ 0, 

g=o 
~ very large. 

(4.158) 

The second condition is obtained by assuming that near the top of the canopy the 
effect of the ground surface is not 'felt', so that the exact formulation of the condition 
at the ground is immaterial. Actually, this same assumption is already implicit in the 
exponential profiles (4.137), (4.142), (4.145) and (4.150). The solution of (4.154) with 
(4.158) allows the calculation of the specific flux at z = ho, Fo, i.e., the total specific 
flux from the vegetational surface by means of (4.149) with (4.150). This yields 

(4.159) 

where Go = (dX/dg) is the gradient at ~ = 0; for the special case when as = ad = a 
(say) this is 

G = _ C1I2 K _ (2ql2)/ K (2C:V2) 
o 2). 1 ma ). ma (4.160) 

where C2 is defined in (4.155) and where K).( ) is the modified Bessel function of order 
A = m-1 of the second kind (e.g., Abramowitz and Stegun, 1964). The function Go = 
GO(C2) is shown in Figure 4.25 for typical values of the parameters a and m. The speci­
fic flux Fo corresponds to E and H in (4.108) and (4.109). Hence, the interfacial Dalton 
(or Stanton) number for a canopy is 
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Fig. 4.25. The function -Go= -Go(C,) calculated by means of (4.160). Each solid curve is identi­
fied by 2 numbers: the first is the value of a (= as = ad) and the second the value of m-'. The dashed 
curves are calculated for the simple case N = 0 in (4.154); the identification number is the value of a 

(from Brutsaert, 1979a). 

Dao = a.k[(ho - do)/ho]( - Go) (4.161) 

which can be used in (4.116) [or (4.118)], in the following form [= (a.E)-I], 

Dao1 - a;l Cdo1!2 = (a.k)-I{[ ho J - In [(ho - do) ]}. 
(ho - do) ( - Go) Zo 

(4.162) 

When no information is available on Zo and do, (4.162) can probably be approximated 
by 2.5 [3/( - Go) - 1]. 

The experimental data of Chamberlain (1966) on (k B-1) for a grass surface are well 
suited for inverse calculations to determine the values of the parameters in (4.152). 
By matching the theoretical result (4.162) and (4.160) for a = 2 with these data (see 
Figure 4.26), the following were obtained CL = 0.25, m = 0.25, and n = 0.36; a 
slightly different analysis, with the data of Thorium-B only, yielded CL = 0.29, m = 

0.25, and n = 0.5. Both sets of parameters produce rather similar results in direct 
prediction calculations. These parameter values are based on a fit of only one set of 
experimental data with this theoretical model. Therefore, they should be considered 
rather tentative and more research will be necessary. Nevertheless, as can be seen 
from the review of past work (Brutsaert 1979a, Appendix B) they are of the correct 
order of magnitude. 
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Fig. 4.26. Data on dry deposition of Thorium-B and evaporation of water from wet artificial 
grass obtained by Chamberlain (1966) and processed through (4.162) and (4.160) (cf., Figure 4.25) 
with a = 2 and m = 1/4. The parameters for the grass are h. = 7.5 cm, AI = 0.58 cm- I , Zo = 1 cm, 
do = 5 cm. The two straight lines correspond to (4.155) with C L = 0.25 and n = 0.36 (from 

Brutsaert, 1979a). 

As an illustration, the theoretical result for heat transfer with the parameters ob­
tained for grass, has been applied to maize (corn) and aspen forest. These results are 
shown in Figure 4.24. The details of the computations and the choice of the canopy 
parameters a, L I , AI' ho, zo, do are discussed by Brutsaert (l979a). It can be seen that 
the theory is in reasonable agreement with the available experimental data. 

The results of the calculations shown in Figure 4.24 confirm the earlier generalized 
observations concerning [ka.(Dao1 - a;l Cdo1!2)] (== k B-1) on the basis of the 
experimental evidence. They agree with the experiments (Chamberlain, 1966, 1968; 
Garratt and Hicks, 1973) in that k B-1 as a function of Zo+ falls in either of two cate­
gories. For surfaces with bluff roughness elements, (4.133) predicts that it rises steeply 
(up to Zo+ = 1000); but for surfaces with densely placed permeable roughness ob­
stacles, (4.160) predicts that it is relatively insensitive to zo+. Closer inspection of the 
calculated examples shows that k B-1 depends only slightly on u* and it is practically 
independent of zoo In fact, Zo does not appear directly in (4.160) with (4.155). In the 
theoretical model k B-1 can be totally independent from u*, as some field data (e.g., 
Garratt, 1978b; Garratt and Francey, 1978) suggest, only if m = 0 in (4.152); but this 
matter will require more research. The theoretical solution thus shows that, in con­
trast to bluff-rough surfaces, for a given Sc (or Pr) the roughness Reynolds number 
Zo+ is not the only nor even the main relevant parameter to classify experimental data 
for permeable-rough surfaces. Equation (4.155), defining C2, contains several im­
portant variables, and it is their combination which governs the magnitude of Go in 
(4.160) and, thus, of the transfer coefficients in (4.162). The fact that all these variables 
(and probably some others which are not included in this simple theory) must be 
considered, complicates any rigorous similarity approach to this problem. As a first 
approximation, for practical purposes, when no other information is available, k B-1 
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can be assumed to be of the order of 2 for scalars whose Schmidt or Prandtl number 
is of the order of 0.6 to 0.8. In the case of stands of large trees and forests, this quantity 
may be as small as I or even smaller. 

In view of the uncertainty regarding the bulk transfer coefficients for the canopy 
sublayer, it would seem that, in practice, over canopies it is preferable to avoid formu­
lations such as (4.114) or (4.11 7) which make use of the surface concentration, c" tis 
or Os. Still, there are situations where the use of the surface concentration [involving 
Cer and Chr (see Section 4.4b) or ZOv and ZOh (see Section 5.2a)] to formulate the 
surface flux is advantageous, or even unavoidable. One is the situation involving 
condensation, such as dew formation, or evaporation from a wet vegetation. In both 
cases, a knowledge of the surface temperature suffices to determine the saturation 
value q; = q;Ci\). A second, rather obvious application is the calculation of sensible 
heat transfer to and from a vegetational surface, when the foliage temperature is 
known. The temperature of the vegetational elements is rarely uniform but often a 
suitable average should be satisfactory. For example, the mean surface temperature, 
as seen by remote sensing, should be quite useful in this regard; an application of this 
idea to savannah scrub has been presented by Garratt (l978b) and the results are 
shown in Figure 4.24. A third type of situation, where surface concentration values 
can or should be used, is dry deposition of a pollutant, for which the vegetation acts 
as a perfect sink, such as Thorium-B of Chamberlain (1966); in this case the surface 
concentration can be taken as zero, i.e., Cs = o. 

Evaporation from Dry Vegetation; Resistance Formulation 

To describe evaporation, or rather transpiration from a vegetation, whose surface is 
not actually wetted, it is impossible to make use of bulk transfer equations such as 
(4.114) or related ones, because the specific humidity at the leaf surfaces q s is unknown. 
An approach, widely used in agricultural micrometeorology, to overcome this dif­
ficulty, consists of replacing qs by the saturation value q; = qs*(Ts), which is assumed 
to prevail in the sub-stomatal cavities of the foliage elements; in addition, a bulk 
stomatal resistance can be introduced to characterize the transfer between the stomatal 
cavities and the leaf surface. The concept of a resistance to vapor transfer at the leaf 
surfaces was suggested by Penman and Schofield (1951) in the context of a correction 
to Penman's Equation ( 10. I 5) and subsequently further developed and applied in 
various forms by Slatyer and McIlroy (1961), Monteith (1965, 1973), Cowan (1968), 
Thorn (1972, 1975). 

The bulk stomatal resistance r'i can be defined by 

(4.163) 

As shown in Figure 4.27, there are different ways of incorporating this concept 
in the surface parameterizations discussed earlier in this chapter. The transfer in the 
canopy air can be formulated in terms of a canopy air resistance rov , defined by 

(4.164) 

which is equivalent to (4.108), so that rov = (u*DaO)-l. The unknown lj, can now be 
eliminated by combining (4. I 63) with (4.164), or 
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Fig. 4.27. Schematic diagram showing resistance parameters that can be used to describe transferto 
and from a vegetational surface. 

(4.165) 

Hence, if one uses ti;, which is known for a given surfaee temperature, instead of 
the unknown ti" the term (Daol - a;ICdiJI(2)[= (avB-I] in (4.116), (4.l19), (5.22) 
and other bulk transfer formulations, should be replaced by 

(4.166) 

In (4.166) the eanopy resistanee 'Om for momentum is introduced for eonsistency of 
notation; it is defined by 

(4.167) 

which is equivalent with (4.110) so that 'Om = (U*Cd6/2)-1. 
The transfer through the eanopy air and in the air above it ean also be represented 

by a combined resistance, 'av whieh may be ealled the aerodynamie resistanee to water 
vapor; it is defined by 

(4.168) 

which is equivalent to (4.114), so that, obviously, 'av = (urCer)-l. Elimination of the 
unknown lis between (4.163) and (4.l68) yields 

(4.169) 

as the bulk transfer equation [ef., (4.114)] for a vegetational surface with a dry surfaee. 
As an aside, to allow eomparison with other work here, it should be noted that 

(4.169) is often written in terms of resistances which are quite different from 'SI and 
'av' viz. 

(4.170) 

where 'e is usually called the eanopy resistanee and 'a the aerodynamic resistance. The 
latter is commonly defined by 
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(4.171) 

which is equivalent to (4.115) and which shows that 'a = (urCdr)-l. As illustrated, 
for example, in (4.119) (see also (5.10) and (5.21», Cer (or 'a.) may be quite different 
from Cdr (or' a). This means that, as also pointed out by Thorn (1972), the canopy 
resistance 'c in (4.170) may be expected to differ from the bulk stomatal resistance 
'sl in (4.169). Of course, it is possible to define 'c by an equation similar to (4.163) 
in which ils is replaced by q = q(ZOrn + do), as given by (4.33) with Zl - do = ZOrn' Z2 = 
Zr. The physical meaning of all this is not easy to comprehend, so that the conceptual 
significance of the canopy resistance is rather obscure. In practical calculations, 'c is 
usually determined as the remainder or rest term after 'a is subtracted from the total 
resistance appearing as denominator in (4.170) or (7.169). This should present no 
particular difficulties. However, the unambiguous definition of'sl and the clear con­
nection between 'a. and Cer> make the formulation of (4.169) much preferable to that 
of (4.170). 

The bulk stomatal resistance 'sl and the related canopy resistance 'c have been 
determined in numerous experiments for various types of vegetation under different 
conditions. In addition, attempts have been made to relate them with such factors as 
the Bowen ratio, soil moisture suction in the root zone, soil moisture deficit, humidity 
deficit in the air and other variables, with the objective of obtaining empirical rela­
tionships (e.g., Monteith, 1965; Van Bavel, 1967; Szeicz and Long, 1969; Federer, 
1977; Garratt, 1978b). Although none of the relationships obtained so far appear to 
be sufficiently general to be practical for predictive purposes, the bulk stomatal or 
canopy resistance formulation can be useful as a diagnostic index and in certain 
simulation models. 



CHAPTER 5 

The Surface Roughness Parameterization 

5.1. THE MOMENTUM ROUGHNESS 

The momentum roughness, ZOrn' is an important parameter, not only for the wind 
profile, but it is also essential in the calculation of ZOv for water vapor, ZOh for heat and 
the roughness parameters for other scalars. For a smooth surface, that is when 
Zo+ < 0.13, approximately, the momentum roughness is simply given by 

(5. I) 

The earth's surface, especially its land portion, is usually rough. For a rough 
surface, that is when (u*zoIv) > 2, approximately, one has 

ZOrn = ZO° (5.2) 

For very rough surfaces, it is also necessary to introduce the (zero-plane) displacement 
height do, as shown in (4.5) and (4.6). With the present state of knowledge, there is 
still no good substitute for the experimental determination of Zo and do from wind 
velocity profile measurements. However, in the absence of such measurements, it may 
sometimes be necessary to estimate these parameters from simple geometric charac­
teristics of the surface. 

a. Land Surfaces 

A few values of Zo for various common surfaces are given in Table 5.1. 
Many studies have been conducted to relate Zo with measurable characteristics of 

the surface. The most obvious, and also the simplest and available surface charac­
teristic, that comes to mind for this purpose, is the mean height of the roughness 
obstacles, ho. Paeschke (1937) was probably the first to consider this for crop-covered 
surfaces. His results showed that for rough snow, various grassy surfaces, wheat, 
fallow and beets, the ratio 

(ho/zo) = 7.35 (5.3) 

gave a good fit with the wind profile data. This was later confirmed by Tanner and 
Pelton (1960) who proposed Zo = ho/7.6, approximately and by Plate (1971) who 
reviewed additional data. For a surface covered with transverse square bars, Moore 
obtained (ho/zo) = 7.5, which was confirmed by Perry and Joubert (1963). The 
median of Chamberlain's (1968) data on artificial bluff and wave-like elements 
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TABLE 5.1 
Examples of roughness parameters for various surfaces 

Surface description Zo (cm) Reference 

Mud flats, ice 0.001 Sutton (1953) 
Smooth tarmac (airport runway) 0.002 Bradley (1968) 
Large water surfaces ('average' 

conditions) 
Grass (lawn up to 1 cm high) 
Grass (airport) 
Grass (prairie in Nebraska) 
Grass (artificial, 7.5 cm high) 
Grass (thick up to 10 cm high) 
Grass (thin up to 50 cm) 
Wheat stubble plain (18 cm, Kansas) 
Grass (with a few scattered bushes and 

clumps of trees; regional value for 
Salisbury Plain, England) 

I-2m high vegetation (Cape Canaveral, 
Florida) 

Trees (1O-15m high) (Cape Canaveral, 
Florida) 

Savannah scrub (25~~ trees'" 8m; 65% 
dry grass ;$ 1m: burnt grass and 
sand 10%) 

Large city (Tokyo, Japan) 

0.01-0.06 
0.1 
0.45 
0.65 
1.0 
2.3 
5 
2.44 

4 

20 

40-70 

40 
165 

Numerous references 
Sutton (1953) 
Kondo (1962) 
Kondo (1962) 
Chamberlain (1966) 
Sutton (1953) 
Sutton (1953) 
Businger et al. (1971) 

Deacon (1973) 

Fichtl and McVehil (1970) 

Fichtl and McVehil (1970) 

Garratt (l978b) 
Yamamoto and Shimanuki 

(1964) 

yielded (ho/zo) = 8, approximately, with extremes of 16.6 and 4.2, whereas his (Cham­
berlain, 1966) data on artificial grass gave (ho/zo) = 7.5. 

In reality, the matter is not as simple as suggested by Paeschke's (5.3); invariably, 
more detailed analysis has shown that (ho/zo) is, in fact, a fairly complicated function 
of other surface characteristics as well. Several formulations have been derived for 
bluff obstacles (e.g., Lettau, 1969; Wooding et al., 1973) and for permeable obstacles 
(e.g., Takeda, 1966; Cowan, 1968; Seginer, 1974) for zo, and do as well, involving such 
characteristics as height, frontal area, surface density, concentration, and other 
geometrical or drag parameters. Unfortunately, the accuracy of these formulations, 
while probably better than (5.3), is still quite low. For example, Seginer (1974) (see 
Figure 5.1) has shown that (zo/ho) as a function of (CdrAfho) (these symbols are 
defined behind (4.136); Af is the vertically-averaged value) displays a maximum at 
about (CdfAfho) = 0.2. Thus, below 0.2, (zo/ho) increases gradually with roughness 
density to reach a rounded peak about 1.5 to 2 times that given by (5.3); above 0.2, 
(zo/ ho) decreases gradually. This phenomenon is not difficult to interpret. When the 
density of sparsely-placed obstacles increases, the drag increases and, therefore, also 
Zo; but when the placement of the obstacles becomes extremely dense, the flow may 
actually skim over their tops without entering the space below, so that the effective 
roughness decreases. Apparently, except for more complicated numerical canopy 
models (e.g., Seginer, 1974; Kondo and Akashi, 1976), none of the simple formula­
tions referred to above can describe this peak in (zo/ho) with increasing roughness 
density. Another effect on zo, which is not considered in these formulations, is that of 
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Fig. 5.1. Summary of data on the relative roughness length (zolho) as a function of (CdfAfho). The 
drag coefficients are rough estimates shown in parentheses. The numbers 1 and 2 denote data on 
3-D baffies: 3, 2-D slats; 4, 2-D rods; 5, 3-D spheres; 6, 3-D baskets; 7, 3-D hemispheres; 8, 3-D pegs; 

9, 2-D rods; 10, 3-D strips; 11, 3-D rods (adapted from Seginer, 1974). 
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the wind, which may be considerable in the case of flexible vegetation. Nevertheless, 
even if the available formulations for Zo were more accurate, their application to 
natural surfaces would rarely be practical, because the necessary parameters are not 
generally known. Consequently, in the absence of wind profile data, practically the 
only recourse is to make use of a relationship such as Paeschke's, or one similar to it. 

In comparison to (zo/ho), the ratio (do/ho) appears to be less sensitive to the nature 
of the surface or to other factors (e.g., Munro and Oke, 1973). Stanhill (1969) con­
sidered data from many sources, mainly on agricultural crops (see Figure 5.2) and he 
derived do = 0.7 hg· 98 (in cm) with a correlation coefficient of 0.97; this is equivalent 
to (do/ho) = 0.64 for an average ho = 66 cm. The mean of data presented by Kondo 
(1971) was (do/ho) = 0.68, with extremes of 0.53 and 0.83. Hence, 

2 
do = 'jho (5.4) 

appears to be fairly representative for natural crop covered surfaces. Again, it is clear 
that the ratio (do/ho) cannot really be a constant. For extremely sparsely placed rough­
ness elements, the ground surface is the true reference and do should be very close to 
zero. On the other hand, for very densely placed obstacles, when the flow skims over 
the tops, (do/ho) should approach unity. Fortunately, however, the determination of 
do is not as critical as that of zo0 Since do appears in (z - do), the profile functions of 
Chapter 4 are not very sensitive to its exact value, provided, of course, z » zo0 There­
fore, (5.4) should be adequate as a first approximation, when no actual wind profile 
data are available for a more correct determination. 

Interestingly enough, Paeschke's (1937) result, (5.3) has also been deduced in 
several ways by rather simple arguments for vegetational canopies. For example, 
Kondo (1971) considered the case of sparsely-placed roughness obstacles when 
do = O. Matching u and (du/dz), obtained by the logarithmic profile (4.3) for z > ho 
and by Cowan's (1968) (4.138) for z < ho, at z = ho, he was able to show that, since 
a~ « 1 for thinly placed obstacles, 

(5.5) 

or 7.39. However, (Brutsaert, 1 975c) Paeschke's ratio may also be derived for densely­
placed obstacles, as follows. Inside a uniform but dense stand of plants the wind 
profile may be represented by (4.137). Matching u and du/dz, obtained by (4.3) and 
(4.137), at z = ho, one obtains 

Thus, with (4.144) and (5.4) this yields 

(ho/zo) = 3e 

(5.6) 

(5.7) 

or 8.15. The similarity of (5.5) and (5.7) with Paeschke's (5.3) suggests that the ratio 
(ho/zo) is relatively insensitive to the method adopted to calculate it. It should be re­
emphasized, however, that these results may only be considered as first approxima­
tions, to be used when no measured wind profiles are available for the given surface. 
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b. Water Surfaces 

The interaction between turbulent air and a free water surface involves complicated 
physical phenomena. Therefore, the prediction of ZOm over water is still subject to 
some uncertainty. 

It is generally accepted that, for lower wind speeds, the water surface is smooth, but 
it is not clear whether (S.l) is always valid. In some experiments, the surface has been 
observed to be 'super-smooth' with a zOm-value smaller than (S.1). The issue is un­
resolved. Csanady (1974) has attributed this phenomenon to surface-tension effects 
resulting from surface films or other impurities. Kondo and Fujinawa (1972), how­
ever, showed that such discrepancies can be due to the neglect of atmospheric sta­
bility, or to the overestimation of the wind speed by means of cup anemometers and 
by the neglect of the surface drift of the water. 

For moderately strong winds with well-developed waves, it is generally accepted 
that Zo depends on the surface shear stress. Accordingly, it has been proposed by 
Charnock (19SS) from dimensional considerations that 

(S.8) 

where b is a constant. Charnock (19S8) put b = 81 but Hicks (1972a) obtained 
b = 62.S; Smith and Banke (197S), and also Garratt (1977), found that (S.8) with 
b = 69 provides a good description of experimental data, which is practically the 
same as (S.12). SethuRaman and Raynor (197S) obtained b-1 = 0.016 (±0.01l) for 
moderately rough conditions over the range O.IS < Zo+ < 4; but for very rough 
conditions, when Zo+ > 4 they derived b-1 = 0.072 (± 0.030) from the data. Equation 
(S.8) is similar to the one proposed earlier by Rossby and Montgomery (193S), but 
with u instead of u*. A similar relationship with one additional parameter was pro­
posed by Yasuda (197S) 

Zo = au~ (S.9) 

where a and b are constants. With units of cm and one obtains, from Kondo's (I 97S) 
interpn~tation of (S.12), the following a =.1.6910-2, b = -1 for u* :::;; 6.89 cm S-1 and 
a = 1.6S· 10-4, b = 1.40 for u* > 6.89 cm S-I. Kondo (1977) suggested that (S.9) with 
b = I (i.e., u*/zo = const) and a-I = 1.4 103 S-1 can be used as a practical approxi­
mation for 20 :::;; u* :::;; 100 cm S-1 or 6 :::;; ulO :::;; 2S m S-I. 

The hydrodynamical characteristics of a water surface are often described directly 
in terms of the drag coefficient, Cdr> instead of by the roughness coefficient, zo0 From 
(4.34'), for the surface sublayer and (4.IIS), these two parameters are related by (over 
water do is taken as zero) 

(S.lO) 

in which over water the height Zr> where the wind speed is measured, is commonly 
taken as 10 m. Clearly, when the atmosphere is near-neutral, which it is often assumed 
to be over extensive water surfaces, Cdr varies much less than ZOm' on account of the 
logarithmic relationship. 
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Therefore, many investigators have felt that, for practical purposes, any shear 
stress or wind speed dependence of Cdr is negligible, except perhaps 'at high winds. 
Nonetheless, the scatter in the available results is still considerable; the average co­
efficients referred to 10 m elevation, CdlO, which have been obtained by various ex­
perimental methods, under neutral or near-neutral conditions, range widely from less 
than I x 10-3 to more than 2 x 10-3. A few results are shown in Table 5.3 Upon 
comparing all these available results, the value 

Cd lO = 1.4 10-3, (5.11) 

which corresponds to Zo = 0.023 cm, appears to be a fairly typical average. In general, 
lower CdlO values have been obtained over shallow water (e.g., Emmanuel, 1975; 
Hicks et al., 1974) than over the deep ocean. The method used to obtain u* also 
appears to have an effect; for example, CdlO, obtained by the surface slope method 
(Wieringa, 1974), is much larger than values obtained by profile- or eddy-correlation 
methods. The results of Dunckel et al. (1974) and Kriigermeyer et al. (1978) illustrate 
that the wind-speed measurement cannot be made too closely to the surface. 

A number of relationships have been inferred between CdlO and wind speed or 
friction velocity. The following linear function has been well investigated 

Cd lO = (a + b UlO) 10-3 (5.12) 

where a and b are constants. This formulation is in accord with Munk's (1955) specula­
tion that the total drag may be the sum of a skin friction, proportional to u2, and a 
form drag, proportional to u3. As noted earlier, Smith and Banke (1975) have shown 
that (5.12) is closely equivalent with Charnock's (5.8) for zo0 Some experimentally 
obtained values of a and b are listed in Table 5.2 and the corresponding versions of 
(5.12) are shown in Figure 5.3. A similar approach is based on an assumed linear 
relationship between the logarithms, resulting in the following 

CdlO = a u~o 10-3 (5.13) 

where a and b are constants. Equation (5.13) was used to describe experimental data 
by Wieringa (1974) with a = 0.7, b = 0.3 for 5 < ulO < 15 m S-l (Curve 10 in Figure 
5.3). Garratt (1977), who reviewed data from many sources, recommended (5.13) 
with a = 0.51, b = 0.46 for neutral conditions over the range 4 < UIO < 21 m S-l 

(Curve 11 in Figure 5.3). 
One probable reason for the uncertainty surrounding the magnitude of Cdr over 

water is that, besides wind speed or friction velocity, other factors must be considered 
as well. A major cause of disagreement among the experimental results is that many 
workers do not allow for atmospheric stability effects, which may be considerable. 
Other factors probably involve a characterization of the water waves and their stage 
of development, but it is likely that, at very high wind speeds, spray and rain are also 
important factors. 

Several attempts have been made to include some of these effects. Kitaygorodskiy 
et al. (1973) felt that the roughness length Zo itself is a legitimate characteristic of the 
degree of sea-wave development. Accordingly, they proposed that Cd, be taken as a 
function of the roughness Reynolds number as follows 
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Fig. 5.3. Comparison of different forms of (5.12) and (5.13) for the drag coefficient over water as 
function of the mean wind speed at 10 m. The numbers indicate references given in Table 5.2 and 

after (5.13). 

(5.14) 

where a and b are constants; on the basis of data from several experiments they found 
that a = 1.2 x 10-3 and b = 0.15 for 10-3 < Zo+ < 300. But it should be noted that 
any such relationship is, in fact, equivalent to (5.8) or (5.9), since, upon elimination 
of CdlO with (5.10) for neutral conditions, it results in a relationship between Zo and 
u*. For example, Charnock's (5.8) can also be written as a drag coefficient; for b = 69 
one obtains with (5.10), for neutral conditions 

CdlO = k2[11.9 - In (Z5~)]-2. (5.8') 

Some attempts have also been made to formulate the effect of sea state by consider­
ing the coupling between the wind and the water waves. A possible similarity approach 
follows from Kitaygorodskiy's (1969) hypothesis that over a wavy water surface, under 
neutral conditions, one has for the wind profile 

kz du 
U; dz = tPwm (5.15) 

where now 

(5.16) 

in which c is the phase velocity of the dominant wave and A the corresponding wave 
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length. On the basis of (5.15) and with some simplifying assumptions, the following 
was deduced by Brutsaert (1973) by scaling the turbulent kinetic energy equation 

<Pwm = I + f{t* - aY for (-:J > a (5.17) 

where a and f3 are constants, which were found to be of the order of 29 and 0.006, 
respectively. Hence, integration of (5.15) with (5.17) yields a drag coefficient under 
neutral conditions 

Cdr = CdrO[1 + f3(-u~- - aYT2 for({~) > a (5.18) 

where Cdro denotes the drag coefficient as given by (5.10) with 'l'sm = 0, which results 
from (5.18) when (c/u*) = a. The stated condition in (5.17) and (5.18) refers to swell, 
that is, the situation of a relatively weak wind over well-developed, slowly decaying 
waves. In a statistical analysis of experimental data over heavy swell, apparently under 
stable conditions, in the Atlantic, Davidson (1974) arrived at a similar result. He con­
cluded that Cdr is variable but that it is not a function only of wind speed, but also 
of c/u* 

Cdr = kz[ln ( ~~ ) + 6.44(1:-) + 0.13( :* -26.3) T2 (5.19) 

in which c is the phase speed corresponding to the wave spectrum peak. For neutral 
conditions, with Zr = 10 m and with Davidson's roughness Zo = 0.024 em, (5.19) can 
also be written as 

Cd10 = 1.4 x 10-3[1 + 0.0122( :; - a )T2 for ({J > a (5.20) 

which has the same trend as (5.18). At any rate, more experimental and theoretical 
research will be necessary to further investigate expressions such as (5.18) and (5.20) 
and to arrive at a better understanding ofthe air flow over water waves. 

5.2. THE SCALAR ROUGHNESS 

The roughness length for any given passive scalar admixture is the height where 
the concentration assumes its surface value, when the logarithmic profile, which 
this scalar obeys within the dynamic sublayer, is extrapolated downward. Equations 
(4.14) or (4.17) can serve as definition of this concept. In the interfacial sublayer, 
Reynolds's analogy is not valid, so that there is no justification to use ZOm' derived 
from the mean-wind velocity profile, also for the profiles of mean specific humidity, 
temperature or any other scalar. The concept of a scalar roughness is useful in the 
concise theoretical formulation of the bulk transfer coefficients defined in (4.114) and 
(4.117) in terms of similarity functions for the different sublayers above the inter­
facial sublayer; it serves as a lower limit for the integral forms of these different 
similarity functions as shown, for example for water vapor, in (4.14), (4.33') and 
(4.75). Consequently, it facilitates the parameterization of the transport phenomena 
in the interfacial sublayer. 
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a. Calculation from Interfacial Transfer Coeff~cients 

Consider, for example (the argument is analogous for sensible heat or for any other 
scalar), the roughness length for water vapor, ZOo; for the nonneutral surface sublayer 
it is defined in (4.33'). Hence, the bulk mass transfer coefficient, defined in (4.114) 
can be written in terms of ZOo as 

Ce = a k Cdl12[ln (Zr - do) _ 'Y (Zr - do )J-l (5.21) 
r 0 r ZOo so L 

where Cdr is defined in (4.115). Combining (5.21) with (4.119) (or, more simply for 
the dynamic sublayer, combining (4.14) with (4.113» one obtains for ZOo the following 
expression 

(5.22) 

This equation reduces the problem of determining the scalar roughness to that of 
knowing the interfacial or canopy transfer coefficients (Dail - a;lCdoll2). As men­
tioned in Chapter 4, the transfer in the interfacial sublayer is sometimes formulated 
in terms of the quantity B defined in (4.116'). Obviously (ZOo/ZOrn) can also be expressed 
in terms of B as follows (cf. Chamberlain, 1966) 

ZOo = ZOrn exp ( - k B-1). (5.23) 

The nature of the interfacial transfer coefficients has been treated in Section 4.4. 
However, for easy reference, the application of (5.22) is now reviewed for the three 
different types of surfaces. 

Smooth Surfaces 

For a smooth surface, when Zo+ < 0.13, the 'roughness' for a scalar (or rather, the 
zero-intercept of iJ.s - iJ.r versus height on a semi-log plot, as shown in Figure 4.2), 
can be readily calculated with anyone of the expressions in Table 4.1. Taking (4.126), 
one obtains from (5.22) with (5.1) and k = 0.4 

ZOv = (30 ))/u*) exp ( -13.6 kao SC2/3). (5.24) 

Hence, in the lower atmosphere, when for water vapor Sc = 0.595, this becomes, 

ZOv = 0.624 v/u*. (5.25) 

Similarly, one obtains for the sensible heat roughness, with Pr = 0.71, the following 

(5.26) 

Evidently, for smooth surfaces ZOv and ZOh are both somewhat larger than ZOrn given 
in (5.1). 

Bluff-Rough Surfaces 

For surfaces with bluff roughness elements, when Zo+ > 2, the interfacial transfer 
coefficients are treated in Section 4.4d. Substitution of (4.133) (as a typical expression) 
in (5.22) yields for any scalar 
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0.01 r------.--------,r--------, 

u. = 0.5 m/sec 

0.005 

0.00 hOI 0.1 10 

zo(cm) 

Fig. 5.4. Illustration of the dissimilarity between the drag coefficient and the bulk transfer coefficients 
for water vapor and sensible heat for a reference height z, = 10 m above a bluff-rough surface with 
ZOm = Zo and do = 0 under neutral conditions (1fsm = 1f .. = 1fsh = 0). Cd,o is calculated by means of 
(5.10) and CelO and ChlO by means of (5.21) with (5.28) and (5.29), respectively (adapted from 

Brutsaert, 1975a). 

ZOo = 7.4 Zo exp ( -7.3 kavz'r/f. Sc1l2). (5.27) 

Applied to water vapor in the lower atmosphere with Sc = 0.595, (5.27) becomes, 
approximately, 

(Zo.!Zo) = 7.4 exp (-2.25 z1f~). (5.28) 

Similarly, for sensible heat, with Pr = 0.71, one has 

(ZOh/ZO) = 7.4 exp (-2.46 z1f~) .. (5.29) 

Equations (5.28) and (5.29) are also shown graphically in Figure 4.24 as the dashed 
and solid line, respectively, for bluff surfaces. Clearly, in the rough domain over 
surfaces with bluff obstacles ZOh and ZOo are considerably smaller than zo0 This large 
difference in roughness is a manifestation of the dissimilarity between the transfer 
mechanisms of momentum and those of scalar admixtures right at the surface. Mo­
mentum transfer takes place not only as a result of viscous shear, but the roughness 
obstacles also generate an effective form drag involving local pressure gradients. The 
transfer of a passive scalar admixture at the wall is controlled primarily by molecular 
diffusion. This dissimilarity is also manifested by the difference in the bulk transfer 
coefficients, as illustrated in Figure 5.4. 

Permeable-Rough Surfaces 

The interfacial transfer coefficients needed in (5.22) for surfaces covered with per­
meable, slender or vegetational obstacles are treated in Section 4.4e. As an illustra­
tion, substituting the theoretical solution for a dense and uniform canopy (4.162) in 
(5.22) one obtains 

ZOo {[ ho ] + In [(ho - do)]} Zo = exp - (ho - do) (-Go) Zo (5.30) 
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where Go = Go(Cz) is given by (4.160) which is shown in Figure 4.2S. Cz is defined in 
(4.1SS) and it can be applied with CL = 0.2S, m = 0.2S and n = 0.36 for any scalar. 
For example, for sensible heat ZOh can be calculated by means of (S.30) with Cz given 
by 

Cz = 1.41 LAI [ho/(ho -do)] Re"t· Z5 (S.31) 

approximately, where LAI = (Af ho)f2 is the leaf-area index. Calculations of the 
roughness of sensible heat for grass, maize and aspen forest are shown in Figure 4.24 
together with experimental data for other types of vegetation. 

The ratio (zohlzo) does not display as much change for most grassy or tree-covered 
surfaces as it does for surfaces with bluff roughnesses. From Figure 4.24, (zohlzo) 
(or (zoolzo) for any admixture with Pr or Sc around 0.6 to 0.8) appears to be of the 
order of 1/7 to 1/12, but for tall trees it is probably of the order of 1/3 to 1/2, but 
not much larger. These values can be used as rough estimates for practical calcula­
tions, when no other information is available. 

As mentioned in Section 4.4e the profile functions for the turbulent boundary 
layer, such as (4.14), (4.33') and (4.7S), are sometimes applied to non-wet vegetation 
with q* = q*(Ts) instead of the actual surface specific humidity qs' For this case the 
roughness length for water vapor (S.22) must be applied with (4.166); this yields in 
the resistance notation 

b. Values Over Water 

Obtained from Theory 

(S.32) 

Over a smooth water surface, when zo+ < 0.13, (S.24) can probably be used. For 
rough water surfaces, with wind-generated waves, it has been found (e.g., Figure 
4.17; see also Merlivat, 1978) that the interfacial transfer coefficients for a surface 
with bluff-roughness elements are applicable. Hence, in the absence of experimental 
data, the scalar roughness for a rough sea surface can probably be determined by 
means of (S.27). To apply this equation, the aerodynamic roughness Zo of the water 
surface must be known. As seen in Section S.l b, Zo is often difficult to determine. It 
is possible to use various u* of ulO-dependent Zo expressions such as (S.9) and (S.12). 
However, a first approximation for Zoo or ZOh can be obtained by simply assuming 
(S.Il) to be valid throughout the rough regime. With this assumption, which cor­
responds with a constant Zo = 0.0228 cm, (S.28) for water vapor yields (units are 
cm and s) 

Zoo = 0.169 exp (-1.40 U¥,4) (5.33) 

which can be used for rough flow. For smooth flow (5.2S) can be used. 
In a similar way (S.29), for sensible heat yields over a rough water surface, 

ZOh = 0.169 exp (-1.S3 U¥,4) (5.34) 

and (S.26) can be used for a smooth surface. 
For the transitional flow regime, between smooth and rough, no theoretical ex-
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pressions are available. To describe this regime, which was assumed to occupy the 
range 2 < u* < 20 cm S-l, Brutsaert and Chan (1978) used a simple interpolation. 
For example, for sensible heat, one has 

(5.35) 

where zOh,r and ZOh,s are the values obtained with (5.34) and (5.26) respectively, and 
{3 = (u* - 2)/18 is a weighting factor. For ZOo the same approach can be used with 
(5.35) but with zOo,r and zOo,s obtained from (5.33) and (5.25) respectively. Again, a 
simpler method consists of applying Merlivat's (1978) criterion Zo+ = 1, as a sudden 
transition point from smooth to rough; this would allow the use of (5.25) and (5.26) 
for u* < 7 cm s-l, and (5.33) and (5.34) for u* > 7 cm S-l, without the need for any 
interpolation. 

Some Other Estimates 

Very few papers have dealt with the determination of ZOo and ZOh from experimental 
data over open water. Sheppard et al. (1972) found no substantial difference between 
ZOrn, ZOo and ZOh for Zo+ < 10. Since their data appear to be close to transition between 
smooth and rough, the differences are not very large and may have been lost in the 
experimental errors. As noted behind (5.26) and behind (5.29), for smooth flow ZOo 

and ZOh are larger than ZOrn' whereas for rough flow, they are smaller. Hicks (1975) 
felt that ZOo = (Ko/ku*) and ZOh = (Kh /ku*), which result from Sheppard's (1958) 
model for interfacial transport (see final paragraph Section 4.4b) should be adequate 
for practical purposes. Clearly, these roughness lenghts can also be written as ZOo = 
4.20 ).IU;;l and ZOh = 3.52 ).IU;;l, approximately; in the light of (5.25), (5.26), (5.33) and 
(5.34), however, these roughness lengths probably result in an overestimation of the 
transfer coefficients. 

As shown in (5.21) for given conditions of atmospheric stability, there is a one to 
one relationship between the roughness length ZOo (or ZOh) and the mass transfer 
coefficient Cer (or Chr ). Therefore, just like for momentum (cf., (5.10», the scalar 
transfer properties of a given surface can be described directly as bulk transfer co­
efficients Cer or Chro without using the auxiliary concept of the roughness length. 
Most experimental results have been analyzed this way. 

Kitaygorodskiy et al. (1973) have proposed the following on the basis of eddy­
correlation measurements on a platform in 10 m-deep water in the Caspian Sea 
(cf. (5.14» 

(5.36) 

in which a = 1.0 x 10-3 and b = 0.11 for the range 10-2 < Zo+ < 10. In view of the 
unknown effects of the atmospheric stability during the experiments, and the present 
uncertainty in Cdr over water, it is difficult to compare this result with those obtainable 
by means of theoretical equations such as, e.g., (5.21) with (5.24) and (5.27), or (4.119) 
with (4.126) and (4.133). Especially under light wind conditions, when Zo+ < I, the 
effect of atmospheric stability and of surface roughness anomalies ('super-smooth') 
may be considerable. Nevertheless, the ratio (Celo/CdlO) = z~·04/1.20, obtained from 
(5.14) and (5.36), exhibits a similar trend to that expected from the theoretical equa-
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tions; thus, (CelO/CdlO) decreases as zo+ increases. On the other hand, however, the 
ratio obtained from (5.14) and (5.36) is smaller than unity also for smooth flow when 
Zo+ < 0.13; the theoretical equations predict a ratio larger than unity for a smooth 
surface and smaller than unity for a rough surface. 

Some average values of CdlO, CelO and ChIO, obtained in various experiments during 
the past decade, can be compared in Table 5.3. The observed Cer and Ch r values are 
generally smaller than the corresponding Cdr. An observation in many studies is that, 
if there is any wind speed dependence of Ce r or Ch" it is much smaller than that of 
Cdr. This is consistent with the results shown in Figure 5.4. 

lt should be noted, again, that over large water surfaces the experimental deter­
mination of Cer and Ch" even more than that of Cdr' is very demanding, and that 
experimental errors are always large. In Section 5.1 b mention was made of the effects 
of the atmospheric stability and of the sea state in connection with Cdr. However, 
besides these effects the determination of Ce r and Chr may be even more affected by 
such factors as spray and the presence of surface films of contaminants. In addition, 
there is the difficulty of ascertaining the water surface temperature. The matter is of 
considerable importance and the scientific community appears to be divided. Some 
workers hold that the only realistic way is to parameterize by the use of normally 
available data, namely on the basis of submerged (or bucket water) temperatures, a 
few cm below the surface, as usually reported in ship observations. More recently, 
however, the opinion has been gaining that the true surface temperature should be 
employed, which is usually obtained by infrared thermometry. Clearly, these un­
resolved issues will require further study. 



CHAPTER 6 

Energy Fluxes at the Earth's Surface 

Evaporation and sensible heat flux into the atmosphere require the availability of 
some form of energy at the earth-atmosphere interface. This question can be treated 
quantitatively by considering the equation for the energy budget for a layer of surface 
material. Depending on the nature of the surface, this layer may consist of water, or 
of some other substrate like soil, canopy or snow; although this layer can be taken 
to be infinitesimally thin, it may sometimes even comprise a lake or a vegetational 
canopy over its entire depth. For practical purposes, the energy budget equation, in 
a form somewhat more general than (1.2), is 

(6.1) 

where the energy fluxes toward the layer are taken as positive and those away from 
it as negative. Rn is the net radiative flux density at the upper surface of the layer, 
L. the latent heat of vaporization, Lp the thermal conversion factor for fixation of 
carbon dioxide, Fp the specific flux of CO2, G the specific energy flux leaving the 
layer at the lower boundary, Ah the energy ,advection into the layer expressed as 
specific flux, and oW/at the rate of energy storage per unit area in the layer; in the 
case of an ice or snow layer this last term may include the energy consumed by fusion, 
and Le may have to be replaced by L., the latent heat of sublimation. 

The exact nature of several of the terms depends on the type of layer or substrate 
for which the energy balance is written. Actually, for many practical purposes, several 
of them can be omitted so that (6.1) assumes a much simpler form. The order of 
magnitude and the diurnal variation of the main terms in the energy budget for 
different surfaces are shown in Figures 6.1 through 6.4. 

The terms E and H and their parameterization are dealt with in Chapters 4 and 5. 
In the remainder of the present chapter a brief account is given of the physical signi­
ficance of each of the other terms in (6.1) for different types of substrate. A detailed 
treatment of the energy budget is beyond the scope of this book. Nevertheless, some 
simple methods are presented which may be adequate to estimate these terms for 
,climatological or certain engineering design purposes, or which may be useful for 
correlations to calculate missing data in a temporarily-interrupted record. 

6.1. NET RADIATION 

The net radiation can be broken down into several components, viz. 
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Fig. 6.1. Example of the daily cycle of the energy balance together with the surface temperature, the 
temperature and the mean wind speed at 2 m. for a grass covered surface at Davis, California (adapted 

from Pruitt et al., 1968). In this case the balance equation is Rn = LeE + H + G. 
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Fig. 6.2. Example of the daily cycle of the energy balance for a young (A) and a mature (B) maize 
canopy near Versailles, France (adapted from Perrier et al., 1976). 
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Fig. 6.4. Example of diurnal variation of some terms of the energy budget at the surface of a shallow 
lake (mean depth 2m) in Southern Australia (35° 35'S, 130° I5'E) with over-water fetches of between 
4 to 15 km. The bars show short periods during which the wind strayed outside the direction limits 
for over water measurements and the fetch consisted of mud flats, so that the measured (with eddy 

correlation) fluxes probably do not represent the lake evaporation (from Raupach, 1978). 

(6.2) 

where Rs is the (global) short-wave radiation, as the albedo of the surface, Rid the 
downward long-wave or atmospheric radiation, Cs the emissivity of the surface and 
R/u the upward long-wave radiation. Whenever possible, the net radiation should 
be measured, and at present, fairly reliable instruments are available for this purpose. 
In the absence of direct measurements, Rn can be obtained from its components on 
the right-hand side of (6.2). When these measurements are not available, the compo­
nents can be obtained by theoretical methods or simpler empirical formulae. 

a. Global Short-Wave Radiation 

The short-wave radiation is the radiant flux resulting directly from the solar radiation. 
This incoming short-wave radiation has most of its energy contained in the wave­
length range from 0.1 to 4 f1m. At the outside of the atmosphere this flux, i.e., the 
solar constant, is of the order of 1395 W/m2 (or 2 cal min-1 cm-2). As it passes through 
the atmosphere, the solar radiation is modified by scattering, absorption, and re­
flection by different types of molecules and colloidal particles; thus at the earth's 
surface the global short-wave radiation consists of direct solar radiation and diffuse 
sky radiation. 

The short-wave radiation can easily be measured (e.g., Robinson, 1966; Kondra­
tyev, 1969; Coulson, 1975) and data are readily available from most national weather 
services and agricultural organizations. In the event that suitable data are not avail-
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able, it may be necessary to make an estimate by means of one of several theoretical 
models or simpler empirical formulae that relate short-wave radiation with other 
physical factors such as extra-terrestrial radiation, optical air mass, turbidity, water 
vapor content of the air, amount and type of cloud cover, etc. However, these are 
still under development and should be exercised with caution. 

A simple equation for daily averages was proposed by Angstrom (1924) in terms of 
the short-wave radiation under clear skies Rse and of the fraction of sunshine hours 
(n/ N), in which n is the actual number of hours of bright sunshine and N the number 
of daylight hours; it can be written as 

Rs = Rsc£a + (I - a)n/N] (6.3) 

where a is a constant which was found to be of the order of 0.235 at Stockholm. 
However, a appears to depend on the location, the season and the state of the atmos­
phere, so it is best determined by local calibration. At many locations totally cloudless 
days are so scarce, that this calibration may be impossible. This difficulty is avoided 
in the equation proposed by Prescott (1940) in terms of the extraterrestrial radiation 
Rse, that is, the solar radiation which would reach a horizontal surface in the absence 
of the atmophere; this equation, which may be useful for weekly to monthly averages, 
is 

Rs = Rse[a + b(n/ N)] (6.4) 

where a and b are constants which, again, depend on the location, the season and the 
state of the atmosphere. Rse can readily be calculated for a given latitude and time 
of the year when the solar constant is known; the daily totals given in Table 6.1 are 
based on the calculations of Milankovitch (List, 1971) applied here to a solar constant 
of 2.0 cal min-1 cm-2 (see also Figure 6.5). Values of a and b have been determined 
for many locations, some examples of which are shown in Table 6.2. The averages 
of the values in the table are a = 0.25 and b = 0.50. Attempts have been made to 
relate a and b to latitude and/or climate by, among others, Glover and McCulloch 
(1958), Lof ef af. (1966) and Linacre (1967). 

Instead of the relative duration of sunshine (n/ N), the mean fractional cloud cover 
me has also been used in empirical relationships. Kimball (1927) proposed an equation 
analogous to (6.3), viz. 

(6.5) 

where a is a constant which he found to be of the order of 0.71 ; under a slightly differ­
ent form, (6.5) is also known as the Savinov-Angstrom equation and the dependence 
of a on latitude has been determined by T. G. Bediand (e.g., Budyko, 1974, p. 45 ff.; 
Kondratyev, 1969, p. 467). The analog of (6.4), in terms of me instead of (n/N), has 
been used by Pochop et al. (1968) and a quadratic extension of it has been studied 
by Black (1956). 

The analogy between (6.3) and (6.5) and the fact that (n/N) is the portion of the 
day during which clouds are not obstructing the sun, lead to the supposition that 

(6.6) 
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Fig. 6.5. Solar radiation on a horizontal plane without atmosphere in (cal day-l cm -2). The solar 
constant is taken as 1.94 cal cm- 2 min- 1 (from J. B. Leighly in List, 1971). 

approximately. This may be satisfactory when no other information is available. 
Actually, it has been observed that the right-hand side of (6.6) is not quite unity, 
but that it is larger in summer and smaller in winter. For example, in the Netherlands 
DeVries (1955) found 

n 
a N + bmc = 1 (6.7) 

where a = 1.12, b = 0.88 in summer and a = 1.29, b = 1.00 in winter; Kondo 
(1967) derived a = 1.11, b = 0.78 from data in Japan. 

Several other correlation equations like (6.3)-(6.5) have been proposed in the 
literature, but a more extensive review would lead too far here. Clearly, such simple 
equations can only be poor substitutes for direct measurements. Nevertheless, it is 
possible to obtain fairly accurate radiation estimates by better empirical and partly 
theoretical methods, which are, however, more difficult to apply. Examples of such 
methods, which have given satisfactory results, are those presented by Kondo (1967; 
1976), Paltridge and Platt (1976, p. 137) and Satterlund and Means {I 978). 

b. Albedo 

The surface albedo is the ratio of the global short-wave reflected radiative flux and 
the flux of the corresponding incident radiation; in contrast to the term reflectivity, 
the albedo als0 includes the diffuse portion of the radiation. In energy budget studies, 
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the albedo usually refers to an integral value over all wave lengths; however, some­
times, to distinguish it from the spectral albedo, it is called the integral albedo. In 
the case of an ideal rough surface, the albedo should be independent of the direction 
of the primary beam. 

For most natural surfaces the fraction of the directly and diffusely reflected radia­
tion depends on the direction of the incoming beam. Therefore; on days with sunshine, 
the albedo of most surfaces depends on the altitude of the sun, but this dependence 
decreases with increasing cloudiness. 

For example, for the water surface of Lake Hefner, Anderson (1954) proposed the 
following empirical equation 

as = aS~ (6.8) 

TABLE 6.3 
Values of the parameters m in Anderson's (1954) Equation (6.8) 

Cloudiness 0 0.1--{).5 0.6--{).9 1.0 
me 

Cloud Type Clear Scattered Broken Overcast 
High Clouds 1.18 2.20 1.14 

-0.77 -0.98 -0.68 
Low Clouds 1.18 2.17 0.78 

-0.77 -0.96 -0.68 

TABLE 6.4 
Approximate mean albedo values for various natural surfaces 

Nature of surface 

Deep Water 
Moist dark soils; plowed fields 
Gray soils; bare fields 
Dry soils; desert 
White sand; lime 
Green grass and other short vegetation 

(e.g., alfalfa, potatoes, beets) 
Dry grass; stubble 
Dry prairie and savannah 
Coniferous forest 
Deciduous forest 
Forest with melting snow 
Old and dirty snow cover 
Clean, stable snow cover 
Fresh dry snow 

Albedo 

0.04--{).08 
0.05--{).15 
0.15--{).25 
0.20--{).35 
0.30-0.40 
0.15--{).25 

0.15--{).20 
0.20--{).30 
0.10--{).15 
0.15--{).25 
O. 20--{). 30 
0.35--{).65 
0.60--{).75 
0.80--{).90 

0.51 
-0.58 

0.20 
-0.30 

where SA is the sun altitude in degrees and a and b are constants having values of 
1.18 and - 0.77, respectively, for clear skies. Values of a and b obtained for different 
types and amounts of cloud are presented in Table 6.3. Similar but more detailed 
results were obtained by Payne (1972). The albedo?s of other surfaces obey relation­
ships similar to (6.8). However, for calculations of daily radiation totals, it is com­
mon practice to use a mean value of the albedo. In the case of a water surface, the 
albedo is then taken to be of the order of 0.06. In Table 6.4 a brief summary is pre­
sented of mean albedo values for various surfaces obtained from different summaries 
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of available data (e.g., Van Wijk and Scholte Ubing, 1963; Kondratyev, 1969; List, 
1971; Budyko, 1974). 

c. Long-Wave or Terrestrial Radiation 

The long-wave radiation is the radiant flux resulting from the emission of the atmos­
pheric gases and the land and water surfaces of the earth. All materials on earth 
and around it have a much lower temperature than the sun, so that the radiation 
they emit has much longer wavelengths than the global radiation. There is practically 
no overlap, since most of the radiation emitted by earth and atmosphere is contained 
in the range from 4 to 100 pm. 

Although good instruments are becoming available, it is still not as easy to measure 
long-wave radiation in nature as global radiation; one of the reasons for this is that 
any instrument for this purpose emits radiation of comparable wavelengths and in­
tensity as that which it is supposed to measure. Therefore, in many practical situations 
in meteorology, it is still expeditious to calculate it on the basis of measurements of 
more easily-measured variables. Accurate methods for this purpose are described in 
the general works of Goody (1964), Kondratyev (1969) and Paltridge and Platt (1976). 

It is convenient to consider two components of the terrestrial radiation at the 
earth's surface separately, namely the component of downward radiation from the 
atmosphere, Rid, and that of upward radiation from the surface, R lu ' 

Upward Long- Wave Radiation 

This term Rlu is usually obtained by assuming that the ground, the canopy or the 
water surface under consideration is equ.ivalent to an infinitely deep gray body of 
uniform temperature and emissivity e., which is close to unity. This allows the fol­
lowing formulation 

(6.9) 

in terms of the surface temperature; q (= 5.6697 X 10-8 W m-2 K-4 = 1.354 10-12 

cal cm-2 S-1 K-4) is the Stefan-Boltzmann constant. 
For a water surface es can usually be taken as 0.97 (e.g., Anderson, 1954; Davies 

et al., 1971). For other surfaces es is not as well known, but it is usually also quite 
close to unity. Some values which have been compiled in the literature (e.g., Van 
Wijk and Scholte Ubing, 1963; Kondratyev, 1969) are summarized in Table 6.5. In 

TABLE 6.5 
Values of the emissivities Es of some natural surfaces 

Nature of surface 

Bare soil (mineral) 
Bare soil (organic) 
Grassy vegetation 
Tree vegetation 
Snow (old) 
Snow (fresh) 

Emissivity 

0.95-0.97 
0.97-0.98 
0.97-0.98 
0.96-0.97 
0.97 
0.99 
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many practical applications it is simply assumed that Cs = 1. Furthermore, since Ts 
is rarely known, especially over land, (6.9) is often applied by using the air term­
perature Ta instead of Ts. 

Downward Long- Wave Radiation Under Clear Skies 

The more accurate methods for calculating the atmospheric radiation under clear 
skies, Ride> require, in general, vertical profile data of humidity and temperature. 
Such data are rarely available where the long-wave radiation is needed; as a result, 
simpler methods have been developed, which are mostly based on an equation of 
the type 

(6.10) 

where Ta is the air temperature near the ground, usually taken at shelter level and 
Cae is the atmospheric emissivity under clear skies. 

Several expressions have been published for Cae. Most of these are strictly empirical, 
but it is also possible to derive Cae on physical grounds. In one such derivation (Brut­
saert, 1975d) the starting point is the equation for radiative transfer in a plane strati­
fied atmosphere. For the downward radiation at the surface, the specific flux can be 
shown to be (e.g., Goody, 1964) 

R = SOO aT4 ocsla, T) da 
Id a(z)=O oa (6.11) 

where T = T(z) is the temperature, Cst the slab emissivity, relating the emission of a 
slab of gas to that of a black body. The quantity a = a(z) is the scaled amount of 
matter or, in the case of a cloudless sky, mainly the water vapor in the air column 
from the surface up to the level z, scaled for the pressure effect. This pressure effect 
is often taken as a square root, so that the scaled amount of water vapor is 

(6.12) 

where Pa is the pressure at the surface. 
Note that (6.11) and (6.12), or very similar equations, constitute the basis of the 

more accurate methods of calculation mentioned earlier, and of the radiation charts 
developed from them. 

It is possible to obtain a closed-form solution of (6.11) and (6.12) by "assummg 
first a power function relationship for the slab emissivity 

(6.13) 

where A and m are constants (when the CO2 in the air is included these are typically 
0.75 and 1/7, respectively) and second, a near-Standard Atmosphere in the lowest 
15 km. This last assumption allows the following for T, p and Pv as first approxima­
tions, 

P = Pa exp (-kpz), 

(6.14) 

(6.15) 
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(6.16) 

where ea is the vapor pressure near the surface; the attenuation parameter (riTa) 
is of the order of 2.26 x 10-2 km-I to approximate a standard atmosphere, and 
kp and kw are typically of the order of 0.13 km- I and 0.44 km-I , respectively. Substi­
tution of (6.12) through (6.16) in (6.11), and integration yield 

(6.17) 

where B( ) is the complete Beta function (e.g., Abramowitz and Stegun, 1964), 
ki = [k2 + (4rITa)] and k2 = [kw + (kpI2)]. Substitution of the above-mentioned 
typical values of the constants immediately yields for the atmospheric emissivity 
under clear skies 

Cae = 1.24( iJ1I7 (6.18) 

if ea is in mb and Tin K. 
Because the right-hand side of (6.18) is quite insensitive to changes in Ta, it can 

be further approximated with the near-surface temperature of the Standard Atmos­
phere Ta = 288 K, as 

Cae = 0.552 e~17 (6.19) 

where ea is in mb. Both (6.18) and (6.19) have been found (e.g., Mermier and Seguin, 
1976; Aase and Idso, 1978) to yield satisfactory results with daily means at inter­
mediate latitudes and at temperatures above ooe; these are probably conditions 
which, on average, are fairly well described by a Standard Atmosphere. 

In the literature, also purely empirical equations based on correlations with 
measurements have been proposed. One of the better-known formulae used in 
practice is due to Brunt (1932), namely 

Cae = a + b e!,,2 (6.20) 

where a and b are constants to be determined from observational data. In Table 6.6 
some values are given which were obtained by different investigators and in Figure 
6,6 the clear-sky emissivities obtained with (6.20) are compared with (6.19). 

A second empirical formula, which has been used in practice, is that obtained by 
Swinbank (1963), Cae = 0.398 X 10-5 T~·148, which he rounded off to 

Cae = 0.92 X 10-5 T~. (6.21) 

Albeit the basis of (6.21) appears to be purely empirical, it can be reconciled with 
the theoretical result (6.18). Indeed, it has been found (Deacon, 1970) from monthly 
means at locations covering a considerable climatic range that the amount of precipi­
table water is proportional to the 16.8 power of Ta. Thus, according to (6.16), one 
has ea '" n7•8, and substitution in (6.18) shows Cae '" T~'4, which is not very different 
from ~.148. Paltridge and Platt (1976) noted that, since (6.21) is based on night-time 
data, it is biased towards inversion conditions. Therefore, they suggested that on 
average day-time calculations with (6.21) should be decreased by about 2 mW cm-2• 
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Fig. 6.6. The dependence of the effective atmospheric emissivity, Cae. on the vapor pressure near the 
surface at screen level, ea (in mb). as calculated by means of Brunt's Equation (6.20) (- - -) and 
Brutsaert's (6.18) for Ta = 2880 (---). Curve 1 is based on the Brunt parameters obtained by 
Anderson (1954); Curve 2 on those of DeCoster and Schuepp (1957); Curve 3 on those of Goss and 

Brooks (1956); Curve 4 on those of Yamamoto (1950). 

Another empirical equation based only on temperature is that of Idso and Jackson 
(1969), viz. 

Cae = {I - 0.261 exp [-7.77 X 10-4 (273 - Ta)2]) (6.22) 

which appeared to be valid over a wider temperature range than (6.21); however, 
Aase and Idso (1978) concluded that (6.22) was less accurate at temperatures below 
freezing. More recently, Satterlund (1979) proposed an empirical equation which, 
just like (6.18) takes both temperature and atmospheric humidity into account, viz. 

Cae = 1.08[1 - exp ( - eIaI2016)] (6.23) 

where again eO. is in mb and To. in K. The main point of interest here is the comparison 
Satterlund (1979) made of the three Equations (6.18), (6.22) and (6.23). This compari­
son, which is shown in Figure 6.7, gives some idea of the scatter that may be expected 
with equations of the type of (6.10) on the basis of daily mean temperature. 

The question remains which among (6.18) through (6.23) is preferable. It is clear 
from the derivation of (6.18) from (6.11), which after all is the basis of more accurate 
methods and radiation charts, that the effect of the atmospheric humidity should be 
included, when possible. Brunt's (6.20) has been tested most; but the variability of its 
constants is a serious disadvantage and it may be an indication that (6.20) does not 
have the proper functional form. As shown in Figure 6.7 for daily means, (6.18) which 
is based on physical grounds, produces results which are apparently at least as good 
as the empirical equations. Equation (6.18) has the advantage that it may be possible 
to adjust it to unusual conditions of humidity or temperature stratification by adopt­
ing more appropriate functions for (6.13) through (6.16). But (6.23) is in better agree­
ment with the data presented for below freezing. 
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Fig. 6.7. Measured versus calculated atmospheric radiation (in cal cm- 2 d-') using Idso-Jackson's 
(6.22) (triangles); Satterlund's (6.23) (circles); and Brutsaert's (6.18) (squares). The data are based on 
clear sky measurements of Aase and Idso (1978) (open symbols) and Stoll and Hardy (1955) (solid 

symbols) (adapted from Satterlund, 1979). 

The Effect of Cloudiness 

In contrast to Rlu , Rid is affected by the cloudiness. Among the empirical methods of 
taking this effect into consideration, one can distinguish two types of procedures. 
The first consists of applying an adjustment to Ride or Cae as defined in (6.10); in the 
second, the adjustment is applied to the calculated net long-wave radiation under 
clear skies. 

Several adjustment equations of the first type can be combined in one expression 
as follows 

(6.24) 

where me is the fractional cloud cover of the sky and a and b are constants; a is usually 
made to depend on the cloud type. An example is Bolz's (1949) version of (6.24) with 
b = 2 and a, which is listed in Table 6.7, dependent on cloud type. Equation (6.24), 
but with different a and b, was also applied by Kuzmin and Kirillova, respectively 
(e.g., Budyko, 1974, p. 59). 

The net long-wave radiation is 

(6.25) 

By analogy with (6.24) several adjustment equations, which have been proposed in 
the literature, can be expressed as 

(6.26) 



where 
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TABLE 6.7 
Values of the Bolz parameter a with b = 2 in (6.24) 

for various sky conditions 

Cloud type a 

Cirrus (Ci) 0.04 
Cirrostratus (Cs) 0.08 
Altocumulus (Ac) 0.17 
Altostratus (As) 0.20 
Cumulonimbus (Cb) 0.20 
Cumulus (Cu) 0.20 
Stratocumulus (Sc) 0.22 
Nimbostratus (Ns) 0.25 
Fog 0.25 
Average 0.22 

Rn1e = CsRlde - R 1u (6.27) 

is the net long-wave radiation under clear skies, and a' and b' are constants. Clearly, 
if one can assume that Ts = Ta in (6.9), and if b = b' one would have the following 
approximate relationship between the two methods of adjusting for cloud effect 

a = a' (1 - cae), 
Cae 

(6.28) 

Since Cae is of the order of 0.75 (cf., Figure 6.4), this would yield that a' in (6.26) is 
roughly of the order of three times a of (6.24). 

Most applications of (6.26) have been made with b' = 1. Already, some 60 years 
ago, Angstrom concluded with b' = I that a' = 0.9; Unsworth and Monteith (1975) 
derived (6,26) with b' = 1 and a' = 0.84 on the basis of a simple cloud radiation 
model with Ta - Te = 11 K (where Te is the cloud base temperature). On the other 
hand, in 1960, Barashkova (e,g. Kondratyev, 1969) found that b' = 2 and a' = 0.7. 
Several attempts have been made to relate a' (mostly with b' = 1) to the amount of 
clouds at the lower, middle and upper levels, viz. mr. mm and mu, respectively; a' is 
then weighted as follows 

(6.29) 

where a;, a~ and a~ are constants, As an example, values of these constants obtained 
in 1952 by Berliand and Berliand (e.g., Kondratyev, 1969) are shown in Table 6,8. 

TABLE 6.8 
Empirical coefficients for (6.29) to determine cloud effect on net long-wave radiation in 

(6.26) with b' = I (obtained by Berliand and Berliand) 

Latitude Season a; a;' a~ Average a' 

>60° Cold 0.90 0.77 0.28 0.82 
Warm 0.86 0.72 0.27 0.80 

60-50 Cold 0.86 0.74 0.27 0.77 
Warm 0.80 0.67 0.24 0.70 

50-40 Cold 0.82 0.69 0.24 0.71 
Warm 0.78 0.65 0.19 0.69 
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Fig. 6.8. CO, flux density -LpFp into a stand of maize cal (cm' min)-l estimated by means of (10.8) 
of the energy budget method (EBBR). The experiment took place near Ithaca, NY on August 13, 
1970. The values shown were about 8 percent of the measured latent heat flux LeE, which displayed 
a similar diurnal variation. The time is Eastern Standard Time. The vertical bars are error estimates 

of the flux values (from Sinclair et al., 1975). 

M. E. Beriiand (Budyko, 1974; Table 9) has also calculated mean values of a' (for 
b' = I) for different latitudes by considering the frequency of clouds at different 
levels for each latitude. A somewhat different method of adjusting Rn1e , taking ac­
count not only of cloud amounts at different levels, but also of the mean humidity of 
the air, was developed by Kondo (1967, 1976), and applied to the calculation of the 
energy budget over the ocean. 

When data on cloud cover are not available, it may be adequate as an approxima­
tion to substitute (n/N) in (6.24) and (6.26) for me by means of(6.6) or (6.7). Actually, 
this is implicit in an equation used by Penman (1948) 

Rnl = RnlAa + (I-a)(n/N)] (6.30) 

where a is a constant which he took to be 0.10. Other studies have yielded estimates 
of 0.23 (Impens, 1963) and 0.30 (Fitzpatrick and Stern, 1965), so that a = 0.2 may 
be taken as an average value for practical calculations. 

6.2. ENERGY ABSORPTION BY PHOTOSYNTHESIS 

In energy budget studies the flux of CO2, Fp, is usually neglected, except when its 
determination is the main objective (e.g., Sinclair et al., 1975). Under favorable condi­
tions over vegetation, LpFp can be of the order of 5 percent of the global radiation, 
but usually it is smaller than 1 percent. An example of the daily variation of the 
photosynthetic energy flux density abovze maie is shown in Figure 6.8. The thermal 
conversion for fixation of CO2, L p , is approximately 1.05 x 107 J kg-1 of CO2 (or 
2500 cal g-l). 
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6.3 ENERGY FLUX AT LOWER BOUNDARY OF THE LAYER 

The nature of G and the optimal method of its determination depend on the type of 
substrate to which the energy budget equation is applied. 

For a thin layer of soil, for a vegetational canopy or for a whole lake or stream, 
the term G in (6.1) represents the heat flux into the ground. For a water surface, G 
is the heat flux into the underlying water body. 

a. Land Surfaces 

Over land covered with vegetation the daily mean value of G, that is the soil heat flux, 
is often one or more orders of magnitude smaller than the major terms in the energy 
budget, R n , H and LeE. However, over shorter periods it can be quite important. 
Several methods are available to determine G, which warrant a brief discussion of 
basic concepts. 

Heat Transfer in the Soil 

Since conduction is the main mechanism, even though convection and radiation also 
play a role, the most important features of soil heat transfer can be described by 
casting it in the form of a conduction phenomenon. Thus, the specific flux of heat 
is given by Fourier's law. For the vertical downward flux, which is of main concern 
here, with z pointing down, this can be written as 

aT 
QH = -KT ·­

az 
(6.31) 

where KT is called the thermal conductivity. Because the heat transfer under a tem­
perature gradient does not involve only conduction but other mechanisms as well 
(primarily vapor movement) KT is also referred to as the apparent thermal conduc­
tivity. Substitution of (6.31) in the equation of conservation of heat produces 

(6.32) 

where Cs = Pscs is the volumetric heat capacity of the soil, c., the specific heat and 
ps the density of the soil. In certain situations when KT can be assumed to be in­
dependent of z, (6.32) can be simplified to 

aT _ D a2T 
1ft - Taz2 

where DT = (KT/Cs) is the thermal diffusivity. 

(6.33) 

(i) Specific heat. A knowledge of the volume fractions of mineral soil ()m, organic 
matter () c' water (), and air () a' allows the determination of the volumetric heat capacity 
C., as follows 

Cs =- Pm()mcm + Pc()ccc + Pw()cw + Pa()aca (6.34) 

where the c terms are the specific heats and the P terms the densities as indicated by 
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TABLE 6.9 
Properties of soil components at 293 K 

Specific heat Density 
c(J kg- 1 K-l) P (kg m-3 ) 

Soil minerals 733 2650 
Soil organic matter 1926 1300 
Water 4182 1000 
Air 1005 1.20 

the subscripts. Values of these properties of the soil components, obtained from a 
compilation by De Vries (1963) are presented in Table 6.9. Accordingly, the volume­
tric heat capacity in (J m-3 K-l) is 

Cs = (1.94 ()m + 2.50 ()e + 4.19 () 106. (6.35) 

(ii) Thermal conductivity. Not only are field soils rarely homogeneous, but it is 
usually quite difficult to reproduce their structure in small samples required for 
laboratory measurements. For hydrological purposes the soil thermal properties are 
preferably measured in situ. Field methods to determine the thermal conductivity 
involving special probes have been described in the literature (e.g., De Vries and Peck, 
1958a, b; Janse and Borel, 1965; Fritton et al., 1974). However, these are not without 
difficulties; errors may result from air entrapment (Nagpal and Boersma, 1973) and 
from imperfect probe-soil contact (Hadas, 1974). 

Since the main role of KT is to serve as a parameter in (6.31) and (6.32), it can also 
be determined by inverse calculations from known values of QH and T. For example, 
such a method has been used by Kimball and Jackson (1975) as follows; for the times 
of the day when a zero thermal gradient exists somewhere in the soil profile, it is 
possible to calculate the soil heat flux QH at any level by means of the calorimetric 
method (see (6.40»; KT at that level is then computed by dividing QH by the local 
temperature gradient. 

In addition, methods have been proposed to calculate KT • De Vries (1963) has 
developed a theoretical model for heat conduction, by making use of earlier ideas 
of Burger (1915); the basic assumption is that the soil is a suspension of soil particles 
and small air pockets in water. The effect of the vapor transport, involving distilla­
tion due to the temperature gradient, is included in the model by means of the for­
mulation of Krischer and Rohnalter (1940). DeVries showed that values of KT cal­
culated with this model agreed usually within less than 10 percent with experimental 
data. The method was tested with field data on a loam soil by Kimball et al. (l976a). 
They concluded that heat transfer by pure conduction was far more important than 
any other mechanism, as the method yielded better results by ignoring the transfer 
term due to the water vapor movement. In a similar vein, the laboratory experiments 
of Moench and Evans (1970) showed that the apparent conductivity is usually only a 
few (around 5) percent different from the real thermal conductivity. 

As an illustration of their magnitude, in Figure 6.9 experimental data are presented 
of the thermal conductivity as function of water content for a quartz sand, a sandy 
loam, a loam, and a peat soil. 
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around 0.8 (Kersten, 1949). 

(iii) Thermal diffusivity. With Cs and KT known as functions of depth and water 
content, (6.32) can be solved to calculate the soil temperature and heat flux profiles. 
However, since the soil heat flux is usually considerably smaller than other more 
important terms in the surface energy budget, extreme precision in the calculation of 
the soil heat flux may not always be necessary. Hence, for certain problems involving 
the energy budget or the propagation of annual temperature waves into the ground, 
it may be adequate to make use of solutions of the linear Equation (6.33) with a 
constant diffusivity DT. Since both KT and Cs , and thus also DT may be quite variable, 
it is not obvious what this constant or characteristic value of DT should be to obtain 
optimal results. 

Methods proposed in the past to determine DT consist mainly of fitting observed 
temperature measurements to an appropriate solution of (6.33). For example, use 
can be made of the solution for a sinusoidal temperature wave at the surface (e.g., 
Chudnovskii, 1962; Van Wijk and De Vries, 1963). This solution can be written as 

T = Tsa + ao exp [ - ( 2 ~T yl2 zJ sin [ wt - (2 ~T yl2 z + b J (6.36) 

where Tsa is a constant average soil surface temperature, ao the amplitude of the sine 
wave at z = 0, w = (2n/p) the radial frequency, p the period in the same units as t, 
and b a phase constant. This solution shows that the maxima of a temperature wave 
occur at later and later times with increasing depth. The diffusivity can be calculated 
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from observations of when (say t1, t2, ... ) the maxima of a sinusoidal temperature 
wave, applied at the surface, penetrate into the soil profile at different depths, (say 
Zl, Z2, ... ). It can also be determined from determinations of the amplitude of the 
wave at different depths z. Methods based on (6.36) are rather simple in principle, 
and they have been used extensively during the past 100 years (e.g., Chudnovskii, 
1962). However, in the field they are of limited applicability, because the surface 
temperature wave is rarely sinusoidal. 

Some methods have been proposed, based on solutions of (6.33), for more general, 
i.e., non-sinusoidal, temperature variations at the surface. For example, Van Wijk 
(1963) suggested a method when temperature records are available at two depths 
Zl and Z2. The method can be summarized as follows. The Laplace transform of the 
solution of (6.33) for a constant initial temperature Ti is 

(6.37) 

where a is a constant and s is the Laplace transform variable. The temperature records 
are Laplace-transformed by multiplying (T - Ti ) by exp (-st) and integrating over 
time for any suitably-chosen value of s. The diffusivity DT is obtained by taking the 
ratio of the two integrals which equals exp [-(Zl - Z2) (s/DT)1I2]. The value of s should 
be chosen, so that it gives proper weight to the important portions of the record; if s 
is large, only the record for small t contributes to the record and vice versa. In his 
example with a record of one hour at 1 cm depth, Van Wijk (1963) used s = 0.001 S-l. 

A method, based on the Green's function solution of(6.33) for arbitrary, but known 
temperature T(Zh t) at some level Zl (e.g., at or near the surface) was suggested by 
Laikhtman and Chudnovskii (1962). For an initially linear temperature distribution 
T(z, 0) = T,{z) = az + b (where a and b are constants), this solution can be written 
as 

T(z, t) - Ti(z) = 2(n~T)1I2 S~ [T(zl> z-) 

_ T( )] exp [ - x2/(4DT (t - z-»] d 
, Zl (t _ z-)312 z- (6.38) 

where x = (z - Zl). MUltiplying by dx and integrating from x = 0 to x = 00, one 
obtains 

(DT)1I2 = (n)1I2S:.1 [T(z, t) - T(z, 0)] dz 

S~ [T(Zh z-) - T(zl' O)](t - z-)-112 dz-
(6.39) 

The thermal diffusivity can be calculated if measured temperature profiles are available 
for a certain time period t. The integral in the numerator of (6.39) is obtained as the 
area between an initial temperature-depth curve and that at the end of the period; 
the depth of integration is that to which the temperature changes penetrate. The 
denominator is a convolution operation; if the time period is subdivided into n small 
time intervals D.t, during which Tj is the averaged temperature at Z = Zl (near 
the surface), the denominator can be calculated from its discrete form ~~~7 [Tj -

T(Zh 0)](ilt)1I2(n - j + 1/2)-112. 
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Methods to Determine Soil Heat Flux 

The heat flux at the soil surface can be measured directly by means of calibrated heat 
flux plates or it can be deduced from temperature and moisture content measurements 
or from theoretical calculations. 

(i) Measurement with heat flux plates. This device usually consists of a thin plate or 
sheet of insulating material, which is placed in the soil normal to the direction of the 
heat flow; the temperature difference, which is measured across the plate, is a direct 
measure of the heat conduction through the plate, so that it can be related to the heat 
flux in the surrounding soil by a proper calibration. Although heat flux plates are 
simple to use, their construction, calibration and installation require great care (e.g., 
Deacon, 1950; Philip, 1961; Fuchs and Tanner, 1968; Idso, 1972). The thermal prop­
erties of the plate material are likely to be different from those of the soil, which vary 
with moisture content. If this difference is large, or if the plate is placed too close to 
the surface, the soil heat flux pattern may be distorted considerably. In addition, prox­
imity to the soil surface may cause sampling difficulties resulting from surface heter­
ogeneity. Therefore, soil heat flux plates should probably be placed at least 5 to 10 cm 
below the soil surface. If the soil thermal properties vary over too wide a range, the 
calibration may be invalid, or it may have to be adjusted for moisture content. Pro­
blems may also arise from poor contact between the plate and the soil, and from pos­
sible interference of the plate with the soil water movement. 

(ii) Temperature gradient method. The soil heat flux at a given depth can, in principle, 
be calculated by means of (6.31) from measurements of the soil temperature gradient, 
provided the thermal conductivity of the soil is known. However, the gradient ob­
tained from differences involves often large errors and, as seen above, it is not easy to 
determine KT • Therefore, this method is not usually suitable for direct calculation of 
the heat flux at the surface, but only to determine the heat flux at some larger depth 
where the moisture content and the temperature gradients do not vary as drastically. 

(iii) Soil calorimetry. The soil heat flux can be determined from changes in soil heat 
storage. The procedure is based on the integral of (6.32) with (6.31), viz. 

S2? aT 
QH1 - QH2 = 2~CS(Z) (it dz (6.40) 

where QH1 and QH2 are the heat flux densities at levels Zl and Z2, respectively. Thus, 
if Zl refers to the soil surface and Z2 to some lower level where QH2 is known, the sur­
face heat flux G = QH1, during a certain time interval, may be calculated by numerical 
integration of (6.40) for measured soil temperature and moisture content profiles at 
the beginning and at the end of the time interval. The volumetric heat capacity can be 
calculated from (6.35). If the depth Z2 is sufficiently large, QH2 can be assumed to be 
negligible. If Z2 is not large enough to allow this assumption, the heat flux QH2 can be 
determined by one of the following methods. 

One possibility is the temperature gradient method applied at Z2' As mentioned, at 
greater depths (aT/az) and 0 tend to be more uniform and more stable with time, so 
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that the measurements are probably more reliable. However. at such depths the 
accurate determination of KT is likely to be difficult. 

The null-alignment method, described by Kimball and Jackson (1975), resolves 
this difficulty as follows. Null points in the temperature gradient are used to provide 
known zero heat fluxes at known depths in the soil profile. In other words, for the 
times of day when a zero-gradient is observed at some level Z2 in the T-profile, the 
soil heat flux, QHl, can be determined by means of (6.40), not just at the surface but 
at any level Zl both above and below Z2, where QH2 = O. This information then allows 
the determination of the thermal conductivity QHl/(OT/OZ) at some reference depth, 
e.g., 20 cm, where the moisture content 0 does not vary too much so that KT remains 
approximately constant through the day. For those times of day when no zero-gra­
dient exists, the soil heat flux at any level can be determined by means of (6.40) with 
QH2 as the heat flux at the reference depth calculated by the usual temperature gradi­
ent method. 

In the combinatIon method, suggested by C. B. Tanner of Wisconsin, QH2 is meas­
ured by means of a heat flux plate placed at a depth of 5 to 10 cm below the surface. 
The integral in (6.40) is then determined from successive temperature profiles meas­
ured above the level of the heat flux plate. This combination of two types of measure­
ments eliminates some of the undesirable features of both the heat flux plate and of the 
calorimetric method. Since the plate is installed at greater depth, there is less inter­
ference with the heat and moisture flow pattern near the surface. It also removes 
some of the uncertainties of the standard calorimetric method because, especially 
for computations over periods shorter than a day (e.g., Hanks and Tanner, 1972), 
it may sometimes require accurate temperatures to depths of 1 m or more. 

(iv) Empirical relationships. When necessary measurements are not available, the 
surface soil heat flux may be estimated on the basis of empirical relationships. The 
simplest assumption here is that the surface flux G is proportional to some other term 
in the energy budget equation. An obvious choice is the sensible heat flux into the 
air; thus 

(6.41) 

where CH is a constant; for bare soil, Kasahara and Washington (1971) have taken 
CH = 1/3, which was suggested by Sasamori's (1970) numerical simulation of the 
field data of Lettau and Davidson (1957). The soil heat flux can also be assumed to 
be proportional to net radiation, or 

(6.42) 

where, again, CR is an empirical constant. For a bare soil, Fuchs and Hadas (1972) 
found that, on average, CR = 0.3, approximately; as shown in Figure 6.10, (6.42) 
appeared to be best satisfied for the moist soil, and it displayed some hysteresis for 
the dry soil. Nickerson and Smiley (1975) concluded from the data of Lettau and 
Davidson (1957), that CR is 0.19 for Rn > 0 during the day time, and 0.32 for Rn < O. 
For a stand of maize, Perrier (1975b) estimated that CR = 0.2 when Rn is taken at the 
soil surface. The data of Idso et al. (1975) showed some variation in CR with moisture 
content; but inspection shows that, combining all their data. one would obtain a 
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Fig. 6.10. Relationship between soil heat flux and net radiation on a bare loess (from Fuchs and 
Hadas, 1972). 

C R value of approximately 0.4. In the light of these different studies it seems that (6.42) 
with CR = 0.3 may be used as a good compromise value for bare soils, or when Rn 
is taken at the soil surface. However, for surfaces covered by vegetation and with Rn 
taken at the top of the canopy CR is likely to be considerably smaller so that it is often 
negligible; this is illustrated in Figure 6.1 for grass and in Figure 6.2 for maize. 

Of course, both (6.41) and (6.42) are oyersimplifications since G is related not to 
one but to all the terms in (6.1); therefore, such simple relationships must be calibrated 
anew for each given problem, and the values given for the constants CH and CR are 
accurate only for specific conditions. Nevertheless, in certain practical applications 
(6.41) and (6.42) can be quite useful. 

(v) Analytical solutions for simplified cases. For a know temperature or heat flux 
variation at or near the surface, and with known KT = KT(z, 0) and Cs = Cs(z, 0), it 
is, in principle, possible to calculate T = T(z, t) and QH = QH(Z, t) from (6.31) and 
(6.32). However, since 0 = O(z, t), this type of calculation involves at least also a 
solution of the water flow problem [cf. Section I I.1a]. Although water and heat 
transport in the soil are actually c('upled phenomena (e.g., Philip and De Vries, 1957; 
De Vries, 1958), in many applications it is quite adequate to treat them separately. 
But even so, the available information on the soil and on the boundary conditions 
is usually inadequate to allow a very rigorous simulation. 

The mathematical formulation is simplified considerably when use is made of the 
linearized Equation (6.33); in this approach, solutions may be obtained which il­
lustrate, or give an order of magnitude of, certain features of the soil heat flux pheno­
menon. Examples of such solutions are those implicit in (6.36)-(6.38); the simplest 
among these is the solution (6.36) for an harmonic temperature variation at the 
surface; the heat flux in the soil is by virtue of (6.31), 
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[ ( W )112 7T: ] sin wt - 2 DT Z + 4 + b (6.43) 

or, at the surface, 

G = ao(KTCsw)1I2 sin (wt + ~ + b)' (6.44) 

When an average thermal conductivity, an average specific heat and the soil surface 
temperature amplitude ao are known, (6.44) can be readily applied for a diurnal, or 
for an annual cycle. While this solution is derived for idealized conditions, it can 
be used to obtain rough estimates of G and of the amount of heat taken up or released 
from storage. Equation (6.43) gives a rough estimate of the penetration of the tem­
perature wave: for example, 95 percent of the wave is damped at a depth of z = 
3(2DT/W)1I2. 

b. Whole Water Bodies 

In the case of shallow ponds or streams, with a depth of at most a few meters, G 
can be important; in past studies it has been measured (e.g., Brown, 1969) and 
calculated (e.g., Jobson, 1977; Jirka, 1978) usually by temperature gradient methods 
based on Fourier's law, as given in (6.31). In the case of a deep lake, G is usually 
negligible. 

c. Water Surfaces 

When the energy budget (6.1) is calculated for a very thin layer or film of water at 
the surface of the ocean, or of a lake, G comprises several heat transport mechanisms; 
these are the conduction and vertical convection of sensible heat to deeper layers, 
and the penetration of radiation below the surface. 

The heat flux to the water layers, below the thin surface layer under consideration, 
can be determined experimentally by measuring water temperature profiles. Since 
the specific heat of water is known (see Table 3.4), temperature changes provide a 
direct indication of heat storage changes. Thus, an equation analogous to (6.40) with 
pwcw instead of Cs can be applied by means of s~ccessive temperature profiles to 
calculate G, provided the heat flux is known or negligible at the lower boundary of 
the water column. 

The heat transfer into a water body can also be calculated. However, a treatment 
of this problem, which is so complex as to deserve a book of its own, is well beyond 
the scope of this one. Therefore, the reader is referred to reviews by Niiler and Kraus 
(1977) and Sherman et al. (1978); the penetration of radiation in water bodies has 
been treated by Jerlov (1968). A more recent example ofa calculation of temperature 
profiles in the ocean is the paper by Kondo et al. (1979). 
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6.4. REMAINING TERMS 

a. Energy Advection 

This term comprises all the energy which is advected by water flowing in or out of 
the system to which (6.1) is applied. Precipitation is a source of vertical advection at 
the upper surface of the layer; rainfall may be important in the case of a snow cover, 
and snowfall may affect the energy balance of a warm lake. Lateral advection is 
probably only to be considered in the case of the energy budget for a whole lake. The 
total advection rate per unit area of a lake can be written approximately as follows 

(6.45) 

in which Cw is the specific heat of water, pw its density. q, the total rate of inflow per 
unit area of lake into the lake during the period, qo the corresponding outflow, P the 
rate of precipitation, T" Tp and To the weighted temperature of the inflow, precipita­
tion and outflow water, respectively. For energy budget calculations the accuracy of 
the inflow and outflow terms in (6.45) is not very important. For this reason, other 
terms, such as evaporation and ground water seepage, are usually negligible. 

b. Rate of Change of Energy Stored in the layer 

In the case of a thin layer of water, soil or canopy, the term (0 Wlot) is omitted from 
the energy budget Equation (6.1). In the case of a tall vegetation, however, it may 
have to be considered; it has been observed (e.g., Stewart and Thorn, 1973) that this 
term can be especially significant after sunrise and near sunset, when it may be of 
the same order of magnitude as the net radiation Rn. Still, on a daily basis it is 
usually neglected. When the layer under consideration is a snow pack, this term is 
generally rather important (e.g., McKay and Thurtell, 1978), since as formulated in 
(6.1) it includes the energy utilized in fusion; however, it is very difficult to determine 
it directly from the properties of the snow. 

In the case of a lake (0 Wlot) can be determined by the same methods described 
above in Section 6.3c for G below a thin water layer at the surface of the ocean. 
Thus, experimentally, this term is determined from successive temperature profile 
surveys. Crow and Hottman (1973) have studied the influence of network density 
of the water temperature profile stations on the accuracy of the evaporation from 
Lake Hefner, calculated by means of the energy budget. The optimal number of 
stations was found to be five, or one station per 2.1 km2• Increasing this to 19 resulted 
in an accuracy increase of only I percent. 



CHAPTER 7 

Advection Effects Near Changes 
in Surface Conditions 

7.1. THE INTERNAL BOUNDARY LAYER 

The concepts reviewed up to this point are applicable to study local evaporation from 
surfaces, which are sufficiently uniform and large, so that edge effects involving 
horizontal advection by the mean wind are relatively unimportant. The assumption 
of a horizontally homogeneous and steady boundary layer allows a one-dimensional 
treatment of the transport phenomena near the surface. However, under natural 
conditions, this assumption is often invalid. In the case of evaporation from surfaces 
of limited extent, such as finite-size lakes or irrigated areas surrounded by arid land, 
the horizontal inhomogeneity can be very important. 

As an illustration, consider a partly saturated air mass which moves from a uni­
form, dry land surface, over to a water surface. All the lower boundary conditions 
change abruptly. Not only is the surface humidity greatly increased, but also the 
surface roughness and temperature are, in general, likely to be different from their 
upwind value. As a result, immediately behind the leading edge of the water surface 
the water vapor flux is suddenly considerably larger than its value over the land. 
Likewise, the discontinuity in the thermal and water vapor stratification produces a 
rapid change in the stability of the atmosphere and the concomitant sensible heat 
transfer. Due to this change in stratification and to the change in surface roughness, 
the mean wind velocity profile and the turbulence structure of the air must readjust. 
But the turbulence structure controls the transport mechanisms and, thus, in turn the 
temperature and water vapor profiles. In other words, behind the surface discontin­
uity the vertical profiles are no longer in equilibrium, as over the upwind uniform 
land surface, nor are the horizontal gradients equal to zero. It is only further down­
Wind that the profiles of specific humidity, wind and temperature tend to a new equi­
librium with the changed surface conditions and that gradually the mean gradients 
again become vertical. 

The region of the atmosphere affected by such a step change in surface conditions 
is referred to as an internal boundary layer. In the case of evaporation it has been 
called the 'vapor blanket'. The lower portion of this region, in which a new equili­
brium is established, may be called the internal equilibrium sublayer. The horizontal 
transport near the discontinuity is often referred to as local advection. 

Relatively few experimental results have been published on the structure of internal 
boundary layers. The observations of Rider et al. (1963), Millar (1964), Dyer and 
Crawford (1965), Davenport and Hudson (1967a, b), Lang et al. (1974) and Brakke 
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Fig.7.1. Definition sketch of two-dimensional internal boundary layer problem. 

et af. (1978) provide examples and descriptions of this type of situation over land, 
involving water vapor and heat transfer. Data on the evaporation from water surfaces 
of different sizes have been summarized and discussed by Harbeck (1962) and Brut­
saert and Yu (1968). Experimental results related to the local advection of momentum 
in the atmosphere have been published and discussed by Bradley (1968; Mulhearn, 
1978), Lettau and Zabransky (1968), Panofsky and Petersen (1972), Petersen and 
Taylor (1973), Munro and Oke (1975). 

a. Equations for the Mean Field 

To simplify the analysis of the internal boundary layer, consider a situation where a 
fully-turbulent steady air flow is normal" to a surface discontinuity at x = O. The 
horizontal component of the wind is in the x-direction; z is the vertical and y the 
lateral coordinate (Figure 7.1). As long as the fetch x is not too large, the internal 
boundary layer is sufficiently thin, so that it is submerged within the atmospheric 
surface sublayer, and the Coriolis effect may be assumed negligible. For this type of 
boundary layer problem one can write u » w, %z» a/ox and v = %y = O. The 
governing equations are not as simple as for the homogeneous boundary layer of 
Section 3.4; therefore, they are now briefly reviewed. 

Under these circumstances (3.44), for the mean specific humidity q = q(x, z), 
can be written as 

- all. + - all. [ a (-,-;-) a (- -,.---,)] u --- w -- = - - u q + - w q ox oz ox oz (7.1) 

The analogous equations of the mean motion, describing momentum transfer, can be 
obtained from the Reynolds Equations (3.62), namely to a close approximation 

- au . + - au 
u(fX w (fZ - ~ op _ ~(u'u') - ~(w'u') 

p ox ox oz' (7.2) 

ow - ow I op a -- a -( -- TVD ( u-- + w --- = - - - - g - -(u'w') - - w'w') + g-- 7.3) ox OZ p oz ox OZ Ta 
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where p is the mean density of the air at the reference temperature Ta and TVD = 
Tv - Tvs is the mean deviation of the virtual temperature (3.9) from the hydrostatic 
reference profile Tvs defined by (3.54); under neutral conditions this term vanishes. 

The equation for the mean potential temperature (3.67), when radiative flux diver­
gence is negligible, becomes 

ii ~~ + w ~~ = - [;,/u'O') + ~ (w'(n]. (7.4) 

Finally, because ii varies in the downwind direction, there is also the equation of 
continuity for bulk air (3.48) 

aii + ow = 0 
ax az . (7.5) 

Often the formulation of the internal boundary-layer problem is simplified even 
further by the assumption that the effects of downwind gradients of turbulent fluxes 
and pressure are also negligible. As regards (7.1), analytical and numerical solutions 
(Yeh and Brutsaert, 1970; 1971a, b) have dealt with the importance of the first term 
of the right-hand side in the calculation of evaporation in the case of a step change 
in surface specific humidity q, but with uniform roughness and surface temperature, 
so that iv = O. By using an eddy diffusivity with the Reynolds analogy, it was found 
that the effect of this term is practically imperceptible for fetches larger than, say, 1 m. 
Peterson (1972) considered the importance of various terms in (7.2) and (7.3) in the 
solution of the surface roughness change problem. By using a closure method based 
on the turbulent kinetic energy equation, he concluded that, except in the immediate 
vicinity of the roughness step-change, the first and second terms on the right of (7.2) 
are relatively unimportant; because the effect of the pressure change is negligible, 
the vertical equation of motion (7.3) can be omitted. If these assumptions are adopted, 
(7.1), (7.2) and (7.4) assume the same form, viz. 

_ aq 
II ax 

+ - aq 
w az 

0-- .... 
az-(w'q'), (7.6) 

ii ~~- + }V 
aii a --_. 

(7.7) az - -·-(w'u') az ' 

_ 00 - 00 0- (7.8) II ax + w--- = az (w'8'). az 

In general, a change of surface conditions involves changes in evaporation, surface 
shear stress and sensible heat flux. Thus (7.1) through (7.5), or (7.5) through (7.8), 
must be solved simultaneously for a set of suitable boundary conditions, that specify 
a particular problem. In Section 3.3c, it was indicated how the problem of closure 
arises for any turbulent flow. Even for the simplified formulation of (7.5) through 
(7.8), there are only four equations with seven unknowns, namely the four mean 
variables q, ii, ~., 0 and the three fluxes w' q', w'u', w'8'. If (7.1) through (7.5) are used, 
the situation is even more complicated. Thus, to close the system, some appropriate 
assumption must be made for the turbulent fluxes, or some additional equations must 
be constructed. 
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b. Methods of Closure for Disturbed Boundary layers: A Brief Survey 

Numerous theoretical studies have been devoted to the problem of a step-change of one 
or more surface properties, i.e., roughness, specific humidity, temperature, their 
respective fluxes or some combination. Although one of the earliest dealt with a sur­
face discontinuity of specific humidity (Sutton, 1934), most attention has gone to the 
effect of a surface roughness change. Because the turbulent transport of humidity, 
momentum and sensible heat are usually quite related, the methods that have been 
used can be reviewed and classified together. 

Solutions With Assumed Self-Preservation 

In the internal boundary layer the num ber of relevant variables affecting the flow and 
the transport phenomena is much larger than for a uniform boundary layer. This 
makes it quite difficult to consider all the important dimensionless variables and to 
find general similarity relationships between them. However, it is possible to simplify 
the problem of local advection somewhat by assuming 'self-preservation'. Self-preser­
vation means that certain similarity features of the flow are maintained while the tur­
bulence changes. Specifically, in the case of local advection, it refers to the situation 
where vertical profiles of mean velocity, shear stress, mean specific humidity, vertical 
vapor flux, etc. can be represented by functional forms which are independent of the 
fetch x, and where only the scales of these variables are functions of fetch. In other 
words, the profiles of these variables can be assumed to be invariant with fetch when 
they are nondimensionalized with local scales. One of the main similarity features in 
a dynamic or surface sublayer under non-advective conditions, is the relationship 
between the vertical fluxes and the vertical gradients. Although this is not an essential 
element in self-preservation, most studies based on this approach have also assumed 
that such flux-gradient relationships are valid under conditicms of local advection. 
Thus, for example, for neutral conditions the relationship between shear stress and 
gradient of mean wind speed was mostly assumed to be given by (4.1) but with u~ 
replaced by the local shear stress - u' Wi. 

The assumption of self-preservation has been applied in different ways. Several 
studies of local advection have been based on the Karman - Pohlhausen (e.g., 
Schlichting, 1960) approach, or some extension of it. In the case of the change-of­
roughness problem, this approach consists of assuming the form of the wind profile 
a priori. This wind profile is assumed to have some self-preservation and the unknown 
parameters are obtained from suitable boundary conditions and by imposing the 
integral form of the momentum equation [cf., (7.7) with (7.5)] as a constraint, viz. 

d S' d r' -- Om fi2 dz - fiCo ) -- -- Om fi dz = u2 - u2 
dx 0 m dx 0 *a * (7.9) 

where am = Om(x) is the thickness of the internal momentum boundary layer, u~a the 
upwind (x < 0) friction velocity and u* = u*(x) the friction velocity downwind of 
the change in roughness. This approach was introduced by Elliott (1958) and further 
developed by Panofsky and Townsend (1964), Plate and Hidy (1967), Lettau and 
Zabransky (1968), and others to analyze the change-of-roughness problem. Itier and 
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Perrier (1976) extended the Karman - Pohlhausen method to the problem of local 
advection of a scalar admixture of the flow. They assumed a priori that the vertical 
flux profile w' q' = w' q'(x, z) can be described by the lowest-order polynomial in 
(z/o.), which satisfies the boundary conditions on the flux in the boundary layer. The 
thickness of the internal boundary layer for a scalar, Ov = o.(x) is a function of x, so 
that the assumed profile is self-preserved. This thickness can be obtained from the 
scalar analog of(7.9); in the case of water vapor, one has from (7.6) with IV = ° (if the 
local advection of momentum can be neglected) 

S~' u(z) ~! dz = E - Ea (7.10) 

where E = E(x) is the rate of evaporation for x > 0, and Ea is the constant rate of 
evaporation upwind for x < 0. Equation (7.10) can be written as 

(7.11 ) 

for which Itier and Perrier (1976) obtained numerical solutions after assuming, 
in addition, that u(z) is logarithmic [cf. (4.3)] and that (oqjoz) is related to w' q' by 
(7.15) with Kv a linear function of elevation. One of the main approximations in the 
Karman - Pohlhausen method is that the conservation equations are not satisfied at 
every x and z but only in an average sense, since they are integrated over the whole 
boundary layer. 

A different way of applying self-preservation was proposed by Townsend (1965a b; 
1966). In an analysis of the change-of-roughness problem, he postulated self-pre­
servation in the wind profile and in the shear-stress. The momentum equation (7.7) 
was not approximated by its integral form; rather, its solution was derived, by 
satisfying self-preservation and by making certain assumptions suggested by similarity 
features of the non-advective boundary layer. The method was subsequently further 
developed by Blom and Wartena (1969) and Mulhearn (1977). The latter also applied 
it to the local advection of a scalar admixture. Mulhearn (1977) showed that this 
approach is in satisfactory agreement with the temperature profiles of the experiments 
of Rider et al. (1963) and Dyer and Crawford (1965) quoted above. However, the 
results of this method are in implicit form, which somewhat complicates their ap­
plication. 

First-Order Closure: Turbulent Diffusion Approach 

This approach is based on a direct approximation of the turbulent fluxes in the con­
servation Equations (7.6)-(7.8); it is often referred to also as mixing-length or K 
theory. This approach is based on flux-gradient assumptions which are quite related 
to, and in some cases the same as, those used in most applications of the self-preserva­
tion approach in the previous section. Nevertheless, the two approaches should be 
considered separately. The turbulent diffusion approach depends more explicitly 
and critically on a conceptual model for the turbulence involving diffusion or gradient 
transport. The main, and often only a-priori assumption required is the functional 
form of the eddy diffusivity or eddy viscosity. Thus, the conservation equations are 
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transformed into a type of convective diffusion equation and solved as such. As 
mentioned in Chapter 2, the K-theory approach was initiated by Boussinesq (1877) 
for momentum, and later by Schmidt (1917) for a scalar admixture. In general the ap­
proach is based on the assumption that the turbulent flux is linearly related to the 
mean concentration gradients. In the case of a scalar admixture, such as water vapor, 
both are vectors so that the proportionality factor, which is called eddy diffusivity, 
must be a tensor. For the present problem of an internal boundary layer, the turbulent 
fluxes of (7.1) can be written as 

(7.12) 

(7.13) 

in which the superscript v refers to water vapor. The justification of these equations 
rests on empirical grounds and seems to have no physical value except an analogy 
between the mean free path of molecular motion and the scale of turbulence. It is 
clear that the same idea, relating fluxes to gradients, was already implicit in the sim­
ilarity formulations for a uniform boundary layer in Chapter 4. The general develop­
ment of gradient transport models such as (7.12) and (7.13) has been treated by M onin 
and Yaglom (1971) and their limitations to describe turbulent transfer have been 
discussed by Corrsin (1974). Very little is known about the degree of anisotropy 
of the K-tensor, but various models have been proposed. For example, on the basis 
of a simple hypothesis, the author suggested (Brutsaert, 1970) 

Ku = [(U')2]2/.s, 

(7.14) 

in which .s is the turbulent energy dissipation rate per unit mass. In other words, 
it was assumed that the tensor is symmetrical, and that (Kxx/ K •• ) = [(u'F/(W')2]2 and 
(K"./K •• ) = -[u'w'/(W')2]2. Although this result was not inconsistent with some 
experimental results, other evidence has indicated (Yag10m, 1972, 1976) that the 
matter is more complicated. 

Fortunately, for many practical problems related to internal boundary layers this 
may not be very important. In the case of evaporation with local advection as describ­
ed by (7.1) with (7.12) and (7.13), it has been found (Yeh and Brutsaert, 1970; 1971a, 
b) that the effect of terms containing KXZ' Kzx and Kxx is negligible when the fetch 
exceeds a few meters. Also, all the studies of the change of roughness problem, that 
have appeared in the literature, have considered only Kzz in the analysis. Thus, most 
of the local-advection studies based on this approach have closed (7.6)-(7.8) with 
the following 

0-
w'q' = - K~ 

v oz' (7.15) 

(7.16) 
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--'----0' K 00 w = - h(fZ (7.17) 

in which the subscripts v, m and h refer to vapor, momentum and heat respectively; 
the subscripts zz of K can be omitted when only this one component is used. In­
variably, the form of these K's has been taken as a direct generalization or extension 
of the flux-profile similarity formulations for the uniform boundary layer of Chapter 
4. 

Many analytical studies of fetch-dependent evaporation, in the absence of a rough­
ness change, have been carried out with an equilibrium-wind profile given by (4.18) 
and with a power function for the eddy diffusivity 

Kv = bzn (7.18) 

where band n are constants; usually, these constants were determined by applying 
Reynolds's analogy that Kv = Km, and by combining (7.16), (4.18) and -u~ = w'u', 
so that 

n = 1- m, (7.19) 

where a and m are the parameters of (4. 18). The underlying ideas of this formulation 
were developed and discussed, for a uniform turbulent boundary layer, by Schmidt 
(1917), Prandtl and Tollmien (1924), Ertel (1933) and others. Sutton's (1934) treat­
ment of the advection problem was pioneering; later studies are reviewed below in 
Section 7.2a. Dimitrievand Sokolova (1954; see Panchev et al., 1971) obtained a 
solution of the change-of-roughness problem by using a similar power function 
approximation. The power profile is not based on similarity theory; however, as 
noted, it can be made to fit the similarity based profile functions by a proper choice 
of the parameters a and m. Its main advantage is that it greatly simplifies the mathe­
matical formulation of problems of turbulent diffusion. 

The earlier applications of similarity of a uniform boundary layer in first-order 
closure modeling were directly obtained from the logarithmic profile (4.1) for the 
dynamic sublayer. For example, the solutions of the change-of-roughness problem 
for neutral conditions by Gandin (1952: see Panchev et al., 1971) and Nickerson 
(1968) made use of the following eddy viscosity in (7.16) 

(7.20) 

where u* is the friction velocity at the surface downwind from x = 0; 1I* was assumed 
to be known and constant. However, most of the more recent K models for the 
internal boundary layer are in terms of the local fluxes; they can be written in the 
common form 

Kv = I( -U'W')l!2/</>sv, 

Km = I( -u'w')l!2/</>sm, 

Kh = I( - u'w')l!2/</>sh 

(7.21) 

(7.22) 

(7.23) 

where I is referred to as mixing length. Taylor (1969a) studied the change-of-roughness 
problem under neutral conditions with </>sm = I and I = k(z + zo); subsequently 
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(Taylor, 1969b, c) he studied deeper layers by retaining the y-component for the 
momentum equation and by using a mixing length proposed by Blackadar (1962) 

I = kz(1 + kz}.-l)-l (7.24) 

in which he replaced z by (z + zo) for numerical convenience, and}. = aG/lfl, where 
a is a constant of the order of 0.0004 and G is defined in (3.73). Taylor (1970; 1971) 
studied airflow changes resulting from a change in surface temperature and roughness 
with (7.22) and (7.23) in (7.16), (7.17), (7.7) and (7.8) in which he took 1= k(z + zo) 
and the ¢sm and ¢sv-expressions from the equilibrium surface layer; however, he 
redefined the Obukhov length in terms of local fluxes, i.e., (7.26) but without (w'q'). 
Similarly, Estoque and Bhumralkar (1970) used the closure assumption of (7.21)­
(7.23) as an extension of the work of Onishi and Estoque (J 968) to study the behavior 
of the whole planetary boundary layer over nonhomogeneous terrain with step-changes 
in roughness, temperature and humidity. They included in the model the horizontal 
equation of motion in v and w'v' and they retained the Coriolis terms and the pressure 
gradient op/ox. All three eddy K's were assumed to be the same, viz. 

(7.25) 

in which a and (3 are constants, and I was given by an expression similar to (7.24). 
Huang and Nickerson (l974a) studied stratified flow over a nonhomogeneous surface 
by using a similar model with functions ¢sm = ¢sm(Ri) and ¢sh = ¢siRi) which 
were developed for the uniform surface layer. Although various boundary conditions 
were considered, the studies of Taylor (1970,1971), Estoque and Bhumralkar (1970) 
and Huang and Nickerson (l974a) did not deal with evaporation. 

Weisman and Brutsaert (1973) studied evaporation from a warm lake without 
roughness change. The basic model was similar to Taylor's (1970), but the specific 
humidity transport was included, and I was given by (7.24); in this model, which is 
discussed further in Section 7.2b, the expressions for the ¢s-functions in (7.21)-(7.23) 
were given by (4.42)-(4.44) for the equilibrium surface layer, but with a 'local' 
Obukhov length La = La(x, z), [cf. (4.25)], 

L = --=--::-;==-=-:(-':--::cc-u_' w_'-,-::-)3_12~=:c:: 
a kg[(w'()'/T) + 0.61 w'q'] 

(7.26) 

Higher- Order Closure Models 

The essence of higher-order closure models is that the second moments, namely the 
Reynolds stresses and Reynolds fluxes, are not approximated by eddy diffusion 
approximations like (7.12), (7.13), (7.15), (7.16), (7.17), but that they remain as 
unknown variables 0f the problem. To close the problem, field equations are intro­
duced for these second moments. The third moments and other third-order turbulence 
variables, which these equations (e.g., (3.47), (3.64» contain, are then approximated 
on the basis of some higher-order similarity assumptions. The models currently in 
use are mostly based on turbulence formulations that were pioneered by Kolmogorov 
(1942), Prandtl and Wieghardt (1945) and Rotta (1951). It is beyond the scope of 
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the present treatment to go into the details of the available models, and only the 
main closure features will be touched upon. 

Most closure assumptions in the literature, that have been tried, appear reasonable 
from the physical point of view. However, just like those for first-order closure, 
their theoretical justification is not easy. A very common assumption, found in 
higher-order approaches, is that the third moments are linear functions of the gra­
dients of appropriate second moments. This assumption is evidently a generalization 
of the principle underlying the eddy diffusion models; in other words, it is similarity 
and K theory extended to the higher moments. For example, for the present simple 
case of an internal boundary layer, if c represents u'q', w'q', (q')2, u'w', u'O', etc. 
then, in the respective field equations for the second moments C, one might consider 
the following [cf. (7.12), (7.13)] as a possibility 

-, (Kc oc KC oc) 
u c = - xx ox + '" az ' (7.27) 

-, (Kc OC + KC oc) w c = - zx ax zz az (7.28) 

in which the superscript refers to the particular c in question. Again, the main problem 
lies, of course, in the determination of the K terms. Moreover, from the physical 
point of view, the limitations of the gradient transport assumptions of (7.27) and 
(7.28) are probably no less serious than those of (7.12) and (7.13). The implicit 
justification for higher-order closure is that the mean field and the lower turbulence 
statistics are presumably relatively insensitive to a poor approximation or even 
incorrect modeling of higher moments. Wyngaard (1973) has discussed the implica­
tions of higher-order closure in the light of experimental turbulence data; Mellor 
and Yamada (1974) have compared several alternative simplifications to determine 
the sensitivity of this type of modeling to the completeness of the equations. A more 
general discussion of the subject was given by Lumley (1978). 

(i) With the equation of turbulent kinetic energy. This approach, sometimes referred 
to as 1.5-order closure, has only been applied to solve change-of-roughness problems, 
and no attempts have been made to use it in the solution of evaporation problems. 
Tn this method, the surplus of unknowns in the mean field Equations (7.5) and (7.7) 
is remedied by introducing the field equation for a special second moment, namely 
the turbulent kinetic energy Equation (3.64); for the present problem of steady local 
advection this may be written approximately as 

o (- W'P') oZ w'et + -p_. - e (7.29) 

where, under neutral conditions, the second term on the right is zero. Equation (7.29) 
contains, however, new unknowns, namely the turbulent energy et , a third moment 
w' et , a related term w'p' /p, and the viscous dissipation of turbulent kinetic energy c. 
The system is then closed by means of additional simple relationships which are as-
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sumed to be valid even under advective conditions. In the studies that have been 
published, the third moment w' et is approximated with the usual gradient transport 
model [cf. (7.27), (7.28)] 

--,~ oe; 
we = -K---

t e oz (7.30) 

and the related pressure term is neglected. Peterson (l969a), in a numerical model to 
simulate neutral conditions in the atmospheric surface layer, made use of (7.30) and 
assumed that Ke equals Km as given in (7.16). In addition, he introduced the hypothe­
sis, used also by Bradshaw et al., (1967) that shear stress is proportional to turbulent 
kinetic energy, 

(7.31) 

where a is a constant of the order of 0.16; he assumed further that the viscous dissipa­
tion rate, c, can be determined as usual (cf. Taylor, 1935; Monin, 1959) 

(7.32) 

where Ie = kz. Shir (1972) also used the closure assumption of (7.30) and (7.31); 
however, in contrast to Peterson (l969a) he did not neglect the pressure gradient 
term in the equation of motion, but he included p implicitly by transforming the equa­
tion of motion to a vorticity equation. The length Ie in (7.32) was assumed to be given 
by (7.24) for z > 10 m. Huang and Nickerson (l974b) applied (7.30) in the turbulent 
kinetic energy equation with Ke = (etF/2f1 ; instead of (7.31) they used (7.16) with 
Km = K., and instead of (7.32) 

(7.33) 

The two length parameters were assumed to be given by lr = a1z and 12 = a2z, where 
a1 and a2 are empirical constants. According to Panchev et al. (1971), the use of the 
turbulent kinetic energy equation was suggested already in 1966 by Nadejdina to 
analyze simultaneous local advection of momentum and sensible heat; the idea was 
expressed mathematically in 1969 by Novikova. An approximate analytical solution 
for neutral conditions has been given in 1969 by Nadejdina. 

None of the studies just mentioned dealt specifically with local advection of atmos­
pheric moisture, but their models have produced interesting information on the ap­
plicability of first-order closure models to describe turbulent transport. For example, 
Peterson (l969b, 1971) and Huang and Nickerson (l974b) obtained the result that 
[kz/( - W'u')l!2] (ou/oz) is not equal to unity under neutral conditions. in accelerating 
or decelerating flow of an internal boundary layer; they considered this to be clear 
evidence of the limitations of the mixing length models. Peterson (1972) found that, 
except very close to the discontinuity, the effect of pressure is likely to be small. On 
the other hand, Shir (1972) and Peterson and Taylor (1973) felt that the neglect of the 
pressure term may introduce serious errors in the model. Surprisingly, the latter 
authors also obtained slightly more accurate results with the first-order closure model 
than with the model using the turbulent kinetic energy. Huang and Nickerson 
(l974b) concluded from their calculations that a in (7.31) is not a constant in non­
equilibrium flow. 
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(ii) With equations for second moments. In this approach, which can also be referred 
to as second-order closure or mean Reynolds-flux approach, equations for the second 
moments are introduced in addition to the mean field equations. The system of equa­
tions is closed by describing the higher-order turbulence statistics by some plausible 
approximations. 

Rao et a/. (1974a) have modeled the internal boundary layer resulting from a sudden 
change of roughness under neutral conditions. In a second paper (Rao et al., 1974b), 
they have treated the problem of the local advection of momentum, heat and moisture 
due to a horizontal inhomogeneity in surface conditions. In the latter study, which is 
further discussed in Section 7.2b, their model consisted of a set of 16 coupled para­
bolic partial differential equations; these included four mean field equations in ii, W, {j 
and ij «7.5) through (7.8», four Reynolds stress equations for (U')2, (v')2, (W')2, (u'w'), 
two heat flux equations for «(1'w'), «(1'u'), two water vapor flux equations for (q'w'), 
(q'u') and one equation each for temperature variance «(1')2, specific humidity variance 
(q')2, temperature-humidity covariance (q'(1'), and energy dissipation rate c. The third 
moments, contained in the equations for the second moments, where approximated 
by gradient transport equations like Equations (7.27) and (7.28); the K tensor was 
taken to be of the following form 

K"" = a(u')2 etlf:, 

Kxz = Kzx = a(u'w') etlc, 

Kzz = a(w')2 et/c 

(7.34) 

in which a is a constant of the order of 0.3. It is of interest to note that (7.34), for the 
third moments, are quite similar to (7.14), proposed for the second moments. 

Rao et al. (l974a) obtained good agreement between their calculations and the 
widely quoted experimental results of Bradley (1968). They found, however, that most 
previously used lower-order closure assumptions are invalid in the transition layer 
caused by a roughness change; this means that for non-equilibrium flow I in (7.22), 
Ie in (7.32) and 12 in (7.33) are not simply proportional to z, and that a in (7.31) is not 
constant. The two studies of Rao et al. (l974a, b) showed that higher-order closure 
methods can become a powerful tool in the numerical analysis of evaporation prob­
lems with local advection. However, several aspects of the available models, in par­
ticular the formulation of proper boundary conditions in the case of plant canopies 
over a drying soil, will require further investigation. 

c. Some General Features of Local Momentu!l1 Advection: Fetch 
Requirement 

An important conclusion from the above review of closure methods is that solutions 
obtained at a given order of closure often disprove the similarity assumptions used in 
closure at the next level down. For example, the model with the turbulent kinetic 
energy equation of Peterson (1969b, 1971) disproved the eddy diffusion or mixing 
length assumption as used by Taylor (l969a), Weisman and Brutsaert (1973) and 
others in first-order closure models. However, the assumptions of Bradshaw et al. 
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(1967), Peterson (1969a) and Shir (1972) given in (7.31) and (7.32) were disproved in 
turn by the results ofRao et al. (I974a). 

Nevertheless, in spite of the scarcity of experimental evidence, and the wide diversity 
of physical models used in theoretical analyses, certain features of internal boundary 
layers are now fairly well established. Consider, as a preamble to the treatment of 
evaporation, the local advection of momentum due to an abrupt change in surface 
roughness. 

The growth of the internal boundary layer can be estimated by the following simple 
argument. The same idea was already used by Monin (1959) in connection with the 
propagation of a smoke plume. It is first assumed that the vertical rate of propaga­
tion of the disturbance due to the change in roughness at the leading edge is 
proportional to O"w = [(W')2j1l2; however, it is known that O"w is proportional to u* and 
that the proportionality depends on ~. Hence, one has 

dz 
CIt = a u* (7.35) 

where a is a constant. On the other hand, the horizontal rate of propagation dx/dt 
equals the mean wind speed, so that with (7.35), the slope of the disturbance trajectory is 

(7.36) 

This can be immediately integrated for any wind profile function (fl/u*). For exam­
ple, for the logarithmic law (4.3) with (4.4), one obtains, approximately, 

oo{ln 00 - I) = bxo (7.37) 

where b is another constant, and 00 = om/ZO and xo = x/zo; the symbol am is the 
height z up to which the disturbance has propagated, that is, the thickness of the 
internal boundary layer for momentum. Equation (7.37) with b = I was introduced 
by Panofsky and Townsend (1964) after earlier work by M. Miyake. Later Panofsky 
(1973) recommended that (7.37) be used with b = 0.6 and Zo as the roughness over the 
rougher terrain. Equation (7.36) can, of course, also be integrated with the power 
profile (4.19). For the simple case do = 0, one obtains 

00 = [a(m + 1)/Cpl(m+ll-1x(m+ll-1 

or, for neutral conditions when m = 1/7 and C p ~ 6, and with a ~ 1.5, 

00 = 0.334xS· 875 

(7.38) 

(7.39) 

which agrees roughly with the previous estimates of the growth of internal boundary 
layers. In fact, in all previous studies, it has been found that, except very close to the 
roughness discontinuity at x = 0, the thickness of the internal boundary layer can be 
approximated by a power function offetch, viz. 

(7.40) 

where Cm and bm depend on the stability and Cm also on the upwind and downwind 
roughness heights. Under neutral conditions bm = 0.7 - 0.8, which was first obtained 
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Fig. 7.2. Non-dimensional surface shear stress as a function of fetch for a transition rough-smooth 
with Zao = 0.25 cm and Zo = 0.002 cm. The experimental data are those of Bradley (1968). The solid 
line represents (7.41) with (7.37) in which b = 0.6 or with (7.39) (the results cannot be distinguished). 
The numerical result of Rao et al. (1974a) by means of a higher-order closure model is shown as a 

dash curve. 

by Elliott (1958). This growth rate was confirmed experimentally by Bradley (1968) 
and it is the same as that of a turbulent boundary layer on a flat plate in a wind tunnel 
(Schlichting, 1960, p. 537). There are indications (Huang and Nickerson, 1974a) that 
bm is slightly smaller for the transition from rough to smooth, than for smooth to 
rough. Equation (7.38) suggests that bm increases with increasing instability of the 
atmosphere. Actually, Rao (1975) with a second-order closure model found that 
bm = 0.77, 0.88, 1.39 for L = -ct), -20 m, -2 m, respectively; according to 
Miyake's (Panofsky, 1973) work integration of (7.36) yields bm = ! under extremely 
unstable conditions or free convection. 

Several higher-order closure models (e.g., Peterson, 1969a; Shir, 1972; Rao et at., 
1974a) have produced the result that the internal equilibrium sublayer occupies the 
lower 10 percent of the internal boundary layer for a smooth-rough transition and 
the lower 5 percent for a rough-smooth transition. This equilibrium sublayer is defined 
as the region where the shear stress is calculated to be within 10 percent of its surface: 
value. Expressions such as (7.37) and (7.38) suggest that for fetches of the order of 
100 to 200 m x/om is roughly of the order of 5 to 20. Thus, as a practical rule of thumb, 
it is sometimes suggested that equilibrium conditions are established within a height­
fetch ratio of roughly 0.01 for smooth-rough flow and 0.005 for rough-smooth flow; 
naturally, this is only valid provided the difference in roughnesses is not too severe. A 
grass-forest transition is not merely a roughness change, but rather a tall obstruction. 
From the practical point of view, it is clear that any method, to determine evaporation 
over uniform surfaces, can also be used over a non-uniform surface provided the 
fetch requirement is satisfied. Thus, a surface may be considered uniform whenever 
the measurements are taken at elevations which are smaller than approximately 
1/100 to 1/300 of the distance from an upwind discontinuity in surface conditions. 

The surface shear stress appears to approach relatively rapidly to a new eq~ilibrium 
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value. In the experiments of Bradley (1968) (see Figure 7.2) this occurred within a few 
meters behind the roughness change. Again. a simple argument for neutral conditions 
can be used to describe the surface shear stress adjustment as follows. It is assumed 
that the wind profile behind the roughness change can also be described by a logarith­
mic function; the upwind and the downwind profile intersect at the boundary of the 
internal boundary layer Om = om(x). Thus one has 

U* _ In (om/zaO) 
U*a - In (om/ZO) 

or, denoting In (zaO/ZO) by Mo, 

~ = 1 __ Mo_ 
U*a In (om/ZO) 

(7.41 ) 

which can be applied with anyone of (7.37), (7.39) or (7.40). Equation (7.41) has 
also been used by Logan and Fichtl (1975) and Jensen (1978); as shown in Figure 
7.2, (7.41) compares at least as favorably with Bradley's experimental data as those 
obtained with a second-order closure model. 

The rapid adjustment of U* shown in Figure 7.2 has been obtained with most other 
theoretical models as well. This suggests that a step-change in u* may be a satisfactory 
approximation for large fetches. 

Finally, except for certain details or local 'kinks', most models appear to give an 
adequate representation of the wind profiles, which is rarely very different from the 
experimental profiles of Bradley (1968). Even the simple self-preservation models, 
with an assumed form for the profiles, yield velocity distributions that are rather 
close. Although the shear stress distribution of Townsend (1965b, 1966) may not 
have been correct, it was found by Rao et at. (1974a) that his assumption of self­
preservation of the vertical shear stress profile is probably valid. 

7.2. EVAPORATION WITH LOCAL ADVECTION 

Few closure assumptions have been able to stand scrutiny by means of a more 
complete or higher-order closure model. However, as illustrated in the previous sec­
tion, certain features of an internal boundary layer are relatively insensitive to the 
order or the type of similarity assumptions that are used. Any given characteristic 
requires, by virtue of its own order, a minimal order of closure; but this does not 
mean that a more complicated or complete model will always produce better results. 
For example, Petersen and Taylor (1973) found that a mixing length model produced 
slightly more accurate results for the wind profiles than a model with the turbulent 
kinetic energy equation. Mellor and Yamada (1973) concluded that it is not neces­
sary to use the most complete second-order model to obtain satisfactory results. A 
similar conclusion can be drawn from Figure 7.2. All this is an indication that rela­
tively simple models can be very useful to obtain certain lower-order features. 

In what follows, several simple evaporation problems will be considered. Although 
they probably represent rather special situations, the results provide insight and 
information for the solution of practical problems, and suggestions for their para­
meterization. 
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a. Analytical Solutions with Power Laws 

One major advantage of the analytical treatment of a problem is that it may yield 
a solution in a concise and well-ordered form; this allows an easier interpretation of 
the results and it also provides a suitable framework for the parameterization of the 
phenomenon under study. Unfortunately, the logarithmic and related similarity 
functions for the turbulent boundary layer are not always easy to handle in an an­
alytical ccntext. For this reason, power functions such as (4.18) have been used in 
the past. The power law does not appear to have any theoretical basis, and it must 
be considered an approximation. Still, in integrals or other averaging expressions it 
can provide a rather accurate description. It has been found (Yeh and Brutsaert, 
1971a) that evaporation under neutral conditions could be analyzed by means of a 
power function for the wind profile equally as well as by means of the logarithmic 
law. Because the power law is an algebraic function without a singularity near 
z = 0, it is well suited for the analytical solution of certain turbulent transport 
problems. 

Known Step-Change in Surface Humidity 

This section deals with the evaporation from a uniformly-moist surface of limited 
size, such as a lake or an irrigated field, whose temperature and roughness are uniform 
and the same as the surrounding presumably drier land surface. Under these simple 
conditions, the water vapor is a passive admixture that does not affect the dynamics 
of the motion or the stability. Hence, the problem can be considered non-dynamic 
and non-energetic and only the passive transfer of water vapor is of concern. This 
means that the wind profile fI = fI(z), v = w = 0, remains unchanged as the air 
travels past the humidity discontinuity. 

(i) Large wet surface: Sutton's problem. If the surface is sufficiently large, the effects 
of the horizontal gradients of the turbulence are negligible, and the boundary condi­
tions may be taken as those of a strip of a width or downwind fetch, XI' extending to 
infinity in both lateral directions. The governing equation, obtained from (3.44)'or 
(7.1), is 

fI at} = - !z (w'q'). ax u 
(7.42) 

The term on the left represents the longitudinal change in vapor transport due to 
local advection by the mean wind. This is balanced by the term on the right, which is 
the vertical change in vertical vapor transport due to turbulent transport. This 
turbulent flux can be expressed as diffusion in terms of the specific humidity gradient 
by means of (7.15) and one obtains from (7.42) 

- at} _ a ( at}) 
II ax - oz Kvaz . (7.43) 

As shown in Figure 7.3, the boundary conditions are to describe the following 
situation: at the wet surface the specific humidity is given and it is constant; far 
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Fig. 7.3. Internal boundary layer of specific humidity in a dynamically uniform boundary layer. 

away from the wet surface and upwind from the leading edge the specific humidity 
is known and it is unaffected by the wet surface. These conditions can be written as 

Z = 0, x ~ 0, ij = ij" 

Z -> 00, x ~ 0, ij = ija' (7.44) 

Z > 0, x = 0, ij = ija, 

where ija = ija(z) is the specific humidity in the part of the atmosphere unaffected 
by the presence of the moist surface. Assuming a uniform evapotranspiration rate 
Ea from the surface surrounding the active moist surface, one can impose on qa 
the condition 

E K oija a = -p vTz = const. (7.45) 

As formulated, this problem can be readily solved numerically by means of functional 
relationships for u and Kv that are derivable on the basis of the logarithmic law and 
the other functions for the surface sublayer given in Sections 4.1 and 4.2. Analytical 
solutions with these functions appear to be rather difficult. However, it is easy to 
obtain an analytical solution if use is made of the power law approximations of 
(4.18) and (7.18). 

Such a solution with Ea = ° was first given by Sutton (1934); but because of its 
mathematical form and because of the particular model used for a and b in (4.18) 
and (7.18), which were restricted to smooth flow, this solution as presented by Sut­
ton was difficult to use. More suitable forms were published later (Jaeger, 1945; 
Frost, 1946; Calder, 1949; Sutton, 1943; Yih, 1952; Philip, 1959) and the mathemati­
cal aspects of the problem have been analyzed (Sutton, 1943). The historical comments 
made by Frost and Calder are also of interest. 

In most derivations the evapotranspiration from the surrounding land, viz. E a, 

was neglected; but as will now be shown (cf. also Laikhtmann, 1964), it is straight­
forward to include it, by defining a normalized specific humidity 

ij - Cia X = ----
Cis - Cias 

(7.46) 

where qas is the value of qa at the surface, z = ° for x < 0. This allows the combina­
tion of (7.43) with (7.45) and (4.18), (7.18) to yield 
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(7.47) 

The nature of the boundary conditions (7.44) allows the introduction of a similarity 
variable, as suggested by Frost (1946), 

a z2+m-n 

~ = b(2+m-n)2 --x- (7.48) 

This reduces (7.47) to an ordinary differential equation (provided 2 + m - n > 0) 

d2X dX 
(2 + m - n)~ d~2 + [(2 + m - n)~ + (I + m)] df = 0 

and the boundary conditions 

X = 0 for ~ --+ 00 

X = 1 for ~ = O. 

Integrating twice, and applying these conditions one obtains 

(7.49) 

(7.50) 

x = S~ y-,m+lJi(Z+m-nle-Y dy/r( - 2 ~; ~ n + 1) or X = 1 - P(v, ~) 
(7.51) 

where pea, x) denotes the incomplete gamma function (e.g., Abramowitz and Stegun, 
1964), r(n) the complete gamma function, and where v = (1 - n)/(2 + m - n). Note 
that the gamma function is subject to the limitation that v > 0 or n < 1 which is 
clearly satisfied in the atmospheric surface layer. Provided a proper effective rough­
ness £0 is chosen such that £0 = Zo = ZOv, approximately, the existence of the interfacial 
sublayer can be neglected. Note that although, in general, Zo #- ZOv, in view of the 
closeness of (5.11) with the values given in Table 5.3, this is probably an adequate 
approximation for average conditions over open water. The local vertical vapor flux 
in the proximity of the wet surface can thus be assumed to be given by 

_ oq I - d X o~! 
E - - Kvp Oi z-o - Ea - (qs - qas)KvPdf Oilz-o (7.52) 

and the mean evaporation from the strip of unit lateral width and of downwind fetch 

(7.53) 

This gives the final result 

- _ ( a .)V (1 - v)2v-2(m + 1)1-2v _ _ 
E - Ea + pb bXf rev) (qs - qas)· (7.54) 

With (4.18), (4.19) and (7.19), with av = 1, and do = 0, so that 

a = 5.5 u*/z'O and b = u*z'O/(5.5 m) (7.55) 

Equation (7.54) can be expressed in a more convenient form. For an air temperature 
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of 20oe, a pressure of 1013.2 mb and an air density p = 1.2 10-3 glee, one can write 
(7.54) as follows 

(7.56) 

where 112 is the mean wind speed at 2 m elevation above the surface, and N is a mass 
transfer coefficient given by (Brutsaert and Yeh, 1970a) 

_ 7.3610-7 [1.62m(l +2m)Z i 02m]<m+lJ/<l+2m)._m/(1+2m) 

N - 200mr[ml(l +2m)](1 +m) xf (7.57) 

if E and Ea are in the same units as 112, io and xI are in em, and es and eas , the vapor 
pressures, respectively at the wet surface and the upwind dry surface, are in millibars. 
This equation can be used to calculate E after a proper choice is made for the rough­
ness of the wet surface, and the wind profile parameter, m. 

This solution of Sutton's problem has several features which are of some interest. 
First there is the growth of the internal boundary layer. The height of the internal 
boundary layer of water vapor can be defined as the locus of points where X of (7.46) 
has a certain small constant value, say 0.05 or 0.01. Since X is a function only of 1;, 
a constant X also implies a constant 1;. Hence, (7.48) immediately yields the thickness 
of the vapor blanket as a function of fetch x, viz. 

(7.58) 

where bv = (2 + m - n)-l and Cv is another constant which can be calculated from 
(7.51) for a given choice of X. Under near-neutral conditions one has m = (+) to (t), 
so that by virtue of the first of (7.19), one obtains bv = 0.78 to 0.80; this is the same 
as the power bm in (7.40), which was confirmed in most experimental and theoretical 
studies of the internal boundary layer for momentum. 

Other features of the solution, namely 'the values of m and io required to make it 
physically plausible, can be brought out by comparing it with two available empirical 
formulae for lake and pan evaporation. As a result of extensive measurements of 
means, usually over a week or longer, at numerous selected reservoirs in the Western 
United States, Harbeck (1962), proposed the following empirical mass transfer for­
mula 

(7.59) 

in which 

N = 3.367 10-9 A-o,os (7.60) 

where 112 has the same units as E, es and ea are in mb, and A is the water surface area 
in m2• From Figure 7.4 it appears that the surface areas of the investigated reservoirs 
varied between approximately 4 10-3 and 1.2 102 km2. Nevertheless, a comparison 
with data obtained by a water budget method, has suggested that (7.59) with (7.60) 
produces reasonable results with monthly mean data even for Lake Ontario, which 
has a surface area of approximately 19 700 km2 (Yu and Brutsaert, 1969a, b). For 
lakes located in a relatively arid climate, the evapotranspiration from the surrounding 
land, Ea , is neglibible, This was probably the case for most of the reservoirs that pro­
vided the data for (7.60). 
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Fig. 7.4. Relation between the mass transfer coefficient N in (7.59) and the lake surface area, derived 
from experimental data by Harbeck (1962). E is in the same units as ii, and e in millibars (adapted 

from Harbeck, 1962). 

The approximate value of m to make the theoretical result (7.57) agree with Har­
beck's empirical (7.60) can be deduced by equating powers of Al/2 and xI' that is 
ml(1 + 2m), which yields m = t. This value is very nearly the same as that obtainable 
from the velocity profile in a pipe on the basis of Blasius's expression (Prandtl and 
Tollmien, 1924), viz. m = t. It indicates that, roughly speaking, Harbeck's experi­
mental data, for lakes and reservoirs represent on the average atmospheric conditions 
close to neutral, or slightly unstable. Further solution between (7.57) and (7.60) for 
the roughness yields a value ~o = 0.0213 cm. It is remarkable that this value is so close 
to Zo" = Zo = 0.0228 cm, which corresponds to CeIO = Cd IO = 1.4 10-3, a typical value 
for sea surfaces, as seen in (5.11) and in Table 5.3. All this means that the solution of 
Sutton's problem with the power law, as given here in (7.57), is in good agreement 
with Harbeck's empirical formula (7.60) for water with fetches roughly between 50 m 
and 10 km, and for weekly or monthly mean data. 

A second set of experimental data is available to check the suitability of (7.57). It 
was obtained by measuring evaporation from shallow square pans at ground level, 
whose sizes varied between 1.0 and 64.0 ft 2. Regression analysis of these data yielded, 
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Fig. 7.5. Comparison of the empirical formulae (solid lines) (7.60) of Harbeck (H), (7.61) of Brutsaert 
and Yu (B & V), and the theoretical equations (7.57) of Sutton's model (S) and (7.67) of Brutsaert (B). 
S coincides with H for m = 1/8 and Zo = 0.0213 cm; B coincides with B&Y for m = 1/7.6 and Zo = 

0.05 cm. 

among several other possible alternative forms, (7.59) with the following mass trans­
fer coefficient (Brutsaert and Yu, 1968) 

N = 7.70 1O-9(A1I2)-0.132 (7.61) 

where now A is in cm2. The range of validity of this result was for values of A between 
103 and 6 104 cm2, approximately. The value of m needed to make (7.57) agree with 
(7.61) and obtained by equating powers of xf and Al/2 turns out to be t.t," This is some­
what large, since the exponents of the po~er functions made to fit observed (Yu and 
Brutsaert, 1967) wind profiles lay between + and t which would result in 0.11 and 
0.10 in (7.57) instead of 0.132 as in (7.61). The discrepancy is probably due to the 
effect of the neglect of the longitudinal and lateral gradients of the turbulence in (7.42), 
the effect of the roughness of the surrounding land, and the related effect of the edges 
of the pans; another factor may be the omission of Ea which is not negligible during 
the humid summers in Up-state New York. If, in accordance with the observed wind 
profiles, m is chosen to be t, it is found that (7.57) matches (7.61) if 20 is taken as 
0.06 cm for the smaller, and 0.04 cm for the larger pans. 

A comparison of (7.60) and (7.61) with (7.57) is shown in Figure 7.5. A different 
way of modeling evaporation from very small surfaces is presented in the following 
Section (ii). 

(ii) Solutions for small water surfaces. One of the assumptions used to obtain (7.43) 
is that the gradients a(u' q')jax and a( v' q')jay of (3.44) are negligible for large surfaces. 
Conversely for small surfaces these gradients of the turbulence are relatively more 
important, and the terms representing advection by the mean wind are relatively 
less important than for large surfaces. This can be seen by dimensional inspection of 
the governing equation. In the framework of the turbulent diffusion approach, (3.44) 
or (7.1) with the assumption of (7.12) and (7.13), is for the present problem of flow 
over a surface WIth uniform roughness and temperature, including lateral turbulence, 
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Fig. 7.6. Definition sketch for situation described by boundary conditions (7.65). 

- oq __ a (Kv oq + KV Oq) 
u ax - ox xx ox xz oz 

+ ~(Kv Oq) + ~(Kv oq + KV Oq) oy YY oy OZ zx ox zz OZ 
(7.62) 

If K~z and the fetch xI are taken as characteristic diffusivity and length, respectively, 
to normalize the variables, on the left-hand side the term flxjlK%z appears as a dimen­
sionless parameter. This suggests that decreasing the dimension Xj of the problem, 
may be equivalent with decreasing the wind speed fl, that is the relative importance 
of the left-hand side in (7.62). In what follows, three solutions are presented for special 
cases, which allow an assessment of the importance of the terms that were neglected 
in (7.42). 

Although for small surfaces, the term on the left of (7.62) is not likely to be ever 
totally negligible, some features resulting from the turbulence gradients can be brought 
out by simply omitting the left-hand side. This 'extreme' case of evaporation from a 
very small surface can thus be studied by means of the equation 

~(KV Oq) + l(Kv Oq) + ~(Kv Oq) = ° 
~ u~ ~ n~ ~ a~ 

(7.63) 

in which it can be assumed that K~z is given by (7.18) and, similarly that 

(7.64) 

in which c and p are constants. The boundary conditions for a circular surface of 
radius, 1 and radial coordinate " are, as shown in Figure 7.6 

z = 0, ° ::;" ::;, 'j, q = q" 
Z --> 00, , ;:::: 0, q=qa, 

(7.65) 
Z >0, , --> 00, q = qa, 
Z =0, , > '1' Ea =0. 

The last condition, in which Ea is the evaporation from the land surrounding the water 
surface, is not very important; it could be replaced by Ea = const, as in (7.45), without 
making the problem more difficult. It would merely add the term Ea to the final 
solution (7.66), just like in (7.54). After transforming (7.63) in cylindrical coordinates, 
one can derive the result for the mean evaporation rate (Brutsaert, 1967) 
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Fig. 7.7. Definition sketch for situation described by boundary conditions (7.69). 

E = 22I'b(clb)p( -l~n YP-l sin (f1:11:) rf2l'p(qs - qa)ln(l - f1) (7.66) 

in which f1 = (l - n)/(p - n + 2). If it is assumed that n = p = (I - m)(see (7.19)) 
this parameter is simply f1 = m12, or approximately (li) under near-neutral conditions. 

Equation (7.66) can be put in a more practical form for actual calculations, by using 
(7.55) for b. Putting (clb) = d, as a measure of the degree of anisotropy, r f = (Aln)l/2, 
and sin (f1n) ~ f1n, for an air temperature of 20oe, a pressure of 1013.2 mb and an 
air density p = 1.2 10-3 g-l cc-l, one obtains from (7.66), a mass transfer equation 
like (7.56) with 

N = ~.87 IO-S(nd)mI2 zijm (Al/2)-m 
200m(2 - m) 

(7.67) 

where Zo and Al/2 are in cm. The solution is not very sensitive to the degree of ani­
sotropy d of the K tensor, so that for the present purpose it is probably sufficiently 
accurate to assume (cf. (7.14)) that d is of the order of 20. Suitable values of m and 
Zo can be obtained by comparison with the empirical pan evaporation formula (7.61). 
The powers of Al/2 in (7.61) and (7.67) yield m = 0.132 = /6 which is quite realistic 
and slightly smaller than the neutral value +. The roughness value obtained in this way 
is Zo = 0.05 cm; this result is also remarkable, since it is intermediate between the 
values of ZOv (cf. Figure 4.24) and Zo (cf. Table 5.1), one would expect for the type of 
water surface surrounded by grass in the experiments of (7.61). It can be concluded 
that, albeit, (7.63) represents an extreme case, it leads to a result which is not incon­
sistent with experimental data. Its solution, (7.66) (or (7.67)) appears to be slightly 
better than (7.54) (or (7.57)) of Sutton's model to describe evaporation from small 
pans at ground level. 

The relative importance of the longitudinal and lateral turbulent flux terms o(u' q')1 
ax and o(v'q')loy in the computation of evaporation can be studied in a similar way. 
The lateral turbulent flux gradient o(v'q')loy is most important for small water sur­
faces; therefore, the extreme case can be considered of a very narrow strip, that ex­
tends laterally to infinity, in order to compare it with the previous case of an extremely 
small circular surface. The equation for this geometry is 

:x ( K~x ~~) + :z (Kgz ~;) = 0 (7.68) 

in which K~x and K~z can be taken the same as for (7.63). The boundary conditions, 
as shown in Figure 7.7, are 
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z =0, ° ~ Ixl ~ xf /2, q = q" 
z -> 00, Ixl :2: 0, q = qa, 

Z >0, Ixl -> 00, q = qa, (7.69) 

0-
z = 0, Ixl > xf/2, zn~ = ° (or E = 0) oz a' 

Z >0, Ixl = 0, 
oq zP-ax = 0. 

The solution for the mean rate of evaporation can be written as (Brutsaert and Yeh, 
1969) 

(7.70) 

in which fl = (1 - n)/(p - n + 2). By using (7.55) and taking fl = m/2, one can also 
express it as 

- _ 2~dm12 r(1 - m/2) -m -m _ _ 
E - (5.5)m(1 _ m) {n(l _ m)/2J}2r(m/2) Zo (xf/2) p(qs - qa) U*. (7.71) 

The effect of the lateral gradient of the turbulent flux (v' q') can be determined by tak­
ing the ratio of (7.66) and (7.70) with xl = ~rl; this shows that when m lies in the 
neighborhood of (+), this ratio is approximately 1.13. In other words, even in the 
extreme case of a very small water surface, when the advection by the mean wind is 
neglected, the lateral turbulence v' is not likely to ever account for more than 13 
percent of the total evaporation rate. Hence, for larger surfaces, this effect is bound 
to be totally negligible. This supports the common assumption that the surface flux 
in an internal boundary layer may be considered a two-dimensional problem without 
lateral effects, as shown in Figures 7.1 and 7.3. 

The relative importance of the terms iloq/ox and o(u' q')/ox of (3.44) or (7.1) in 
the two-dimensional evaporation problem can be evaluated by considering the fol­
lowing equation, 

il oq = ~(Kv Oq) + a (KV Oq) ox ax xx ax ·az zz az (7.72) 

with il, K~x and K~z as power functions, given in (4.18), (4.19), (7.18) and (7.64), with 
n = p = I - m. The boundary conditions are the same as those shown in Figure 7.3 

z = 0, 

z -> 00, - 00 < x < 00, 

z = 0, x->±oo, 
(7.73) 

z = 0, x> xf and x < ° pK~z ~;- = 0. 
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Fig. 7.8. Dimensionless mean evaporation rate E* = E/[pu*(q, - qa)] versus fetch, as given by 
(7.75) for zero-th order (dashed line) [cf., (7.54)] and up to the first order (solid line). The parameters 
were taken as typical values, m = 1/7, (epli;;') = 9, and (c/b) = d = 10 and 100 (from Yeh and 

Brutsaert, \970). 

A solution can be obtained by means of a regular perturbation method with small 
parameter cp, taken as the coefficient of the first term on the right of the dimension­
less form of (7.72); this parameter can be written as 

(7.74) 

where band c are given in (7.18) and (7.64). The zero-th order solution is the solution 
free from the effect of longitudinal diffusion, as obtained in Sutton's problem (7.51). 
The first order solution, which is in terms of the hypergeometric function, is more 
complicated. The average evaporation rate up to the order of cp is (Yeh and Brutsaert, 
1970) 

(7.75) 

in which Eo is the solution of Sutton's problem, that is, the second term on the right 
of (7.54) or (7.56), and E1 is the first-order term which can be written as 

- pU*(iJs - iJa ) (f.L - )))2 + )) - ))2/4 
(m-X-j'")rnc--;/c;-;n"+'2rn)(Cp/ig')l!(l+2-;;;) (41- 1 - )))(f.L - 1 - 3))/2) X 

))1+4"-21' r(f.L + ))/2) r(f.L - ))/2) r(f.L - 1 - ))/2) 
x r())) ['(1 + ))) r(2f.L - 1 - ))) 

(7.76) 

in which here)) = m/(l + 2m) and f.L = (4 + m)/(2 + 4m). Equation (7.75) is plotted 
in Figure 7.8 for typical values of the parameters. It can be seen that E1 is negative; 
this means that the longitudinal turbulent flux gradient term reduces the evaporation 
rate. However, Figure 7.8 also shows that this effect is small and that it is likely to be 
negligible for water surfaces with a fetch larger than say, a few meters. 

In summary, a comparison of the solutions given in (7.54), (7.66), (7.70), (7.75) 
and (7.76), allows an evaluation of the relative importance of the longitudinal and 
lateral turbulent diffusion terms under certain special conditions. For most practical 
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problems, involving evaporation from lakes and reservoirs, but not small evaporation 
pans, these terms may probably be neglected like in Sutton's formulation (7.43). 
Moreover, the error introduced by neglecting one of the two is apparently at least 
partly compensated by also neglecting the other. 

Note, that in (7.63), (7.68) and (7.72) the off-diagonal terms of the diffusivity 
K~x and K~z were not included. However, their effect was considered in a numerical 
study (Yeh and Brutsaert, 1971b). It was found that these terms probably decrease 
the rate of evaporation from small surfaces by, at most 10 percent. Thus, for larger 
surfaces with fetches exceeding a few meters, this effect is also negligible. 

Surface Water Vapor and Heat Transfer Linked by Energy Budget 

The physical situation dealt with in this section is again the evaporation from a moist 
surface of limited size. In contrast to the analyses of the previous section, the surface 
specific humidity and the temperature are left unspecified but the evaporation and 
the surface heat flux are linked by the surface energy budget. In the available analyti­
cal solutions of this problem, the roughness is uniform and the same as the surround­
ing land surface. Also, the wind profile ii = ii(Z) and the eddy diffusivity are assumed 
to remain in equilibrium as the air moves across the sudden change in surface hu­
midity and temperature. Thus, water vapor and sensible heat are treated as nearly 
passive admixtures of the flow, in the sense that they affect the dynamics, at most, in 
an average way. Various aspects of local advection and simultaneous vapor and heat 
transfer in the lower atmosphere have been studied in this way by Timofeev (1954), 
De Vries (1959), Rider et al. (1963), Laikhtman (1964) and Yeh and Brutsaert (197Ic). 
In what follows, an outline is given of the latter analysis. 

Under the assumption that ii = ii(z), v = iii = 0, and that the fluxes are given by 
(7.15) and (7.17) for intermediate to large surfaces, the problem is governed by (7.43) 
and 

(7.77) 

in which the mean temperature r is used as a good approximation of e. Although it 
would not complicate the problem if av and ah were retained, it is assumed that 
Kv = Kh = K. 

The boundary conditions are deduced from the following considerations: far away 
from the wet surface the atmospheric conditions remain unaffected by it; the incom­
ing air has a known humidity profile qaCz), which is a result of equilibrium conditions 
dictated by the heat flux and the evapotranspiration from the windward land surface; 
although this is not a necessary assumption for the solution, at the active surface the 
specific humidity can be assumed to be saturated and, hence, a known function of 
the temperature; at the surface the net energy flux is zero. In this energy budget, the 
incoming radiation on the active surface, Rd , and on the upwind land surface, Rda , 

are both constant and independent of surface temperature, though they may be dif­
ferent on account of the different albedo's of the surface. The evaporation rate and 
sensible heat flux at the surface, E and H, are given by (7.15) and (7.17) in terms of 
the gradients, so that they are part of the solution of (7.43) and (7.77). The long-wave" 
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radiation emitted from the surface (see (6.9» is obtained by assuming that it is a 
grey body with emissivity Cs radiating at its temperature, 1\; hence, since ts is part 
of the solution, this outgoing radiation is also allowed to vary along the downwind 
direction. The rate of change of heat stored below the surface can be formulated in 
several ways; two possibilities are either 

G = Gw = const (7.7Sa) 

or 

(7.78b) 

where Ks is a thermal exchange coefficient and Trw is the temperature at a given 
reference depth below the surface, z = 0. The boundary conditions are thus 

q = qa(z); l' = tiz) at x = 0, z > 0, 

q=qs(T) atO<x<xj,z=O, (7.79) 
at a- -

-cppK- - L pK~ + c (JT4 + G = Rd at ° < x < Xj' z = 0, az e az S 

at a-
-cppKTz = Ha; -pKa; = Ea atx >Xj, z = ° 

where x j is the fetch, c p the specific heat of air at constant pressure, Le the latent 
heat of vaporization of water, (J the Stefan-Boltzmann constant, and Ha and Ea are 
the heat and water vapor fluxes from the land surface upwind and downwind from 
the active surface. The upwind profiles, qa and ta are in equilibrium, satisfying 
(7.45) and 

~(K'ETa) = ° 
az az 

(7.S0) 

with the following conditions 

(7.S1) 

K aTa L K aqa T4 G R ° -cpp (jZ- ep az-+cP a+ a= da atz= , 

_pK~;a = Ea at z = ° 
where Ga is the heat conducted into the ground upwind from x = 0. Note that only 
one of Ha and Ea can be arbitrary, since, for a given incoming radiation and Ta .. 
they must satisfy the second of (7.S1). The value of qas need not be that of saturation 
at tas. 

The system of (7.43), (7.77), (7.78), (7.79), (7.45), (7.S0) and (7.S1) can be solved 
when the wind profile and the eddy diffusivity are given by (4.1S) and (7.1S), respec­
tively. This solution was apparently first obtained by Laikhtman (1964), for the case 
of (7.7Sa), by means of a method of integral transforms; later, the same solution 
was obtained independently by Yeh and Brutsaert (l971c) by means of the method 
of Green's function for both (7.7Sa) and (7.7Sb). Because the method of solution is 
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beyond the scope of the present treatment, it is not given here, but it may be found 
in those papers. 

It can be shown that at the active surface, i.e., for z=O and 0 < x < xf' the tem­
perature is 

f(~, 0) = fas - L.(i1! - Li1as) 
cp + aq e 

Vl- 2" r(V){C4 + C2C3C6/(C1 + C3C5)} 
+-=~--__ .7~~,,~~~~~~~~ 

r(l - v) pb{a/(bxf)}"(l - n)1-2"(cp + a q Le) 

00 (_ (J))n ~v+vn 
X ~ -=,-~"------"'------___ 

n=O r(l + v + vn) 

and similarly the specific humidity 

( I!: 0) cp(i1:s-i1as) 
i1 ,", = i1as + L cp + a e 

aqvl- 2" r(V){C4 + C2C3C6/(C1 + C3C5)} + -=~~~~~~~~~~~~~--~ 
r(l - v)pb{a/(bxf)}"(l - n)1-2v(cp + aqLe) 

00 ( _ (J) )n~"+"n 

X ~ r(l + v + vn) 

(7.82) 

(7.83) 

in which ~ = X/Xf' i1:s is the saturated specific humidity at fas and, as before, v = 

(l - n)/(2 + m - n); the other terms in (7.82) and (7.83) are 

(J) = C2 vl- 2"r(v) 
(C1 + C3C5) r(l - v) , 

C1 = cppb(fm - fas)(a/bxf)v(l - n)1-2v, 

C2 = 4csO"f;.(fm - fas) for model (7.78a), 

C2 = (4csO"T;s + Ks)(fm - fas) for model (7.78b), 

C3 = Lepb(i1m - i1as)(a/bxf)"(1 - n)1-2", 

C4 = Rd - Rda - Gw + Ga for model (7.78a), 

C4 = Rn - Rna + Ks(Trw - fas) + Ga for model (7.78b), 

_ I'm - fas dq* [ 
C5 - _---

qm - qas dT 1'=1'., 
-* -

C6 = _~as - ~as 
qm - qas 

in which I'm and i1m are some representative temperature and specific humidity of 
the active surface. 

The mean rate of evaporation from the strip with unit lateral width and with down­
wind fetch xf can be calculated by applying (7.52) and (7.53) to the solution. The 
result is 

(7.84) 
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Fig. 7.9. Variation of f(~, 0) - fa. with fetch (x/xI) for a deep water body such as Cayuga Lake, 
N.Y., in the month of May, calculated by means of (7.82) with (7.78a) (curve 1) and (7.78b) (curve 2) 

for XI = 2.74 km (from Yeh and Brutsaert, 1971c). 

A similar expression can be obtained for the average sensible heat flux. 
The result shown in (7.84) is of interest, not so much because of its practical ap­

plicability, but because it can give an indication of the type of error that is introduced 
in some commonly-used assumptions. For example, (7.82) and (7.83) show that the 
surface specific humidity or temperature can be constant, i.e., independent of x, 
only if the second term on the right-hand side is zero. In that case, elimination of 
(tI:s - tIas)/(cp + (XqLe) between these two equations gives 

fs - fas = _ ~ 
qs - tIas cp 

(7.85) 

where tIs and fs are the uniform specific humidity and temperature of the evaporating 
surface. Equation (7.85) is similar to the equation for the wet-bulb thermometer. 
Hence, the assumption of a mean surface temperature in the third of boundary condi­
tions (7.79) leads to the result that the latent heat flux of evaporation and the sensible 
heat flux balance each other. In the case of an irrigated field in an arid environment, 
which was studied by Rider et al. (1963) this assumption is probably quite satisfactory; 
but in the case of a deep lake, where considerable quantities of heat are taken up 
or released from storage, this is unrealistic. For such a case, (7.85) implies that the 
surface temperature of an evaporating lake must always be lower than the air tem­
perature, which is a limitation. Likewise, the last term on the right of (7.84) reflects 
the effect of nonuniformity of the surface specific humidity on the evaporation. When 
the specific humidity is uniform, this term does not appear (it is also absent in (7.83)); 
thence by substitution of cP(tI:s - qa.)/(cp + (XqLe) by means of (7.83), in which tIs 
replaces tI(g; 0), (7.84) becomes exactly the same as (7.54), the solution of Sutton's 
problem discussed earlier. As an example, Figure 7.9 shows the surface temperature 
variation in the downwind direction of a deep lake at mid-latitudes in the Northern 
hemisphere, calculated by means of (7.82) for May. The turbulence parameters a 
and b were calculated by means of (7.55) with m = t and 20 = 0.02 cm. The heat 
flux Gw was assumed to be 5.05 10-3 (cal cm-2 S-l). The value Ks was calculated by 
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Fig. 7.10. Dimensionless mean evaporation rate E. = (E-E.)/[pu.(i[t,-q.,] versus fetch xI' for a 
deep water body in May, as given by (7.84) with (7.78a) (solid line); by (7.54) with uniform tempera­
ture obtained from (7.85) (dash-dot line); and from mean of (7.82) (dash line) (from Yeh and 

Brutsaert, 1971c). 

using experimental mean-water surface temperatures and Trw = 4°C. The other 
necessary parameters and variables were taken as typical values for a lake such as 
Cayuga Lake near Ithaca, N.Y. Figure 7.9 shows that both phyiscal models of (7.78) 
give similar temperature distributions, although that of (7.78b) is slightly more 
uniform. Figure 7.10 shows the variation of the mean evaporation rate from the 
lake with fetch, as calculated with (7.84) for the model of (7.78a). Also shown are 
the results of the calculation by means of (7.54), i.e., (7.84) with omission of the 
last term on the right. In one case, the uniform temperature was obtained by assuming 
that this term is zero in accordance with the assumption leading to (7.85). In the 
other case the uniform specific humidity was obtained by integration of (7.83) over 
x, so that this would be equivalent with an average observed value. As is to be 
expected for a deep lake, the second case shows better agreement with the complete 
solution, namely within I percent. Similar calculations are possible for heat transfer 
fl, which would produce similar results to those for evaporation E. Figure 7.11 shows 
the variation of the normalized Bowen ratio BOn = [(H(x) - Ha)! Le(E(x) - Ea)] 
with distance from the leading edge for the same situation described in Figure 7.9. 

The main conclusion that can be drawn on the basis of this solution, is that the 
error introduced by the use of an experimentally-obtained average surface temper­
ature in the analysis of the advection problem of evaporation or turbulent sensible 
heat transfer, is often probably quite small, and negligible for practical purposes. 
It should be added that, in the case of lakes and other water bodies, due to the 
normal unsteadiness of the wind speed and direction, the presence of lake currents 
and horizontal mixing in the water, and also the cooling or warming effect of shallow 
off-shore zones, the water temperatures predicted by the solution (7.82) will only 
rarely agree with actual observations. In other words, the heat and vapor fluxes 
are often occasioned by pre-existing differences of temperature and humidity between. 
surface and air. Over land, however, G of (7.78) is usually small and the major 
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Fig. 7.11. Normalized Bowen ration [H(x) - HalILJE(x) - Ea] versus distance from the leading edge 
with model (7.78a) (curve 1) and model (7.78b) (curve 2) for the same situation as Figure 7.9 (from 

Yeh and Brutsaert, 1971c). 

components of the energy balance are the net radiation and the turbulent fluxes. 
Hence, the solution may be useful to study certain problems of evaporation fr('m a 
moist land area within arid surroundings. But for this type of problem the formulation 
of the boundary condition at the vegetated surface can usually not be treated in the 
same simple way as in the third of (7.79) (see also Section 5.2). 

b. Numerical Studies 

Lake Evaporation by Turbulent Diffusion Approach 

This approach has been used by Weisman and Brutsaert (1973) in a numerical study 
of evaporation and cooling of a relatively-warm lake or reservoir. The problem, 
involving unstable conditions over the water, is of some practical importance; it is 
frequently encountered, for example, over natural deep lakes in fall and early winter, 
or over water bodies subject to thermal pollution. For the sake of simplicity the 
roughness was taken to be constant and the same over the land as over the water, so 
that the advection of momentum was assumed to be the result solely of the step-change 
in surface temperature and humidity at the leading edge. It was also assumed im­
plicity that zOv = ZOh = Zo = io where i 0 is an effective roughness; in the light of the 
general similarity of the values of Cd, Ce and Ch for water, given by (5.11) and in 
Table 5.3, this is probably adequate to model 'average' lake surface conditions. The 
mathematical model was formulated in terms of (7.5) through (7.8) with the turbulent 
diffusion assumption of (7.15), (7.16), (7.17) and (7.21) through (7.24); the ¢-functions 
were taken as (4.45) but with the local La of (7.26). Values of A = 5 X 104 and 7 x 104 cm 
were used in (7.24). The boundary conditions imposed were specified from the 
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following considerations: (i) The incoming air is neutral and it has a known humidity 
profile qa(Z) , resulting from equilibrium dictated by evapotranspiration from the 
upwind land surface. This neutral wind profile upwind is a log-linear function resulting 
from integration of (7.16) with (7.22) and (7.24). (ii) High above the water surface 
and well above the internal boundary layer, conditions are the same as upwind, and 
unaffected by the water surface. (iii) At the water surface the'temperature is known 
and uniform; the specific humidity is saturated and a function of this temperature. 
These conditions are the same as those for Sutton's problem, (7.44), except that 
here a log-linear profile is used for the incoming air stream instead of a power function. 

In the non-dimensionalization of this formulation, two dimensionless parameters 
appear in the stability length, La, namely 

A* = _ (fs - fas) kgzo 
Tas u~a 

and (7.86) 

where U*a is the upwind friction velocity and all the other variables are as defined 
in Section 7.2a. These stability parameters must be specified to solve the problem, 
and they represent a measure of the discontinuity at the leading edge. 

In the present context, the result of main interest is the mean rate of evaporation. 
The numerical calculations were carried out for the case of neutral and dry conditions 
upstream. The results were obtained in terms of a dimensionless rate of evaporation 
averaged over the fetch x f ' 

E _ E- Ea 
* - PU*a(i/.s - lias) 

(7.87) 

where lis is the specific humidity at the water surface, lias the specific humidty at the 
upwind surface, Ea the evapotranspiration from the upwind surface, and E the mean 
evaporation from the water surface. For practical purposes, one can define a water 
vapor transfer coefficient in terms of upwind reference values for wind at some level 
uar and humidity at the surface, namely (cf., (4.114» 

(7.88) 

where r refers to the reference level Zr of the wind measurement. This mass transfer 
coefficient can be expressed in terms of E* and the upwind drag coefficient Cdar as 

(7.89) 

Figures 7.12 and 7.13 show some calculated results of E* versus dimensionless fetch 
(xf/zO) for various values of A* and B*. These results show that the effect of A* and 
B* may be considerable, especially the former. Nevertheless, Figure 7.13 illustrates 
how, even for isothermal conditions, i.e., A* = 0, the humidity discontinuity at 
x = ° may cause instability in the air and local advection of momentum and thus 
affect the mass transfer coefficient. When A* = B* = ° the velocity profile remains 
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Fig. 7.12. Dimensionless evaporation rate E* defined in (7.87) versus dimensionless fetch (xllz,) 
under unstable conditions for different values of the stability parameter A* and constant B* (adapted 

from Weisman and Brutsaert, 1973). 

A* = -0.01 

B* = -0.01 

Fig. 7.13. Same as Figure 7.12 for two values of B*, but constant A*. 
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neutral and unchanged downwind. This case is the Sutton problem, except that here 
the log-linear wind profile is used instead of the power law. The related Sutton 
problem with the logarithmic profile was treated numerically by Yeh and Brutsaert 
(1971a). The value of m in (7.57), or (7.54) with (7.55), required to make the power 
of x f coincide with the slope of the curve for A* = B* = 0 and large x f in Figure 
7.12 is m = +. Again, this is exactly the generally-accepted value for (4.18) under 
neutral conditions. The numerical solution for large fetches is also in agreement 
with Harbeck's (1962) empirical (7.60); this agreement requires very slightly unstable 
conditions with A* and B* between 0 and - 0.001, and an effective roughness around 
0.04 cm; this is not very different from the value io = 0.02 cm obtained earlier in 
the comparison between Harbeck's (1962) formula and (7.57). 

It is possible, on the basis of the results of the eddy diffusion approach, to obtain 
a first approximation of the effect of the temperature and humidity discontinuity 
on lake evaporation. As can be seen in Figures 7.12 and 7.13, for fetches xf larger 
than a few meters, E* appears to be a simple power function of fetch, namely 

(7.90) 

where a and b are constants for given A * and B*; some values are given in Tables 
7.1 and 7.2. For large lakes, as suggested by the above comparision with Harbeck's 
(7.60) and from Table 5.3, it is probably reasonable to use (7.90) with io = 0.03 cm. 

0.01 
0.003. 
0.001 
o 

0.01 
0.003 
0.001 
o 

-A* 

0.1 

0.150 

-A* 

0.1 

0.025 

TABLE 7.1 
Some values of the coefficient a in (7.90) 

0.05 0.01 

0.121 
0.140 0.120 

0.112 
0.120 

TABLE 7.2 
Some values of power b in (7.90) 

0.05 0.01 

0.036 
0.034 0.046 

0.042 
0.045 

0.001 0 

0.112 0.122 
0.135 0.166 
0.152 0.167 
0.167 0.210 

0.001 0 

0.042 0.045 
0.081 0.089 
0.082 0.093 
0.093 0.112 

An interesting feature of the eddy diffusion approach outlined here, is that the 
results are not very sensitive to the exact form of the adopted Monin-Obukhov 
¢s functions or the exactness of Reynolds's analogy; the results were similarly found 
to be insensitive to the value of von Karman's constant. Thus, within the range of 
values in the literature, changes in the assumed values of av, ak' Psv, Psm, Psh in (4.42) 
through (4.44), or changing the power in (4.43) from - (t) to -0), did not affect 
the calculated results very much. This insensitivity probably explains why not very 
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Experiments (Run - 6) 
(Rider et ai, 1963) 
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Fig. 7.14. Comparison between experimental mean temperature of Rider et al. (1963) and profiles 
calculated by means of higher order closure model (adapted from Rao et at., 1974b). 

dissimilar atmospheric conditions have yielded widely varying experimental sDs-func­
tions. In the formulation of the problem it was also found that it is essential to keep 
the eddy diffusivities bounded at the value corresponding to the top of the surface 
sublayer, i.e., about 50 to 100 m above the surface. Blackadar's (1962) mixing length 
(7.24), provided a suitable way of accomplishing this. 

Local Advection by Higher-Order Closure Approach 

Simultaneous local advection of water vapor, momentum and sensible heat resulting 
from an abrupt change in surface conditions has been studied by Rao et al. (1974b) 
by means of a higher-order closure model. As outlined earlier, the governing equations 
of their model are (7.5) through (7.8) for the mean field, and in addition equations 
for each of the second-order moments (u')2, (v')2, (W')2, (u'w'), (O'w'), (O'u'), (q'w'), 
q'u', (0')2, (q')2, (q'O') and for the energy dissipation rate c. The third moments are 
approximated by gradient transport equations like (7.27) and (7.28) with the K's given 
by (7.34), and the molecular destruction rates of (0')2, (q')2 and (q'O') by related 
similarity expressions. The lower boundary conditions, both upwind and downwind 
from the discontinuity at x = 0, were based on simplified equilibrium flux-profile rela­
tions. Thus, it was assumed that at z = Zo the mean variables were u = w = 0, 0 = 00 

q = 'oq*(Oo) in which '0 is the surface relative humidity and q* the saturated specific 
humidity; the surface fluxes were assumed to be related to the gradients by (4.5), 
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Fig. 7.15. Same as Figure 7.14 for the mean humidity profiles. 
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Fig. 7.16. Downwind variation of the energy balance (in units of w'Ii') and Bowen ratio for the 
experimental conditions of Rider et al. (1963), as calculated by means of a higher-order turbulence 

closure model (adapted from Rao et al., 1974b). 
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(4.11) and (4.15) in which (z - do) is replaced by Zo; the other second-order moments 
(i.e., beside the fluxes) at Zo were expressed in terms of the surface fluxes E, u* 
and H in accordance with available turbulence measurements under equilibrium 
conditions. 

The model was applied to the experimental set-up of Rider et at. (1963), in which 
air moves from an extensive dry, smooth (zo = 0.002 cm) surface to a grassy (zo=0.14 
cm) well-irrigated area. The upwind evaporation was assumed to be zero, and the 
downwind turbulent fluxes at z = zo were assumed to be related such that the energy 
and moisture budgets at the surface are satisfied. The calculated profiles of ij and () 
for different x were found to be in good agreement with the data of Rider et at. 
(1963) as shown in Figures 7.14 and 7.15, provided the relative humidity at the wet 
surface was taken at 60 percent. Since no other experimental data were available, 
the model was used mainly to determine various advective effects illustrated in Figure 
7.16; in addition, the sensitivity of the calculated results was studied for different 
assumptions in the boundary conditions. Rao et at. (1974b) felt that the results of 
the calculations should not be considered as definitive, but instead, as examples of 
the type of output that can be generated with higher-order closure models. 

In the model of Rao et at. (1974b) the higher-order description of the turbulent 
transport phenomena in the lower atmosphere represents a considerable improvement 
over the earlier approaches. However, in the context of evaporation and evapotran­
spiration, it seems that a large degree of uncertainty is still involved in the proper 
formulation of the lower boundary conditions for surfaces covered with vegetation. 
In the model it was assumed that the roughness Zo is the same for the mean wind, 
temperature and specific humidity. For large water surfaces the assumption that 
ZOv = ZOh = Zo (cf. Table 5.3) is probably not very restrictive; but for a grassy surface 
with Zo = 0.14 cm like in the experiments of Rider et at. (1963), this assumption may 
result in considerable error (cf. Figure 4.24). This may have been one of the reasons 
why the calculated results were rather sensitive to the change in roughness. Moreover, 
in the calculations the adopted surface relative humidity ro apparently had to be 
assumed a priori, whereas in practical problems it should be left an unknown and 
a part of the solution. All this suggests that an optimal formulation of the boundary 
conditions at or near the surface Z = 0, will require further research. 

Nevertheless, higher-order turbulence closure models, such as that of Rao et al. 
(l974b) appear to have a great potential to solve problems involving local advection. 
Although for certain practical purposes their computational complexity may be 
thought to be excessive, they should be very useful to guide experimental studies 
or to check the validity of simpler approaches. 



CHAPTER 8 

Methods Based on Turbulence 
Measurements 

8.1. DIRECT OR EDDY-CORRELATION METHOD 

Equations for the means, such as (3.44), (3.62) and (3.67) constitute the basis for the 
eddy-correlation method. This method consists of determining the turbulent fluxes of 
water vapor, momentum, sensible heat, or any other admixture from covariances. 
Hence, over a uniform surface under steady conditions, the surface fluxes E, Hand u* 
can be obtained from (3.74), (3.75) and (3.76), respectively. In practice, the flux E is 
determined by measuring the fluctuations w' and q' and then computing the cross­
correlation over a suitable averaging period, and similarly for u* and H. Equations 
(3.74) and (3.75) for scalars were first applied by Dyer (1961) and Swinbank (1951), 
respectively. 

a. Instruments 

The cross-correlation between the fluctuations w' and q', u', ()' or any other e', can be 
made by electronic analog or digital computation consisting of a multiplication and 
an averaging process. Many methods have been applied to measure these fluctuations. 
For the velocity fluctuations hot wire-type anemometers, which were probably used 
first, are available commercially. Other instruments for this purpose are the sonic 
anemometer either with continuous or with pulsed waves (e.g., Kaimal et al., 1968) 
the pressure-sphere anemometer (e.g., Goltz et al., 1970) the yaw-sphere anemometer 
(e.g., Yap et al., 1974), various types of propeller anemometers (e.g., Hicks, 1972b), 
windvanes or trivanes (e.g., Wieringa, 1972) and the thrust anemometer (e.g., Smith, 
1974). 

The methods for measuring temperature fluctuations are probably better than those 
of any other admixture because of the availability of different types of thermocouples, 
thermistors and resistance thermometers, the, latter usually with a platinum wire; 
these sensors have a relatively high accuracy and adequate response characteristics. 

Initial attempts to measure humidity fluctuations (Dyer, 1961; see also Hicks, 1970) 
were made by means of dry-wet bulb thermometer systems. This instrument has, 
subsequently, become superseded by others with faster response characteristics. An 
often used instrument is the Lyman-alpha humidiometer with various calibration 
methods (e.g., Miyake and McBean, 1970; Smith, 1974; Buck, 1976). Some other 
instruments which have been tested are the dew-point hygrometer (e.g., Miyake and 
McBean, 1970), the microwave refractometer-hygrometer (e.g., McGavin, 1971;· 
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Martin, 1971), the sensitized quartz-crystal-oscillator hygrometer (e.g., Hicks and 
Goodman, 1971) and the single beam infrared hygrometer (e.g., Hyson and Hicks, 
1975; Raupach, 1978). The reader is referred to these papers for further details. 

The measurement of carbon dioxide fluctuations above vegetation has been car­
ried out by Desjardins and Lemon (1974), by means of a modified infrared CO2 

analyzer. 

b. Requirements on Instrumentation 

The theoretical basis of the eddy-correlation method is straightforward and, in the 
past one to two decades, considerable progress has been made in its application. 
Nevertheless, the requirements on the instrumentation are quite stringent and some 
inherent difficulties remain. These difficulties result mainly from the following 
requirements: (i) the sensor must have a sufficiently fast response time; (ii) the averag­
ing period must be sufficiently long and (iii) the orientation and placement of the 
velocity sensors must be precise, if the correlations involving one or more velocity 
components are to be accurate. 

Sensor response 

If the response of the sensing instrument is too slow, the higher frequency fluctuations 
cannot be measured, so that part of the cross-correlation goes undetected and the 
flux is underestimated. Spectral measurements (e.g., Miyake and McBean, 1970; 
McGavin et al., 1971; Smith 1974; Wesely and Hicks, 1975) have indicated that the 
band width required to measure the whole spectrum or cospectrum involving velocity, 
temperature and specific humidity fluctuations should be at least 

10-3 ::; -'!J- < 5 to 10 u - (8. I) 

where z is the elevation, u the mean velocity and n the frequency in Hz. Slow response 
characteristics of a sensor can be remedied by placing it higher above the ground 
surface where the turbulence frequencies are generally lower. However, the higher the 
sensors, the more difficult it becomes to satisfy the condition of a sufficiently long 
fetch needed for a constant flux layer. Thus, with fetch limitations, some sensors are 
less appropriate than others. For example, it is now agreed that mechanical velocity 
sensors such as the propeller anemometers with a response time of 0.3 s may be of 
marginal performance to determine an eddy correlation (e.g., Hicks, 1972b; Tsvang 
et al., 1973). Similarly, among the humidity measuring devices, the dry-wet bulb 
thermometer system with a response time of 0.3 s appears to be inferior compared to 
some others listed above (e.g., Hicks and Goodman, 1971). The same probably holds 
for the dewpoint hygrometer with an upper response limit of 0.1 Hz (Miyake and 
McBean, 1970). 

A veraging Period 

In turbulent transport formulations such as (3.44), (3.62) and (3.67) the mean is 
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separated from the short time fluctuations; however, the mean is: still subject to 
longer-term unsteadiness or trend. Consequently, the averaging time shO'uld be as 
short as possible to guarantee a stationary time series without the effect of any trend, 
but it should also be long enough to cover even the slowest fluctuations of the turbulent 
spectrum. The lower limit given in (8.1) shows that for a typical elevation of-5 m and 
a mean wind of 5 m S-l the frequency should be 10-3 Hz; this suggests an a~eraging 
period of 34 min, since for a given averaging time, all fluctuations with a period of half 
that value are eliminated. The present consensus is that the averaging period should 
be at least 15 min and, perhaps, even as long as one hour (Tsvang et al., 1973) to en­
sure reliable results. In recent applications of the eddy-correlation method the adopted 
averaging periods appear to have varied over approximately this range with many of 
them around 30 min. Under some conditions it may be desirable to remove the trend. 

Orientation of Velocity Sensors 

When the vertical and horizontal velocity sensors are not oriented properly, part of 
the horizontal component u' is recorded as vertical w'. (Over a sloping but plane 
surface the velocity components should be taken as parallel and normal.) The result­
ing error should clearly be largest for the turbulent shear stress estimates u'w', but it is 
still appreciable for the eddy fluxes of scalars as well. As an illustration, consider a 
system in which the vertical velocity sensor is tilted over an angle a counter-clock­
wise. The vertical vapor flux appears then to be 

w~q' = cos (a) w' q' - sin (a) u' q' (8.2) 

whereas, in reality, it is w' q'; similar expressions can be written for any other scalar. 
The fractional error is 

C/ = (cos a - I) - sin a (u'q'jw'q'). (8.3) 

Since a is small and the ratio of the covariances of the order of - 2, under slightly 
unstable conditions, Wesely and Hicks (1975) approximated (8.3) as c/ = 2 sin a, or 
3.5 percent per degree tilt; they also pointed out that when under neutral conditions 
the ratio decreases to approximately - 4, (8.3) yields an error of about 7 percent per 
degree, whereas under unstable conditions when the ratio tends to -I, (8.3) yields 
about 1.7 percent per degree. These estimates are roughly in agreement with pub­
lished experimental errors. For the heat flux, Wieringa (1972) estimated that one de­
gree of instrument misalignment produced 4 ± 2 percent; Yap et al. (1974) found 
that the error was 5 percent per degree of tilt under unstable conditions and that it 
may be as large as II percent under stable conditions. For CO2 flux Desjardins and 
Lemon (1974) found errors of a few, but less than 10, percent for 1°, and as large as 
25 percent for 3°. 

The best method to avoid these errors is to align the instruments carefully. Kaimal 
and Haugen (1971) recommended that, in practice, the alignment should be accurate 
to the nearest 0.1°. Dyer ef aI. (1970) proposed to reduce the tilting error by filtering; 
but it has been suggested that this technique may reduce the measured flux (Kaimal 
and Haugen, 1971; Wieringa, 1972). For measurements aboard ship Mitsuta and 
Fujitani (1974) presented a method to correct for the motion of the ship. 
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8.2. THE DISSIPATION METHOD 

This method, also referred to as variance budget method, requires the measurement 
of the turbulent variables, but it still involves some similarity and other assumptions 
in its formulation. Because the instrumentation is expensive and complicated, and 
because some assumptions have not been validated conclusively, the method is still 
in a developmental stage; nevertheless, recent experience suggests that it may eventual­
ly become a practical tool. 

The fluxes, which are the covariances, are not determined directly, but they are 
derived from turbulence measurements through different statistical quantities. Thus, 
in principle, the method can be used whenever the measuring and data processing 
equipment are available for the eddy-correlation method. Unlike the eddy-correlation 
method, however, the dissipation method does not suffer from the stringent require­
ment of precise orientation and alignment of the sensors. This is probably its main 
advantage. 

The dissipation method is based on the budget equations for the variances. Under 
steady conditions over a uniform surface these are (3.80) for the specific humidity 
variance, (3.81) for the turbulent kinetic energy, and an analogous equation for the 
mean square temperature fluctuations; if needed, a budget equation for the variance 
of any other scalar can also be added. For the purpose of this method in the surface 
sublayer by virtue of (4.26), (4.27) and (4.28) these equations can be rewritten as 

E = p[k(z - do)u*Cq/¢s.]lIZ, 

u* = [k(z - do)c/RmF/3, 

H = pCp[k(z - do)U*CO/¢sh]lIZ 

and for any scalar admixture 

F = [k(z - do)u*cc/¢scFI2 

(8.4) 

(8.5) 

(8.6) 

(8.7) 

where co, Cq and Cc are the rates at which molecular diffusion dissipates the quantities 
(O'z/2), (q,z/2) and (c'z/2), respectively, and C is the rate of dissipation of turbulent 
kinetic energy [(u'Z + v'2 + w'Z)/2]. Equations (8.4), (8.6) and (8.7) involve the com­
mon assumption that the vertical divergences of the vertical fluxes of a scalar variance, 
e.g., in the case of specific humidity a(w' q'Z)/az [cr., (3.80)] are negligible; experimental 
studies by Wyngaard and Cote (1971) for 0' and by Leavitt and Paulson (1975) for 
q', suggest that these divergence terms are relatively small. In (8.5) the form of the 
term Rm depends on the assumptions which are made to simplify the turbulent kinetic 
energy Equation (3.81). If, as suggested by Busch and Panofsky (1968), the vertical 
divergences of the vertical flux of turbulent kinetic energy and of the pressure tran­
sport are simply neglected, this term can be written as 

( z - do) Rm = ¢sm - --L-- . (8.8) 

A second form for Rm, which has been used in the dissipation method, is based on the 
empirical results of Wyngaard and Cote (1971), viz. for - 2 < ~ ~ 0 

(8.9) 
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When the dissipation terms Cq' C and co are known, (S.4) through (S.6) are three 
equations with three implicit (cf. (4.25)) unknowns, the fluxes E, u* and H. When the 
flux of another scalar is required, in addition (8.7) must be included with a fourth 
unknown, viz. F. The solution of (S.4) through (S.6) can be carried out by iteration. 
For example, initially neutral conditions are assumed so that ¢sv = ¢sm = ¢sh = 0; 
this provides a first estimate for the fluxes, from which L can be obtained with (4.25). 
The new values of the ¢-functions provide a second estimate of the fluxes, and so on. 
Hicks and Dyer (1972) and Champagne et al. (1977) have constructed auxiliary func­
tions to facilitate the solution of this implicit system. 

Methods of determing co, Cq and c are discussed in the following two sections. 

a. The Direct Variance Dissipation Method 

The dissipation by viscosity and molecular diffusion takes place in eddies of the smal­
lest scales, at which the turbulence is generally assumed to be isotropic. This allows 
(Taylor, 1935) the approximation of (3.S2) as follows 

c = 15 v( ~~ y. (S.lO) 

If, in addition, Taylor's (193S) hypothesis t = x/u, relating convective with temporal 
accelerations, is used, the dissipation terms of (3.S0) [cf. (3.47)] and (S.lO) can be 
written as 

_ 3/i:v (oq, )2 
Cq - (u)2 (jf , 

15v (aU' )2 
c = (uF (ft , 

_ 3/i:h (o(t )2 
co - (uF (it . 

(S.II) 

(S.12) 

(S.13) 

Thus experimentally, the problem consists of measuring the mean wind speed and of 
calculating the variance of the time derivatives of measured (J', q' and u'. According 
to Champagne et al. (1977), these measurements require spatial resolution of the 
sensors down to about Kolmogorov's microscale (v3jc)1/4 which is of the order of I 
mm in the atmosphere, and also a sufficiently high frequency (about 103 Hz) response 
and low noise level of the equipment. They also pointed out that the dissipation rates 
obtained with Taylor's hypothesis are overestimated in high intensity turbulence; 
thus, corrections should be applied for which they presented expressions, in accord­
ance with the work of Heskestad (1965) and Lumley (1965). This method of deter­
mining c and co has also been investigated by Boston and Burling (1972) and Stegen 
et al. (1973); but apparently Cq has not yet been determined this way. 

b. The Inertial Dissipation (or Spectral Density) Method 

This second method, for which the requirements on the instrumentation are not as 
stringent as for the direct method, is based on Ko1mogorov's hypothesis (e.g., Ten-
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Fig. 8.1. Semi-logarithmic plot of the (5/3) moment of the humidity spectrum measured above 
plowed farmland in Minnesota (September, 1973). The inertial subrange is manifested by the hori­
zontal plateau between 1 and 8 Hz. The roll-off for higher frequencies is due to the response charac­
teristics of the Lyman-alpha humidiometer; the spike at 60 Hz was caused by line noise (from 

Champagne et al., 1977). 
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Fig. 8.2. Illustration of the normalized spectrum of specific humidity meaured with an infrared 
hygrometer. The inertial subrange is manifested by the segment with the slope of (-2/3). The different 

points represent stability classes over 6 intervals between -~ = 0.07 to 1 (from Raupach, 1978). 
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nekes and Lumley, 1972), that over a range of wave numbers IC, referred to as the 
inertial subrange, the (one-dimensional) spectra can be described as follows 

Fq(IC) = /3qe-1I3eqlC-5/3, 

Fuu(lC) = aue2/31C-5/3, 

(8.14) 

(8.15) 

(8.16) 

where /3q, au and /30 are the Kolmogorov constants; IC is the wave number, usually 
in radians per unit length, which may be related to the cyclic frequency, n, by means 
of Taylor's (1938) assumption so that IC = (2nn/u) or, to the reduced frequency, In = 
(nz/u) by IC = (2nln/z); In may be interpreted as the ratio of height over the wave length. 
The spectra F(IC) are defined such that their integrals over the whole range of IC yield 
the variances of q' (i.e., 2m in (3.46», u', and ()' respectively. Examples of specific 
humidity spectra are shown in Figures 8.1 and 8.2. 

Numerous determinations have been made of the Kolmogorov constants, but their 
values are still somewhat uncertain. The constant au is often taken to be typically 
around 0.55. For example, McBean et af. (1971) found 0.54 ± 0.09, Paquin and Pond 
(1971) 0.57 ± 0.10, and Hicks and Dyer (1972) 0.54 ± 0.03. There are some indica­
tions, however, that 0.55 is too large and that au lies closer to 0.50 (e.g., Frenzen, 
1977; Champagne e! al., 1977). The consensus on /3q and /30 is that both lie around 
0.80. For example, in the case of /30, Paquin and Pond (1971) found 0.83 ± 0.13, 
Wyngaard and Cote (1971) 0.79 ± 0.10, Hicks and Dyer (1972) 0.71 ± 0.04 and 
Champagne et af. (1977) 0.82 ± 0.04. In the case of /3q, Paquin and Pond (1971) found 
0.80 ± 0.17, Smedman-Hogstrom (1973) 0.58 ± 0.2, Leavitt (1975) 0.81 ± 0.31 and 
Raupach (1978) 0.88 ± 0.26. 

Thus the dissipations e, eo and eq can be obtained by applying (8.14) through (8.16) 
for one or more values of /C with the measured spectral densities F(/C) in the inertial 
subrange, for example, I Hz in Figure 8.1. A perhaps more reliable technique, since 
it gives an average, consists of integrating the spectra over a range of wave numbers, 
say /C2 - /C1o in the inertial subrange, to obtain the variance contribution over that 
range; this variance contribution may be calculated from the measurements. A dif­
ferent, but equivalent procedure to determine the dissipation terms makes use of the 
structure functions in the inertial subrange, involving spatial separation; Paquin and 
Pond (1971) used this approach inversely to determine the Kolmogorov constants. 

The inertial dissipation method was first suggested by Deacon (1959) and Taylor 
(1961) appears to have first shown its feasibility. 

In summary, it is seen that presently there still is no consensus on how the dissipa­
tion method - both in its direct and in its inertial version - should be applied to 
obtain accurate results. Undoubtedly, more research is needed before the method will 
be fully operational. 



CHAPTER 9 

Methods Based on Measurements 
of Mea n Profi les 

Over a uniform surface with an adequate fetch, these methods are based directly on 
the similarity theories for the atmospheric boundary layer treated in Chapter 4. In the 
present chapter, first, a brief account is given of the application of profile expressions; 
second, a summary is given of different forms and applications of some related bulk 
transfer coefficients. 

9.1. MEAN PROFILE METHOD WITH SIMILARITY FORMULATIONS 

The available flux-profile functions for the boundary layer given in Chapter 4 allow 
the calculation of surface fluxes from measurements of mean concentration at two or 
more levels. The word 'mean', which appears also in the title of this chapter, refers to 
the fact that the q, u and {) data used are obtained by averaging over a certain time 
period. In the light of the findings discussed in Section 8.1 b, averaging times of about 
30-60 min are appropriate. Although the gradient profiles can be used, it is preferable 
to use the integral profiles. The functional form of the profile functions depends on 
the level above the surface, i.e., the sublayer, where the measurements are made. 
Figure 3.1 shows the different sub layers of the ABL. 

a. Measurements in the Surface Sublayer 

The surface sublayer is the fully turbulent layer, which is well above the surface 
roughness elements - say at least three times their height ho - but lower than an eleva­
tion of the order of 50-100 m. The profiles in this sublayer are given by (4.33) through 
(4.35), or if the lowest measurement is at the surface, by (4.33') through (4.35'). The 
W-functions appearing in these equations are specified in Section 4.2b. Note that the 
subscripts I and 2 in (4.33) through (4.35) refer to a lower and upper level, at which 
the respective measurements of q, u and {) are made; these elevations need not be the 
same in all three equations. The same holds, of course, for (4.33') through (4.35'). 
Note also that, in general, the surface flux F of any other scalar admixture (beside 
water vapor or sensible heat) can be calculated by a similar equation. Thus, one has 

(9.1) 

where ac and Wsc are the analogs of av and W sv, respectively, and c is the mean concentra­
tion; it is probably a good approximation to put ac = av and Wsc = W sv. Obviously, 
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when the lowest measurement is at the surface, the flux is 

F= Qeku*p(cs - c)[( Z ~cdo) - 'l'se(,)r1 (9.1 ') 

where cs and c are the concentrations at the surface and at the level z, respectively, 
and ZOe is the scalar roughness for the admixture (cf. Chapter 5). 

The flux of any admixture, be it E, u* or H, cannot be calculated simply from meas­
urements of the corresponding concentration only, because each of the equations 
(4.33) through (4.35) contains also the momentum flux u*, and the Obukhov length 
L, defined in (4.25) which, in turn, contains the three fluxes u*, Hand E. In practice, 
there are two alternative methods of closing a flux determination problem. 

Calculation With Known Mean-Profile Data 

The first consists of the simultaneous solution of (4.33) through (4.35) [or (4.33') 
through (4.35')] for the three unknowns u*' H, E with known measurements at least 
at two levels of mean specific humidity, mean wind speed and mean temperature. This 
numerical problem may be solved in different ways. One simple way is by iteration as 
follows; initially it is assumed that L = 00 and first estimates of E, u* and Hare 
obtained with omission of the'l's-terms in (4.33) through (4.35); this allows a first 
estimate of L with (4.25), which is then used in (4.33) through (4.35) to obtain second 
estimates of E, u* and H; these permit a second estimate of L and so on; the iteration 
is stopped when successive estimates cease to change appreciably. When measurements 
of q, u and T are available at more than two elevations, at each iteration E, u* and H 
can be obtained as the slopes from (4.33) through (4.35) by least squares regression 
through the origin. 

A somewhat different procedure for simultaneous solution of (4.33) through (4.35) 
involves the use of a bulk Richardson number. If q, u and T are measured at the same 
two levels Zl and Z2, this can be defined as [cf., (4.39)] 

RiB = - g(Z2:- zl)[(81 - 82) + 0.61 Ta(ql - q2)] (9.2) 
TaCU2 - Ul)2 

If it is further assumed that Qv = ak and 'l'sv = 'l'sh' (9.2) can be written for the surface 
sublayer as 

(9.3) 

For a given experimental set-up, Z2, Zl and do are known and fixed, so that the right 
hand side of (9.3) is a function of L only. This function can be calculated by means 
of the relationships presented in Section 4.2b. Inversion of this function produces 
L = L(Ri Bs), that is L in terms of the profile measurements ql, q2, ul, U2, Tl and T2· 
The inversion of (9.3) can be carried out graphically or by fitting the obtained curve 
to a suitable mathematical expression. Once L is known from the inverted (9.3), U* 

can be calculated directly by means of (4.34), after which (4.33) and (4.35) produce 
E and H. When the lowest measurements are taken at the surface, the procedure is 
essentially the same with (4.33') through (4.35') but the bulk Richardson number can 
be written as 
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RiBs = ~{In [(z - do)fzoh] - 'l'sh(~)} 
ah {In [(z - do)/ ZOm] - '1!sm(~) F (9.4) 

in which it is assumed that av = ah, 'l'sv = 'l'sh and ZOv = ZOh. Note that ZOh which is a 
function of u* is not known, a priori, in (9.4). However, (9.4) is only used to calculate 
a stability parameter, so that (for this purpose only) a rough estimate of ZOh is probably 
sufficiently accurate; this may be obtained, for example, by using a rough estimate of 
u* obtained by means of the log-profile (4.6) or simpler yet (see Chapter 5) by assum­
ing that ZOh is some fraction of ZOm • 

When the flux of another admixture must be determined, its profile equation, (9.1) 
or (9.1 '), is added as a fourth equation with a fourth unknown. 

The profile equations are sometimes cast in a form involving bulk transfer co­
efficients defined in (4.114), (4.115) and (4.117). In the surface sublayer the coefficient 
for water vapor is given by (4.119) and sensible heat by an analogous expression. 
Clearly, however, this is only a matter ofform, and for a non-neutral surface sublayer 
(4.114), (4.115) and (4.117) contain all three fluxes E, u*, H in the coefficients, so that 
they must be solved simultaneously just like (4.33) through (4.35). 

Calculation With Known Mean Profiles and Flux of Another Admixture 

The second method consists of using the known mean profile and the surface flux of 
another but similar scalar, in addition to the mean profile of the scalar under con­
sideration. The requirement of similarity refers in this context to the equality of 
the 'l's-functions in the profile Equations (4.33) through (4.35). 

Probably the oldest application of this principle is the Bowen ratio (Bowen, 1926), 
defined in (1.3). This ratio, which is used mostly in the energy budget method (see 
Section IO.la), can be written as follows 

(9.5) 

under the assumption that in the surface sublayer av = ah and '1!sh = 'l'sv in (4.33) and 
(4.35). Over water in (9.5), usually the surface values Os and iJs are used instead of 
01 and iJh respectively, like in (4.33') and (4.35'). Since ZOv is, in general, not equal to 
ZOh (see Chapter 5), this procedure is not quite correct. But the molecular diffusivities 
for heat, water vapor, and most other gases in air are sufficiently close, so that in 
most practical problems this error is likely to be negligible. The Bowen ratio concept 
thus provides a simple expression for evaporation in terms of the sensible heat flux 
and of mean specific humidity and mean temperature measurements in the surface 
sublayer, 

(9.6) 

Similarly, the surface flux of any other scalar admixture of the air can be expressed 
in terms of, say, measurements of mean specific humidity and concentration, and a 
known rate of evaporation, by virtue of (4.33) and (9.1), 

F = _~(Cl - (2) 

(iJl - iJ2) 
(9.7) 
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b. Measurements in the Dynamic Sublayer 

Sufficiently close to the surface in the lower part of the surface sublayer, the profiles 
of the mean concentrations are logarithmic. Under neutral conditions, the profiles 
are logarithmic in the whole surface sublayer, that is up to a level of the order of 50-
100 m. Nevertheless, even for very unstable, but not stable, conditions Bradley (1972) 
has observed that the wind profile over grass is logarithmic as high as one meter above 
the surface. This is probably the case for scalar admixtures also. 

The absence of any L-dependency greatly simplifies the formulations in terms of 
wind speed measurements in this logarithmic zone. For example, the rate of evapora­
tion is obtained explicitly, by combining the logarithmic parts of (4.33) with (4.34), 

E _. ovk2p(U2 - Ul)(tll - tl2) 
- {In [(.i;~ do)7(~1 - d~)jp 

(9.8) 

This equation, with do = 0, was first derived by Thornthwaite and Holzman (1939), 
and over the years it has been the subject of numerous studies; in the form of (9.8) 
it was suggested by Pasquill (1949b) and also used by Rider (1957) to calculate eva­
potranspiration from surfaces covered by different crops. 

When the lower measurements are taken at the surface, the profile equations contain 
the roughness parameters. For the rate of evaporation one has, instead of (9.8), the 
following by combining (4.33') and (4.34') 

E - ai2p uMs - tl2) 
- fn[(z2 - do)/zo:f1n [(Zl ::"'do)/zorn] 

(9.9) 

and similar expressions for Hand F, from (4.35') and (9.2), respectively; Z2 is the level 
of measurement of tl2 and Zl that of u1. An expression similar to (9.9) was first pro­
posed by Sverdrup (1937) but with do = 0 and with ZOrn = ZOv proportional to (J)/u*) 
which he obtained by assuming some type of viscous sublayer over a smooth surface: 
later (1946) he also considered a rough sea surface for which he proposed (9.9) with 
do = -Zo and ZOv = ZOrn = Zo· 

c. Upper-Air Measurements: The ABL Profile Method 

For steady conditions over a homogeneous surface, it may be possible to calculate 
surface fluxes by making use of upper-air, aerological or 'rawinsonde' data on the basis 
of the bulk-transfer equations for the ABL, which are given in Section 4.3b. It is 
shown there that, in principle, with measurements at a level Z = ZI in the surface 
layer and near Z = 0, the top of the boundary layer\ the surface fluxes can be calcu­
lated by means of (4.74), (4.76), (4.77) and (4.78). When the lowest measurements 
are at the surface itself, the fluxes are given by (4.75), (4.76), (4.77) and (4.79). 

As discussed in Section 4.3a, there are several ways of defining or determining 0, 
the thickness of the ABL. Nonetheless, it has been found that, for practical calcula­
tions of the rate of evaporation and the sensible heat flux, the height scale inferred 
directly from the mean profile measurements is probably the most reliable. Under 
unstable conditions this ° is the height of the upper boundary of the layer of convec­
tive mixing below the inversion. Under stable conditions it is not as easy to define; 
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but it can be taken as the thickness of the surface inversion, that is the level up to 
which significant cooling has propagated from the surface, or the height of the lowest 
maximum in the wind profile. 

Just like for the surface sublayer in Section 9.la, it is impossible to calculate the 
flux of any admixture, be it E, u* or H, from measurements of the corresponding 
concentration only; each of (4.74) through (4.79) contains functions of L, so that each 
depends implicitly on E, u* and H. Therefore, all three fluxes must be solved for simul­
taneously. This simultaneous solution can be carried out by techniques similar to 
those for the surface sublayer discussed in Section 9.1a. One such method to deter­
mine evaporation was proposed by Mawdsley and Brutsaert (1977). However, this 
study was only partly conclusive, mainly because at that time the functions D = 
D(o/L) had not been determined. In the meantime, this function has been determined 
by Brutsaert and Chan (1978). Note that because the functions e are probably dif­
ferent from D, it is impossible to use the Bowen ratio technique [cf. [9.6]) by means of 
upper air data to calculate the evaporation rate. 

To apply this boundary-layer profile method, profiles of mean wind speed, tempera­
ture and specific humidity are required in the lowest 2 km or so of the atmosphere. 
These data are published and available for many stations around the world, where 
usually twice daily, at 0000 and 1200 GMT, (UT), balloon ascents take place to 
determine the profiles synoptically. In the United States alone there are over 70 
rawinsonde stations. 

As noted, the similarity formulations of (4.74) through (4.79) require a steady flow 
over a homogeneous plane surface. These requirements imply several restrictions. 
The method is not applicable near coastlines or other locations with severe local 
advection, nor can it be used when changing weather conditions and frontal activity 
are present. Moreover, at present, the published rawinsonde data are not always as 
accurate as they should be, and the verticai intervals between the profile measurements 
are often larger than desirable. Fortunately, improvements are continuously being 
made in this technology so that this problem will probably be solved in the future. 
Another factor is the uncertainty which still surrounds the similarity functions A, B, 
e and D. The scatter in the experimentally-determined values, as shown in Section 
4.3b, is still quite large. 

However, despite these restrictions, the availability of the necessary data and the 
sound basis of the similarity approach provide this method with strong appeal. An 
interesting feature is that it produces regional estimates when applied over statistically 
uniform surfaces; indeed, as it takes tens of kilometers downwind before a discon­
tinuity in surface conditions propagates fully to the top of the boundary layer, the 
observed profiles reflect surface conditions over this whole fetch. The method still 
needs more research before it will reach its full potential in the solution of practical 
problems. Nevertheless, it should be useful already under certain conditions, as a 
supplemental tool to check and verify the results obtained by other methods. 

9.2. BULK-TRANSFER APPROACH 

This approach consists of the application of bulk-transfer equations, such as given in 
(4.114), (4.115) and (4.117). The coefficients Ce" Cdr and Chr can be determined 
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theoretically or empirically. To determine evaporation by means of (4.114) the specific 
humidity qs must be known; therefore, this approach is used mostly over water where 
qs can be taken simply as q*(Ts), the saturation value at the temperature of the water 
surface. Since q in the air and u are not always measured at the same level, it is ap­
propriate to generalize (4.114) as follows 

(9.10) 

where the subscripts 1 and 2 refer to the levels Z1 and Z2 at which the wind speed and 
the specific humidity are measured. The main advantage of the bulk-transfer ap­
proach, usually with a constant-known coefficient, lies in the fact that it can be ap­
plied on a routine basis with regular and easily obtainable data of mean wind speed, 
water surface temperature and humidity of the air. 

a. Over a Uniform Surface 

The bulk-transfer approach is most commonly applied with measurements taken in 
the surface sUblayer. This can be justified to some extent by the form of the similarity 
profiles (4.33') through (4.35'), which yield a theoretical bulk-transfer coefficient 
given by (5.21) with (5.10). However, this equation shows that any empirical bulk­
transfer coefficient for data taken in the surface sublayer can only be constant if the 
roughness parameters are constant, and either if the atmosphere is neutral, or if the 
effect of stability as reflected in [(z - do)/L] is negligible or constant. For example under 
neutral conditions, by virtue of (9.9) and (9.10), the water vapor transfer coefficient is 
simply 

a k 2 

Ce = In[(z;-=--d-o)/-zo-vv]-ln-[(Z~1-=-d-,-co)"/z-om--']" (9.11 ) 

Within certain ranges of normal wind speeds these conditions are apparently often 
satisfied over ocean and sea surfaces. This near-constancy of roughness and atmos­
pheric stability explains why bulk transfer coefficients are widely used to parameterize 
surface momentum, heat and water vapor transport. Some recently-obtained measure­
ments and empirical equations are reviewed in Sections 5.1 band 5.2b. Still, the 
scatter among all recent determinations of the bulk-transfer coefficients is quite large. 
This suggests that when accurate results are required the use of some average co­
efficient may not be adequate, and that it may be necessary to use a profile technique 
such as those outlined in Section 9.1 a, including consideration of the effects of 
atmospheric stability, of the scalar roughnesses and probably also of the sea state. 

The form of (9.9) is, in a sense, also suggestive of evaporation equations of the type 
proposed by Stelling (J 882) as given in (2.5). As can be seen from (3.2), (3.5) and (3.6), 
the vapor pressure e is closely proportional to the specific humidity q and the intro­
duction of the additional constant As may be viewed as a means of improving the 
correlation between the mean wind speed and the rate of evaporation. Although their 
theoretical justification is marginal, equations like Stelling's (2.5) have been found 
useful to describe evaporation from water or wet surfaces. Some examples for various 
problems and surfaces can be found in papers by Penman (1948, 1956), Brutsaert and 
Yu (1968), Shulyakovskiy (1969), and Neuwirth (1974), among others. 
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b. Evaporation from lakes 

Lakes and other water bodies of finite extent rarely satisfy the fetch requirement 
discussed in Section 7.lc. In such situations, the bulk transfer coefficients, derived 
for a uniform surface, are often not applicable and it may be necessary to give con­
sideration to the effects of local advection. In practice, no general strategy has 
evolved thus far, but there are several ways of coping with this difficulty. 

Lake Coefficient By Calibration 

Any given lake or reservoir has its own particular exchange characteristics with the 
environment, on account of its geometry, and the topography, the land use and the 
climate of the surroundings. In addition, the meteorological data must often be rec­
orded at some site which may have its own peculiar features. This means that it is 
very difficult to develop expressions for the water vapor or heat transfer coefficients, 
which are valid for any lake under any conditions. For this reason, probably the most 
accurate application of the bulk-transfer approach is by means of a coefficient 
obtained by calibration for the lake under study. In its simplest form the calibration 
consists of establishing a relationship between ur and EI(qs - qa) or EI(es - ea) as 
follows 

(9.12) 

or 

(9.13) 

where E is the evaporation averaged over the entire lake surface, qs and es the satura­
tion-specific humidity and vapor pressure, respectively, corresponding to the mean 
lake surface temperature or to some representative water surface temperature, qa 
and ea the specific humidity and vapor pressure of the air, respectively, measured at 
a nearby reference location, ur a representative mean wind speed; Ce and N are the 
mass transfer coefficients for the entire lake. The values of E needed in this correlation 
are obtained by some other independent method such as the energy budget method, 
more detailed profile measurements, eddy correlation measurements over the lake 
surface, or a detailed water budget. Clearly, the values of Ce and of N depend on the 
location where ur and qa or eo are measured, and on other factors such as wind direc­
tion, nature and length of fetch, and the stability of the air. However, for long-term 
calculations, the effect of the latter three is usually neglected. This procedure can also 
be used with other equations beside (9.12) and (9.13). Many investigators still prefer 
Stelling's Equation (2.5). Others have attempted to improve on (9.12) and (9.13) by 
taking ur to some power different from unity; however, these different forms do not 
appear to change the accuracy of the method very much so that the simple form of 
(9.12) and (9.13) is usually considered to be adequate. Examples of the application of 
this method have been published by Harbeck and Meyers (1970), Neuwirth (1974) 
and Hoy and Stephens (1979); in these studies E for the calibration was determined 
by the energy budget method. 

When the fetch of the lake is not larger than a few kilometers, the use of data at 
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only one location may yield satisfactory results. But when the lake is much larger, 
meso-scale phenomena tend to cause some variation of the conditions over the water 
surface, and improved methods are desirable. Phillips (1978) has presented an empiri­
cal mass transfer method to calculate evaporation from Lake Ontario on the basis of 
observations from several land stations upwind from the lake. For each day a mean 
daily water surface temperature for each of 88 grid points of the lake was obtained 
from airborne radiation thermometer surveys. For each grid point a stability class was 
chosen depending on the surface water temperature and an upwind overland air 
temperature. Mean daily humidity and wind speed data were used in one of a series 
of five regression models depending on the stability class, to generate over lake humi­
dity and wind speed for each of the 88 grid points. At each grid point. a mass transfer 
equation was then used to calculate the local evaporation. Such methods for larger 
lakes will become more useful when water-surface temperature from remote sensing 
by satellite or other imagery become available on an operational basis. 

Derived Coefficient for On-Shore Measurements 

When the data necessary to calibrate a given lake are not available, it is necessary to 
use theoretical models or results from previous experimental studies on other lakes, 
in order to derive a bulk transfer coefficient. 

As shown in Section 7.2a, under certain, not very restrictive assumptions it is possi­
ble to obtain theoretical solutions for evaporation or heat transfer from a finite-size 
wet surface, which are applicable to the lake problem. The solution of Sutton's (1934) 
problem, (7.56) with (7.57), or the empirical formula (7.59) with (7.60) derived by 
Harbeck (1962), should be quite useful when no other information is available, to 
determine lake evaporation for periods of a few weeks or a month. The data required 
are the size of the lake, the wind speed, preferably over the water, an average tempera­
ture of the water surface, and the vapor pressure in the air unaffected by the water 
body, thus preferably at an upwind location. 

The numerical results of Weisman and Brutsaert (1973) can be used to obtain a 
rough idea of the effect of the instability of the atmosphere on lake evaporation. 
These results can be applied by means of (7.89) with (7.90) and Tables 7.1 and 7.2. 
The data required are the same as those required for Harbeck's formula, and also 
those needed to calculate A* and B*. For practical purposes, these can be approxi­
mated as 

and 

B - 061(- -) kg=o * - -. qs - qas -2Cd 
II, , 

(9.14) 

where Cd, = u~/fi; is a drag coefficient representative of the lake and its surroundings. 

Derived Coefficient for Over- Water Measurements 

In the case of medium size lakes, i.e., with fetches of the order of 1 to 10 km, when 
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the vapor pressure ea is measured over the center of the lake surface, the mass transfer 
coefficient is quite insensitive to the fetch. This can readily be shown by inspection of 
the analytical solution (7.51), but it is also evident from comparison of experimental 
coefficients from different lakes. This insensitivity to fetch is not surprising: when the 
shore line is sufficiently remote, an internal boundary layer with a constant flux layer 
has developed to the elevation where ea is measured. 

Thus under such conditions, it should be possible to use a profile approach, as 
described in Section 9.1a, or for long-term calculations, a bulk transfer equation 
of the type (4.114) with a typical value of the coefficient of say (cf., Table 5.3) CelO = 

ChlO = 1.4 10-3, obtained from ocean measurements. 
In engineering practice, lake evaporation is more commonly calculated by means 

of the bulk transfer Equation (9.13) in terms of vapor pressure. For mid-lake observa­
tions of ii, and ea an often quoted value of N is that obtained at Lake Hefner (Mar­
ciano and Harbeck, 1954) 

N = 1.215 10-2 (9.15) 

when E is in mm hr-3, ii, and ea are measured at 8 m above the water in m S-1 and mb, 
respectively. By virtue of (3.2), (3.5) and (3.6) the relationship between the coefficients 
in (9.12) and (9.13) is approximately 

N = 0.622 pp-l Ceo (9.16) 

Hence, for an air density p = 1.2 10-3 g cm-3 and a pressure of 1013.25 mb, (9.15) is 
equivalent to Ces = 1.527 10-3• Under neutral conditions, for do = 0 and assuming 
an effective roughness 20 = ZOm = Zoo in (9.11) one obtains 20 = 0.0287 cm; thus, 
(9.15) is equivalent with CelO = 1.463 10-3, approximately, which is well within the 
range of values observed over sea surfaces (see Table 5.3). 

The necessary over-water data for the application of this technique can be obtained 
from a stable platform, from a raft or from a buoy in the center of the lake. For 
very large lakes and for lakes with very irregular shapes, not one but several measuring 
stations should be used to obtain the data. An example of a type of buoy which has 
been used for this purpose is shown in Figure 9.1. 

Design Approximations for Heated Water 

The main objective in the predictive modeling of cooling ponds, reservoirs and 
streams, used for the disposal of a heat load, is usually the description of the internal 
heat transport processes in the water. The spatial variability in temperature and velo­
city in such water bodies is considerably larger than in the air flow above. Accordingly, 
in the presently-available (e.g., Jirka et at., 1978) models the local advection in the 
atmosphere is neglected. The heat and water vapor transfer at the water surface is 
calculated with a local bulk transfer equation; the conditions at the water surface 
are taken as local values of es and Tn which vary spatially as a result of the transport 
processes in the water, whereas the conditions in the air are assumed to be constant 
over the entire water body. 

In some engineering models (e.g., Edinger et at., 1968; Yotsukura et at., 1973; 
Jobson, 1973), empirical bulk-transfer equations like (9.12), (9.13) and (2.5) were 
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Fig.9.1. Example of a buoy configuration which was used during the International Field Year 
for the Great Lakes (IFYGL) in 1972-1973 on Lake Ontario. The height of the sensors was ap­
proximately 3 m above the water surface; the propane served as a power supply (adapted from 

Foreman, 1976). 

used. However, such equations, with coefficients developed for water bodies under 
neutral or long-term average conditions, are often inadequate to describe evaporation 
and heat transfer from heated water. 

Over warm water the air is unstable and the transfer is likely to be enhanced by 
convective turbulence. When local advection effects are not too severe, the effect of 
atmospheric stability can be treated quite accurately by the profile method as described 
in Section 9.la (e.g., see also Hicks et al., 1977). A different more heuristic approach 
was suggested by Shulyakovskiy (1969); the underlying idea of his suggestion is that 
the effects of forced and free convection can be combined by simply adding empirical 
equations for evaporation under these two special conditions. Evaporation under 
conditions of forced convection is weB understood, and it can be described by any 
one of the available bulk-transfer equations such as (9.12), (9. I 3) or (2.5) for a neutral 
atmosphere. Evaporation under conditions of free convection has not received as 
much attention, but the assumption commonly made is that it is similar to convective 
heat transfer. Yamamoto and Miura (1950) made this assumption but their study was 
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restricted to laminar flow. Shulyakovskiy (1969) also applied this assumption, and 
was thu~ able to propose for combined free and forced convection the following 
superposition 

(9.17) 

in which the forced convection coefficients [cf., (2.5)] were taken after B. D. Zaykov 
as A = 0.15, B = 0.112 and the free convection coefficient after U. GrigulI's equation 
for convective heat transfer as C = 0.094; the units are E in mm day-l, Uz the wind 
at 2 m in m s-1, ez the vapor pressure at 2 m in mb and Tvs and Tvz, the virtual 
temperature at the water surface and in the air at 2 m, respectively in K. Ryan et al. 
(1974), who applied Shulyakovskiy's (9.17), found that his proposed coefficients 
overestimated evaporative heat loss from a cooling pond; therefore, they proposed 
for forced convection A = 0 and B = 3.2 W m-2 (mb)-l (ms-1)-1 which is the same 
value as in Zaykov's but in different units, and for free convection C = 2.7 W m-2 

(mb)-l K-1I3, after an equation for free convective heat transfer given by M. Fishenden 
and D. A. Saunders. Ryan et al. (1974) obtained good agreement with available experi­
mental data. Weisman (1975) has compared the results obtainable by means of the 
Shulyakovskiy approach with those of the turbulent-diffusion approach of Weisman 
and Brutsaert (1973) given in (7.90) Since the latter results are fetch-dependent, 
Weisman applied (9. I 7) with A = 0 and with the C-value of Ryan et al. (1974), but 
with B = N, as given by (7.60) of Harbeck (1962). He was able to obtain agreement 
between the results of the eddy diffusion model and those of the modified Shulya­
kovskiy equation, but only by using an effective roughness £0 = 0.09 cm in the 
diffusion model. This is equivalent to a vapor transfer coefficient in neutral air of 
about CelO = 1.84 10-3, which is somewhat larger than the values reported for open 
water shown in Table 5.3. Because the eddy-diffusion models of Chapter 7 were found 
to agree with experimental results with £0= 0.02-0.04 cm, this means that Shulyakov­
skiy's superposition approach probably overestimates E. The results of lirka et al. 
(1978) who applied (9. 17) with the coefficients of Ryan et al. (1974) to several strongly­
loaded cooling ponds and found an overprediction in the order of 15 to 20 percent, 
also point in the same direction, Clearly, the concept of superposition will require 
further investigation. 

9.3. SAMPLING TIMES 

Ideally, the data which are used for the mean-profile methods, based on similarity 
theory, and for the related bulk transfer methods, should be turbulent mean quantities. 
As discussed in Section 8.1 b, in consideration of the turbulence structure near the 
earth's surface, these mean values should probably be obtained by integrating over 
an averaging period, which may range between approximately 20 minutes to 1 hour. 
Thus, in the practical application of the methods treated in this chapter, a reasonable 
approach may consist of carrying out flux-computations with half-hourly or hourly 
means of the observed variables. The fluxes for longer periods can then be calculated 
from these flux values. 

Meteorological data are rarely available for hourly and even daily periods; there­
fore, it is important to know what errors may be expected, when longer-term average 
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values of temperature, specific humidity, wind speed, etc. are used in the calculations. 
As regards the bulk transfer approach for water surfaces, several studies have shown 

that the use of daily mean values usually gives acceptable results, but that monthly 
mean values of q, l' and u may produce considerable error. Jobson (1972) analyzed 
data from Lake Hefner; he found that the value of the bulk transfer coefficient N of 
(9. I 3) is independent of the time interval over which the meteorological data have 
been averaged, provided this interval is not longer than one day. Averaging for one 
month resulted in a systematic error. The variance in the error distribution increased 
by a factor of more than 6 as the averaging time increased from 3 hours to 1 day. 
From an analysis of weather ship data, Kondo (l972b) concluded that time-averaged 
values of E and H for periods not longer than one day can be approximately calculated 
by using time-averaged of u, (1's - 1'a) and (qs - qa) values for the same period. 
The bulk-transfer coefficient for periods of 3 months was found to be 1.3 times, and 
the coefficient for weekly periods still about 1.2 times that for use with short-period 
observations. In these two studies, the transfer coefficient was taken as independent 
of atmospheric stability. 

The sensitivity of the profile method (with inclusion of atmospheric stability) to 
the averaging period of the data is not as well known. However, unpublished calcula­
tions by the author have suggested that for a water surface the use of daily mean 
values for the q, l' and fi profiles in the surface sublayer produces calculated E and 
H values, which are quite close to the means calculated from the hourly profiles. 
Although the matter requires further study, these results for water surfaces are not 
unexpected, since the diurnal evaporation cycle over a water body is usually weak. 

In contrast over land, the rate of evaporation typically exhibits a pronounced 
diurnal cycle; this is illustrated in Figures 1.5, 6.1, and 6.2. Therefore, in general, 
there is probably no good substitute for hourly or half-hourly mean values. 



CHAPTER 10 

Energy Budget and Related Methods 

These methods involve either the direct application, or some approximation of the 
equation for the energy budget. One form of this equation is given in (6.1) but in 
many practical situations it can be simplified considerably. A common characteristic 
of most energy budget methods is that they require the determination of the net radia­
tion, Rn. In general, the energy budget method allows the determination of one of the 
termsof(6.1), ora simplified form of it, when all the remaining terms can be determined 
by some independent method. 

Since the main objective here is the determination of the rate of evaporation E (or 
the sensible heat flux into the air H) it is convenient to rewrite (6.1) as 

(10.1 ) 

where Qn is defined as the available energy flux density 

(10.2) 

whose terms are given in Chapter 6. In hydrological applications it is common prac­
tice to express the specific energy fluxes as equivalent rates of evaporation; Equation 
(10.1) is then written as 

(10.3) 

where He = HILe and Qne = QnlLe. Also, note that in many applications, especially 
over land surfaces, the terms Fp , A hand 0 Wlo! are of little consequence, so that it is 
sufficiently accurate to put Qn = Rn - G. 

As noted in Chapter 2, one of the first to apply an energy-budget approach was 
probably Homen (1897). Schmidt (1915) applied the method to determine Efrom the 
ocean, but he had no practical procedures to determine all the terms in the energy 
budget equation on a short-term basis. Some ten years later, Bowen (1926) suggested 
the energy budget Equation (10.1) to determine lake evaporation by using the ratio 
(9.5) now named after him (cf., (10.4». This suggestion was concluded to be correct 
by Cummings and Richardson (1927), when they applied Bowen's ratio in studying 
the terms in the energy budget equation to estimate lake evaporation. Sverdrup (1935) 
used the energy budget method to determine snowmelt; Hand E were determined 
from temperature and specific humidity gradients in the air with power-law eddy 
diffusivities or.tained from wind-speed measurements on the basis of the Reynolds 
analogy. In another paper published the same year (see Albrecht, 1937), he also pro-

209 
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posed the use of the Bowen ratio, essentially in the form of (9.5) to determine the rate 
of evaporation by means of (lOA). 

10.1. STANDARD APPLICATION 

When Qn and either H or E can be determined, (10.1) provides directly the remaining 
unknown flux. Usually, however, both Hand E are unknown, and an indirect method 
must be used. From the methodological point of view, these indirect energy budget 
methods are analogous to the mean profile methods of Section 9.1. In both, essentially 
three equations are used which contain E, u* and H implicitly. In the profile methods 
these are the equations for q, it and 8. In the energy budget methods, (l0.1) is used 
either with equations for q and 8 (Section a) or with equations for it and 8 or q (Sec­
tion b). 

a. With Bowen Ratio (EBBR) 

When Qn is known, the combination of the energy budget (l0.3) with the Bowen ratio 
Bo defined in (1.3) produces 

E= Qne 
1+ Bo' 

Similarly, for the sensible heat flux one has 

H= BoQn 
I + Bo' 

(lOA) 

(10.5) 

Bo can be determined, as shown in (9.5), from profile data of specific humidity and 
temperature in the atmospheric surface sublayer. In accordance with the findings 
discussed in Section 8.1 b, these data should be taken as averages over 30 min to I 
hour, approximately. Equation (lOA) shows that the energy budget with Bowen ratio 
(EBBR) method for E is most accurate when Bo is small. Both (lOA) and (10.5) pro­
duce a singularity when Bo = - I; but, as pointed out by Tanner (1960), over an 
active vegetation this is not a problem, as this situation usually occurs only when H 
is low, around sunrise, sunset and occasionally at night. This situation does occur 
more often over cold water, and it may be necessary to use an alternative method when 
- I < Bo < - 0.5 to avoid the problem of a very small denominator in (lOA) and 
(10.5). Tanner (1960) suggested the use of a bulk transfer method for these special 
conditions. Another way consists of using mean values of Bo corrected by means of 
wind measurements, as outlined by Webb (1960, 1964); this method is especially 
useful when some terms in the available energy Qn are only known for daily periods 
or longer. 

The EBBR method has the advantage that no similarity functions for the atmos­
pheric turbulence appear explicitly in the formulation. No measurements of turbu­
lence or of the mean wind speed are required, and the formulation, as written in (1004) 
with (9.5), is independent of atmospheric stability. In addition, when Bo is small, 
the EBBR method may be less susceptible, albeit not immune (e.g., Figures 7.11 and 
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7.16) to imperfect fetch conditions than mean profile methods, in which such effects 
are more directly apparent. 

The validity of the EBBR method depends critically on the similarity of the tem­
perature and humidity profile; for the surface sublayer this requires the equality of 
the terms in the square brackets in (4.33) and (4.35). It has usually been assumed that 
'1'sv='l'sh; however, recent experimental studies have suggested that this may not 
always be the case. Verma et al. (1978) found that, under conditions of regional (not 
local) advection, the EBBR method consistently underestimated the evaporation 
from a well-watered vegetation, in relation to that obtained with a lysimeter. This 
was interpreted to signify that if>sv and if>sh are not the same under stable conditions. 
However, this finding will have to be confirmed by further independent studies (see 
also Brost, 1979; Hicks and Everett, 1979). A second point is that different sink or 
source distributions for heat and water vapor, as they may occur in tree canopies, 
are likely to be reflected in a dissimilarity of the respective profiles above the vegeta­
tion as well. Any such effects probably disappear only at some elevation above which 
the profiles given in (4.33) and (4.35) are valid. Data analyzed by Garratt (1978a) 
indicate that this minimal elevation is of the order of three to five times the height of 
the roughness obstacles. Hence, above a forest canopy of the order of 10 m and more 
this height requirement for similarity may be prohibitive. As pointed out by c.B. 
Tanner (1976, personal communication), Bo-measurements taken too closely to the 
top of the canopy may cause serious error in the application of the EBBR method 
over forests. To avoid this possible source of error, it may be useful to test the similar­
ity and the constancy of Bo with elevation, by measuring q and [} at more than two 
levels. Fortunately, over most other surfaces, such as water, soil and low vegetation, 
this matter should not pose any difficulties. Figure 6.2 is an example of the accuracy 
obtainable with the EBBR method with reference to lysimeter measurements. 

Other aspects of the EBBR method and its accuracy have been treated by Fuchs 
and Tanner (1970), Sinclair et al. (1975) and Revfeim and Jordan (1976) among others. 
Examples of its application to lakes have been presented by Anderson (1954), Mah­
ringer (1970), Keijman (1974), Hoy and Stephens (1979); to short vegetation and 
crops by Fritschen (1966), Lourence and Pruitt (1971), Perrier et al. (1976), Verma 
et al. (1978); to forest by McNaughton and Black (1973) and Thom et al. (1975). 
Over snow McKay and Thurtell (1978) found the method difficult to apply because it 
was generally difficult to determine the heat storage in the snow pack independently. 
Also Mahringer (1970) encountered difficulties with this method in determining eva­
poration from a lake covered with ice and snow. 

The Bowen ratio concept can be extended to determine the flux of other admixtures 
as well [cf., (9.6) and (9.7)]. Sinclair et al. (1975) applied it to determine the flux of 
CO2, For this purpose, beside the Bowen ratio (1.3), a second ratio can be defined, 
to link the sensible heat flux with the photosynthetic energy flux 

H 
Bop = L F 

- p p 
(10.6) 

Making use, again, of the assumptions that ah = as and 'l'sh = 'l'se in (4.35) and (9.1) 
applied to CO2 with F = Fp, one obtains from (10.6) 
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B - Cp(OI - ( 2) 
Op - • 

LP(C2 - Cl) 
(10.7) 

Substitution of (9.5) and (10.7) in the energy budget Equation (6.1) produces, if Ah 
and (0 W/ot) are negligible, the photosynthetic energy flux 

R -G -L F = ______ __ n __ . ___ _ 

p p I + Bop + (BopjBo) . (10.8) 

An example of the results obtainable with this approach is shown in Figure 6.8. 

b. With Profiles of Mean Wind and of One Scalar (EBWSP) 

In case profile data of the mean temperature or of the mean specific humidity are 
lacking, it is possible to use instead the mean wind-speed profile in the application 
of the energy budget method. In fact, this procedure is potentially more powerful than 
the Bowen ratio method, since it not only yields E and H, but also u*. 

As an illustration of this wind and scalar profile-energy budget (EBWSP) method, 
suppose that specific humidity measurements are not available. One can then use 
(10.1) together with the profile equations (4.34) (or (4.34'» and (4.35) (or (4.35'», as 
a system of three equations with three implicit unknowns E, u* and H. This system 
can be solved on the basis of measurements of Qn, (h - O2 (or Os - 0) and u2 - ul (or 
Ii and zo). The method is not very sensitive to the accuracy of do, so that this parameter 
can be estimated, if it cannot be measured. The same procedure can be used if tem­
perature measurements are not available; in this case, measurements of Qn and of the 
profiles of mean wind speed and mean specific humidity are used in (10.1), (4.33) 
(or 4.33') and (4.34) (or (4.34'); this system of three equations can be solved for E, 
u* and H. 

Already, in 1938, Albrecht (1950) applied the general idea of this method to the 
climatological calculation of evaporation. E was obtained by means of (I 0.1) in which 
Rn was calculated by means of empirical formulae, G was calculated from soil-tem­
perature profiles, and H was calculated by means of a bulk heat transfer equation of 
the type H = (Ts - Ta) fh(Ii); the wind function .t;.(U) was apparently taken as a con­
stant for a given location. The effect of stability was probably first considered in the 
study by Fuchs et al. (1969). The rate of evaporation from a drying soil was calculated 
by means of (10.1) with (4.35') in which u* was given by (4.34'); however, it was as­
sumed that ZOh = Zo and 'l'sh = 'l'sm and the 'I' functions were taken to depend on a bulk 
Richardson number. 

More recently, this energy budget method has been applied by Stricker and Brut­
saert (1978) to determine evapotranspiration from grass; use was made of measure­
ments over one hour of net radiation, the mean temperature at 0.10, 1.50 and 3.0 m 
and the mean wind speed at 2.0 m above the surface. The values of E, u* and H, which 
were calculated by an iteration procedure with (10.1), (4.35) and (4.34'), were then 
averaged over daily periods; the ground heat flux G was neglected. The calculated 
values of E are shown in Figure 10.1. It was found that the calculated results were 
quite insensitive to the exact formulation of the profile functions 'l'sm and 'l'sh' but 
that the effect of the atmospheric stability was not neglibible. Also, the effect of 
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buoyancy, due to water vapor stratification on the overall stability of the atmosphere, 
was quite noticeable; this effect appears as 0.61 E in (4.25). 

Unlike the EBBR method, the EBWSP method is not restricted to the surface sub­
layer of the atmosphere, since it does not require similarity of temperature and humid­
ity profiles. In principle, the method can also be used with upper air meteorological 
data. For example, if the specific humidity data are not available or unreliable, (10. I) 
may be combined with (4.76), (4.77) and (4.78) (or (4.79» to calculate E, u* and H 
from available data of the temperature difference (81 - 80) (or (8s - 80» and the mean 
wind speed (u~ + V~)l!2 at z = o. This EBWSP method and its simpler derivatives (see 
Section 1O.2b) are sometimes referred to as combination methods on the grounds 
that both the energy budget and hydrodynamic aspects of evaporation are considered. 
But this is somewhat misleading, since the Bowen ratio is no less dependent on the 
validity of the hydrodynamics underlying (say) (4.33) through (4.35) than the formu­
lation of the mean wind speed profile. 

10.2. SIMPLIFIED METHODS FOR WET SURFACES 

a. Some Comments on Potential Evaporation 

Because several of the simple energy budget type methods treated in this Section are 
often used as measures or indices of potential evapotranspiration, a few comments on 
this concept are in order. The term potential evapotranspiration appears to have been 
introduced by Thornthwaite (1948) in the context of the classification of climate. It is 
now generally understood to refer to the maximum rate of evapotranspiration from a 
large area covered completely and uniformly by an actively growing vegetation with 
adequate moisture at all times. The area is specified as large to avoid the possible 
effects of local advection. Although this concept is widely used, it has also caused 
confusion, because it does not encompass all possible conditions and it involves several 
ambiguities. In other words, the term potential evapotranspiration requires closer 
specification if it is to serve as an unequivocal parameter. 

For example, transpiration even at the potential rate, involves such biological 
effects, as stomatal impedance to the diffusion of water vapor, and the stage in the 
growth cycle of the vegetation. For this reason, the term potential evaporation is 
probably preferable. It refers to the evaporation from any large uniform surface 
which is sufficiently moist or wet, so that the air in contact with it is fully saturated. 
Such conditions prevail usually only after the occurrence of precipitation and dew. 
This distinction between potential evapotranspiration and potential evaporation has 
been found to be quite large over tall vegetation (e.g., McNaughton and Black, 1973; 
Stewart and Thom, 1973). Over short non-wet vegetation the potential evapotranspira­
tion is often very similar to the evaporation from open water under the same condi­
tions. A possible explanation for this is that the stomatal impedance to water vapor 
ciiffusion may be compensated by the larger roughness values, resulting in larger 
transfer coefficients, of the vegetational surface. 

Another point of ambiguity is that potential evaporation is often calculated by 
means of meteorological data observed under non potential conditions. Clearly, this is 
not the same rate as that which would be calculated (or observed) if the surface had 
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been adequately supplied with water. Indeed, the partition of the available energy at 
the surface is related to the availability of water for evaporation, and this partition 
affects the temperature, the humidity and other state variables of the atmosphere. This 
matter should be kept in mind when the concept is used. 

b. The EBWSP Method With Measurements at One Level 

When the surface is wet, the surface specific humidity may be assumed to be the 
saturation value at the surface temperature, i.e., qs = q*(Ts). This allows an approxi­
mation, first introduced by Penman (1948); the main advantage of this approximation 
is that it eliminates the need for measurements of ij, u and () at two levels, as in the 
profile methods (Chapter 9) and standard energy budget methods (Section 10.1), and 
that measurements at one level suffice. 

Penman Approach 

The equation derived by Penman (1948) was intended for an open-water surface. In 
what follows, a somewhat more general derivation is given, which is applicable to any 
wet surface, but which retains the essential features. 

Because the Clausius-Clapeyron equation [see (3.21) and (3.24)] is used, it is 
preferable to start with the Bowen ratio (9.5) in terms of the vapor pressure; with 
the lower measurement at the surface, where es = e*(Ts), the Bowen ratio is 

(1': -1':) Bo = r s a 
(es - ea) 

(10.9) 

where ea and Ta are the vapor pressure and temperature in the air, respectively, at some 
reference level, and where by virtue of (3.2), (3.5) and (3.6), 

r = cpP 
0.622 Le 

(10.10) 

which is the psychrometric constant; at 20°C and p = 1013.25 mb it is r = 0.67 mb 
K-l. Note that () is replaced by T, since in the surface sublayer they are practically the 
same. 

A crucial step in Penman's analysis is the assumption 

(10.11) 

where !l = (de*/dT) is the slope of the saturation water vapor pressure curve e* = 
e*(T), at the air temperature Ta, e: = e*(Ta) the corresponding saturation vapor 
pressure, and e* = ei(Ts) the vapor pressure at the wet surface. Since es = ei for a 
saturated surface, the Bowen ratio (10.9) is thus, approximately 

(10.12) 

Values of (r//l) for different tempeIatures atp = 1000 mb are presented in Table 10.1 
and Figure 10.2; they were obtained by means of (10.10) and values of !l and Le 
listed in Table 3.4. 
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1.0 I:.ICI:. + y) 

Temperature, COCI. 

Fig. 10.2. Temperature dependence of (rltl) and tll(tl + r), at 1000 mb; r is defined by (10.10) and 
tl can be obtained from Table 3.4 or from (3.24b). 

TABLE 10.1 
Values of (rltl) at 1000 mb (r is defined by 
(10.10) and tl can be obtained from (3.24b» 

Air Temperature 
TiOC) (rl tl) 

-20 5.864 
-10 2.829 

0 1.456 
5 1.067 

10 0.7934 
15 0.5967 
20 0.4549 
25 0.3505 
30 0.2731 
35 0.2149 
40 0.1707 

Substitution of (10.12) in (10.4) yields 

(10.13) 

In the second term of the right of (10.13), a bulk mass transfer equation can be used, 
viz. 

(10.14) 

which serves as definition for the wind function J.(ur ). This yields Penman's (1948) 
equation 

b. r 
E = b. + r Qne + b. + r EA (10.15) 

where EA , a drying power of the air, is defined by 
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(10.16) 

Note that in Penman's (1948) derivation it was assumed that Qne = Rn/Le and that 
all the other terms in (10.2) are negligible. Equation (10.15) has been the subject of 
numerous theoretical and experimental studies (e.g., Penman, 1956; Tanner and 
Pelton, 1960; Monteith, 1965, 1973; Van Bavel, 1966; Thorn and Oliver, 1977). 

As mentioned, from the practical point of view, the main feature of (IO.15) is that it 
requires measurements of mean specific humidity, wind speed and temperature at one 
level only. For this reason, it is very useful when measurements at several levels, 
needed for profile methods or standard energy budget methods are unavailable or 
impractical. 

Equation (10.15) has been widely used, but there is still no generally accepted way 
to formulate!.(ii), the wind function in EA' From its definition in (10.14), it is clear 
that any suitable mass transfer coefficient can be used for this purpose (see Section 
9.2). The simplest approach consists of using an empirical wind function. Penman 
(1948) originally proposed an equation of the Stelling-type (2.5) as follows 

!,(iiz) = 0.26(1 + 0.54 uz) (10.17) 

where iiz is the mean wind speed at 2 m above the surface in m S-l, and the constants 
require that EA in (10.16) is in mm day-l and the vapor pressure in mb. There are some 
indications (e.g., Thorn and Oliver, 1977) that (10.17) yields reasonable results for 
natural terrain with small to moderate roughness. Penman (1956) also proposed an 
intended improvement of (10.17), in which the numerical value 1 between the brackets 
was replaced by 0.5. Although apparently (Thorn and Oliver, 1977) Penman subse­
quently felt that (10.17) is preferable over this second version, the latter is still widely 
used in hydrological practice. More recently, on the basis of lysimeter measurements, 
Doorenbos and Pruitt (1975) have suggested that, for irrigated crops, the constant 
0.54 in (10.17) should be replaced by 0.86. 

In terms of the bulk water vapor transfer coefficient as defined, for example, in 
(9.10) one obtains, by virtue of (3.2) (3.5) and (3.6), the wind function, 

(10.18) 

where Zl is the height of the measurement of iiI and zz that of ea' The wind function 
can also be determined theoretically by means of the similarity profile functions of 
Chapter 4. Thus, under neutral conditions, by virtue of (9.9) and (10.14), this is 

I.e ) - 0.622avkzul 
e III - RdTa In [(zz - do)/zov] In [(Zl - do)/zom] (10.19) 

where, again, Zl is the level of the wind-speed measurement and Zz that of the water­
vapor pressure; if the vapor pressures e: and ea are in mb, Ta in K and iiI in the same 
units as EA , one can put (0.622/Rd) = 2.167 x 10-4, approximately. 

When Penman's equation (10.\5) is applied to calculate mean values of E over 
periods of a day or longer, the use of wind functions, such as (10.17)-( 10.19), may be 
adequate. However, when hourly values are required, the effect of atmospheric sta­
bility, which varies through the day, may be quite important. A method to include 
this effect is described next. 
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The Effect of Atmospheric Stability 

Even though (10.15) makes use of measurements at one level only, it is possible to 
include the effect of stability in the wind function. For this purpose the drying power 
of the air (10.16) can be written in a form similar to (4.33') 

EA = avku*p(q; - qa{ln (Za ~vdo ) - 'IF,v (Za ~ do) Tl (10.20) 

where qa and q; are the specific humidity of the air and the saturation specific humidity 
at air temperature, respectively. The problem can be solved by an iteration procedure, 
as follows. An initial value of E is calculated in the usual way by means of (10.15) 
using an empirical or neutral EA , say (10.16) with (10.17) or (10.19); it is also possible 
to use (10.20) with 'lFsv = 0, and u* is calculated by means of (4.34') with 'lFsm = O. 
The initial value of E is used to obtain H by means of (10.1). These initial values of 
E, u* and H provide a first value of the Obukhov length L by means of (4.25). This 
value of L now allows the calculation of a second estimate of u* by means of (4.34') 
and a second estimate of E A by means of (10.20), which produces a second estimate of 
E by means of (10.15), and so on. The procedure which can easily be programmed 
on a digital computer, can be halted when successive estimates of E or L are suffi­
ciently close. 

c. Advection-Free Evaporation from Wet Surfaces 

Equilibrium Evaporation 

The two-term structure of (10.15) suggests an interpretation which may serve as an 
aid in understanding the effect of regional or large-scale advection. When the air has 
been in contact with a wet surface over a very long fetch, it may tend to become vapor 
saturated, so that EA should tend to zero. Accordingly, Slatyer and McIlroy (1961, 
ch. 3, p. 73) reasoned that the first term of (10.15) may be considered to represent a 
lower limit to evaporation from moist surfaces, which they referred to as equilibrium 
evaporation. Thus, by definition it is written as 

E = b.. Qne 
e b..+r· (10.21) 

The second term of (10.15) can be interpreted as a measure of the departure from 
~quilibrium in the atmosphere. In the absence of cloud condensation or radiative 
divergence, this departure would stem from large-scale or regional advection effects, 
involving horizontal variation of surface or atmospheric conditions. Priestley (1959, 
p. 116) also arrived at (10.21) but on the basis of the EBBR method; he assumed that 
when the air over a moist surface is vapor-saturated and the ranges of temperature 
and specific humidity with height Z and time t are small, q* = q*(T) can be linearized 
and the Bowen ratio in the surface sublayer is then a constant given by BOe = 
cp/L.(dq*/dT), or (cf. (10.9) and (10.10» 

BOe = (rib..) (10.22) 

which is a function of temperature (see Table 10.1 and Figure 10.2). The subscript e 
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Fig. 10.3. Variation of Bowen ratio BOpe for moist surfaces with air temperature as given by (10.24); 
the upper curve represents a. = 1.26 and the lower ae = 1.28. The data points (for daily values) were 

collected by Davies and Allen (1973) from different sources. 

of Ee and BOe denotes equilibrium conditions. Substitution of (10.22) in (10.4) yields 
(10.21 ). 

Average Conditions of Minimal Advection 

Over wet surfaces, equilibrium conditions are encountered only rarely, if ever. This 
is due to the fact that the atmospheric bo·undary layer is never a truly homogeneous 
boundary layer, as would be the case in channel flow; rather, it is continually re­
sponding to large-scale weather patterns, involving condensation, and unsteady 
three-dimensional motions, which tend to maintain a humidity deficit even over the 
ocean. Thus, there is always some degree of advection. Nevertheless, the idea underly­
ing (10.21) has led to further developments. Priestley and Taylor (1972) have taken 
equilibrium evaporation as the basis for an empirical relationship giving evapora­
tion from a wet surface under conditions of minimal advection, Epe; they analyzed 
data obtained over ocean and saturated land surfaces in terms of a constant quantity 
cre' defined by Epe = creE" that is 

E = cr 11 Qne 
pe el1+r' (10.23) 

This is equivalent with a Bowen ratio 

(10.24) 

which depends on temperature (see Figure 10.3). For large saturated land and 'ad­
vection-free' water surfaces Priestley and Taylor (1972) concluded that the best 
estimate is cre = 1.26. Also Davies and Allen (1973) for well watered grass, Stewart 
and Rouse (1976) for shallow lakes and ponds and, later (1977), for saturated sedge 
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Fig. 10.4. Average diurnal variation of a, and the Bowen ratio Bo, over a large shallow lake in the 
Netherlands for July 1967. Also shown are the water surface temperature T" the depth averaged water 
temperature Tw, the air temperature T2 , and the specific humidity of the air at the water surface, ij, 

and at 2 m, ij, (from DeBruin and Keijman, 1979). 

meadow as well, concluded that their data supported the value ae = 1.26. There are 
some indications however, that ae may be slightly larger and perhaps closer to 1.28. 
If one set of data, which was rather discordant (ae = 1.08) with the others were re­
jected from the sets analyzed by Priestley and Taylor (1972), the mean would be 1.28. 
The data of Davies and Allen (1973) on perennial ryegrass actually produced ae = 1.27 
± 0.02, those of Jury and Tanner (I 975) on potatoes ae = 1.28 and those of Mukam­
mal et al. (1977) on grass ae = 1.29. 

The fact that ae for wet surfaces is of the order of 1.26 to 1.28 shows that 'advection­
free' conditions in the sense of Slatyer and McIlroy (1961) hardly ever occur; it 
shows that over the ocean or over a large saturated land surface the second term of 
(10.15), that is, large-scale advection, accounts on average for about 21-22 percent of 
the evaporation rate. That this is indeed only an average and that ae may assume 
different values under certain conditions was brought out in the study of DeBruin and 
Keijman (1979) on a large (460 km2) shallow (3 m) lake. Comparison of mean daily 
E.-values [cf. [10.21)] with EBBR evaporation data showed that ae = 1.25 ± 0.01 
with a correlation coefficient r = 0.991 over the summer time and early autumn. 
However, ae showed a variation from month to month which is listed in Table 10.2. 
Furthermore, as illustrated in Figure 10.4 for 3-hourly data in the summer, ae was 
also found to exhibit a daily variation between around 1.15 early in the day and 
1.42 in the afternoon; still, the daily average for these 3-hourly ae values for the 
summer was about 1.29. It seems reasonable at this point to attribute this variation 
in ae to changes in the large-scale advection. 

It is remarkable that so many land surfaces covered with fairly short vegetation, 
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TABLE 10.2 
Seasonal variation of Ct. for a large shallow lake 

(after DeBruin and Keijman, 1979) 

Correlation 
IX. coefficien t 

April 1.50 0.98 
May 1.28 0.98 
June 1.25 0.99 
July 1.21 0.99 
August 1.20 0.99 
September 1.25 0.99 
October 1.49 0.98 

such as grass, which is not actually wet but which has ample water available, yield 
about the same value of 1.26 to 1.28 in (10.23) as open water surfaces. As mentioned 
in Section 1O.2a, this may be due to a fortuitous compensation of the specific humidity 
of non-wet leaf surfaces, which is lower than saturation, by a larger effective rough­
ness, and thus transfer coefficient of the vegetative surface. Still, in some studies 
drastically different values of ae have been reported. For example, McNaughton and 
Black (1973) found that ae = 1.05 for a young, 8 m high Douglas fir forest, when it is 
well supplied with water but not wet; however, on a day after rain had fallen ae was 
1.18, which is closer to the values for open water. Also Barton (1979) who studied 
evaporation from soil observed that a. = 1.05 under potential conditions. It is clear 
that the nature of a e will require further study to explain these discrepancies. 

Some attempts have been made to improve on the formulation (10.23) of Priestley 
and Taylor. DeBruin and Keijman (1979) suggested a linear relation but with a non­
zero intercept; however, the intercept cOJ?stant was only of the order of 10 W m-2, 

which is quite small compared to the usual values of LeE, at least in summer. (The 
slope was found to be 1.17.) Thus, they felt that the difference between the one­
parameter (10.23) and a two-parameter model is not significant. Hicks and Hess 
(1977) related the long-term (mostly 10 to 20 days) average Bowen ratio with the sea 
surface temperature within a framework suggested by (10.22) and (10.24); they 
proposed a more general linear relation, as follows 

(10.25) 

where, on the basis of eight data sets over the sea, the constants were found to be 
ae = 0.63 and be = - 0.15. With (10.4), (10.25) yields the following for evaporation 
from a wet surface under average conditions of minimal advection 

E - Qne 
pe - a.<r/~) + (1 + be) (10.26) 

as an alternative to (10.23) of Priestley and Taylor. Both (10.23) and (10.26) produce 
the same result at about 25°e if ae = 1.26 and at about 200 e if ae = 1.28. Although 
(10.25) does not allow the determination of a e as in (10.24), it is of some Interest to 
note that (10.24) with ae = 1.28 yields a median line through the data points of Hicks 
and Hess (1977). 

The energy budget related methods usually require data on the available energy 



222 Evaporation into the Atmosphere 

term Qne> given in (10.2), or some approximation thereof. For situations when such 
Qne data are not available DeBruin (1978) has suggested that the calculation of the 
evaporation from a wet surface under average conditions of minimal advection can 
be performed by means of 

(10.27) 

The main advantage of this equation, which is obtained by combining (10.23) of 
Priestley and Taylor (1972) with (10.15) of Penman (1948), is that only measurements 
of ii, fa and ea are required at one level above the surface. Although (10.27) is mani­
festly quite sensitive to small changes in a., DeBruin (1978) obtained fairly good 
agreement for ae = 1.26 with EBBR data over a large lake; for daily averages the 
correlation coefficient was r = 0.85, but for 10 and 20 day-periods it rose to r = 0.97. 

Some Related Empirical Formulae 

In the literature numerous empirical equations have been proposed to estimate 
potential evapotranspiration, or so-called consumptive use, of well-watered actively 
growing crops. Some of these are of interest in the present context since they are 
related to or derivable from the equilibrium evaporation concept. For example, 
Makkink (1957) noted that the following 

!:::. E = a -A-- Rse + b 
u+r 

(10.28) 

yielded good results on a monthly basis in the Netherlands. Rse = (Rs/Le) is the 
global short-wave radiation, as equivalent rate of evaporation, and a and bare 
constants; their values were found to be a = 0.61, b = -0.12 (mm day-I) with E­
data representing the potential evapotranspiration from a grass-covered Iysimeter 
with the water table maintained at 0.5 m below the soil surface; with a zero-intercept 
b = 0, the only constant was a = 0.58. More recently, Stewart and Rouse (1976) 
pointed out that (10.28) yields good results to determine evaporation from shallow 
lakes and ponds. From daily means obtained on a small (105 m2) shallow (0.6 m) lake 
in northern Ontario they derived that a = 0.9265 and b = 1.624 MJ m-2 d-I. 

An even simpler equation was proposed by Jensen and Raise (1963) and Stephens 
and Stewart (1963), viz. 

E = (aTa + b) Rse (10.29) 

where a and b are constants. Various estimates have been given for their values. From 
an analysis of about 1000 measurements of consumptive use (but sometimes includ­
ing seepage losses) from irrigated areas with various crops in the western United 
States, representing means over periods longer than 5 days, Jensen and Raise (1963) 
calculated that a = 0.025 COq-I and b = 0.078 with a correlation coefficient r = 0.86. 
For well-watered (but not wet) grass, using mean monthly temperature Stephens and 
Stewart (1963) obtained a = O.oI5 COq-I, b = 0.072, r = 0.81 in Florida; similarly 
Stephens (1965) found a = 0.016 CC}-I, b = 0.087, r = 0.986 with data from North 
Carolina, and a = 0.019 COq-I, b = 0.12, r = 0.967 with data from California. 

Clearly, the form of (10.28) and (10.29) can be derived from the equilibrium con-
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cept as given by (10.21) and (10.23): as can be seen in Figure 10.2 AI(!::.. + r) can be 
fairly well approximated by a linear function of T, and Rs can often be well correlated 
with Rn, which is the main constituent part of Qn over daily periods or longer. But 
since Rs is only one term of the energy budget, a given correlation can only be valid 
for the type of surface and the location for which it was derived. Equations such as 
(10.28) and (10.29) may be useful when only short-wave radiation and air tempera­
ture are available. They will, however, have to be calibrated by adjusting the constants 
to suit the local conditions. 

10.3. SIMPLIFIED METHODS FOR ACTUAL EVAPOTRANSPIRATION 

The methods treated in this section are related to the energy budget method, since 
they require a knowledge of the available energy Qm or as an approximation, the net 
radiation Rn. When the supply of water is reduced, so that the evaporating surface is 
no longer effectively wet, the energy budget usually undergoes considerable changes. 
Although the incoming radiative energy (R.(l - as) + csRId) probably does not 
change much (except for moisture effects on the albedo), the part in (10.1), which is 
no longer consumed by E, is redistributed primarily among H, R/u and G. Until now, 
no simple and rigorous methods have been developed to predict this redistribution; 
in what follows, some approximate methods are presented. 

a. Adjustment of Penman's Approach With Bulk Stomatal Resistance 

Even when it is well supplied with water near the soil surface or at the roots, an 
evaporating vegetation cannot, in general, be considered wet, except after rainfall or 
dew formation. Thus, the specific humidity at the surface of the foliage elements is 
likely to be somewhat smaller than the saturation value at the corresponding tempera­
ture, and equations such as Penman's (10.15) are no longer applicable. To remedy 
this Penman and Schofield (1951) and later, more formally, Monteith (1963), Thorn 
(1972) and others, have introduced various resistance parameters to characterize the 
transfer between the supposedly vapor-saturated stomatal cavities and the atmos­
phere. It should be noted, that when this concept is used in the context of evapo­
transpiration over dry soil, it may also account for the resistance through the upper 
layer of the soil. 

The bulk stomatal resistance defined in (4.163) can be incorporated in the Penman 
approach as follows. By virtue of (3.2), (3.5), (3.6) and (10.10), the specific humidity 
can be written in terms of vapor pressure as 

(10.30) 

When the vegetation is not actually wetted, the surface vapor pressure es is not 
equal to e:. However, they can be related by means of (4.168) and (4.169) with (10.30) 
in the following 

(es - ea) = (r r+av,. __ )(e: - ea) (10.31) 
st at} 

in which ea is the actual vapor pressure in the air, which corresponds to iir at the 
reference level z = Zr in the surface sublayer. Thus, instead of (10.12), the Bowen 
ratio (10.9) becomes with (10.11) and (10.31) 
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(10.32) 

Again, substitution of (10.32) into (10.4) produces, instead of (10.13), 

(10.33) 

Replacing E of the second term on the right of (10.33) by (4.169) with (10.30) one 
obtains the desired result 

!:l.Qne + pcp(e: - ea)/(Le'au) E= ~~~~----~~---
!:l. + r(l + 'sll' au) 

(10.34) 

Clearly, when 'SI = 0, (10.34) reduces to an expression which is equivalent with 
Penman's (1O.IS). Equation (10.34) was probably first given by Thorn (1972). Earlier 
Monteith (1963) had already derived a similar result in terms of 'c and 'a' as defined 
in (4.170) and (4.171), instead of'si and 'au; although the formulation with the 
canopy resistance 'c is still being used in practice, as noted behind (4.171) the formula­
tion (10.34) with 'si is conceptually preferable. 

As is the case with Penman's (10.IS), a feature which makes (10.34) appealing is 
that measurements are required at only one height above the surface, rather than 
profiles at two or more levels. Its main drawback, when it is to be used as a tool to 
determine E with meteorological data, is that 'SI is generally unknown. The interac­
tions of such factors as the distribution of heating by radiation and the distribution 
of vapor sources on different parts of the canopy through the day and through the 
season, the current state of biological activity and senescence, the moisture stress 
at the roots, the specific physiological characteristics of the species under considera­
tion, are quite intricate and difficult to quantify. This explains why, until now, there 
are no general relationships for 'si or 'c in terms of some other easily measurable 
soil, plant or atmospheric parameters. The concept of a stomatal resistance has 
been found to be quite useful in some simulation models and as a diagnostic index 
of water stress conditions. However, more research will be needed before it will 
become a practical device for predictive purposes in hydrology and climatology. 

b. Complementary Relationships between Actual and Potential 
Evaporation 

Bouchet's Hypotheses 

Bouchet (1963) arrived at the following complementary relationship, shown in 
Figure IO.S, between the potential evaporation Ep and the actual regional evaporation 
E 

(10.3S) 

The actual evaporation rate E is the average value from a large uniform surface of 
regional size, involving characteristic scale lengths of the order of I to 10 km. The 
potential evaporation Ep is the evaporation which would take place under the pre­
vailing atmospheric conditions if only the available energy were the limiting factor. 
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Fig. 10.5. Sketch illustrating Bouchet's (1963a; b) hypothesis; E and Ep are plotted versus E/Ep such 
that E + Ep = constant as given in (10.35). 

Under cenditions when E equals Ep , it is deneted by E pO' The derivation of (10.35). 
which is based en semewhat heuristic arguments, may be given as fellows. 

If for ene er anether reasen, independent from the available energy. E decreases 
belew Epo, a certain ameunt ef energy becomes available, that is 

(10.36) 

At the scale ef the regien this decrease of E, with respect to. E po, has probably a rela­
tively small impact en the net radiation, and it affects primarily the temperature, 
the humidity and the turbulence of the air near the greund. As a result, this available 
energy flux ql causes an increase in Ep. Beuchet's (1963) main hypothesis was, that 
in the absence of lecal easis effects the energy budget remains otherwise unaffected, 
and that the petential evaperatien is increased by exactly that amount, er 

(10.37) 

The cembinatien ef (10.36) and (10.37) preduces the complementary relationship 
(10.35). Equatien (10.35) was the first part of the analysis. 

On the basis of additional approximatiens ef the energy budget, a secend relatien­
ship was ebtained 

(10.38) 

where Rse = Rsl Le is the glebal shert-wave radiation expressed in units ef evaporatien 
rate, as the albedo. and QA a large-scale or regienal advection term. By substitutien 
of (10.38) into. (10.35), Beuchet ebtained his final result 

(10.39) 
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which in subsequent applications (cf. Morton, 1969; Fortin and Seguin, 1975) has 
usually been simplified to the following 

Ep + E=(1 - as)Rs •. (10.40) 

Bouchet's (10.39) and (10.40) have not been used very widely, primarily because it 
is difficult to assess the validity of the assumptions. Also, it is not exactly clear which 
measures of Ep, Epo and QA would yield optimal results in applications. Nevertheless, 
Bouchet's approach contains worthwhile ideas, and it has led to further developments 
which are described next. 

A Climatological Method 

Bouchet's complementary relationship (10.35) was applied by Morton (1975, 1976) 
to estimate evapotranspiration for climatological purposes. The term Ep in (10.35) 
was assumed to be given by Penman's Equation (10.15), which was modified by replac­
ing fe(u,) by an empirical constant fA and Qne by Rn.< = Rn/L.). The term Epo 
in (10.35) was assumed to be the same as Epe of Priestley and Taylor (1972) as given 
by (10.23) with a. = 1.38. However, this equation was modified by replacing Qn. by 
(Rne + M m), where M m is an empirical advection term; this term which was considered 
to be zero in spring and summer, and positive in fall and winter when Rn is low 
or negative, was related to the net long-wave radiation and the incident short-wave 
radiation as follows 

(10.41) 

where Rs and Rnl are defined in (6.2) and (6.25) and where 8m and ¢m are empirical 
constants; in addition, M m was subjected to the constraint M m ~ o. Morton's (1976) 
result can be written as 

(10.42) 

where e:a is the saturation vapor pressure at the dewpoint temperature of the air, 
and where M m is given by (10.41). This equation was calibrated with monthly tem­
perature, humidity, sunshine and precipitation data obtained from climatological 
stations in arid regions where E equals precipitation and with empirical equations 
for the radiation terms. The three empirical constants needed for the application of 
(10.42) were found to be 8m = 1.37, ¢m = 0.394, fA = 47.5 cal cm-2 d-1 mb-1 for 
T ~ O°C and fA = 54.6 cal cm-2 d-1 mb-1 for T < O°C. Morton (1976) used this 
method, which gave good results on an annual basis, to calculate monthly evaporation 
for large areas and river basins. 

The Advection-Aridity Approach 

Brutsaert and Stricker (1979) proposed an approach by combining Bouchet's (1963) 
complementary relationship (10.35) with the ideas on regional advection effects, 
advanced by Slatyer and McIlroy (1961; ch. 3, p. 73) and outlined behind (10.21). 
Accordingly, the term Ep in (10.35) was assumed to be obtainable from (10.15) 0\ 
Penman; but since that equation already contains the effect of large-scale advection 
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Fig. 10.6. Comparison between daily values of actual evapotranspiration EEB determined by 
means of the energy budget method (EBWSP), and evapotranspiration E obtained by means of 
advection aridity equation (10.43) with a. = 1.28 and !.(u,) given by (10.17) (from Brutsaert and 

Stricker, 1979). 

in the second term, it was assumed that this obviates the need for additional advection 
terms. Under conditions of limited water supply at the surface, Ep is not the same as 
the evaporation that would be observed if the surface were well supplied with water. 
Thus Ep determined this way may be considered as an apparent potential evaporation. 
The term Epo , needed in (10.35), was assumed to be given by Epe> the potential evapora­
tion under average conditions of minimal large-scale advection for which several 
expressions are available (e.g., (10.23), (10.26) and even (10.29.). This approach is 
referred to as 'advection-aridity' approach because the non-availability of water for 
evaporation, that is the aridity of the region, is deduced from the large-scale advection 
of drying power of the air, as implied by the atmospheric conditions. Though de­
veloped independently, it is similar to Morton's (1976) approach as given in (10.42); 
however, it does not require calibration of the constants and it is applied with daily 
instead of monthly data. 

Several alternative formulations are possible, depending on the particular choice 
of the expressions for Ep and Epe. Substitution of (10.15) for Ep and (10.23) for Epo 
in (10.35) yields (Brutsaert and Stricker, 1979) 

E = (2a - I) _6_ Q - _T-EA 
e 6+T ne 6+r (10.43) 

where ae is of the order of 1.26 to 1.28 on average, and E A is defined in (10.16). 
Obviously, an alternative but probably equivalent form could be obtained by using 
(10.26) or possibly another expression instead of (10.23). Also, beside (10.15), it may 
be possible to determine Ep by other means, possibly even by a carefully calibrated 
evaporimeter. 

Equation (10.43) was tested by comparing the calculated daily means with cor­
responding values obtained by means of an EBWSP method (see Section 10.1 b) 
for a dry summer period in Gelderland. As shown in Figures 10.6 and 10.1 the 
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agreement was generally geed. It was alse feund that the methed is relatively in­
sensitive te the cheice .of a. (viz., 1.26 .or 1.28) and the cheice .of the wind functien 
/.(11r) in EA-

In summary this approach requires the same data as Penman's (10.15). The main 
advantage .of all the metheds based en Beuchet's cemplementary relatienship is 
that .only meteerelegical parameters are needed; thus ne seil meisture data, ne 
stematal resistance preperties .of the vegetatien, ner any ether measures .of the 
aridity are required, which are used in ether metheds te reduce a calculated petential 
evaperatien te actual evapetranspiratien. The advectien-aridity appreach, as 
fermulated in (10.43), has the additienal appeal that it dees net invelve any calibra­
tien te determine the parameters. Se far, this appreach has been tested with .only 
.one set .of data, se that mere research is needed te ascertain its applicability. 

c. Extensions of Equilibrium Evaporation Concept 

Direct Application 

True equilibrium cenditiens, as described in Sectien 1O.2c are prebably quite rare. 
Nevertheless, in several studies it has been .observed that under certain cDnditiens 
the actual rate .of evapetranspiratien (under nen-petential cenditiDns) can be c1Dsely 
appreximated by Ee as given by (10.21). 

The idea was intreduced by Denmead and McIlrey (1970); they suggested that, 
whereas usually effects .of upwind advectien tend te keep the petential evaperatien 
abDve its limiting equilibrium value, the effects .of seil meisture deficit act in the 
eppesite directien, reducing the actual evaperatiDn belew the petential value Ep. 
Accerdingly, they felt that except in a desert .or under cenditiens .of lecal advectiDn, 
actual evapetranspiratien ShDUld never be very different frem equilibrium evapera­
tien, and Ee may pessibly serve as a simple measure fer true crDp evapetranspiratien. 
They tested 

(10.44) 

in which aa = I, with heurly data abeve a wheat field near Canberra, Australia. 
Altheugh the scatter was quite large, the experimental E-data .obtained by a Iysimeter 
shewed that (10.44) yielded geed results up te abeut 25 mW cm-2, but E was .over­
estimated at higher rates. AlsD Wilsen and Reuse (1972) and Davies and Allen (1973) 
.observed that their experimental data .obtained with varieus field crops under 'med­
erately dry cenditiens' in Ontarie were net incensistent with (10.44) with aa = I, 
en average. 

Hewever, under mere arid cDnditiDns the matter may net be that simple. Reuse 
et al. (1977), whe studied evaperatien frem subarctic surfaces with lichen heath 
and lichen weedland, feund that fer wet seil cenditiens aa approaches 1.26 (= a e) 

but that fer dry cenditiens aa falls belew unity tD an average .of abeut 0.95. Brutsaert 
and Stricker (1979) neted that ever the 74-day peried .of their study, the average 
actual E was practically the same as Ee; hewever, the scatter in the cemparisDn .of 
the daily results, as shewn in Figure 10.7, was larger than that in the cerrespending 
cemparisen .of the E-values calculated with (10.43) (see Figure 10.6) .of the advectien-
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Fig. 10.7. Comparison between daily values of equilibrium evaporation E" calculated by means of 
(10.21), and the corresponding estimates of evapotranspiration by means of an energy budget method 
EEB in Gelderland during the relatively dry period June-September 1976. The symbol a. is defined in 

(10.44) (from Brutsaert and Stricker, 1979). 

aridity approach. Williams et al. (1978), who studied a seeded rangeland grass 
surface in British Columbia, confirmed that aa = ae = 1.26 under moist conditions: 
however they indicated that (10.44) with aa = 1 seriously overestimated E under 
dry conditions. 

This brief review indicates that (10.44) with aa = 1 may be a useful estimator of 
average actual evapotranspiration when the water supply is not severely restricted. 
But the reliability of this approximation is still not well established. 

Empirical Modifications Accounting for Drying 

As aa in (10.44) appears to vary, depending on the moisture availability, several 
attempts have been made to relate aa to surface moisture or to some other parameter. 
Noteworthy is the study of Davies and Allen (1973) who fitted their data to 

(10.45) 

where () is the volumetric soil water content in the upper 0.05 m of soil and () f the 
same variable at field capacity; by a least-squares fitting procedure the data (see 
Figure 10.8) yielded a = 1.26 and b = 10.563 (for N = 22 and ,2 = 0.98). Equation 
(10.45) has been applied by others (e.g., Williams et al., 1978; Barton, 1979); although 
the trend of the data was generally the same, the parameters came out quite different­
ly. Mukammal and Neumann (1977), who did not fit their data to (10.45), also noted 
a similar dependency of aa on (). The use of surface soil moisture to determine aa 
is probably only possible in the case of bare soil surfaces or of vegetation with shallow 
roots. Also, from the studies reviewed here, it is clear that the relationship between 
aa and () is not likely to be very general and that it must be determined again for 
any new set of conditions. Nevertheless, a knowledge of aa = ai(), (if it exists) is 



Fig. 10.8. Variation of Ct. of (10.44) with surface soil water content 0 expressed relative to that at 
field capacity Of for a. sandy loam covered with perennial ryegrass in Ontario (adapted from Davies 

and Allen, 1973). 

of interest, since it may provide a way of applying soil moisture data, obtained by 
remote sensing (e.g., Schmugge, 1978) or by other techniques, to estimate evaporation 
from land. 

Various correlations involving rainfall P have also been considered. Priestley 
and Taylor (1972) presented aa of (10.44) as a function of S(E - P) dt as accumulated 
water deficit in cm of water, for different situations. However, they were unable to 
generalize their results to determine at what value of this deficit the evaporation 
rate begins to fall below the potential rate at which aa = 1.26. They concluded that 
to resolve this issue would require a more detailed study of soil-plant water movement. 
Shuttleworth and Calder (1979) who compared equilibrium evaporation with long­
term (annual) evaporation from a spruce forest in Wales and a Scotspine forest 
in Norfolk, derived the following correlation 

E = (0.72 ± 0.07)E, + (0.27 ± 0.08)P. (10.46) 

Also these authors emphasized that their equation is only applicable for the partic­
ular conditions under which it was developed. 



CHAPTER 11 

Mass Budget Methods 

Mass budget methods are based on the principle of conservation of mass applied to 
some part of the hydrological cycle. Conservation of mass, formulated as a mass 
budget equation, requires that, in general, for any given control volume, the inflow 
rate minus the outflow rate equal the rate of change of the water stored. Accordingly, 
evaporation can be determined as the only unknown rest term in the budget equation 
if all the other terms can be determined independently. Although, from the conceptual 
point of view, mass budget methods are by far the simplest, their application is often 
difficult and impractical. Therefore, they are less commonly used than aerodynamic or 
energy budget methods. Nevertheless, their conceptual simplicity is an appealing 
feature and, in certain situations, a mass budget approach can be quite appropriate. 
In this chapter a brief description is given of several ways in which the mass budget 
can be applied in practice. 

11.1. TERRESTRIAL WATER BUDGET 

a. Soil Water Depletion and Seepage 

Experimental Determination in the Field 

Local evaporation from a land surface, with or without vegetation, can be estimated 
from the water budget equation for a soil layer. For a control volume consisting of a 
soil column of thickness hso and unit horizontal area, and with all the terms taken 
as mean values over a sampling period, this gives an evaporation rate 

(ILl) 

where z is the vertical coordinate pointing down from z = 0 at the surface, 0 is the 
specific soil water content as volume fraction, P the rate of precipitation (or irrigation), 
qd the rate of downward seepage or drainage through the lower boundary at z = hso , 
qTi the lateral inflow rate over the soil surface, qro the corresponding outflow, qsi the 
lateral inflow rate resulting from soil water flow, and qso the corresponding outflow. 
In most applications, the differences of the lateral flow terms are negligible and the 
budget Equation (11.1) becomes 

( 11.2) 

231 
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Fig. 11.1. Example of capillary conductivity curves of a silt-loam for cycles of wetting and drying. 
The k(pw) relationship exhibits considerable hysteresis but not the k«() relationship. In this experiment, 
the initial cycle is different from the succeeding ones on account of soil consolidation resulting from 

the initial application of negative pressure (from Nielsen and Biggar, 1961). 

c 
~ 

c 
o 
u 

o 
E 

o 
> 

-80 -60 -40 -20 -100 -80 -60 -40 -20 

(Pw/)') (em) 

Fig. 11.2. Curves showing the hysteresis in the relationship between the water content and the water 
pressure (Pw) for Adelaide dune sand; (a) represents the draining scanning curves and (b) the wetting 
scanning curves; the boundary hysteresis loop is the same in (a) and (b) (adapted from Talsma, 1970). 

Mean values of the finite difference form of (a()/at) over the sampling period as a 
function of z can be determined by various methods. In the earlier field experiments 
related to irrigation of agricultural crops (e.g., Israelsen, 1918; Edlefsen and Bodman, 
1941), the method consisted of soil sampling and gravimetric analysis before and after 
drying of the samples in an oven. More recently, the neutron scattering method and 
other (e.g., Schmugge et al., 1980) techniques have become available which allow in­
situ soil moisture measurements. 

The method is probably most useful in situations where qd is negligible, so that 
evaporation is the only depletion mechanism of the moisture content of the soil pro-
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Fig. 11.3. Capillary conductivity k at 25°C for a fine sandy loam (Pachappa) and a clay (Chino) as 
a function of suction - PW' The curves represent (11.6) (from Gardner and Fireman, 1958). 

file. Still, with some additional information it may be possible to obtain reliable esti­
mates of qd' 

The specific flux of water Vs in an isotropic soil can be described by the extension of 
Darcy's law to partly saturated soils, suggested by Buckingham (1907) and Richards 
(1931), viz. 

( 11.3) 

where Pw is the soil water pressure (negative pressure is also referred to as suction or 
tension), r w = Pwg the specific weight of the water, k = kef)~ is the hydraulic (or capil­
lary) conductivity, and z is pointing down. Since f) is a function of the soil water pres­
sure Pw, k can also be considered as a function of the pressure. In Figure 11.1, an 
example is shown of kef)~ and k( - Pw) for a silt loam. Although the k( - Pw) relationship 
exhibits considerable hysteresis, this is usually not the case for the kef)) relationship. 
In Figure 11.2 an example is given of the relationship between f) and - Pw for a sandy 
soil; it shows that this relationship is also subject to considerable hysteresis. In other 
words, both k = k( - Pw) and f) = f)( - Pw) depend on the sequence of events of wetting 
and drying by which the current value of f) is attained. Clearly, when the problem is 
one of drying only or of wetting only, hysteresis does not have to be considered. Figure 
11.3 shows two additional examples of k( - Pw) during a drainage cycle, namely for 
a fine sandy loam and for a clay. 

The vertical component of Vs can be written as 

v = ~k(_1 oPw - 1). 
sz r w oz (11.3') 

In the present case (11.3') can be used to determine the downward drainage rate 
qd = v.., provided data are available on (oPw/oz) (in finite difference form) and on k(f). 



234 Evaporation into the Atmosphere 

I i' Ir~ 
I I' i,jl 
) i 

1h z 
I 

Fig. 11.4. Schematic sketch of a tensiometer installed in the field; a manometer fluid (e.g., mercury) 
has a column height hI above that of the reservoir surface h2 ; the porous cup, which is installed at 
depth h3 , is filled with water in contact with the soil water; at A, the main tube can be opened to fill it 

with water or to bleed it of air bubbles. 

The soil water pressure Pw at a point z in the profile can be measured by means of a 
tensiometer; this instrument, (see Figure 11.4) which developed through the work of 
Gardner et at. (1922), Kornev (1924), Israelsen (1926), Richards (1949) and others, is 
a water-filled manometer with a sensing element consisting of a porous cup with 
sufficiently fine pores to ensure continuous contact (without air leakage) between the 
water in the soil and that in the manometer. The capillary conductivity k as a function 
of water content 0 can be determined by different methods; for the present purpose 
field estimates for the undisturbed soil profile are preferable. Various experimental 
determinations, consisting in general of the inverse application of the finite difference 
form of (11.2) with (11.3) in the absence of P and by preventing E at the surface, have 
been carried out by Ogata and Richards (1957), Nielsen et at. (1964, 1973), Davidson 
et at. (1969) and Baker et at. (1974). The results of such a field determination can also 
be supplemented by laboratory methods or calculations (e.g., Brutsaert, 1967; Klute, 
1972). 

In several field studies (e.g., Richards et at., 1956; Nielsen et at., 1973) it has been 
observed that during the vertical redistribution of soil water at depths of a meter or 
more, where there is no influence of surface evaporation, the hydraulic gradient is 
rarely very different from unity. This allows the approximation of (11.3'), 

(11.4) 

Thus, in such a case, qd may be estimated approximately with only a measurement of 
the soil water content at z = hso, provided, of course, k = k((j) is known. 

Still other simplications regarding qd are possible. For example, Tanner and Jury 
(1976) represented qd as an experimentally determined exponential function of water 
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content. In many situations, however, especially during the second stage of drying 
[see (11.12)], the downward drainage rate may simply be neglected; but this needs to 
be checked in each particular case. 

Measurements of soil water content and water pressure at several levels in the pro­
file are not easy and they require many precautions. The soil water depletion method 
is probably only useful for special experimental situations under favorable conditions, 
and it is clearly not generally applicable on a routine basis. It is usually hard, if not 
impossible, to apply when one of the following conditions are present: a water table 
close to the surface, frequent and large precipitation, non-negligible or unknown net 
lateral inflows, a large drainage rate qd, and considerable variability in the soil proper­
ties. Thus, the accuracy obtainable with this method depends largely on the local 
conditions. Examples of the determination of evaporation from measurements in the 
soil profile can be found in studies by Jensen (1967), Davidson et at. (1969) and Scholl 
and Hibbert (1973). 

Some Theoretical Calculations for Bare Soil 

The water which evaporates at a bare soil surface is transported to the surface through 
the underlying layers of the soil profile. The exact formulation of this transport is 
rather complicated (e.g., Philip, 1957; De Vries, 1958), since the water transport 
takes place both in the liquid and vapor phase, involving not only pressure gradients 
and gravity but often also temperature gradients with a soil heat flux, and salt concen­
tration gradients. Nevertheless, it has been found that, in many situations of hydrolo­
gical interest, the main features of the evaporation at the soil surface can be obtp.ined 
on the basis of the isothermal flow equation, viz. Darcy's law (11.3). In particular, 
two such situations are of interest here, .namely evaporation in the presence of a 
water table, and unsteady evaporation from a soil profile without water table. 

(i) Steady evaporation from a water table. The water flows from the water table, 
through the soil profile to the soil surface, where it is taken away by evaporation. 

For a vertical coordinate system pointing upward with z = ° at the water table, 
where Pw = 0, (11.3') yields, since E = Vsz , 

-I SX-Pw dx 
z = Tw 0 I + [E/k(x)] . (11.5) 

This can be integrated readily for a uniform soil profile, provided the capillary con­
ductivity k(pw) is known as a function of the soil water pressure. Observe that in (11.3) 
the capillary conductivity was defined as k((); however, since the water content () is 
a function of the soil water (capillary) pressure, Pw' k is also a function of Pw' Several 
k(pw) have been proposed in the past, but Gardner (1958) concluded that for most 
soils the following empirical equation can be used to fit the data, 

(11.6) 

where a, band n are constants; this function is shown for two soils in Figure 11.3. 
Note that (a/b) is the hydraulic conductivity at satiation k o; b is the value of ( - pw/r w)n 
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Fig. 11.5. Comparison between experimental rates of steady evaporation from a column of clay soil 
and the curve calculated by means of the integral of (I 1.3') with (11.6) in the form k = 11 OO/(p;" + 565) 

cm day-I, where Pw is in millibars (adapted from Gardner and Fireman, 1958). 

when k = ko/2, and the range of n lies between about 2 for clayey soils and 4 or more 
for sandy soils. Gardner (1958) presented the solutions of (11.5) with (11.6) for n = 1, 
3/2, 2, 3 and 4. 

Equation (11.5) produces the vertical pressure distribution of the soil water for any 
given rate of evaporation E. For relatively low values of E or for a soil profile with a 
water table at a shallow depth below the surface, the value of ( - Pw), that is the soil­
water suction at the soil surface, is relatively small, and the soil surface is close to 
saturated. Hence, in such a case, the rate of evaporation is governed by the prevailing 
atmospheric conditions, and not by the ability of the soil profile to transmit water. 
However, as the drying power of the air, or the depth of the water table is increased, 
so that also the suction ( - Pw) at the soil surface increases, the rate, at which water 
moves upward and evaporates, increases. But eventually a limit is approached be­
yond which E cannot increase; in the limit E is totally controlled by the ability of the 
profile to transmit water, regardless of the drying power of the air, that is the potential 
evaporation. For most practical purposes, it is probably sufficiently accurate to assume 
that the actual evaporation at any time is the lesser of the potential evaporation and 
of the limiting evaporation E 1im . 

A satisfactory approximation of this limiting value Elim can be obtained byassum­
ing that the soil surface at z = dw is nearly dry or at field capacity, so that ( - Pw) --+ CfJ 

and k --+ O. Integration of (11.5) with (11.6) produces then in general (e.g., Cisler, 
1969) the following relationship between the limiting rate of evaporation and the depth 
of the water table, 

d = _7l:~ __ ( a )(~bElim)l/n 
w n sin (7l:/n) a + b Elim E1im . (11.7) 

Since, in many cases, a » bE1im, this is to a good approximation 

Elim = a [n sin7l:(ic7n) T d-;;/. (11. 7') 
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Equation (11.7') suggests that Elim is proportional to d;;;n. As shown in Figure 11.5, 
experimental results tend to confirm this. Note, however, that although the theoretical 
curve in Figure 11.5 is similar to (11.7'), it is not quite the same. In the experiments 
of Gardner and Fireman (1958) the column was only I m long and the depth of the 
water table was simulated by imposing a negative pressure at the bottom of the col­
umn; this negative pressure must be taken as the lower limit of integration of (11.3'), 
rather than zero as in (11.5). Nevertheless, most of the flow resistance occurs near 
the top of the soil column, where the soil water suction is the largest, so that little is 
lost by not extending the soil column down to the water table. 

The model on which (II. 7') is based is clearly an oversimplification. Especially near 
the soil surface water vapor transport may be important so that the limiting evapora­
tion rate is probably larger than the predicted value. However, Gardner (1958) has 
estimated that the increase is not likely to exceed 20 percent. At any rate, the result 
shown in Figure 11.5 illustrates the adequacy of the isothermal flow model for steady 
evaporation in the presence of a water table. 

Equation (11.5) was used by Willis (1960) to study the steady-state flow from a 
water table in the case of a soil profile consisting of two layers of different texture. 
He concluded that for many practical purposes the presence of inhomogeneities may 
have little effect on E when dw is relatively large; the effect of stratification was pro­
nounced for a system with the coarse-textured soil overlying the fine-textured soil, 
but not for the reversed condition. 

(ii) Unsteady drying of soil profile without water table. A high water table at a constant 
depth is not a common occurrence; more often than not the water which evaporates 
from the soil surface is supplied by a release from storage in the soil profile. To facili­
tate the solution of this problem, it is con,,:enient to consider two stages in this drying 
process of the soil profile. 

In the first stage, which prevails as long as the soil is still sufficiently moist, the 
evaporation rate is primarily controlled by the atmospheric conditions; therefore, 
it is sometimes referred to as the energy-limiting rate. Obviously, for constant at­
mospheric conditions, the rate of drying is constant. The duration of the first stage 
depends on the rate of evaporation and the ability of the soil profile to supply this 
rate. The rate of evaporation during this stage can thus probably best be calculated 
on the basis of measurements in the atmosphere. 

As the soil near the surface dries out, the water supply to the surface eventually 
falls below that required by the atmospheric conditions. In this second or falling-rate 
stage, the rate of evaporation is limited by the conditions and properties of the soil 
profile. The transition from the first to the second stage may be quite abrupt at a 
given point on the surface, but on a field-wide scale it is usually more gradual. It was 
noted by Jackson et al. (1976) that the transition from the first to the second stage 
can be characterized sometimes by a change in albedo. 

In the second stage of drying, water moves also through the profile by diffusion of 
water vapor. And especially after the soil has become quite dry, the water transport 
in the profile is sensitive to the temperature gradients in the soil. However, when the 
profile has become dry, the rate of evaporation is usually so small that it is of little 
significance hydrologically. Thus, at least initially in the falling rate stage, the water 
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moves primarily as a liquid. Although the matter is more complicated (e.g., Philip, 
1957; Cary, 1967), just like for the steady case, the available evidence shows that some 
of the more important features of the falling-rate stage of drying can be obtained by 
means of the simple isothermal flow model. 

The governing equation of this approach is obtained by combining the equation 
of continuity of soil water, with Darcy's law (11.3). For an incompressible isotropic 
soil and an incompressible fluid this is the Richards (1931) equation for vertical flow, 

(11.8) 

For mathematical convenience (11.8) is often rewritten as follows 

(11.9) 

where, by definition (e.g., Klute, 1952), D = k[d(pw/r w)/de] is the soil water diffusivity. 
The solution of (11.9) is not easy, mainly because D = D(e) and k = k(e) are highly 
nonlinear, and also because D(e) exhibits hysteresis (e.g., Staple, 1976) under condi­
tions of alternate wetting and drying. 

A simplified problem formulation, whose solution still has considerable practical 
relevance, can be obtained by considering the second stage of drying as a problem 
of desorption; this formulation, which was first used by Gardner (1959) involves the 
following assumptions. First, it is assumed that the effect of gravity is negligible, so 
that the second term on the right of (11.9) can be omitted. In other words, it is as­
sumed that the drying of a vertical soil column is the same as that of a horizontal 
column. As a result, (11.9) becomes 

~= ~(D~) of az oz' 

Second, the boundary conditions are taken as 

z;;:: 0, 

Z= 0, 

f = 0, 

f > 0, 

(11.10) 

(ll.l1) 

where e i is the initial water content of the soil and eo the water content at the presum­
ably dry soil surface. In the first of (11.11) it is assumed that the initial water content 
is uniform, and in the second that the water content at the surface is always very low. 
These conditions are equivalent with the assumption that the energy-limiting drying 
rate, i.e., the potential evaporation, is so large, that the duration of the first stage of 
drying is negligibly short. 

To date, no general exact solution has been obtained for (11.10) with (ll.ll), but 
only approximate solutions or for certain types of diffusivity functions. Gardner 
(1959) made use of two solutions. One was the linearized solution obtained by means 
of a weighted-mean diffusivity calculated by Crank's method. The other solution, 
which was presented graphically, was obtained by iteration for the exponential-type 
diffusivity; this diffusivity is quite suitable for most soils, at least for wetting (Brut­
saert, 1979b). A detailed discussion of methods of solution is beyond the scope of this 
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Fig. 11.6. Cumulative evaporation from a bare soil surface as a function of the square root of time 
obtained in the laboratory for a 1.0 m column of Chino clay (from Gardner, 1959). 

book. In the present context, however, the most interesting feature of any solution of 
(11.10) with (11.11), regardless of the solution method and regardless of the assumed 
diffusivity function D(O), is that the total water volume lost from the soil profile is 
proportional to the square root of time; this can readily be seen from the Boltzmann 
transform ¢ = zt-1I2, which is used to reduce (11.1 0) to an ordinary differential equa­
tion. Thus, the rate of evaporation is given by 

E = tDe (-112 (11.12) 

where De, which is a constant for a given soil and given values of 0; and 0o, is com­
monly referred to as desorptivity. 

Good agreement was obtained by Gardner (1959) between (11.12) and the evapora­
tion rate from a 100 cm-long, initially uniformly moist column of clay soil, subjected in 
the laboratory to a large potential evaporation rate of about 4 cm day-I. These results 
are shown in Figure 11.6. Apparently, the column was long enough to be effectively 
semi-infinite for about 100 days. Similar field data on daily mean evaporation from 
a bare sand surface are shown in Figure 11.7. These data, which were obtained by 
Black et al. (1969) by means of a weighable lysimeter in Wisconsin, suggest a value 
of the desorptivity around De = 0.496 cm day-lIZ. Black et al. (1969) compared this 
result with the linearized solution for the desorptivity, viz. De = 2(0; - 00)(D/lC)1I2 
in which D is the weighted-mean diffusivity. Applying Crank's method, viz. D = 
[1.85/(0; - 00)1.85H:~(0; - 0)0.85D(0) dO, they estimated D from soil samples to be 10 
cmz day-I; thus with (0; - 0o) = 0.12 the linearized solution produces De = 0.43 
cm day1l2 which is about 13 percent lower. In light of the natural variability of the soil, 
and also of the likely errors resulting not only from the limitations of the problem 
formulation, but also from its linearization, the agreement may be termed good. 
Black et al. (1969) suspected that after a rainfall the evaporation would eventually 
depart from the t-1I2 relationship, because of the finite depth of wetting. Still, they 
were able to model an entire summer of evaporation from the lysimeter by applying 
(11.12) after each rainfall event. Evidently, in their experiment the duration of the 
first stage of drying was sufficiently short that it could be neglected. This may have 
been due to the fact that the potential evaporation was always larger than the relatively 
low actual evaporation rates from the sand. Under more moderate drying conditions 
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Fig. 11.7. Cumulative evaporation from a bare soil surface as a function of the square root of time, 
obtained in the field by means of a Iysimeter. The straight line represents (11.12) with a desorptivity 

De = 0.496 cm/(day)'/2 (adapted from Black et al., 1969). 

or for soils of finer texture, the first stage of drying should be included in the analysis. 
In (11.11) the initial water content is assumed to be uniform. But the water content 

distribution at the beginning of the second stage of drying is rarely uniform, and it is 
clear that the subsequent evaporation rate must depend on this initial {;I-distribution; 
this in turn depends on the rate of evaporation during the first stage and on its dura­
tion. None the less, Gardner and Hillel (1962) have observed in the laboratory that 
this effect is of relatively short duration, so that soon after the end of the first stage the 
rate of evaporation becomes independent of the initial drying rate, and that it de­
pends only on the water content of the soil. This means that the same drying function, 
namely the solution (11.12) for high potential evaporation, should yield a good re­
presentation of the cumulative evaporation for any potential evaporation, by a proper 
translation of the time variable. In other words, the evaporation rate, after it drops 
below the first stage value, can be assumed to follow the same decrease with time as 
(11.12); as a first approximation, the value of t to be used at the beginning of the 
second stage of drying can be taken as t = (1:: Epd De)2 where .E EPl is the value of the 
cumulative evaporation at the end of the first stage. 

The problem formulation resulting in (11.12) and its experimental verification refer 
to idealized situations. In most practical field cases, such factors as the stratification 
of the soil profile, deep percolation or downward seepage, uncertainty concerning 
the end of the first stage of drying, and others tend to add complications. Despite 
its shortcomings and possible theoretical objections, however, under certain condi­
tions (11.12) can serve as a simple parametric relationship to predict the daily mean 
evaporation rate from a bare soil in the second stage of drying. In practice, De is 
probably best determined from a field experiment during one or two drying episodes 
when E can be determined independently. When this is impossible, De may be es­
timated by the solution of (11.10) with (11.11). 
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b. River Basins and Other Hydrological Catchments 

Over extensive land surfaces the mean evaporation rate can be obtained from the 
following form of the water balance equation 

E = P + [(Qri + Qgi) - (Qro + Qgo) - dS/dt]/A (11.13) 

where p is the rate of precipitation (mean value over the sampling period), Qri and 
Qro the surface inflow and outflow rates, Qgi and QgO the ground-water inflow and 
outflow rates, S the stored water and A the surface area under consideration. 

On an Annual Basis 

Since it is very difficult to measure the storage and the ground-water flows, (11.13) 
has been mostly applied in climatological calculations of E. Thus, presumably on an 
annual basis, dS/dt is nearly zero, and over very large areas (Qgi - Qgo) is usually 
negligible compared to the other terms. If, moreover, the area is a natural basin, Qri 
is zero or, in case of artificial interbasin water exchange, it is usually known exactly. 
Hence, if qr = (Qro - Qri)/A is the mean surface runoff per unit area from the basin, 
(11.13) can be simplified to 

(11.14) 

The value of E obtained with (11.14) can be useful to check or to calibrate other meth­
ods at least on an average annual basis. 

Equation (11.14) has been used to derive some simple heuristic relationships, which 
are of some interest. Schreiber (1904), upon inspection of earlier work by Ule and by 
Penck, noted that when P decreases, so does q" but that when P increases, qr tends 
to the same value without, however, reaching it. Accordingly, he proposed the fol­
lowing interpolation equation for the annual runoff from Central European rivers 

qr = P exp (- ;) (11.15) 

where a is a constant for a given basin; his data showed that a is around 46 to 80 cm 
for the source areas and for plains and around 80 to 115 cm for the middle reaches. 
Schreiber estimated that the error to be expected with this approach is of the order 
of 10 to IS percent for any year and of the order of 5 percent for means over several 
years. With (11.14) one obtains for the annual evaporation 

E = P [I - exp (- ;)1 (11.16) 

According to Budyko (1948; 1974), in 1911 Ol'dekop suggested that a in (11.16) can 
be taken as the value of the potential evaporation Ep ('the maximum possible value 
for evaporation in the given conditions'). A similar reasoning then led Ol'dekop to 
propose 

(11.17) 

In the same spirit, Budyko (1948; 1974) postulated that the following are valid, in 
the limit of very dry conditions 
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Fig. 11.8. Ratio of annual evaporation to precipitation as a function of the radiative index of dryness. 
Lines AS and and OA represent (11.18) and (11.19), respectively; curves I, II, III represent (11.20), 
(11.21) and (11.22), respectively. The numbers are data points 1. Lapland; 2. Central Germany; 3. 

Java; 4. East Coast U.S.; 5. Irkutsk; 6. Gobi; 7. Egypt (adapted from Budyko, 1948). 

~-+ 0 or E -+ I when Rne -+ 00 
P P P 

(11.18) 

and in the limit of very moist conditions 

R 
E -+ Rne when ;e -+ 0 (11.19) 

where Rne is the annual value of net radiation expressed as equivalent height of evapo­
ration. To cover the intermediate range in analytical form, Budyko tried interpolation 
equations analogous to (11.16) and (11.17), viz 

E = p[ I - exp (_ ~e )] (11.20) 

and 

E = Rne tanh ( £e ) (11.21) 

which are shown as curves I and II, respectively, in Figure 11.8. Since the data appeared 
to lie between these two equations, he then proposed the geometric mean, viz. 

01.22) 

which is shown as curve III in Figure 11.8. 
Schreiber's reasoning leading to (1l.l5) and (11.16) is also evident in the proposal 

of Turc (1954; 1955). From annual rainfall and runoff data in large river basins he 
concluded that when P increases, E does not increase indefinitely with P, but it does 
not exceed a maximal value LT. Thus he tested a heuristic interpolation equation of 
the general form (E/LT) = (P/LT)/[l + (p/LT)a]lIa where a is a constant. Applying 
this with a large number of data sets in different climatic regions Turc finally pro­
posed for the annual rate of evaporation 

E = p[ 0.9 + (-{;-YTz (11.23) 

for (P/LT) > 0.316 and E = P for (P/LT) < 0.316. The maximal evaporation rate LT 



Mass Budget Methods 243 

was related empirically to the mean annual temperature Ta (in 0c) by LT = 300 + 
25Ta + 0.05T~. Turc also proposed to extend his method to lO-day periods, by 
developing additional empirical relationships with lysimeter data. Pike (1964) found 
that a slightly modified form of (11.23), namely with 1.0 instead of 0.9 and with LT 
replaced by E of (10.15) for open water, or adjusted pan data, gave better results in 
Malawi. 

With E Assumed Proportional to Potential Evaporation 

Attempts have been made to apply (11.13) for periods shorter than a year by using 
indirect methods to estimate the term ds/dt in the equation 

E = P - qr - (dsfdt) (11.24) 

where s = (S/A) is the water in active storage per unit area. 
One such method to estimate dsfdt is that of Budyko (1974, p. 97) on the basis of 

meteorological and hydrological data from a network of stations. The main assump­
tion in this method is that the actual rate of evaporation is proportional to potential 
evaporation Ep, as follows 

(11.25) 

where the storage s is specified as the moisture stored in the upper soil layer of I m 
depth and So a critical value above which E equals Ep. Although the matter is not en­
tirely clear, it appears (8udyko, 1974, p. 335) that this Ep was intended to be the same 
as that obtainable by means of an approach similar to Penman's (10.15). In other 
words, Ep is an apparent potential evapotranspiration, since it is calculated with 
meteorological data observed under the prevailing, i.e., non-potential conditions. 
As noted in Section 1O.2a, these are not the same as those which would prevail if 
the surface were well supplied with water. It was established that So in (11.25), usually 
amounts to a layer of 10 to 20 cm water, with seasonal and regional variations; the 
value of So may be obtained by calibration. At any rate, the storage term s needed to 
apply (11.25) can not usually be determined for a region. Therefore, it can be elimi­
nated from the problem by means of the additional equation (11.24). If E, P and qr 
are monthly means and if Sl designates the moisture stored in the active soil layer at 
the beginning of the month, and S2 that at the end, (11.24) becomes 

E = P - qr + Sl - S2· (11.26) 

For these monthly periods (11.25) can be written as 

E = E Sl + S2 for 0 < ~ + S2 < So 
p 2so 2 

for Sl + S2 > S 
2 - o· 

(11.27) 

The application of this method is straightforward, especially under conditions of 
extreme insufficiency of moisture, so that runoff ceases, i.e., qr = O. The rate of eva­
poration can then be calculated by successive approximation as follows. An initial 
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value of S1 for the first month is chosen at random; (11.26) yields S2, which, when 
substituted in (11.27), produces E for the first month. The same procedure is carried 
out for the second month, with S2 of the first serving as S1 of the second, and so on. 
The sum of alI monthly E values can be compared to the total annual P. The ratio 
of the two should alIow a proportional adjustment of the S1 value of the first month, 
and the process can be started over again and continued until the calculated annual E 
equals the recorded P. In principle, the same method can also be applied when runoff 
qr is not negligible and when P is not smaIl compared to Ep. The successive approxi­
mations may be halted when the calculated E equals the annual sum of (P - qr), 
or, if long term means are calculated, when the calculated S2 of the last month agrees 
with the estimate of S1 of the first month. When qr is not negligible its determination 
may present some difficulties, since observational data may be inadequate. For this 
case Budyko and Zubenok (Budyko, 1974, p. 100) have developed procedures to 
calculate iJr on the basis of empirical runoff coefficients and rainfalI data. 

The main weakness of any method based on a relationship such as (11.25) or (11.27) 
is, beside the question of the validity of this proportionality, first the unknown value 
of the maximum soil moisture parameter So, and second the rather ambiguous (see 
Section 10.2) meaning of the potential evaporation. Of course, the relationship may 
be calibrated empiricalIy by suitable curve fitting methods, but the physical signi­
ficance is not clear at present. Budyko's water balance method has been applied exten­
sively for various regions of the U.S.S.R. Similar methods have also been used in 
numerical climate modeling. For example, Manabe (1969) and HolIoway and Manabe 
(1971) applied (11.25) with So = 0.75 SFC where SFC is the field capacity of the soil; 
the latter, which is the upper limit of water that can be stored in the soil, was assumed 
to be 15 cm everywhere on the land surface of the earth. 

On the Basis of the Hydrograph Recession 

A second indirect method to estimate (dS/dt) in the water balance is based on the 
analysis of the streamflow from a watershed in the absence of precipitation. In a na­
tural river system, this streamflow results primarily from the drainage from the ground 
water aquifers into the river channels of the basin. In the hydrological literature it is 
variously referred to, among others, as drought flow, recession flow, base flow, low 
flow, streamflow depletion flow and sustained or fair-weather runoff. Except for the 
depletion of the water in storage by evapotranspiration, the characteristics of the 
drought flows from a given basin depend primarily on its geological nature. The 
recession flow with minimal or no evaporation can thus be called the groundwater 
recession flow; it has also been calIed the 'potential' recession. 

Several attempts have been described in the literature to relate the observed reces­
sion flow to the evapotranspiration from the basin. Tschinkel (1963) computed the 
evapotranspiration during the dry season for the riparian zone in a 14.5 km2 forested 
mountainous watershed in southern California; it was obtained from the difference 
between the actual streamflow hydro graph and a potential recession, which was 
assumed to be given by 

( 11.28) 
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Fig. 11.9. Dupuit-Boussinesq aquifer model on horizontal impermeable bed. The flow rate into the 
stream is determined under the assumptions that the horizontal flux component is height independent 

and the hydraulic gradient equals the slope of the 'free surface'. 

where QOr is the rate of flow at any time, Qr the rate of flow '" = (t/!1t) time units later, 
M is the duration of one time unit and Kr is a constant. Clearly, (11.28) is equivalent 
to an exponential decay function, so that the groundwater storage is, in fact, assumed 
to be analogous to a linear reservoir whose outflow rate is proportional to the stored 
volume. Later, Daniel (1976) followed a different approach by making use of the the­
oretical rate of outflow from a linearized Dupuit-Boussinesq aquifer model overlying 
a horizontal impermeable layer (see Figure 11.9) (cf. also Brutsaert and Ibrahim, ) 966) 
with the effect of evapotranspiration included as a constant rate of leakage; thus 
comparison of the actual hydrograph recession with dimensionless type curves based 
on the theoretical solution for different values of E, allowed the determination of the 
basin evapotranspiration. Daniel (1976) applied the method with success on a 23 km2 

basin in Alabama. Again, also in this method the adopted groundwater recession func­
tion was obtained by assuming a rather specific conceptual model for the groundwater 
storage. While the assumption of a linear Dupuit-Boussinesq groundwater aquifer 
system may be useful to describe certain situations, it cannot be expected to be univer­
sally applicable. 

A method of describing the ground water recession which is applicable to a wider 
variety of ground-water aquifer systems, was developed by Brutsaert and Nieber 
(1977). Although, in that paper, evaporation was not considered, the approach may be 
extended to include E as follows.<'!:.he essence of the hydrograph recession method is 
that during drainage, i.e., in the absence of precipitation, recharge or other input into 
the basin, there is a unique relationship between the volume of water stored under­
ground in the watershed and the drainage rate into the river channels. A simple 
assumption is that this is a non-linear function of the type 

(11.29) 

where Qr is the mean rate of flow in the river at the outlet of the watershed, S is the 
water stored and a and b are constants; many conceptual aquifer models, among 
which those adopted by Tschinkel (1963) and Daniel (1976), can be considered as 
special cases of (11.29). In the absence of precipitation P, the water balance equation 
(J I. 13) is simply 

E = - (Qr + ~f)/A. (11.30) 
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Fig. 11.10. Plot of -dQr /dt versus Qr data for low flows in Fall Creek near Ithaca, N.Y., with 
a drainage area A = 326 km2 • The lower envelope shown has a slope 3/2, which is (2b-l)/b in 
(11.32), in accordance with the nonlinear aquifer model of Boussinesq (adapted from Brutsaert and 

Nieber, 1977). 

Substitution of (11.29) in (11.30) yields 

_ d£r.. = allbbQ~H'/b(Qr + AE). (11.31) 

For any given basin the values of the parameters a and b may be determined as follows. 
The available streamflow record during recession is plotted as log ( - dQ/dt) versus 
log (Q); in practice, say with daily data, - dQ/dt is taken as (Qi-l - Qi)/ D.t and Q 
as (Q .. + Qi-l)/2 in which Q .. is the recorded flow on any day and Qi-l is the flow 
recorded D.t = 24 hours earlier. The lowest stra!ght envelope of all the data points 
gives the lowest observed rate of recession corresponding to a minimal or zero value 
of E in (11.31); this means that the lower envelope represents 

_ dQr_ = allbbQ(2b-l'/b 
dt r 

(11.32) 

and that the parameters can be readily estimated. An example of this type of plot is 
shown in Figure 11.10. When data are available for a number of stations in the same 
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region, it may be possible to regionalize the parameters by relating them to geomor­
phological characteristics. 

Once the parameters a and b are determined, (11.31) can be reorganized to calculate 
evaporation from streamflow measurements at successive time periods, viz. 

(11.33) 

A weakness of this method is the accuracy of the streamflow measurements Q,; 
Equation (11.33) involves the rate of change - dQ,/dt or (Qi-l - Qi)/l1t, which may, 
on occasion, be of the order of magnitude of the unavoidable error inherent in the 
measurement. This method, which is merely outlined here, still requires testing to 
assess its applicability. 

c. lakes and Open-Water Reservoirs 

The water balance of a lake can be described by means of (11.13). The relative impor­
tance of any of the terms depends on the hydrological and physiographical charac­
teristics of the water reservoir and its surrounding watersheds. The feasibility of 
determining evaporation by means of (1l.l3) depends primarily on the relative 
magnitude of the terms. It is clearly very difficult to obtain a reliable estimate of E 
whenever it is of the same order of magnitude as the errors inherent in the measure­
ment of any of the terms on the right. Thus, the method is unsuited for a lake with 
large flows passing through, as surface runoff or groundwater seepage. 

Depending on the size of the lake one or more gages are required to estimate pre­
cipitation. In most cases, precipitation over the lake must be estimated from gages 
on the surrounding land. Land and water have different thermal properties, so that 
the precipitation over a large lake may be considerably different from that on the 
land. The determination of the distribution of precipitation, to obtain the areal 
average, is usually quite difficult for short periods of time. 

The seepage inflows and outflows are almost impossible to measure. Records of 
groundwater levels or other piezometric data together with a knowledge of the 
geological formations are useful but they rarely allow reliable computations. For the 
purpose of checking its magnitude, the rate of seepage (QgO - Qgi) can be determined 
by means of (11.13), provided all other terms are known and E can be estimated by 
some independent method during a special testing period. Once this has been ac­
complished, (1l.l3) may then be applicable on a routine basis to estimate E. 

For the determination of the changes of storage in the lake, waterlevel records and 
a reliable area-capacity relationship are required. The latter can be obtained from a 
topographic survey of the lake and its shores. The use of more than one water-level 
recorder is almost indispensable to avoid errors due to seiches, and wind set-up. When 
large temperature changes occur the thermal expansion of the water may have to be 
taken into account by writing (11.13) in terms of mass flows instead of volume flows. 

In view of the possible errors, in the case of lakes and reservoirs, the water balance 
method is not likely to be applicable over periods shorter than a week or, more 
commonly, a month. 
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d. Water Budget-Related Instruments; Evaporimeters 

Lysimeters 

A Iysimeter is a container placed in the field and filled with soil, on which a vegetation 
can be maintained for the purpose of studying various soil-water-plant relationships 
under natural conditions. The term lysimeter became widely used around the middle 
of the nineteenth century (e.g., Hoffmann, 1861); although etymologically the word 
indicates that the main purpose was originally to measure leaching and percolation 
of solutes through a soil, it was soon also used in the sole hydrological context of the 
determination of evapotranspiration (e.g., Ebermayer, 1879; Wollny, 1893). In fact 
however, this approach to estimate components in the hydrology of a land surface 
on the basis of the water budget of a container isolated hydrologically from the sur­
rounding soil, was attempted a long time before that. As noted in Chapter 2, deLaHire 
(1703) had already run a rain percolation experiment, but that had ended in failure. 
Dalton (1802c), in cooperation with his friend Thomas Doyle, conducted an experi­
ment by sinking a metal cylinder, 10 inches in diameter and 3 feet deep, into the 
ground with one side exposed to allow drainage of surplus water through two lateral 
tubes into bottles; from three years of observations, at first with a bare surface and 
later with a grass cover, it was concluded that for an average annual rainfall of about 
34 in. and 5 in. of dew, a total of 30 in. are evaporated. Similar work by Dickinson 
was later reported by Parkes (1845). 

In order to produce the same rate of evapotranspiration as the surrounding area a 
lysimeter should be representative of the conditions of the natural soil profile and of 
the vegetation around it. In other words, when designing and installing a lysimeter 
care must be taken to insure the same water flux at the soil surface and the same 
development of the plant roots in the soil profile. This means that the lysimeter 
should have its surface flush with the surrounding ground surface, and that it should 
be at least· as deep as the rooting depth of the vegetation; moreover, the profiles of 
soil structure, soil texture, soil water content and soil temperature in the lysimeter 
must be made as similar as possible to those on the outside. To maintain the same 
mechanical properties of the soil, it may be desirable to place it in the container as an 
undisturbed block or 'monolith' (e.g., Brown et al., 1974); when this is impossible, 
because of the nature of the soil or the large size of the Iysimeter, the soil should be 
placed in the container layer after layer in the same order and with the same density 
as in the natural profile. Because the lysimeter has a bottom whereas the surrounding 
soils usually extend down to much greater depths, it may not always be easy to have 
the same water content profile even near the surface. In Figure 11.11 the conditions in 
three types of Iysimeters are compared with those in a natural profile. Clearly, in the 
vicinity of a drain open to the atmosphere, the pressure in the soil water is zero, i.e., 
atmospheric. Thus, in order to simulate the natural drainage process, a Iysimeter 
with open drainage at the bottom should be sufficiently deep. If the lysimeter is 
shallow (for example, to maintain adequate sensitivity in weighing) it may be neces­
sary to maintain the suction at the bottom artifiCially by means of a vacuum supply 
(e.g., Pruitt and Angus, 1960). The simulation of evapotranspiration also involves 
the simulation of the surface energy budget. Therefore, the soil temperature profiles 
inside the lysimeter should not be allowed to differ much from those outside. The 
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Fig. 11.11. Sketch illustrating how the negative water pressure in the natural soil profile, after 
precipitation or irrigation, is represented in three types of lysimeters (adapted from Van Bavel, 1961). 

difference in thermal regime is probably minimal in the case of a deep lysimeter with 
a good simulation of the natural water regime and with an abundant vegetational 
cover. To further reduce thermal discrepancies, it is desirable that the lysimeter con­
tainer consist of material with a low ther~al conductivity and that any gap between 
container and surrounding retaining walls be sealed off at the surface. The thermal 
equivalence of the lysimeter to the surroundings can be tested by measuring soil 
temperature profiles inside and outside the lysimeter. Again, when high accuracy is 
desired, to obtain thermal similarity, the bottom of the lysimeter may have to be 
heated or refrigerated artificially at the temperature measured at the same depth in 
the natural profile outside (e.g., Pruitt and Angus, 1960). Another source of potential 
error is the effect of the surface discontinuity at the edge of the lysimeter. Thus, the 
rim of the container should be kept as low as possible above the soil surface; however, 
if the lysimeter is also used as a precipitation gage, the rim must have a certain height 
to prevent runoff or spilling. Similarly, the gap between the container wall and the 
wall, retaining the surrounding profile, should be kept as narrow as possible. The 
edge effect can be reduced by increasing the surface area of the lysimeter. The size of 
the lysimeter is also dictated by the scale of the inhomogeneity of the vegetation 
growing on it. In other words, the number of individual plants on the lysimeter 
should be sufficiently large to produce an average rate of evapotranspiration which 
is the same as that of the surrounding land surface. Finally, the placement and 
maintenance of a Iysimeter is subject to fetch requirements just like any other method. 
Hence, different vegetation on and around the Iysimeter, sidewalks, nearby micro­
meteorological instruments, fences or other obstacles may introduce serious error. 

Several types of lysimeter installations have been described in the literature. These 



250 Evaporation into the Atmosphere 

Corr G I 
rctOII"l,I"I<;l 

... 011 

ro----.--- ---

Fig. 11.12. Diagram of the 6.1 m diameter weighable lysimeter at Davis, California, taken as a west­
east section. The vegetation is perennial ryegrass (Lolium perenne). The dimensions are given in feet 

and inches (1' = 12/1 = 30.48 cm) (from Pruitt and Angus, 1960). 

can be classified as non-weighable and weighable Iysimeters. Most of the early 
designs (cf., even Dalton, 1802c; Wollny, 1893) were of the non-weighable type with 
free drainage at the bottom. This type is easy to install and low in cost. However, 
unless the moisture content can be measured by some independent technique, per­
colation-type Iysimeters can only be used for long-term measurements, namely 
between major precipitation events if they only receive natural rainfall, or over 
weekly or longer periods if they are irrigated. Examples of such installations are 
described by Harrold and Dreibelbis (I958), and Gilbert and Van Bavel (I 954). In 
areas with high water tables it is necessary to also have a water table in the Iysimeter; 
this usually involves the measurement of the inflow and outflow required to maintain 
this water table at a given level. However, with water table-type Iysimeters it may be 
necessary to take special precautions to avoid the build-up of salinity (e.g., William­
son, 1963) or to compensate for water-level fluctuations which may conceivably 
result from other factors such as atmospheric pressure changes (e.g., Van Hylckama, 
1968). 

Although weighable Iysimeters are much more expensive, their appeal is that they 
produce accurate values of evapotranspiration over daily or shorter periods. Several 
weighing techniques have been applied in past experiments, namely mechanical 
scales, load cells with strain gages of variable electrical resistance, and hydraulic 
weighing systems either with fluid displacements resulting from the changing buoy­
ancy of a floating container, or with fluid pressure changes in hydraulic load cells. 
The simpler weighable lysimeters of the earlier designs (e.g., Makkink, 1957) are 
usually lifted out of the ground at regular intervals and weighed by a movable mecha­
nical scale. Examples of Iysimeters mounted on a permanently-installed mechanical 
scale which permits continuous recording, are those described by Harrold and 
Dreibelbis (1958) and Pruitt and Angus (I 960). The latter setup, which has several 
interesting features, is shown in Figure 1 1.12; it has a la~ge circular area of 6.1 m 
diameter and a depth of 0.91 m, and it is equipped with soil temperature control and 
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soil water suction control at the bottom; because of the large area, edge effects are 
minimal and the gap area between the container wall, consisting of 6.3 mm fiberglass, 
and the surrounding land surface is smaller than 3 percent of the Iysimeter area; the 
accuracy of the weight readings recorded every 4 min is within 0.03 mm of evapora­
tion. The construction of the weighing and recording system can be simplified 
considerably by using load cells consisting of electrical resistance devices, utilizing 
strain gages. Examples of this type of Iysimeter are described in papers by Van Bavel 
and Myers (1962), Ritchie and Burnett (1968), Rosenberg and Brown (1970), and 
Perrier et at. (1974). The hydraulic weighing systems are usually cheaper to build 
than those with mechanical or strain-gage scales. 

In the case of the so-called floating Iysimeter, weight changes are determined from 
the fluid displacements resulting from the changing buoyancy of a floating container. 
The buoyancy of the container is obtained by attaching buoyancy chambers to the 
container floating in water (e.g., King et at., 1956) or by floating the Iysimeter con­
tainer in a heavy fluid, such as a zinc-chloride (Zn C12) solution (e.g., McMillan and 
Paul, 1961; King et at., 1965; Lourence and Goddard, 1967). The container in the 
Iysimeter described by Lourence and Goddard (1967) has a 6. I m diameter and is 
quite similar in construction to that shown in Figure 11.12; later the design of this 
floating Iysimeter was further improved by Goddard (1970) to also permit the direct 
measurement of the surface shear stress 7:"0 or the friction velocity u*. In the second 
type of hydraulic weighing systems, weight changes are determined from fluid pres­
sure changes in a hydraulic load cell, by which the Iysimeter container is supported. 
These hydraulic load cells may consist of water-filled bags, bolsters, pillows or tubing 
made of rubber or other suitable material. Examples of this type of Iysimeter have 
been given by Forsgate et at. (1965), Hanks and Shawcroft (1965), Ekern (1967) and 
Black et at. (1968). 

Evaporation Pans 

Although of uncertain and often dubious applicability as a measure of evaporation 
in nature, evaporation pans continue to be used widely. It is easy to understand their 
intuitive appeal, because they model the evaporation from a free water surface in a 
visible way. Nevertheless, even after many studies have dealt with the pan problem, 
it is still very difficult, if not impossible, to make a general and practical use of pan 
data except in special situations. Many types of pans have been tried and used over 
the years, but some standardization has taken place. To facilitate easy identification 
when reference is made to them in the literature, a few of the more common pans are 
now briefly described. 

The Colorado Sunken Pan: This is probably one of the oldest standardized pans, 
since its use goes back to the work of Carpenter (1889; 189 I) at Fort Collins. It has a 
square water surface with 3 ft (91.5 cm) sides, it is usually 1.5 ft (45.7 cm) deep, and 
it is installed in the ground with its rim approximately 4 in. (10 cm) above the ground 
surface so that the water surface is approximately maintained at ground level (see 
also Rohwer, 1934). 

The Class A Pan of the u.S. Weather Bureau: This has been the official network 
instrumenL in the United States to measure evaporation (e.g., Kadel and Abbe, 1916) 
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Fig. 11.13. The Class A pan of the U.S. Weather Bureau. 

but is used in many other countries as well. It is a cylindrical container, lOin. (25.4 cm) 
deep and 4 ft (J 21.9 cm) in diameter, inside dimensions (Figure 11.13). It is constructed 
of galvanized iron (22-gage) or some other similar non-rusting metal. It is placed on 
a grillage of timbers so that its bottom is between 10 to 20 cm off the ground; to anchor 
this platform, it is sometimes filled with new soil to within approximately 5 cm from 
the bottom, allowing some ventilation. The water level in the pan should be main­
tained between 2 to 3 in. (5 to 7.5 cm) from the top of the rim. Usually the water level 
is measured with a micrometer hook gage in a stilling well. In the standard set-up, a 
thermometer (preferably max-min) measures the water temperature and a three-cup 
anometer measures the wind speed at about 15 cm above the rim of the pan. 

The Sunken Pan of the Bureau of Plant Industry: Prior to the general acceptance of 
the Class-A pan, this pan was used at dry land stations of the BPI of the U.S. Depart­
ment of Agriculture in the western United States (e.g., Horton, 1921). It is 6 ft (182.9 
cm) in diameter, and 2 ft (61 cm) deep; it is buried 20 in. (51 cm) in the ground and 
kept filled with water up to ground level, that is 10 cm below the rim. This pan is 
usually built of the same type of sheet metal as the Class A pan. 

The GGI-3000 Pan: This pan was developed in the U.S.S.R.; it is now widely used 
as a standard, especially in Eastern Europe (e.g., Gangopadhyaya et al., 1966). It is 
a cylindrical tank with a conical base; the surface area is 3000 cm2, with a diameter of 
61.8 cm, and a depth of 60 cm at the wall and 68.5 cm at the center. The container is 
made of galvanized sheet iron and it is buried in the ground, with the rim at about 
7.5 cm above ground level. 

The 20 m2 Basin: This type of installation also originated in the U.S.S.R. It is a 
cylindrical basin with flat base made of 4-5 mm boiler plate sheets or concrete. Its 
surface area is 20 m2 with a diameter of 5 m and a depth of 2 m. It is placed in the 
ground, with the rim at 7.5 cm above ground level and the water level maintained 
approximately at ground level (e.g., Gangopadhyaya et aI., 1966). 

There are primarily two types of problems for which considerable efforts have been 
made to apply pan evaporation data. The first is the determination of evapotran­
spiration from a well-watered vegetation and the second the determination of lake 
evaporation. 

As a physical phenomenon, the evaporation from any type of pan is quite different 
from evapotranspiration from a vegetation. Still, field experiments have shown that, 
over longer periods, pan evaporation is highly correlated with evapotranspiration 
from the surrounding vegetation under conditions of full cover and good water 
supply (e.g., Penman, 1948; Mcilroy and Angus, 1964; Pruitt, 1966). An example of 
such a correlation for monthly data at different locations is shown in Figure 11.14. 
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Fig. 11.14. A comparison between monthly mean evapotranspiration ET from grass or grass-clover 
mixture and evaporation from Class A pans at different sites. The slope of the best-fit line is 0.80 

(adapted from Pruitt, 1966). 

It can be seen that the pan coefficient, defined here as the ratio of evapotranspira­
tion to pan evaporation is approximately 0.8 for grass. Many pan coefficients and 
regression equations have been reported in the literature. However, these results 
show considerable variation, depending on the type of vegetation, the pan environ­
ment and the climatic conditions. Thus calibration and standardization are essential 
to render pan data useful in the estimation of ambient potential evaporation. 

Many attempts have also been made to relate pan evaporation to lake evaporation. 
The simplest approach, again, is the use of a pan coefficient, defined as the ratio of 
lake evaporation to pan evaporation. Typical values (e.g., Rohwer, 1934; Kohler, 
1954; Gangopadhyaya et at., 1966; Shnitnikov, 1974) of the pan coefficients on 
an annual basis are about 0.80 for the Colorado pan, 0.70 for the Class-A pan, 0.92 
for the BPI pan, 0.82 for the GGI-3000 and nearly unity for the 20 m2-basin. With a 
known coefficient, generally, the larger pans and those that are installed in the ground 
are the most reliable. Thus, the 20 m2-basin is preferable, but it is costly to install. 
However, especially for the smaller types of pans, the coefficient depends not only 
on the type of pan, but also on its exposure and the climatic conditions. In other 
words, it varies usually considerably from one lake to another and from month to 
month at any given location. Thus the pan coefficient approach can be considered 
useful only to provide a rough estimate of lake evaporation, mostly on an annual 
basis. 

A more satisfactory procedure is the pan conversion method. It consists of taking 
the ratio of the bulk mass transfer equations [cf., (9.12) or (9.13)] of the lake and the 
pan to obtain the mean evaporation rate from the lake, as follows, 

E = K Je, - eo)_ E (11.34) 
po (epa _ eo) po 



254 Evaporation into the Atmosphere 

where Epa is the evaporation rate of a pan, e s and epa the saturation vapor pressures 
at the water surface temperatures of the lake and of the pan, respectively, ea the vapor 
pressure of the air at a reference station and Kpa an empirical constant to be deter­
mined for any given situation. The pan conversion method was introduced by Kohler 
(1954); using daily averages of the vapor pressures and Class-A pan data he obtained 
Kpa = 0.7 for Lake Hefner. Webb (1966), who modified the method slightly by using 
epa corresponding to the afternoon maximum of the pan temperature and 1200 to 
1800 means for es and ea , obtained Kpa = 1.50 for Lake Hefner. It was felt that using 
values for the afternoon, when most of the evaporation takes place, should be more 
reliable than using daily means. The method was tested by Hoy and Stephens (1979). 
A difficulty, they encountered, was that small values in the denominator of (11.34) 
may lead sometimes to inordinately large values of E; this difficulty was resolved by 
editing the data, that is by accepting only those daily E data which satisfied 0 ::; E ::; 
2 cm and (E> - 3(JE ::; E::; (E> + 3(JE where (E> and (JE are the mean and standard 
deviation over a given period; an alternative method of resolving the problem, they 
suggested, is to use longer-term means of the variables in (11.34) but then with a 
different Kpa or with a correction term. It was found that Webb's version is more 
reliable than Kohler's. Hoy and Stephens (1979) obtained a mean Kpa = 1.21 for the 
Class-A pan with Webb's procedure, and Kpa = 0.66 with Kohler's. When the pans 
were outfitted with a bird guard the means of the coefficients were 1.48 and 0.73, 
respectively. Although the pan conversion method was found to be less accurate than 
the bulk mass transfer method (see Section 9.2b), it was considered suitable for opera­
tional use. 

The pan-conversion method has the advantage that only water-surface temperatures 
are required on the lake, while the other data can be obtained at a simple on-shore 
weather station. The constant Kpa should be derived by experiment for a given lake 
and a given measurement set-up. Alternately, taking the ratio of (7.57) with the param­
eters for the lake and for the pan, respectively, may yield a theoretical value of Kpa; 

the same could be done with the empirical relationships (7.60) and (7.61) or similar 
ones. However, this has not been tested. 

Other Instruments 

Beside pans many other types of devices to measure evaporation have been proposed 
and developed over the past few centuries. A thorough review of them has been made 
by Livingston (1908; 1909). Most of these are no longer in use today, and only a few 
have survived. Better known among these are the Piche evaporimeter, the Wild 
evaporimeter and the porous cup atmometer. 

The instrument described by Piche around 1872 in France (Jelinek and Hann, 1873) 
consists of a glass tube, of 23 to 30 cm length and of 1 cm inside diameter; the tube is 
closed at the top and provided with a ring from which it can be suspended. The tube 
is filled with water and at the bottom covered with a disk of moist blotting paper, 
with a size such that 8 cm2 are exposed to evaporate. As the water evaporates from 
the paper, the water level sinks in the tube and indicates the amount of evaporation 
on etched graduations. At the bottom end of the tube a bent steel wire is mounted as 
a spring with a small disk to hold the paper disk in place, in case of strong winds. 
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Fig. 11.15. The Piche evaporimeter (from Abbe, 1905). 

Figure 11.15 shows an earlier form of the instrument. In the original version of the 
instrument a small hole in the paper allowed air to bubble through to replace the 
evaporated water. In more recent versions the glass tube has a small hole on the side 
through which the air can enter. Also, in the commercial versions available at present, 
the total evaporating surface is larger and of the order of 13 cm2 with a diameter of 
about 3.2 cm. The instrument is now usually installed with the evaporating surface 
at about 1.2 m above the ground in a regular meteorological instrument shelter. 

On account of its peculiar shape and exposure, it is very difficult to relate the Pich~ 
evaporation rate to any other kind of evaporation in nature. Since the instrument is 
placed in a shelter, it is not exposed to solar radiation, but its evaporation is in re­
sponse primarily to the humidity deficit in the air, and also, but to a lesser extent, to 
the wind velocity. This means that the instrument is probably more analogous to a 
simple leaf placed in the shade, than to a surface of water or wet vegetation exposed 
to solar radiation. Thus the instrument probably gives a better measure of the drying 
power EA , defined in 10.16, rather than of the rate of evaporation E. The latter ob­
servation made Stanhill (1962) suggest that it may be possible to estimate the second 
term in Penman's Equation (10.15) from available Piche evaporation data, EPi as 
follows, 

6. :-r EA = aEpi + b ( 11.35) 

where a and b are constants; by calculating E A by means of the 1956-version of 
(10.17) in (10.16), Stanhill (1962) derived a = 0.1469, b = 0.1118 in mm day-l with 
weekly means for the Negev region. Bouchet (l963b) made the same suggestion 
with b = O. This idea was worked out further by Brochet and Gerbier (1972) who 
proposed, as an empirical substitute for (10.15), the following 

E = aR, + bEpi ( 11.36) 

where R, is the global short wave radiation. The constants a and b (different from 
those in (11.35) can be estimated by relating (11.36) with (11.35) and (10.15); Brochet 
and Gerbier (1972) presented a procedure to determine the constants for any given 
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Fig. 11.16. The Wild evaporimeter scale (from Wild, 1874). 

latitude and time of the year in France, where EPi records are available for many 
stations. 

The instrument proposed by Wild (1874) in Russia, consists of a shallow cylindrical 
dish, 2.5 cm deep and with a surface area of 250 cmz, i.e., 17.84 cm in diameter, 
filled with water and placed on a balance. The original version of the instrument 
(see Figure 11 .16), still used widely today, is similar to the postal scale: the dish C 
is supported by the shorter arm of a lever balance and the longer arm, that is the 
counterweight, is provided with a pointer D indicating the loss of weight due to 
evaporation on a graduated arc G; however at present, recording balances are also 
available commercially. The main advantage of this instrument is that it can register 
evaporation even during winter in colder climates, when the water in the dish is 
frozen. The balance is commonly placed as it is , in a meteorological shelter at an 
elevation of approximately 1.2 m. Wild 's (1874) original set-up shown in Figure 
11.16 is somewhat more elaborate than current practice. The balance was placed 
inside a glass case E, to protect it from disturbance by the wind during weighing; 
to also protect it from rusting a dehumidifier (e.g., Hz S04) was placed in F. The 
cover of the case supported the dish, and it was only withdrawn to weigh the dish 
at the time of observation. The instrument had a second identical dish C which 
was interchanged periodically with C, in order to avoid interruptions of the measure­
ment when the ice mass in C had decreased considerably and before a new quantity 
of water would freeze to the ambient temperature. and also in order to determine 
the accretion in case of snow drift. The glass case was placed in the thermometer 
shelter. 

The remarks made about the applicability of the Piche instrument are also valid 
for the Wild evaporimeter. The instrument is attractive because of its simplicity, but 
again it is far from clear what the significance of the measurements is . 

Porous-bulb atmometers are another type of instrument which is still sometimes 
used, but they are not as common as the Piche and Wild evaporimeters. The origin 
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of these atmometers can be traced back to Leslie's (1813) instrument, which consisted 
of a thin ball of porous earthenware, with a diameter of 2 to 3 inches (5 to 7.5 cm), 
and with a small neck cemented to the lower end of a graduated glass tube. The 
similar atmometer, which is now still in use, is usually named after Livingston (1935) 
who propagaged its application in the United States. In its present form, the Living­
ston atmometer is a hollow porous porcelain sphere, 5 cm in diameter with a wall 
of about 0.3 cm. When in operation, its moist spherical surface, without any surface 
film of water, gives a uniform exposure in all directions, except downward, at the 
narrow cylindrical neck which is glazed and connected to the supply tube; this tube 
is inserted through the stopper of a bottle with a supply of distilled water. This water 
is drawn up through the tube by capillarity in the pores of the evaporating surface. 
A similar instrument was proposed by Bellani in Italy about three years after Leslie's 
(1813). The Bellani atmometer (cf, Livingston, 1935) consists of a porous ceramic 
disk, as the upper face of a non-porous hemispheric bulb, which is mounted in the 
same way as the Livingston atmometer. 

As is the case with the other instruments, evaporation data obtained with porous 
bulb atmometers are difficult to interpret. They have a very peculiar shape and 
exposure, and it is not obvious how their energy budget, or their aerodynamic prop­
erties, can be related to the energy budget or the exchange characteristics of natural 
surfaces. In addition, these atmometers are easily broken by handling and freezing, 
and they become easily soiled by dust or other contamination. However, they are 
more easily installed and maintained than Iysimeters or even evaporation pans. Some 
of the more recent applications of Livingston atmometers have been in connection 
with the estimation of water needs of irrigated crops. Halkias et at. (1955) observed 
that the difference in evaporation between a black atmometer and a white atmometer 
has a high correlation with the use of water by irrigated crops; this correlation was 
considerably higher than that between evaporation from a white atmometer and crop 
water use. This was confirmed by Shannon (1968) who obtained estimates of monthly 
evapotranspiration under irrigation with this paired atmometer technique, which 
were equally good or better than those obtained by means of Class-A pan data. The 
explanation for all this lies apparently in the fact that the difference between the 
evaporation from a black and white atmometer should be "correlated with the global 
short-wave radiation, since one absorbs while the other reflects a large part of it; 
and potential evaporation is well correlated with short wave radiation [e.g., (10.28) 
and (10.29)]. Thus, this system of paired black and white atmometers is actually 
used as a substitute short wave radiometer, rather than as an evaporation device. 
Yu and Brutsaert (1967) made the same observation as regards the difference in 
evaporation from very shallow (1.58 cm) pans with black and white painted bottoms; 
the correlation with short wave radiation was quite high. 

11.2. ATMOSPHERIC WATER BUDGET 

a. Concept and Formulation 

This method consists of the determination of evaporation as the, preferably only, 
unknown term in the water budget equation for a suitably chosen, finite-size control 
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volume in the atmosphere. Just like for the terrestrial water budget, it is possible to 
derive an equation simply by equating the total inflow minus the outflow of water 
mass to the time rate of change of stored water in the control volume. However, for 
a better understanding of this method, it is instructive to take as a starting point 
(3.44) the equation of conservation of the mean specific humidity. With a source 
term Sv representing the difference between the local vaporization and condensation 
that takes place in the air, and with the assumption that the horizontal gradients of 
the turbulent fluxes and also molecular diffusion are negligible, (3.44) can be written 
as 

(11.37) 

The addition of the equation of continuity (3.48), multiplied by q, to (J 1.37) produces 

oq a (- -) + a ( __ ) a (- -) a (-,,) S Ot + ax uq oy vq + az wq = - az w q + v' (J 1.38) 

The desired budget equation is obtained by integrating (J 1.38) over the finite control 
volume under consideration. Upon multiplication by p dz it can first be integrated 
over the vertical to yield the equation for a column extending from the earth's surface 
z = Zs to the top of the atmosphere Z = Zt. Clearly, (wq) equals zero at the upper and 
lower boundaries of the atmosphere; also, the vertical turbulent vapor flux w'q' is 
zero at the upper boundary and, by virtue of (3.74) equal to (E/p) at the lower bound­
ary. Hence, if it is assumed that the net amount of moisture condensed in any air 
column falls down as precipitation at a rate P, so that 

- f:'SvP dz = P 
s 

(J 1.39) 

integration of (J 1.38) yields 

I;: ~; p dz + s:: yr . (V q)p dz = E - P. (J 1.40) 

The symbol V = Vex, y, z, t) denotes the mean (from the turbulence point of view) 
horizontal velocity, that is V = iii + jv. 

Upon multiplication by (dA/A), (11.40) can now be integrated over the horizontal 
area A of the control volume. For the integrand of the second term of (11.40) use 
can be made of the divergence theorem of Gauss, or 

~. It yr·(Vq)dA =-~ Jc(Vq).ndC (11.41) 

where n is the unit vector normal to the periphery C pointing outward, and dC is a 
differential lineal element of the periphery of the control volume. If Vn = Vn(x, y, Z, t) 
is the wind component normal to the boundary pointing outward, the integral of 
(I 1.40) over A can be written as 

E - P = Jz,-~q p dz + -AI JZI f (q Vn)p dC dz 
Zs ut ZS' C 

(11.42) 
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where E, P and oq/of are the areal averages of the evaporation rate, precipitation 
rate and rate of change of q at a given level z. Equation (11.42) is commonly written 
in terms of the pressure P instead of z, as vertical coordinate; since the atmosphere 
is usually very close to hydrostatic the transformation can be made by means of 
(3.26). Note that a pressure difference of 100 mb corresponds roughly to a change 
in elevation of 900 to 1000 m. If W denotes the total water vapor content per unit 
area of the atmospheric column, averaged over the whole control area A, (11.42) 
can also be written as 

- - oW I Sp,S -
E - P = ----at + Ag P, C (q Vn) de dp (11.43) 

where Ps and Pt are the pressures at the surface and at the top of the control volume. 
Equation (11.43) states that the difference between the average rate of evaporation 
and precipitation over a given area of the earth's surface equals the rate of increase of 
water vapor over the area plus the total vapor flux directed away from the region. 

b. Application of the Method 

At present (11.43) or a form similar to it, is usually solved for (E - P) by means 
of a set of aerological or so-called rawinsonde observations at the vertices of the 
polygon enclosing the area A. Hence, the control volume is a prism with base area A 
and bounded by vertical walls extending from the earth's surface to a level with suf­
ficiently small moisture content where P = Pt. 

The last term of (11.43) is calculated by summing the product of the normal wind 
velocity component and the specific humidity over the total side wall area of the 
prism. When, as is usually the case, the aerological observation stations are not 
located on the boundary of the area of interest, interpolation (e.g., Cressman, 1959) 
may allow some adjustment. In some cases, aerological observations can be sup­
plemented by data obtained by aircraft, drop-sonde, or satellite. It should be noted 
that, if the last term is computed by taking the product of the averages, rather than 
the average of the products, of Vn and q, considerable error may result. Also the use 
of the geostrophic velocity G, instead of the actual profile V(z), usually causes errors 
(e.g., Palmen, 1963; Ferguson and Schaefer, 1971). This is due to the fact that, in 
the vertical, q and V· V are often strongly correlated; if V . G is used this correlation 
is neglected [cf., (3.73)]. 

Previous Studies 

There have been two general classes of applications of the atmospheric water budget 
method. In the first, use was made of the existing network of rawinsonde stations. 
Among the early attempts to apply it was the analysis of Benton and Estoque (1954) 
of the water vapor transfer over the entire North American continent. Several other 
studies have been carried out for large areas at a continental, hemispherical or lati­
tudinal scale; however, except for studies in global circulation, smaller areas are 
usually of greater interest. Examples of applications over areas smaller than 106 km2 

are the studies by Hutchings (1957) for southern England (4 stations with A = 9 X 104 
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Fig. 11.17. Comparison of the heat flux (H + L,E) obtained by means of the atmospheric water 
budget (open squares) by Nitta (1976) and Murty (1976), with the heat flux obtained by a mean profile 
method by Kondo (1976). These results represent general conditions for the East China Sea. Because 
the data were not taken at the same locations the areas for which both methods were applied, coincided 
only approximately. The area enclosed for the atmospheric water budget was of the order of 17 

10' km2; its shape was roughly rectangular with center at Okinawa (adapted from Kondo, 1976). 

km2); Palmen (1963) for the Baltic Sea (6 stations with A = 30.3 X 104 km2); Soder­
man and Wesantera (1966) for Finland (5 stations with A = 24.7 X 104 km2); Rasmus­
son (1971) by means of the existing network for the Great Lakes (A = 24.6 x 104 km2), 
the Great Lakes Basin (A = 48 x 104 km2) and the Ohio Basin (A = 53 x 104 km2); 
Ninomiya (1972) for the East China Sea (8 stations with A = 63.9 X 104 km2); and 
Shahane et al. (1977) and Magyar et al. (1978) for the entire United States subdivided 
in areas with A ranging from 5.18 x 104 to 15.1 X 104 km2. In the studies just men­
tioned, the data used were the twice-daily observations of the existing aerological 
stations, which were available for the standard pressure levels, i.e., 1000, 850, 700, 
500, 400 and 300 mb, or for 50 mb increments. It was usually assumed that the 
water vapor flux divergence and vapor storage changes can be neglected above a 
level of around 400 to 300 mb, i.e., approximately 7 to 8 km above sea level. In most 
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studies the calculations were made to obtain mean monthly values of evaporation. 
In the second class of applications of this method, the data we're obtained during 

short periods of intense measurements, within the framework of large-scale field 
experiments, as part of the Global Atmospheric Research Program (GARP). In such 
experiments, the measurements are taken with higher resolution in time and in the 
vertical and they are also of a higher quality than those of the regular rawinsonde 
network. A few examples of water budget studies made with such data are those by 
Augstein et al. (1973) for the eastern Atlantic Ocean (observations every 3 hr for 2 
weeks, at 3 stations with A = 25 X 104 km2); Holland and Rasmusson (1973) for the 
western Atlantic Ocean east of Barbados (15 soundings daily for 5 days, at 10 mb 
intervals at 4 stations with A = 25 X 104 km2); Rasmusson et al. (1974) for Lake 
Ontario (8 soundings daily for 45 days at 10 mb intervals at 6 stations with A = 1.4 X 

104 km2); Nitta (1976) and Murty (1976) for the East China Sea (observations every 
6 hr for two periods of 14 days, interpolated at 25 mb intervals at 4 stations with 
A = 17 X 104 km2). In the aforementioned studies mean daily evaporation was 
calculated and analyzed. The results obtained in these experiments were generally 
quite satisfactory. For example, as shown in Figure 11.17, the atmospheric budget 
estimates of Nitta (1976) and Murty (1976) were in good agreement with the daily 
estimates obtained by Kondo (1976) by means of a mean-profile method (cf. Section 
9.la). An exception among these studies was that on Lake Ontario; Phillips and 
Rasmusson (1978) reported that, although relative variations of daily evaporation 
estimates were similar to those obtained from bulk transfer computations, the absolute 
values were roughly twice those obtained from most other techniques. 

Potential and Limitations 

The data available for the practical application of the atmospheric water budget 
method are normally not obtained from a specially designed experiment, but from 
the operational aerological network. This world-wide grid was designed to observe 
synoptic-scale features with time scales of a few days and length-scales of the order 
of 1000 km. 

For this reason the operational network, with twice-daily observations, probably 
cannot provide good resolution for sub-grid changes, and herein lies a serious limita­
tion for budget calculations. This is especially the case in areas with strong diurnal 
fluctuations and non-homogeneous surface conditions, such as coastal or mountainous 
regions. Ferguson and Schaefer (1971) noted that severe aliasing errors can result 
from meso- and micro-fluctuations in wind and moisture near the shore of Lake 
Ontario; but they were able to lower the errors in the verticaIly integrated moisture 
flux by reducing the sampling interval from 12 to 2 hr. Beside the temporal and 
horizontal spatial resolution there is also the problem of the vertical resolution. The 
standard levels for which the rawinsonde data are reported, especially the lower ones, 
viz. 1000, 850, 700 and 500, provide a very poor resolution. Ferguson and Schaefer 
(1971) calculated that the moisture flux divergence below 700 mb (about 3 km above 
sea level) averaged 75 percent of the total in the whole 1000-400 mb layer; they 
concluded that calculations can be reliable only if the profiles are well defined in the 
lower layers. The lack of adequate vertical resolution in the currently available 
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rawinsonde profiles is, of course, also one of the major difficulties in applying the 
ABL profile method described in Section 9.lc. 

Additional errors may result from the neglect of changes in advection and storage 
of liquid and solid water in clouds; in (11.39) it is assumed that all net condensation 
falls out as precipitation. For larger areas the transport and storage of water in clouds 
is negligible except possibly in cases of cold air outbreaks over relatively warm water. 

Finally, there is the problem of the observational accuracy. Rasmusson (1977) has 
made a detailed analysis of the errors in flux divergence computations resulting from 
the usual limits of instrumental accuracy in typical rawinsonde observations in 
networks of different scales. He concluded that with the operational rawinsonde 
network and current observational schedules, the application of the method to basins 
with an area smaller than 25 x 104 km2 is limited, and that the results are probably 
unreliable. The method can yield good results for areas of the order of 25 x 104 to 
106 km2, but it is best suited for areas larger than 106 km2. 

The appeal of the method stems mainly from the simplicity of the budget concept 
and from the availability of the extensive aerological data base for many locations 
around the world. It is of dubious reliability for surface areas which are usually of 
practical interest in hydrology. However, it can be very useful and accurate for 
climatological estimates over larger areas and over monthly or longer periods. There­
fore, it can be used to test, compare or complete the results of other methods averaged 
over larger areas. 
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ABL, see atmospheric boundary layer 
ABL prome method 200-201 
actual evaporation 

approach with stomatal resistance 223-224 
complement of potential evaporation 224-

225 
determined from equilibrium evaporation 

228-230 
proportional to equilibrium evaporation 

228-230 
proportional to potential evaporation 243 

advection 
large-scale, see large-scale advection 
local, see local advection 
regional, see large-scale advection 

advection-aridity approach 226-228 
advection of energy 153 
aerodynamic resistance 111 
aerological data 200-201,259-262 
albedo 133, 136 
anemometers 190-192 
anisotropy, turbulence 159,162, 164 
asymptotic matching 76 
atmometers, porous bulb 257 
atmospheric boundary layer 52-56 

bulk transfer equations 76-85 
drag coefficient 76, 78 
layer-averaged values 81 
local advection 154 
prome method 200-201 
similarity functions 75,76-85 
thickness 53, 72-74, 79-80 

atmospheric emissivity 138 
atmospheric radiation 138 
atmospheric stability 42,44, 64 

effect in energy budget methods 211,212, 
218 

effect on lake evaporation 183-187,204-
207 

atmospheric water budget method 257-262 
atomic concepts (history) 

in Greek philosophy 17 

293 

in middle ages 21 
of Descartes and Halley 25-27,29 
particle separation theory 29 

available energy flux 209 
averaging period 191-192, 207-208 

baroclinicity 74, 81 
bluff-rough surface 54, 92-97, 122 
Bouchet's hypothesis 224 
boundary layer, see atmospheric boundary layer 
boundary layer, internal, see internal boundary 

layer 
Boussinesq assumption 49 
Bowen ratio 3, 36 

application 199,210-211 
over wet surfaces 215,218,219,221 
scalar admixtures 199,211-212 
with bulk stomatal resistance 224 
with local advection 183,189,210-211 

bulk transfer equations 
atmospheric boundary layer 76-85 
for foliage elements 106 
in terms of resistance 11 0-112 
interfacial sublayer 87 
scalar admixtures, surface sublayer 197-198 
surface sublayer 66 
to determine evaporation 197-208 
see also mass transfer coefficient, drag 

coefficient, heat transfer 
coefficient, wind function 

canopy resistance 111 
canopy sublayer 56,97-110 
capillary conductivity 233, 235 
catchment evaporation 

proportional to potential evaporation 243-
244 

related to net radiation 242 
related to precipitation 241-244 
related to surface runoff 241 

catchment groundwater storage 245 
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climate 
global distribution 3-10 
numerical modeling 244 

closure 
first-order 158 
higher order 161-164,187-189 
limitations of models 163, 164 
methods for disturbed boundary layers 

157-164 
problem in turbulence 51 

cloud cover, fractional 132, 142 
related to sunshine duration 132-133 

cloudiness 
effect on long-wave radiation 142-144 
effect on short-wave radiation 132 

cold, effect on evaporation (history) 16,21,26 
combination method, for evaporation 214 
combination method, for soil heat flux 150 
complementary relationship 224-228 
conservation, equation of 

for fluctuating velocities 50 
for humidity fluctuations 47 
for mean potential temperature 51,156 
for mean specific humidity 47, 155,156, 

168,258 
for mean square specific humidity fluctua-

tion 47,55,193 
for soil water 238 
for turbulent kinetic energy 50,55,162,193 
for water vapor 46 

constant stress layer 54-55 
continuity, equation of 

bulk air mass 48,156 
water vapor 45 

convective mixing 67, 73 
Coriolis acceleration 48 
Coriolis parameter 52,73 
cyclic behavior, evaporation 7-10 

Dalton number 
definition 88 
interfacial 87 

Dalton's equation 31 
Darcy's law, partly saturated soil 233 
defect sublayer 53-54 
density 

moist air 38 
water vapor 37 

desorptivity 239 
dew formation 110 
diffusivity, molecular in air, see molecular 

diffusivity 
displacement height 59, 116 
displacement height, water vapor 62 
dissimilarity, momentum and scalars 62, 86-

110,123 
dissipation method 193-196 
dissipation, turbulent kinetic energy 51, 55, 

163,193-196 
disturbed boundary layer, see internal bound­

ary layer 
drag coefficient 

atmospheric boundary layer 76,78 
definition 88 
effect of waves 120-121 
foliage 100 
interfacial 88 
interfacial, for bluff-rough surface 93 
interfacial, for smooth surface 90 
open water surfaces 117-121,126 

drought flow 244 
dry adiabatic lapse rate 44 
dry deposition 10, 110 
dry vegetation, resistance 110-112, 223-224 
drying power of air 216-217 

determined with Piche evaporimeter 255-
256 

effect of atmospheric stability 218 
dynamic sublayer 56, 57-64 

eddy correlation method 190-192 
eddy diffusivity 

anisotropy 159,164, 178 
definition 104 
history 34, 159 
in canopy 106 
in disturbed boundary layer 160,161 
power law 160 
see also· turbulent diffusion 

eddy viscosity 
definition 100 
for logarithmic profile 160 
in canopy 102 

Ekman height scale 73 
electricity, effect on evaporation (history) 29 
emissivity 

atmospheric, clear skies 138-141 
slab 138 
surface 137 

energy budget 
components 128-153 
global basis 3ff. 
history 34-36,209-210 
methods to determine evaporation 209-230 
with local advection 178-183 

energy budget equation 2,128,209 
energy budget method 

simplifications for wet surfaces 215-223 
with profiles of mean wind and one scalar 

212,214 



energy storage, rate of change 153 
equilibrium evaporation 

adjustment for' drying surface 
as basis for empirical equations 

229-230 
concept 218 

229-230 
219-222, 

estimator for actual evaporation 228-229 
evaporation 

average values and global distribution 3-7 
definition 1 
seasonal and daily cycles 7-10 
stochastic behavior 10 
under conditions oflocal advection 167-189 

evaporation, actual, see actual evaporation 
evaporation, equilibrium, see eqUilibrium eva­

poration 
evaporation determination 

atmospheric water budget method 257-262 
bulk transfer approach 201-208 
dissipation method 193-196 
eddy correlation method 190-192 
energy budget methods 209-230 
mean profile methods 197-201 
terrestrial water budget methods 231-257 

evaporation pans 251-254 
mass transfer coefficient 173 
pan conversion method 253 
pan-lake coefficient 253 

evaporation, potential, see potential evapora­
tion 

evaporimeters 248-257 
evapotranspiration 

definition 1 
with local advection 187-189 
related to pan evaporation 252-253 

exchange coefficient, see eddy diffusivity 
exhalations (history) 

in Greek philosophy 12 
two, see two-exhalation theory 

exponential profile 
eddy diffusivity 105 
eddy viscosity 102 
extinction parameter 102 
mean wind velocity 100 
shear stress 101 

external variables 76 
extraterrestrial radiation 132,134 

fair-weather runoff 244 
fetch 

effect on evaporation (history) 28, 31 
effect on evaporation 171-188 passim, 

203-205 
requirement for eqUilibrium 166 

field capacity 229, 244 
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fluctuations, equations for turbulent 47, 50 
foliage 

bulk transfer equation 106 
surface area 100 

free convection 67,73,206 
free convection sublayer 53 
free convective heat transfer 207 
friction velocity 54 

gas transfer, at water surface 11 
global short-wave radiation 131 
gradient transport, see eddy diffusivity 
groundwater, aquifer models 245 
groundwater recession 245-247 

heat capacity of soil 145 
heat flux, through bottom of water bodies 152 
heat flux plates, soil 149 
heat storage, rate of change 153 
heat transfer coefficient 

definition 89 
free convection 207 
interfacial 88 

height of roughness elements 113 
humidity, specific, see specific humidity 
hydraulic conductivity 233, 235 
hydrograph recession 244-247 
hydrological cycle 

definition 1 
history of concept 13,28 

hygrometers 190,191,195 
hyperbolic sine profile 100 

ice, properties 42 
inertial sublayer, see overlap region 
inertial subrange, Kolmogorov's concept 195-

196 
inner region 53-55 
interfacial sublayer 56,86-112 

bluff-rough surface 92-97 
bulk transfer equations 87 
similarity for profiles 86 
smooth surface 89-92 
vegetational surface 97-112 

interfacial transfer coefficient 
bluff-rough surface 93-97 
permeable-rough surface 103-110 
smooth surface 90-92 

internal boundary layer 154 
equilibrium sublayer 154,166 
growth 165 
surface shear stress 167 

internal equilibrium sublayer 154,166 
inversion height scale 73 
irrigated land, with local advection 187-189 
isotopic fractionation by evaporation 91, 97 
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joining technique 76 

Kannan constant, von 58,60,68,186 
Karman-Pohlhausen approach 157, 158 
Kolmogorov constants 196 

lake evaporation 
bulk transfer approach 203-207 
empirical equations 171 
from pan evaporation 253-254 
warm water 183-187,204-207 
water budget method 247 

lake size, see fetch 
lapse rate 44 
large-scale advection 

advection-free conditions 218 
as measure of aridity 227 
average conditions over uniform· wet sur­

faces 219-222 
effect on evaporation 220 
effect on similarity 67-68,211 

latent heat (of vaporization) 40,41 
latent heat, Aristotle's view (history) 15 
latent heat of fusion 42 
layer-averaged similarity 81 
leaf area index 

definition 100 
effect on turbulent transfer 124 

local advection 154 
and surface energy budget 178-183 
evaporation from warm water 183-187, 

204-207 
evaporation, higher-order closure 187-189 
importance of horizontal turbulencel75-178 
importance of mean wind 174 

local advection 
momentum 164-167 
over vegetation 187-189 
water vapor 167-189 

log-linear profile 71, 184 
logarithmic profile 57-63 
long-wave radiation 137-144 
Lyman-alpha humidiometer 190,195 
lysimeter 

history 28,248· 
design 248-251 

mass budget methods 231-262 
mass transfer coefficient 

definition 88, 171, 20~203 
effect of averaging period 208 
for lakes and reservoirs 171, 203-207 
for pans 173 
free convection 207 
interfacial 87 

open water surfaces 125-127 
surface sublayer 122 
uniform surface, neutral conditions 202 
see also Dalton number, Stelling's equation, 

wind function 
mean profile method 62,197-201 
micro scale turbulence, Kolmogorov's concept 

91,94,194 
mixed sublayer 53,73 
mixing length 160 
mixing ratio 37 
molecular diffusivity 

effect on evaporation 90-92, 93-97, 109-11 0 
values 46 

momentum roughness 58,113 
Monin-Obukhov theory 65 
motion, equations of mean, see Reynolds 

equations 

Navier-Stokes equations 48 
net long-wave radiation 142 
net radiation 2, 128 

average values and distribution 5-7 
seasonal and daily cycles 7 

neutral atmosphere 44 
null-alignment method, for soil heat flux 150 

observed height scale 73 
observed height similarity 80 
Obukhov length 65 
outer region 53-54 

similarity for profiles 72-76 
overlap region 53-54, 77 

pan coefficients 253 
pan conversion method 253-255 
partial pressures, law of 30, 37 
particle separation theory of evaporation 

(history) 29 
patching technique 77 
Penman approach 215-217 

adjustment for atmospheric stability 218 
adjustment for stomatal resistance 223-224 
application with Piche evaporimeter 255-

256 
permeable-rough surface 54,97-110,123-124 

scalar roughness length 105 
photosynthesis 144,211-212 
Piche evaporimeter 254-256 
porous bulb atmometers 257 
potential evaporation 

apparent 214,227,243 
complement of actual evaporation 224-225 
concept 1,214 
empirical equations 219-222 



potential evaporation (continued) 
from pan evaporation 252-253 
Penman approach 215-217 

potential groundwater recession 244 
potential temperature 

definition 44 
equation of mean 51, 156 

potential virtual temperature 45 
power law 

analytical solutions with 168-183 
eddy diffusivity 160, 170 
exponent 64,172,173,175,186 
wind profile 63, 170 

Prandtl number, see Schmidt number 
precipitation 

avergae values and distribution 3-5 
related to catchment evaporation 241-244 

psychrometric constant 215 

radiation in atmosphere 128-144 
radiation in water 152 
rawinsonde date 200-201,259-262 
recession flow 244 
reflectivity 13 3 
relative humidity 37 
renewal model for evaporation 94 
resistance formulation, dry vegetation 110-

112,223-224 
Reynolds analogy 34,60,86,105, 160, 186 
Reynolds decomposition 46 
Reynolds equations 50,155, 156 
Reynolds fluxes 47, 54 

measurement 190-192 
Reynolds number 

canopy 106-107 
roughness, see roughness Reynolds number 

Reynolds stresses 47,54 
me.asurement 190-192 

Richards equation 238 
Richardson number 67 

bulk 198 
river basin, see catchment 
rotational height scale 73 
rotational height similarity 79 
rough surface 

defInition 58-59,92 
with bluff elements 54, 92 
with permeable or fIbrous elements 54, 97 

roughness length 
effective 170, 172, 175, 183, 186 
for momentum 58,113 
for scalar admixtures 121-127 
for sensible heat 63,121-127 
for water vapor 61,121-127 
of open water surfaces 117-121 
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related to height of obstacles 113-116 
step-change in 157-167 

roughness Reynolds number 59 
effect on evaporation 93-97,109 

roughness sublayer 56, 92-97 

sampling times 191-192,207-208 
saturation vapor pressure 32,40-42, 215-216 
scalar admixtures 

Bowenratio 199,211-212 
dissimilarity with momentum 62, 86-110, 

123 
mean concentration profIle 197-199 
mean square concentration fluctuation 193 

scalar roughness 
of open water surface 124-127 
of vegetational surfaces 105,123-124 
related to interfacial transfer coeffIcient 

122 
relationship with bulk transfer coeffIcients 

122 
Schmidt number 

defInition 87 
effect on evaporation 90-92, 93-97, 109-

110 
turbulent 60 

sea, why it does not overflow (history) 19,20,21 
sea state, characterization 117-121 
sea surface 

drag coeffIcient 117-121,126 
mass transfer coeffIcient 125-127 
scalar roughness 124 

secondary wind speed maximum 101 
self-preservation 157 
sensible heat 51 
sensible heat roughness length 63, 121-127 

see also scalar roughness 
short-wave radiation 131 
similarity 57 
size of water surface, effect on evaporation 

(history) 28, 31 
see also fetch 

small surfaces, evaporation from 172-179 
smooth surface 59,89-92,122 
snow melt 153 
soil, bare 

steady evaporation from water table 235 
unsteady drying 10,237-240 

soil drying, fIrst and second stage 237-238 
soil heat flux 145 

determination 149-152 
soil heat transfer 145-152 
soil temperature 

gradient 149 
wave 147,151-152 
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soil water 
availability 229,243 
depletion 231-240 
downward drainage 233, 234 
equation of conservation 238 
flux 233 
storage 243-244 

soil water content 
effect on actual evaporation 229,236,237, 

243 
estimation 230,232,235 
hysteresis 233 

soil water diffusivity 238 
soil water pressure 233, 234 
solar constant 132 
solar radiation 131 
solution theory of evaporation (history) 27-31 
specific heat 

for constant pressure 39 
for constant volume 39 
of moist air 43 
of soil 145 

specific humidity 
definition 37 
equation for fluctuations 47 
equation of mean 47,155,156,168,258 
measurement of fluctuations 190, 191 
spectrum 195,196 
variance 47, 55, 193 

stability of atmosphere 42 
Standard Atmosphere 138 
Stanton number 

definition 89 
interfacial 88 

state, equation of 37 
Stelling's equation 33, 202,203,217 
stochastic behavior, evaporation 10 
stomata 110 
stomatal resistance, bulk 110 
streamflow depletion 244 
sublimation, definition 1 
sun, effect on evaporation (history) 13-36 passim 
sunshine duration 132, 144 

related to cloud cover 132-133 
surface conditions, discontinuity 154 ff. 
surface emissivity 137 
surface resistance 11 0-112 
surface roughness length 58 
surface runoff 241 

related to groundwater flow 244-247 
surface sublayer 53-54,64-72 

bulk transfer equations 66,197-198 
flux-profile functions 67-72 

Sutton'sproblem·168, 184, 186 
swell 97,121 

Taylor's assumption 194, 196 
temperature wave in soil 147,151-152 
tensiometer 234 
terrestrial radiation 137-144 
thermal conductivity of soil 145, 146 
thermal diffusivity of soil 145, 147 
transpiration, definition 1 
turbulence, measurement 190-196 
turbulent diffusion approach 158 
turbulent diffusivity, see eddy diffusivity 
turbulent fluctuations 46 
turbulent fluxes, see Reynolds stresses and 

Reynolds-fluxes 
turbulent kinetic energy 

equation 50,55,162 
dissipation 51,55,163,193-196 

two-exhalation theory (history) 
origin 14-15 
in Arabic science 22 
in Western Europe 23-25 

uniform surface, fetch requirement 166 
upper-air observations 200-201,259-262 

vapor blanket 154 
growth with fetch 171 

vapor pressure 37,40,223 
variance budget method 193-196 
vegetational surfaces, see canopy sublayer, and 

permeable-rough surfaces 
velocity, equation for fluctuations 50 
virtual potential temperature 44,74 
virtual temperature 38 
viscosity, kinematic of air 46 
viscous sublayer 56, 89-92 

warm lake, evaporation 183-187, 204-207 
water, properties 41 
water budget, global scale 3ff. 
water budget equation 

for lumped hydrological system 2,241,245 
for soil layer 231 

water budget methods 231-262 
water surface 

albedo 136 
heat penetration below 152 
radiation below 152 
roughness 117-121 
scalar roughness 124-127 
temperature 127 

water temperature profile, network density 
153 

water vapor 
density 37 
equation of conservation 46 
equation of continuity 45 



water vapor roughness length 61,121-127 
see also scalar roughness 

water vapor transfer coefficient, see mass 
transfer coefficient 

watershed, see catchment 
waves, effect on drag coefficient 121 
Wild evaporimeter 33, 256 
wind 

effect on evaporation (history) 
passim 

13-34 
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its nature (history) 13-23 passim 
wind velocity, effect on sea surface drag coeffi­

cient 117-121 
wind function 216-218 

see also Stelling's equation, mass transfer 
coefficient, Dalton number 

wind waves, effect on evaporation 96-97 

zero-plane displacement height, see displace­
ment height 



ENVIRONMENTAL FLUID MECHANICS 

This series is intended for that emerging body of professional scientists and engineers 
who apply their scientific knowledge of the atmospheric and oceanic environment to 
various practical goals. These goals are at times dictated by an increased public awareness 
of the environment, and are concerned with some nuisance or hazard such as ground-level 
air pollution, or involve some form of prediction of atmospheric or oceanic conditions. 
Examples of the latter might be the routing of oil tankers to avoid high sea states, the 
prediction of forces on marine structures due to high waves or currents, or the design of 
tall buildings for wind loads. 
These problems involve the motion of the environmental fluids, air and water, and one 
might think that a basic knowledge of fluid mechanics would be sufficient to deal with 
them. Experience has shown, however, that mechanical or civil engineers often lack the 
technical insight and judgement required to make necessary decisions, and require sub· 
stantial further study in environmental fluid mechanics. Although engineers are familiar 
with laboratory based fluid mechanics, they frequently do not have a good understanding 
of the behavior of the atmosphere and ocean, nor are they trained to deal with the 
language of meteorological literature. Most meteorologists and oceanographers, on 
the other hand, focus their study on large·scale motions and acquire little knowledge or 
understanding of the physics of the atmospheric (planetary) boundary layer, or of the 
coastal boundary layer in the sea. Neither group as a whole is acquainted with atmo­
spheric or oceanic dispersal problems except on an elementary level. 
These remarks apply to traditional curricula, and there are already some notable excep­
tions to them. It is reasonable to expect that as professional activities expand, a new 
environmental fluids engineering specialty will develop with a supporting academic 
discipline. 
The series is intended to cover the foreseeable intellectual content of this new discipline. 
Environmental Fluid Mechanics will deal with the various component subjects of it in a 
balanced way and include topics of both a "science" and an "engineering" flavor. It is 
anticipated that the books will constitute an essential reference library for professionals 
in environmental fluid mechanics, and, in addition, will enable a graduate engineer or 
meteorologist to acquire competence in the field. Finally, the books will provide a 
nucleus around which graduate courses may be organized. 
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