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Preface

Recently, multi-way data or tensor data have been employed in various applied
fields (see Mørup 2011). Multi-way data are familiar to statisticians as contingency
tables. The difference between tensor data and contingency tables is that a con-
tingency table describes count data, and therefore, its entries are necessarily inte-
gers, whereas the entries of a tensor datum are real numbers. The main feature of
data analysis is often to decompose a datum into simple parts and extract its main
parts. For example, Fourier analysis of a signal decomposes the signal into many
parts with different frequencies and extracts the main frequencies contained in the
signal. Similarly, we consider the decomposition of a tensor datum into a sum of
rank-1 tensors, where rank-1 tensors are considered to be the simplest tensors. The
minimal length of the rank-1 tensors in the sum is called the rank of the tensor. The
objective of rank determination is to answer the question, “How many rank-1
tensors are required to express the given tensor?” In other words, we must find the
simplest structure in a given datum. Thus, tensor rank is important for data analysts.
In matrix theory, rank plays a key role and expresses the complexity of a matrix.
Similarly, tensor rank is considered as an index of the complexity of a tensor.
However, it is difficult to determine the tensor rank of a given tensor even for
tensors of small size. Tensor rank also depends on the basis field; for example, the
rank may be different in the cases of the complex number field C and the real
number field R. Many researchers have explored tensor ranks over the complex
number field, where the property of algebraic closedness of the complex number
field often makes the theory clear or easy.

In this book, we focus on the rank over the real number field R, which is
particularly interesting for statisticians. Rank-1 decomposition was first introduced
by Hitchcock 1927, and he referred to it as a polyadic form. Subsequently, several
authors investigated tensor rank, including Kruskal (1977), Ja’Ja’ (1979), Atkinson
and Stephens (1979), Atkinson and Lloyd (1980), Strassen (1983), and ten Berge
(2000). In recent years, interest in tensor rank has been rekindled among several
mathematicians, including Kolda and Bader (2009), de Silva and Lim (2008),
Friedland (2012), Landsberg (2012), De Lathauwer et al. (2000), and Ottaviani
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(2013). In addition, nonnegative tensors have been the subject of many studies on
applied data analysis (see, for example, Cichocki et al. 2009). In this expository
book, we mainly treat maximal rank and typical rank of real 2-tensors and real
3-tensors, and we summarize our research results obtained over nearly eight years
since 2008. The maximal rank of size (m, n, p) tensors is the largest rank of tensors
of this size, whereas the typical rank of size (m, n, p) tensors is a rank such that the
set of tensors of rank r has a positive measure. Here, we re-emphasize that this book
treats both tensor rank and typical ranks over the real number field.

This book is organized into eight chapters. Chapter 1 presents the terminologies
and basic notions. Chapter 2 introduces propositions that characterize tensor rank.
In consideration of beginners or novices, Chap. 3 treats simple and ad hoc evalu-
ation methods of tensor rank by column and row operations as well as matrix
diagonalization for tensors of small size (2 × 2 × 2, 2 × 2 × 3, 2 × 3 × 3, and
3 × 3 × 3). Chapter 4 introduces an absolutely nonsingular tensor and a determinant
polynomial. In addition, it discusses the relation between (i) the existence of
absolutely nonsingular tensors and Hurwitz-Radon numbers and (ii) absolutely full
column tensors and bilinear forms. Chapter 5 treats the maximal rank of m × n × 2
and m × n × 3 tensors. Chapter 6 treats generic ranks and typical ranks of quasi-tall
tensors. Chapter 7 presents an overview of the global theory of tensor rank and
discusses the Jacobian method. Finally, Chap. 8 treats 2 × 2 × ··· × 2 tensors.

Toshio Sakata
Toshio Sumi

Mitsuhiro Miyazaki
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Chapter 1
Basics of Tensor Rank

In this chapter we introduce the basic concepts of tensor rank.

1.1 Tensor in Statistics

In statistical data analysis, a tensor is a multi-way array datum. Just as the complexity
of a matrix datum is described by its matrix rank, the complexity of a tensor datum is
described by its tensor rank. In this chapter, we review several fundamental concepts
of tensor rank.Typical rank andmaximal rank are treated in later chapters.Ahistorical
reference is Hitchcock (1927). Useful introductory references for the basics of tensor
rank include Kolda and Bader (2009), De Lathauwer et al. (2000), and Lim (2014).
For further reading, refer to Ja’Ja’ (1979), Kruskal (1977), Strassen (1983), ten Berge
(2000), Comon et al. (2009), and Landsberg (2012). For tensor algebra, we refer to
the book by Northcott (2008). First, we define a tensor datum over a basis field F.

Definition 1.1 A multi-way array T = (Ti1i2...iK ), 1 ≤ i1 ≤ N1, . . . , 1 ≤ iK ≤ NK ,
is called a K-way tensor with size (N1, N2, . . . , NK).

Remark 1.1 For short, we use “N1 × · · · × NK tensor” instead of “a tensor T of size
(N1, . . . , NK)”, especially when K is small.

Definition 1.2 The set of K-way tensors with size (N1, N2, . . . , NK) over F is
denoted by TF(N1, . . . , NK) or simply F

N1×···×NK .

In this book, we consider the case of F = C and R, and we omit F from the suffixes
when there is no scope for confusion. Hence, the set TF(N1, . . . , NK) is often denoted
as T(N1, . . . , NK)without confusion. Further, note that FN1×···×NK is equal to FN1...NK

as a set.
For statisticians, a tensor as a multi-way array is familiar as a higher-order con-

tingency table. The difference is that a contingency table takes integer values as
elements, whereas an array tensor takes arbitrary real values, complex values, or
elements of an arbitrary field K.

© The Author(s) 2016
T. Sakata et al., Algebraic and Computational Aspects of Real Tensor Ranks,
JSS Research Series in Statistics, DOI 10.1007/978-4-431-55459-2_1

1



2 1 Basics of Tensor Rank
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On the other hand, for mathematicians, a tensor is familiar as an element of a
tensor product of vector spaces.

Definition 1.3 Let Vi = F
Ni with a fixed basis {vi1, . . . , viNi}, where vij = (0, . . . , 0,

1, . . . , 0)T (1 in the jth position) for 1 ≤ i ≤ K . Then, the tensor product V1 ⊗ V2 ⊗
· · ·⊗VK is a vector space over Fwith a basis {v1i1 ⊗v2i2 ⊗· · ·⊗vKik |1 ≤ ij ≤ Nj, j =
1, 2, . . . , K} and the elements of the tensor products V1 ⊗ V2 ⊗ · · · ⊗ VK are called
K-mode tensors.

The two concepts ofmulti-way tensors in statistics and tensors in algebra aremutually
exchangeable. Since {v1i1 ⊗ v2i2 ⊗ · · · ⊗ vKik |1 ≤ ij ≤ Nj, j = 1, 2, . . . , K} is a
basis of V1 ⊗ V2 ⊗ · · · ⊗ VK over F, there is a one-to-one correspondence between
TF(N1, . . . , NK) and V1 ⊗ V2 ⊗ · · · ⊗ VK , where T = (Ti1i2...iK ) corresponds to
∑N1

i1=1 . . .
∑NK

iK =1 Ti1...iK v1i1 ⊗ · · · ⊗ vKiK . For example, a tensor (a1, a2) ⊗ (b1, b2) ⊗
(c1, c2) corresponds to a 2 × 2 × 2 array tensor T = (Tijk) = (aibjcj). Under this
identification, we treat an element of V1 ⊗V2 ⊗· · ·⊗VK and an N1 ×· · ·×NK multi-
way tensor reversibly and call both of them simply as a K-tensor without confusion.
Note that we are concerend mainly with 3-tensors.

Now, we define rank-1 tensors.

Definition 1.4 A nonzero K-tensor T = (Ti1...iK ) is called a rank-1 tensor if T =
(Ti1...iK ) = (ai11 . . . aiK K) for some vectors a1, . . ., aK .

Below, we illustrate a 3-tensor of rank 1.

T =

a

c

A rank-1 tensor

b



1.1 Tensor in Statistics 3

Here, we note that any K-tensor T = (Ti1...iK ) can be expressed as a set of (K −1)
tensors as follows:

T = (T1; . . . ; TK), Tk

= (Ti1...iK−1k|1 ≤ i1 ≤ N1, . . . , 1 ≤ iK−1 ≤ Nk−1), 1 ≤ k ≤ K .

In particular, when K = 3, any 3-tensor T = (Ti1...iK ) can be expressed as slices of
matrices:

T = (T1; . . . ; TK), Tk = (Ti1i2k|1 ≤ i1 ≤ N1, and 1 ≤ i2 ≤ N2), 1 ≤ k ≤ K .

This is called a slice representation along the third axis of a 3-tensor T and is often
used in subsequent sections. For a 3-tensor, a slice representation along the first and
second axes are also defined similarly.

Example 1.1 A rank-1 tensor T with size 2 × 2 × 2 is a tensor T = (Ti1i2i3), where
Ti1i2i3 = ai1bi2ci3 , 1 ≤ i1 ≤ 2, 1 ≤ i2 ≤ 2, 1 ≤ i3 ≤ 2 for some two-dimensional
vector a = (a1, a2), b = (b1, b2), c = (c1, c2). For example, when a = (1, 2),
b = (3, 4), c = (5, 6),

T = a ⊗ b ⊗ c =
((

15 20
30 40

)

;
(
18 24
36 48

))

is a rank-1 tensor.

Example 1.2 If a size (N1, N2, N3) tensor P = (pijk) expresses a joint probability
function of three discrete random variables, the independence model is equivalent to
P being a rank-1 tensor.

The PARAFAC model for a tensor decomposes the tensor into a sum of rank-1
tensors.

Definition 1.5 For a tensor T = (Ti1...iK , 1 ≤ i1 ≤ N1, . . . , 1 ≤ iK ≤ NK), the
PARAFAC model describes (decomposes) T as T = T1 + · · · + Ts, where Ti is a
rank-1 tensor.

Tensor rank is defined as follows.

Definition 1.6 For a K tensor v ∈ V = V1 ⊗ · · · ⊗ VK , the minimum integer r such
that there is an expression v = v1+· · ·+vr , where vi ∈ V are rank-1 tensors, is called
the tensor rank of v and is denoted by rankF(v). Correspondingly, for a K-tensor T ,
the minimum integer r such that there is an expression T = T1 + · · · + Tr where Ti

are rank-1 tensors, is called a tensor rank of T and denoted by rankF(T).

Below, we illustrate a rank-r 3-tensor.
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T =

a1

c1

Tensor decomposition into a sum of rank-1 tensors

+ · · ·+
b1

ar

cr

br

Note that rankF(T) is considered an index of complexity of a tensor T similar to
matrix rank. In fact, it has been studied in the field of arithmetic complexity (see, for
example, Strassen 1983).

By the definition of tensor rank, the following lemma holds immediately.

Lemma 1.1 For tensors T1 and T2,

rank(T1 + T2) ≤ rank(T1) + rank(T2).

We also remark that any nonzero 1-tensor, i.e., a nonzero vector, has rank 1.
Next, we describe the properties of rank for a K-mode tensor. Here, we note that

V1⊗· · ·⊗VK = (V1⊗· · ·⊗VL)⊗ (VL+1⊗· · ·⊗VK) for any L with 1 ≤ L ≤ K −1.

We also note the following lemma.

Lemma 1.2 Let v ∈ V1 ⊗ · · · ⊗ VL, w ∈ VL+1 ⊗ · · · ⊗ VK . Then, v ⊗ w is of rank 1
if and only if v is of rank 1 in the space V1 ⊗ · · · ⊗ VL and w is of rank 1 in the space
VL+1 ⊗ · · · ⊗ VK .

Proof This is due to the definition of a rank-1 tensor.

Now, we prove the following.

Lemma 1.3 Suppose that v ∈ V1 ⊗· · ·⊗VL and w ∈ VL+1 ⊗· · ·⊗VK , rank(v) = a
and rank(w) = b, as an element of V1 ⊗· · ·⊗ VL and VL+1 ⊗· · ·⊗ VK , respectively.
Then, rank(v ⊗ w) ≤ ab.

Proof Write v = ∑a
i=1 vi1 ⊗ · · · ⊗ viL and w = ∑b

j=1 wj(L+1) ⊗ · · · ⊗ wjK . Then,

v ⊗ w =
a∑

i=1

b∑

j=1

vi1 ⊗ · · · ⊗ viL ⊗ wj(L+1) ⊗ · · · ⊗ wjK .

The assertion holds from this equation.
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Corollary 1.1 For x ∈ V1⊗· · ·⊗VK , let x = ∑p
i=1 yi⊗zi, where yi ∈ V1⊗· · ·⊗VK−1

and zi ∈ VK for 1 ≤ i ≤ p. Suppose that yi ∈ 〈v1, . . . , vr〉 with rank(vi) = 1 for
1 ≤ i ≤ p, where 〈v1, . . . , vr〉 is the vector space of V1 ⊗ · · · ⊗ VK−1 generated by
v1, . . . , vr. Then,

rank(x) ≤ r. (1.1.1)

Proof This is merely a corollary of Lemma 1.3; however, we repeat the proof for the
readers’ convenience. Set yi = ∑r

j=1 cijvj for 1 ≤ i ≤ p, where cij ∈ F. Then,

x =
p∑

i=1

yi ⊗ zi

=
p∑

i=1

(
r∑

J=1

cijvj

)

⊗ zi

=
r∑

j=1

vj ⊗
(

p∑

i=1

cijzi

)

.

Since
∑p

i=1 cijzi ∈ VK is of rank 1, from Lemma 1.2, this means that rank(x) ≤ r.

Corollary 1.2 Let x ∈ V1 ⊗· · ·⊗VK and x = ∑NK
j=1 yj ⊗vK,j , where yj ∈ V1 ⊗· · ·⊗

VK−1 for 1 ≤ j ≤ NK . Set � = {r|v1, . . . , vr ∈ V1⊗· · ·⊗VK−1 such that rank(vi) = 1
for 1 ≤ i ≤ r and yj ∈ 〈v1, . . . , vr〉 for 1 ≤ j ≤ NK}. Then, rank(x) = min �.

Proof Since V1 ⊗· · ·⊗ VK−1 is spanned by {v1i1 ⊗· · ·⊗ v(K−1)i(K−1) |1 ≤ j ≤ Nj, 1 ≤
j ≤ K − 1}, and rank(v1i1 ⊗ · · · ⊗ v(K−1)i(K−1) ) = 1 for any i1, . . . , i(K−1), we see that
the set of � is not empty. Let r be the minimum integer of �. Then, rank(x) ≤ r by
definition. Suppose that rank(x) ≤ s < r. Then, we have

x =
s∑

i=1

y1i ⊗ · · · ⊗ y(K−1)i ⊗ yKi,

where zi = y1i ⊗ · · · ⊗ y(K−1)i is of rank 1 by Lemma 1.2, and therefore, s ∈ �. This
is a contradiction.

Further, we have the following.

Proposition 1.1

rank(T) ≤ max.rank(N1, . . . , Nj)

⎛

⎝
K∏

j=k+1

Nu

⎞

⎠ .

Proof Let us denote max.rank(N1, . . . , Nj) as max.rank here. By assumption, any
T has the expression
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T =
N1∑

i1

. . .

Nj∑

ij=1

Nj+1∑

ij+1=1

vi1 ⊗ · · · ⊗ vij ⊗ vij+1 ⊗ · · · ⊗ viK

=
Nj+1∑

ij+1=1

. . .

NK∑

iK =1

N1∑

i1

. . .

Nj∑

ij=1

vi1 ⊗ · · · ⊗ vij ⊗ vij+1 ⊗ · · · ⊗ viK ,

=
Nj+1∑

ij+1=1

. . .

NK∑

iK =1

max.rank∑

k=1

b1k ⊗ · · · ⊗ bjk ⊗ vij+1 ⊗ · · · ⊗ viK ,

=
max.rank∑

k=1

Nj+1∑

ij+1=1

. . .

NK∑

iK =1

b1k ⊗ · · · ⊗ bjk ⊗ vij+1 ⊗ · · · ⊗ viK .

This proves the assertion.

As a corollary, we have the following.

Proposition 1.2 For T ∈ V1 ⊗ · · · ⊗ VK and 1 ≤ j ≤ K,

rank(T) ≤
(

j−1∏

u=1

Nu

) ⎛

⎝
K∏

u=j+1

Nu

⎞

⎠ . (1.1.2)

Proof It suffices to use Proposition 1.1 inductively.

Since any nonzero vector has rank 1, we also see the following.

Proposition 1.3 Let T be a 2-mode tensor, i.e., a matrix with column vectors
v1, . . . , vN2 . Then, rank(T) = dim〈v1, . . . , vN2〉, i.e., the tensor rank of T is the
same as the one defined in linear algebra.

1.2 Kronecker Product

Here, we review the Kronecker product between matrices A and B. The Kronecker
product might be more familiar than the tensor product to researchers in the field of
statistics.

Definition 1.7 For matrices A = (aij) and B, the Kronecker product ⊗kr of A and B
is defined by

A ⊗kr B = (aijB). (1.2.1)

Note that A ⊗kr B is an m1m2 × n1n2 matrix if A and B are an m1 × n1 matrix and an
m2 × n2 matrix, respectively. The Kronecker product can also be defined between a
matrix and a vector or between two vectors.
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Remark 1.2 Usually, ⊗kr is simply denoted as ⊗. However, we use a new symbol
⊗kr to avoid confusion with the tensor product.

The following holds.

Proposition 1.4 (The fundamental properties of ⊗kr)

(1) (A + B) ⊗kr C = A ⊗kr C + B ⊗kr C, and A ⊗kr (B + C) = A ⊗kr B + A ⊗kr C.
(2) (A ⊗kr B)T = AT ⊗kr BT .
(3) (A ⊗kr B)−1 = A−1 ⊗kr B−1 if A and B are nonsingular.
(4) (A ⊗kr B)(C ⊗kr D) = AC ⊗kr BD if AC and BD are definable.

1.3 Vec and Tens

Here, for a tensor T , we define the vec (vectorization) operator and its inverse (ten-
sorization) operator tens for later use.

Definition 1.8 vec is defined as the linear map from V1 ⊗ · · · ⊗ VK to FN1...NK such
that

vec(a1 ⊗ · · · ⊗ aK) = a1 ⊗kr · · · ⊗kr aK . (1.3.1)

This map is an isomorphism, and the inverse map is called a tensorization of a vector
v, denoted by tens(v).

Example 1.3 Let T = (Tijk) be a 2 × 2 × 2 tensor and T111 = 1, T121 = 2,
T211 = 3, T221 = 4, T112 = 5, T122 = 6, T212 = 7, T222 = 8. Then,
vec(T) = (1, 2, 3, 4, 5, 6, 7, 8)T , and conversely, tens(vec(T)) = T . Note that T
has a slice representation along the third axis such that

T =
((

1 2
3 4

)

;
(
5 6
7 8

))

.

The following proposition holds.

Proposition 1.5 Let v1 ∈ F
N1 , v2 ∈ F

N2 , . . . , vK ∈ F
NK and A1, A2, . . . , AK be

matrices of size M1 × N1, M2 × N2, . . . , MK × NK , respectively. Then,

(A1 ⊗kr A2 ⊗kr · · ·⊗kr AK)vec(v1 ⊗v2 ⊗· · ·⊗vK) = vec(A1v1 ⊗A2v2 ⊗· · ·⊗AK vK).

Proof From the definition of vec and property 4 of Proposition 1.4,

vec(A1v1 ⊗ A2v2 ⊗ · · · ⊗ AK vK ) = A1v1 ⊗kr A2v2 ⊗kr · · · ⊗kr AK vK

= (A1 ⊗kr A2 ⊗kr · · · ⊗kr AK )(v1 ⊗kr v2 ⊗kr · · · ⊗kr vK )

= (A1 ⊗kr A2 ⊗kr · · · ⊗kr AK )vec(v1 ⊗ v2 ⊗ · · · ⊗ vK ).

This proves the assertion.
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Let A be an m × n matrix. By abuse of notation, we denote by A the linear map
F

n → F
m; v → Av. Let Ai be Mi × Ni matrices for 1 ≤ i ≤ K . Set Wi = F

Mi . Then,
A1 ⊗kr · · · ⊗kr AK is a linear map from V1 ⊗ · · · ⊗ VK to W1 ⊗ · · · ⊗ WK defined by

(A1 ⊗ · · · ⊗ AK)(v1 ⊗ · · · ⊗ vK) = A1(v1) ⊗ · · · ⊗ AK(vK).

By Proposition 1.5, we see that the following diagram is commutative:

V1 ⊗ · · · ⊗ VK
A1⊗···⊗AK−−−−−→ W1 ⊗ · · · ⊗ WK

vec

⏐
⏐
�

⏐
⏐
�vec

F
N1...NK

A1⊗kr ···⊗kr AK−−−−−−−→ F
M1...MK .

We also note the following fact.

Proposition 1.6
rank((A1 ⊗ · · · ⊗ AK)T) ≤ rank(T) (1.3.2)

for any T ∈ V1 ⊗ · · · ⊗ VK .

Proof Set r = rank(T) and T = ∑r
i=1 v1i ⊗ · · · ⊗ vKi. Then,

(A1 ⊗ · · · ⊗ AK)(T) =
r∑

i=1

A1v1i ⊗ · · · ⊗ AK vKi.

Thus, rank((A1 ⊗ · · · ⊗ AK)(T)) ≤ r.

1.4 Mode Products

Let M be an m × Nn matrix. For T ∈ V1 ⊗ · · · ⊗ VK , we define the n-mode product
T ×n A between T and A as follows.

Definition 1.9

T ×n M = (EN1 ⊗ · · · ENn−1 ⊗ M ⊗ ENn+1 ⊗ · · · ⊗ ENK )(T).

By the commutativity of the above diagram, we obtain the following proposition.

Proposition 1.7

(1) T ×m M1 ×n M2 = T ×n M2 ×m M1, (m �= n).

(2) T ×m M1 ×n M2 = T ×m (M2M1), (m = n).
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Proof First, we prove (1). If m < n, then

(EN1 ⊗ · · · ⊗ ENn−1 ⊗ M2 ⊗ ENn+1 ⊗ · · · ⊗ ENK )(EN1 ⊗ · · ·⊗
ENm−1 ⊗ M1 ⊗ ENm+1 ⊗ · · · ⊗ ENK )

= (EN1 ⊗ · · · ⊗ ENm−1 ⊗ M1 ⊗ ENm+1 ⊗ · · · ⊗ ENn−1 ⊗ M2 ⊗ ENn+1 ⊗ · · · ⊗ ENK ),

and

(EN1 ⊗ · · · ⊗ ENm−1 ⊗ M1 ⊗ ENm+1 ⊗ · · · ⊗ ENK )(EN1 ⊗ · · · ⊗
ENn−1 ⊗ M2 ⊗ ENn+1 ⊗ · · · ⊗ ENK )

= (EN1 ⊗ · · · ⊗ ENm−1 ⊗ M1 ⊗ ENm+1 ⊗ · · · ⊗ ENn−1 ⊗ M2 ⊗ ENn+1 ⊗ · · · ⊗ ENK ).

This proves (1). If m = n,

(EN1 ⊗ · · · ⊗ ENm−1 ⊗ M2 ⊗ ENm+1 ⊗ · · · ⊗ ENK )(EN1 ⊗ · · · ⊗
ENm−1 ⊗ M1 ⊗ ENm+1 ⊗ · · · ⊗ ENK)

= (EN1 ⊗ · · · ⊗ ENm−1 ⊗ M2M1 ⊗ ENm+1 ⊗ · · · ⊗ ENK ).

This proves (2).

1.5 Invariance

Let GL(N) denote the set of nonsingular N ×N matrices. Suppose that Mi ∈ GL(Ni)

for 1 ≤ i ≤ K . Then, M1 ⊗ · · · ⊗ MK is an endomorphism of V1 ⊗ · · · ⊗ VK . Since
M−1

1 ⊗ · · · ⊗ M−1
K is the inverse of M1 ⊗ · · · ⊗ MK , we see that M1 ⊗ · · · ⊗ MK is an

automorphism of V1 ⊗ · · · ⊗ VK . The following invariance property of tensor rank
holds, which is quite important.

Proposition 1.8 Set g = M1 ⊗ · · · ⊗ MK . Then,

rank(gT) = rank(T). (1.5.1)

Proof By Proposition 1.6,
rank(gT) ≤ rank(T)

holds, and for the same reason,

rank(T) = rank(g−1gT) ≤ rank(gT)

holds. Thus, rank(T) = rank(gT), which proves the assertion.
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1.6 Flattening of Tensors

There are several ways to matricize a tensor, referred to as flattening, by which we
can determine some properties of the tensor. In this section, we define a type of
flattening following Kolda and Bader (2009). In Chap.2, we will define another type
of flattening.

Definition 1.10 Let fi : V1 ⊗ · · · ⊗ VK → Vi ⊗F
N1...N̂i ...NK be a linear map such that

fi(a1 ⊗ · · · ⊗ aK) = ai ⊗ (aK ⊗kr · · · ⊗kr ai+1 ⊗kr ai−1 ⊗kr · · · ⊗kr a1). (1.6.1)

Remark 1.3 We identify an element of a tensor product of two vector spaces with a
matrix. By this identification,

fi(a1 ⊗ · · · ⊗ aK) = ai(aK ⊗kr · · · ⊗kr ai+1 ⊗kr ai−1 ⊗kr · · · ⊗kr a1)
T . (1.6.2)

Before proceeding, we note that

V1 ⊗ · · · ⊗ VK = (V1 ⊗ · · · ⊗ Vj) ⊗ (Vj+1 ⊗ · · · ⊗ VK).

In particular, since V1 ⊗ · · · ⊗ VK = Vi ⊗ V1 ⊗ · · · ⊗ V̂i ⊗ · · · ⊗ VK for any i, the
following hold.

Proposition 1.9
rank(T(i)) ≤ rank(T), (1.6.3)

i.e.,
max.rank{T(i)|1 ≤ i ≤ K} ≤ rank(T). (1.6.4)

Proposition 1.10
(T ×i M)(i) = MT(i). (1.6.5)

Proof This follows from the commutativity of the following diagram.

V1 ⊗ · · · ⊗ VK

E1⊗···⊗ENi−1⊗M⊗ENi+1⊗···⊗EK−−−−−−−−−−−−−−−−−−→ V1 ⊗ · · · ⊗ VK
⏐
⏐
�

⏐
⏐
�

Vi ⊗ F
N1...N̂i...NK

M⊗E−−−−→ Vi ⊗ F
N1...N̂i ...NK .

http://dx.doi.org/10.1007/978-4-431-55459-2_2


Chapter 2
3-Tensors

We summarize several concepts for 3-tensors in this chapter.

2.1 New Flattenings of 3-Tensors

Now, let T = (Tijk) be an N1 × N2 × N3 tensor. We denote T = (T1; T2; . . . ; TN3),
where Tk are N1 × N2 matrices defined by Tk = (Tijk|1 ≤ i ≤ N1, 1 ≤ j ≤ N2), 1 ≤
k ≤ K . Here, for 3-tensors, we define other flattenings besides the one given in
Sect. 1.6.

Definition 2.1 For T = (T1; T2; . . . ; TN3) where Tk is an N1 × N2 matrix, we set

fl1(T) = (T1,T2, . . . ,TN3), (2.1.1)

which is an N1 × N2N3 matrix,
and

fl2(T) =

⎛

⎜
⎜
⎜
⎝

T1

T2
...

TN3

⎞

⎟
⎟
⎟
⎠
. (2.1.2)

We also provide the following definition.

Definition 2.2 For an m × N1 matrix P and an N2 × n matrix Q, we set

PTQ = (PT1Q,PTN2Q,PTN3Q).

Remark 2.1
PTQ = (P ⊗ QT ⊗ EN3)T .

© The Author(s) 2016
T. Sakata et al., Algebraic and Computational Aspects of Real Tensor Ranks,
JSS Research Series in Statistics, DOI 10.1007/978-4-431-55459-2_2
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By Proposition1.8, if P and Q are nonsingular matrices, then

rank(PTQ) = rank(T). (2.1.3)

2.2 Characterization of Tensor Rank

Next, we present a characterization of tensor rank through a joint digitalization. Let
T = (A1; . . . ; Ap) be a 3-tensor.

Proposition 2.1 The rank of T is less than or equal to r if and only if there are
an m × r matrix P, r × r diagonal matrices Di, and an r × n matrix Q such that
A1 = PD1Q, . . . ,Ap = PDpQ.

Proof Assume that rank(T) ≤ r and set T = a1 ⊗ b1 ⊗ c1 + · · · + ar ⊗ br ⊗ cr .
Further, set ci = (ci1, . . . , cip)

T for 1 ≤ i ≤ r. Then, Ak = ∑r
j=1 cikBi with Bi =

aibT
i . Since T = (A1; . . . ; Ap), if we set P = (a1, . . . , ar), Q =

⎡

⎢
⎣

bT
1
...

bT
r

⎤

⎥
⎦, and Dk =

Diag(c1k, c2k, . . . , crk),

PDkQ = Ak, 1 ≤ k ≤ p.

Conversely, suppose that there are an m × r matrix P, an r × r diagonal matrix Dk

for 1 ≤ k ≤ p, and an r × n matrix Q such that

PDkQ = Ak, 1 ≤ k ≤ p.

Set P = (a1, . . . , ar), Q =
⎡

⎢
⎣

bT
1
...

bT
r

⎤

⎥
⎦, and Dk = Diag(c1k, c2k, . . . , crk), 1 ≤ k ≤ p.

Further, set ci = (ci1, . . . , cip)
T for 1 ≤ i ≤ r. Since

∑r
i=1 cikaibT

i = Ak , 1 ≤ k ≤ p,
T = ∑r

i=1 ai ⊗ bi ⊗ ci, which completes the proof.

Thus, we have the following.

Proposition 2.2 The rank of T is the minimum integer r such that there are an m × r
matrix P, r × r diagonal matrices Di (1 ≤ i ≤ p), and an r × n matrix Q such that
A1 = PD1Q, . . . ,Ap = PDpQ.

We have the following corollary, and the proof is trivial and omitted.

Corollary 2.1 Let T = (A1; A2; . . . ; Ap) be a m × n × p tensor. Let Tsub =
(A1; A2; . . . ; Ak) with k ≤ p. Then rank(Tsub) ≤ rank(T).

The next proposition is deduced from Proposition1.6 in Chap.1.

http://dx.doi.org/10.1007/978-4-431-55459-2_1
http://dx.doi.org/10.1007/978-4-431-55459-2_1
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Proposition 2.3 Let T ∈ T(m, n, p) be expressed as T = (A1; A2; . . . ; Ap). Let r =
max{rank(c1A1 + · · · + cpAp)|c1, . . . , cp ∈ F}. Then, rank(T) ≥ r.

Proof Set C = Diag(c1, . . . , cp). Then, by Proposition1.6, it holds that

rank((Em ⊗ En ⊗ C)T) ≤ rank(T). (2.2.1)

Since (Em ⊗ En ⊗ C)T = c1A1 + · · · + cpAp, the result follows.

In general, proving that T has a rank larger than r is not as easy as proving that T
has a rank less than or equal to r. The following proposition represents such a case.

Proposition 2.4 Let T∈T(n, (m − 1)n,m) be expressed as m slices of n×(m − 1)n
matrices, i.e., T = (A1; A2; . . . ; Am), where A1 = (En, 0n×(m−1)n), A2 = (0n×n,
En, 0n×n(m−2)),. . ., Am−1 = (0n,(m−2)n,En), Am = (Y1,Y2, . . . ,Ym−1). Assume that
any nontrivial linear combination of Y1, . . . ,Ym−1,En is nonsingular. Then, rank(T)
> p = (m − 1)n.

Proof First, note that fl2(T)≤p = Ep, where M≤p denotes the upper p rows of
the matrix M. Therefore, we see that rank(T) � rank(fl2(T)≤p) = p. Then, by
Proposition2.1, there are an m × p matrix P, p × p diagonal matrices Dk for
1 ≤ k ≤ m, and a p × p matrix Q such that PDkQ = Ak for 1 ≤ k ≤ m. Since

Ep =

⎡

⎢
⎢
⎢
⎣

A1

A2
...

Am−1

⎤

⎥
⎥
⎥
⎦

=

⎡

⎢
⎢
⎢
⎣

PD1

PD2
...

PDm−1

⎤

⎥
⎥
⎥
⎦

Q,

Q is nonsingular and

Q−1 =

⎡

⎢
⎢
⎢
⎣

PD1

PD2
...

PDm−1

⎤

⎥
⎥
⎥
⎦
.

Set C = Q−1. Then, AkC = PDk for 1 ≤ k ≤ m. In particular, AmC = PDm. Since
Am = (Y1, . . . ,Ym−1), it holds that

Y1PD1 + · · · + Ym−1PDm−1 − PDm = 0. (2.2.2)

Put Di = Diag(di1, di2, . . . , dip) for 1 ≤ k ≤ p and P = (u1, . . . , up). From the
Eq. (2.2.2), for the jth column uj �= 0 of C, it holds that

(d1,jY1 + d2,jY2 + · · · + dm−1,jYm−1 − dm,jEn)uj = 0,

which contradicts the assumption that any nontrivial linear combination of Y1, . . . ,

Ym−1,En is nonsingular. Thus, rank(T) > p = (m − 1)n.

http://dx.doi.org/10.1007/978-4-431-55459-2_1
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Further, it is quite difficult to show that a tensor has a given rank. However, for some
cases, it is possible. Here, we introduce a criterion given byBi for square-type tensors
(Bi 2008).

Proposition 2.5 Let T = (A1, . . . ,Ap) be an n × n × p tensor, where A1 is nonsin-
gular. Then, T has rank n if and only if {AjA

−1
1 , j = 2, . . . , p} can be diagonalized

simultaneously.

Proof We first prove the “if” part. Since {AjA
−1
1 , j = 2, . . . , p} are simultaneously

diagonalizable, there is a nonsingular n × n matrix P such that PAjA
−1
1 P−1 = Dj,

whereDj is a diagonal matrix for 2 ≤ j ≤ p. T ′ = (En; A2A−1
1 ; . . . ; ApA−1

1 ) and T ′′ =
(En; D2; . . . ; Dp) is equivalent toT and rank(T ′′) ≤ n. ByProposition1.9, rank(T) ≤
n. By Proposition1.9, rank(T ′′) ≥ n and therefore rank(T) = rank(T ′′) = n. Next,
we prove the “only if” part. Assume that rank(T) = n. By Proposition2.2, there are
n × n matrices P and Q and n × n diagonal matrices Dk for 1 ≤ k ≤ p. Since A1

is nonsingular, we see that P, D1, and Q are nonsingular, and A−1
1 = Q−1D−1

1 P−1.
Therefore, AjA

−1
1 = PDjQQ−1D−1

1 P−1 = PDjD
−1
1 P−1 for 2 ≤ j ≤ p. Thus, AjA

−1
1

are jointly diagonalizable. This proves the assertion.

From this, we have as a special case.

Corollary 2.2 Let T = (En; A) be a tensor of size (n, n, 2). Then, rank(T) = n if
and only if A is diagonalizable.

Next, we present a condition that a rectangle-type m × n × p tensor T has rank p
(see Sumi et al. 2015a).

Proposition 2.6 Let T ∈ T(n, (m − 1)n,m) be expressed as m slices of n × (m −
1)n matrices, i.e., T = (A1; A2; . . . ; Am), where A1 = (En, 0n×(m−1)n), A2=(0n×n,En,

0n×n(m−2)), . . ., Am−1 = (0n,(m−2)n,En), Am = (Y1,Y2, . . . ,Ym−1). Then, T has rank
p if and only if there are P, Di = Diag(di1, di2, . . . , dip), and Q such that Ai =
PDiQ, i = 1, . . . ,m and

(d1,jY1 + d2,jY2 + · · · + dm−1,jYm−1 − dm,jEn)u = 0

for any column vector u of P.

Proof This is clear from the proof of Proposition2.4.

2.3 Tensor Rank and Positive Polynomial

For an n × n × p tensor T with a slice representation T = (A1; A2; . . . ; Ap), we
associate T with a polynomial fT (x), x ∈ R

p, given by

detT (x) = det

(
p∑

i=1

xiAi

)

.

http://dx.doi.org/10.1007/978-4-431-55459-2_1
http://dx.doi.org/10.1007/978-4-431-55459-2_1
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If this polynomial is positive for all x = (x1, . . . , xp) �= 0, the tensor is called an
absolutely nonsingular tensor. Absolutely nonsingular tensors are closely related to
the rank determination problem (see Sakata et al. 2011 and Sumi et al. 2010, 2014,
2013). Therefore, we treat it in Chap. 5 in greater detail. Here, we only note that this
type of linear combination of matrices has been considered in the system stability
problem in engineering fields, and the positivity ofmultivariate polynomials has been
a central topic in the field of algebra with regard to Hilbert’s 17th problem.

If this polynomial is positive for all x = (x1, . . . , xp) �= 0, the tensor is called an
absolutely nonsingular tensor. Absolutely nonsingular tensors are closely related to
the rank determination problem (see Sakata et al. 2011 and Sumi et al. 2010, 2014,
2013). Therefore, we treat it in Chap. 5 in greater detail. Here, we only note that this
type of linear combination of matrices has been considered in the system stability
problem in engineering fields, and the positivity of multivariate polynomials has
been a central topic in the field of algebra with regard to Hilbert’s 17th problem. For
these topics, for example, see Artin (1927), de Loera and Santos (1996), Lasserre
(2010), Powers (2011), Powers andReznick (2001, 2005), Prestel andDelzell (2001),
Rangel (2009), Schmüdgen (1991), Schweighofer (2002), and Stengle (1974). These
relations between several fields are quite interesting.

http://dx.doi.org/10.1007/978-4-431-55459-2_5
http://dx.doi.org/10.1007/978-4-431-55459-2_5


Chapter 3
Simple Evaluation Methods of Tensor Rank

In this chapter, we illustrate simple evaluations of the rank of 3-tensors, which might
facilitate readers’ understanding of tensor rank. Throughout this section, we consider
ranks only over the real filed R, and we abbreviate the symbol R from all notations.
Here we consider the maximal rank of 2 × 2 × 2, 2 × 2 × 3, 2 × 3 × 3, and 3 × 3 ×
3 tensors. Note that “maximal rank” is simply the maximum of the rank in a set of a
type of tensors (see Chap.5 for further details).

3.1 Key Lemma

Throughout this chapter, we use the following key lemma for evaluation of tensor
rank.

Lemma 3.1 Let T and T1 be n × n × 3 tensors and rank(T1) = 1. Let T2 = T −
T1 = (A1; A2; A3). Then if (1) A−1

1 A2 or (2) A−1
2 A1 is diagonalizable, rank(T ) ≤

n + 1 + rank(A3).

Proof For case (1), since A−1
1 T = A−1

1 T1 + T2 and T2 = T21 + T22, where T21 =
(En; A−1

1 A2; 0) and T22 = (0; 0; A−1
1 A3), rank(T )= rank(A−1

1 T ) ≤ rank(A−1
1 T1) +

rank(T21)+ rank(T22)≤ 1 + n+ rank(A−1
1 A3)= 1 + n+ rank(A3). Case (2) is

proved similarly. This completes the proof.

Remark 3.1 This lemma is applicable to n × n × 2 tensors by considering A3 = 0.

Remark 3.2 For example,

T1 =
((

α 0
0 0

)

;
(

β 0
0 0

))

and

T1 =
((

0 0
0 α

)

;
(
0 0
0 β

))

© The Author(s) 2016
T. Sakata et al., Algebraic and Computational Aspects of Real Tensor Ranks,
JSS Research Series in Statistics, DOI 10.1007/978-4-431-55459-2_3

17

http://dx.doi.org/10.1007/978-4-431-55459-2_5


18 3 Simple Evaluation Methods of Tensor Rank

are 2 × 2 × 2 rank-1 tensors and

T1 =
⎛

⎝

⎛

⎝
0 0 0
α 0 0
0 0 0

⎞

⎠ ;
⎛

⎝
0 0 0
β 0 0
0 0 0

⎞

⎠ ;
⎛

⎝
0 0 0
γ 0 0
0 0 0

⎞

⎠

⎞

⎠

is a rank-1 3 × 3 × 3 tensor, which are used in the following sections.

3.2 Maximal Rank of 2 × 2 × 2 Tensors

A 2 × 2 × 2 tensor is the smallest tensor. We will present a short proof for the
following well-known fact.

Proposition 3.1 It holds that max.rank(2, 2, 2) = 3.

Lemma 3.2 (1) Let A =
(

α 0
0 1

)

and B = (b1, kb1), where b1 is a two-dimensional

vector, both of whose elements are not zeros. Then, for appropriateα, A is nonsingular
and A−1B is diagonalizable, and setting T = (A; B), rank(T ) ≤ 2 by Lemma3.2.

(2) Let A =
(
1 0
0 α

)

and B = (kb2, b2), where b2 is a two-dimensional vector, both

of whose elements are not zeros. Then, for appropriate α, A is nonsingular and A−1B
is diagonalizable, and setting T = (A; B), rank(T ) ≤ 2 by Lemma3.2.

Proof Proof of (1). Let A =
(

α 0
0 1

)

and B =
(

a ka
c kc

)

. Then,

A−1B = 1

α

(
1 0
0 α

) (
a ka
c kc

)

= 1

α

(
a ka
αc αkc

)

and the characteristic polynomial of A−1B is

f (x) = 1

α
x(x − a − αkc).

Therefore, for k �= 0, taking α = − a

kc
, f (x) has two different roots and A−1B is

diagonalizable. For k = 0, f (x) has two roots, 0 and a �= 0, and A−1B is diagonal-
izable, which implies that rank(T ) ≤ 2.

Proof of (2). Let A =
(
1 0
0 α

)

and B =
(

ck c
kd d

)

. Then

A−1B = 1

α

(
α 0
0 1

) (
kc c
kd d

)

= 1

α

(
αkc αc
kd d

)
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and the characteristic polynomial of A−1B is

f (x) = 1

α
x(x − d − αkc).

Therefore, for k �= 0, taking α = − d

kc
, f (x) has two different roots and A−1B is

diagonalizable. For k = 0, f(x) has two roots, 0 and d �= 0, and A−1B is diagonaliz-
able, which implies that rank(T ) ≤ 2.

First, we prove the following:

Proposition 3.2
max.rank(T (2, 2, 2)) ≤ 3.

Before proceeding to the proof, we note the following fact.

Fact 3.1 Let A =
(

s t
u w

)

be a 2 × 2 nonsingular matrix. It has seven patterns, as

shown below, where stuw �= 0.

(1)
s t
u w

, (2)
0 t
u w

, (3)
s t
0 w

, (4)
s t
u 0

, (5)
s 0
u w

, (6)
s 0
0 w

, (7)
0 t
u 0

.

Now, we start with the proof. Our proof is given for each of the above seven patterns.

Proof Let T = (A; B), where A and B are 2 × 2 matrices.
(1) If rank(A) ≤ 1 and rank(B) ≤ 1, then rank(T ) ≤ 2.
(2)Without loss of generality, we assume that rank(A) = 2. Set T ′ = (A−1A; A−1B)

= (E2; B ′). If B ′ is singular, it is obvious that rank(T ) ≤ 2 + 1 = 3. Therefore, we

assume that rank(B ′) = 2. Put B ′ =
(

a b
c d

)

. We consider seven cases.

(2-1) B ′ =
(

a b
c d

)

, abcd �= 0.

Let T1 =
((−α + a 0

0 0

)

;
(

β 0
0 0

))

. Then rank(T1) = 1.

T2 = T − T1 = (A2; B2) =
((

α 0
0 1

)

;
(

β b
c d

))

. (3.2.1)

Now, we choose β such that B2 is of rank 1, and therefore, we have

T2 =
((

α 0
0 1

)

;
(

a ka
c kc

))

.

Then, by (1) of Lemma3.2, rank(T2) ≤ 2 and rank(T ) = rank(T ′) ≤ rank(T1) +
rank(T2) = 1 + 2 = 3.
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(2-2) B ′ =
(
0 b
c d

)

, bcd �= 0.

Let

T1 =
((−α + a 0

0 0

)

;
(

β 0
0 0

))

.

Then, rank(T1) = 1.

T2 = T − T1 = (A2; B2) =
((

α 0
0 1

)

;
(

β b
c d

))

.

Now, we choose β such that B2 is of rank 1, and therefore, we have

T2 =
((

α 0
0 1

)

;
(

a ka
c kc

))

.

This reduces to Eq. (3.2.1), and rank(T ) ≤ 3.

(2-3) B ′ =
(

a b
0 d

)

, abd �= 0.

Let

T1 = (A1; B1) =
((−α 0

0 0

)

;
(

a 0
0 0

))

.

Then, rank(T1) = 1. We have

T2 = T − T1 = (A2; B2) =
((

α 0
0 1

)

;
(
0 b
0 d

))

.

This is the case of (2) with k = 0 in Lemma3.2, and rank(T ) ≤ 3.

(2-4) B ′ =
(

a b
c 0

)

, abc �= 0.

Let

T1 = (A1; B1) =
((

0 0
0 −α

)

;
(
0 0
0 −β

))

.

Then rank(T1) = 1. Now, we choose β such that B2 is of rank 1, and therefore, we
have

T2 = T − T1 = (A2; B2) =
((

1 0
0 α

)

;
(

kb b
kd d

))

.

This is the case of (2) in Lemma3.2, and rank(T ) ≤ 3.

(2-5) B ′ =
(

a 0
c d

)

, acd �= 0.

Let

T1 = (A1; B1) =
((

0 0
0 −α

)

;
(
0 0
0 −β

))

.
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Then, rank(T1) = 1. Now, we choose β such that B2 is of rank 1, and therefore, we
have

T2 = T − T1 = (A2; B2) =
((

1 0
0 α

)

;
(

a 0
c 0

))

.

This is the case of (1) with k = 0 in Lemma3.2, and rank(T ) ≤ 3.

(2-6) B ′ =
(

a 0
0 d

)

, ad �= 0.

For this case, clearly, we have rank(T ) ≤ 2.

(2-7) B ′ =
(
0 b
c 0

)

, bc �= 0.

Let

T1 = (A1; B1) =
((

0 −1
−1 0

)

;
(
0 b
c 0

))

.

Then, rank(T1) = 1. Note that B2 is a null matrix and we have

T2 = T − T1 = (A2; B2) =
((

1 1
1 1

)

;
(
0 0
0 0

))

.

Thus, rank(T ) ≤ 1 + 1 + 1 = 3. This completes the proof.

Next, we prove the following proposition.

Proposition 3.3 There is a 2 × 2 × 2 tensor T with rank(T ) = 3.

Proof Set A =
(
1 0
0 1

)

and B =
(
0 0
1 0

)

. Since B is not diagonalizable, by Propo-

sition2.5, rank(T ) �= 2, it is clear that rank(T ) = 3. This proves Proposition3.3.

From Propositions3.2 and 3.3, Proposition3.1 holds.

3.3 Maximal Rank of 2 × 2 × 3 and 2 × 3 × 3 Tensors

We prove the following proposition.

Proposition 3.4
max.rank(2, 2, 3) = 3. (3.3.1)

Proof Let T = (A; B), where A and B are 2 × 3 matrices. We denote A = (a, b, c)
and B = (d, e, f ), where a, b, c, d, e, and f are two-dimensional column vec-
tors. If one of A and B is of rank 1, there is nothing to prove since rank(T ) ≤
rank((A; 0)) + rank((0; B)) ≤ 1 + 2 (2 + 1) = 3. Therefore, we assume that both

http://dx.doi.org/10.1007/978-4-431-55459-2_2
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of A and B are of full rank. Without loss of generality, we assume that a⊥b (linearly
independent), and by column operations, we can transform c = 0. Then, if f is the
zero vector, it is clear that rank(T ) ≤ max.rank(2, 2, 2) = 3. Therefore, we assume
that f �= (0, 0). If both d and e are constant multiples of f , then rank(T ) ≤ 2 + 1.
Therefore, without loss of generality, we assume that e ⊥ f . By a column opera-
tion we can assume that d = 0. Since a ⊥ b, we can write e = αa + βb and f =
γ a + δb. If γ �= 0, by a column operation, we can make a change e = βb ← e =
αa + βb, i.e., T = ((a, b, 0); (0, βb, γ a + δb)), which means that rank(T ) ≤ 3.
Therefore, we assume that γ = 0 and T = ((a, b, 0); (0, αa + βb, δb)). If δ = 0,
T = ((a, b, 0); (0, αa + βb, 0)), which means that rank(T ) ≤ 1 + 1 + 1 = 3. If
δ �= 0, by column operations, we have T = ((a, αa + b, 0); (0;αa + b, δb)), which
means that rank(T ) ≤ 3. Thus, we have proved that max.rank(2, 2, 3) ≤ 3.

Now,LetT be
((

1 0 0
0 1 0

)
;
(

0 0 0
1 0 0

))
. ThenwecanviewT as

((
1 0
0 1

)
;
(

0 0
1 0

)
;
(

0 0
0 0

))
.

By Corollary2.1, rank(T ) ≥ rank(Tsub) = 3, where Tsub =
((

1 0
0 1

)
;
(

0 0
1 0

))
. This

completes the proof.

Next, we prove the following proposition.

Proposition 3.5
max.rank(2, 3, 3) = 4 (3.3.2)

Proof Let T = (A1; A2), where A1 and A2 are 3 × 3 matrices. If both A1 and A2 are
of rank 2, then we have nothing to prove. Without loss of generality, assume that A1

is nonsingular. Considering an exchange A2 ← x0 A1 + A2 with some appropriate
x0, we can assume that A2 is of rank 2. Then by column and row operations we have

T =
⎛

⎝

⎛

⎝
a11 a12 a13

a21 a22 a23

a31 a32 a33

⎞

⎠ ;
⎛

⎝
b11 b12 0
a21 a22 0
0 0 0

⎞

⎠

⎞

⎠ .

From this expression, it is easy to see that rank(T ) ≤ max.rank(2, 2, 3) + 1 = 3 +
1 = 4.

Next, we set

T = (A1; A2) =
⎛

⎝

⎛

⎝
1 0 0
0 1 0
0 0 1

⎞

⎠ ;
⎛

⎝
0 0 0
0 1 0
1 0 0

⎞

⎠

⎞

⎠ .

From Lemma2.5, T is of rank 3 if and only if A2 is diagonalizable. Since A2 is not
diagonalizable, rank(T ) �= 3, which implies that rank(T ) = 4. This completes the
proof.

http://dx.doi.org/10.1007/978-4-431-55459-2_2
http://dx.doi.org/10.1007/978-4-431-55459-2_2
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3.4 Maximal Rank of 3 × 3 × 3 Tensors

In this section, we use the notation RC(i ↔ j) for the exchanges between the i th
row and the j th row and the i th column and the j th column. Further, by A ← B,
we denote the exchange of a matrix A by a matrix A′, and the changed A(A′) is
sometimes denoted by the same symbol A for notational simplicity.

The following is known.

Proposition 3.6 The real maximal rank of 3 × 3 × 3 tensors is equal to 5.

Although this is a well-known fact, it requires a quite delicate argument (see, for
example, Sumi et al. 2010). Here, we give a detailed proof by simple linear algebraic
methods with a complete detailed decomposition into patterns of a 3 × 3 × 3 tensor.
First, we prove the following.

Proposition 3.7
max.rank(T ) = 5 for T ∈ T (3, 3, 3). (3.4.1)

Proof Let T = (A1; A2; A3), where A1, A2, A3 are 3 × 3 matrices. If some of A1,
A2, and A3 are singular, we exchange among them and we can assume that A3

is singular. If all of A1, A2, and A3 are nonsingular, we consider a polynomial
f (x) = |x A1 + A3| = |A1||x E + A−1

1 A3|, which is a real polynomial with degree 3.
Therefore, f (x) vanishes at some x0. Thus, x0 A1 + A3 is singular and we exchange
A3 ← A3 + x0 A1. Thus, A3 can be assumed to be singular. Then, we transform T
into

T =
⎛

⎝

⎛

⎝
a11 a12 a13

a21 a22 a23

a31 a32 a33

⎞

⎠ ;
⎛

⎝
b11 b12 b13
b21 b22 b23
b31 b32 b33

⎞

⎠ ;
⎛

⎝
∗ ∗ 0
∗ ∗ 0
0 0 0

⎞

⎠

⎞

⎠ .

If a33 �= 0, by column and row operations, T becomes

T =
⎛

⎝

⎛

⎝
a11 a12 0
a21 a22 0
0 0 a33

⎞

⎠ ;
⎛

⎝
b11 b12 b13
b21 b22 b23
b31 b32 b33

⎞

⎠ ;
⎛

⎝
∗ ∗ 0
∗ ∗ 0
0 0 0

⎞

⎠

⎞

⎠ .

Then, if necessary, exchange A2 ← k A1 + A2 with an appropriate k, and we
assume that b33 �= 0. If we let

T1 =
⎛

⎝

⎛

⎝
0 0 0
0 0 0
0 0 a33

⎞

⎠ ;
⎛

⎝
0 0 0
0 0 0
0 0 0

⎞

⎠ ;
⎛

⎝
0 0 0
0 0 0
0 0 0

⎞

⎠

⎞

⎠ ,

T2 = T − T1 is given by

T2 =
⎛

⎝

⎛

⎝
a11 a12 0
a21 a22 0
0 0 0

⎞

⎠ ;
⎛

⎝
b11 b12 b13
b21 b22 b23
b31 b32 b33

⎞

⎠ ;
⎛

⎝
∗ ∗ 0
∗ ∗ 0
0 0 0

⎞

⎠

⎞

⎠ .
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Then by column and row operations, T2 becomes

T2 =
⎛

⎝

⎛

⎝
a11 a12 0
a21 a22 0
0 0 0

⎞

⎠ ;
⎛

⎝
b11 b12 0
b21 b22 0
0 0 b33

⎞

⎠ ;
⎛

⎝
∗ ∗ 0
∗ ∗ 0
0 0 0

⎞

⎠

⎞

⎠ .

Further, if we let

T3 =
⎛

⎝

⎛

⎝
0 0 0
0 0 0
0 0 0

⎞

⎠ ;
⎛

⎝
0 0 0
0 0 0
0 0 b33

⎞

⎠ ;
⎛

⎝
0 0 0
0 0 0
0 0 0

⎞

⎠

⎞

⎠ ,

T2 − T3 becomes

T3 =
⎛

⎝

⎛

⎝
a11 a22 0
a21 a22 0
0 0 0

⎞

⎠ ;
⎛

⎝
b1 b12 0
b21 b22 0
0 0 0

⎞

⎠ ;
⎛

⎝
∗ ∗ 0
∗ ∗ 0
0 0 0

⎞

⎠

⎞

⎠ .

From these, we can evaluate that

rank(T ) ≤ rank(T1) + rank(T2) + max.rank(2, 2, 2) = 1 + 1 + 3 = 5.

Thus, we assume that a33 = 0. Similarly, we assume that b33 = 0. Thus, we assume
that

T =
⎛

⎝

⎛

⎝
a11 a12 a13

a21 a22 a23

a31 a32 0

⎞

⎠ ;
⎛

⎝
b11 b12 b13
b21 b22 b23
b31 b32 0

⎞

⎠ ;
⎛

⎝
∗ ∗ 0
∗ ∗ 0
0 0 0

⎞

⎠

⎞

⎠ .

Next, for the case a31 = a32 = 0, we can evaluate that

rank(T ) ≤ 1 + max.rank(2, 3, 3) = 1 + 4 = 5.

Therefore, we assume that (a31, a32) �= (0, 0). Similarly, we can assume that
(a13, a23) �= (0, 0). By row and column operations and a constant multiplication,
T becomes

T =
⎛

⎝

⎛

⎝
a11 a12 1
a21 a22 0
1 0 0

⎞

⎠ ;
⎛

⎝
b11 b12 b13
b21 b22 b23
b31 b32 0

⎞

⎠ ;
⎛

⎝
∗ ∗ 0
∗ ∗ 0
0 0 0

⎞

⎠

⎞

⎠ .

Similarly, we can assume that (b31, b32) �= (0, 0) and (b13, b23) �= (0, 0). If
(b31, b32) = (b31, 0) or (b13, b23) = (b13, 0), we can evaluate that

rank(T ) ≤ 1 + max.rank(2, 3, 3) = 1 + 4 = 5.
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Therefore, we can assume that b23 �= 0 and b32 �= 0. Then by column and row oper-
ations and constant multiplications, T becomes

T =
⎛

⎝

⎛

⎝
a11 a12 1
a21 a22 0
1 0 0

⎞

⎠ ;
⎛

⎝
b11 b12 0
b21 b22 1
0 1 0

⎞

⎠ ;
⎛

⎝
∗ ∗ 0
∗ ∗ 0
0 0 0

⎞

⎠

⎞

⎠ .

Furthermore, let P1 =
⎛

⎝
1 0 0
0 1 −a21

0 0 1

⎞

⎠, Q1 =
⎛

⎝
1 0 0
0 1 0
0 −a21 1

⎞

⎠, P2 =
⎛

⎝
1 0 −b12
0 1 0
0 0 1

⎞

⎠,

Q2 =
⎛

⎝
1 0 0
0 1 0

−b21 0 1

⎞

⎠ and let P = P2P1 and Q = Q1Q2. Then, PT Q has the form

PTQ =
⎛

⎝

⎛

⎝
a11 0 1
0 a22 0
1 0 0

⎞

⎠ ;
⎛

⎝
b11 0 0
0 b22 1
0 1 0

⎞

⎠ ;
⎛

⎝
∗ ∗ 0
∗ ∗ 0
0 0 0

⎞

⎠

⎞

⎠ . (3.4.2)

Now, we show the inequality (3.4.1) for the canonical form (3.4.2).
We use the seven patterns given in Fact3.1. Here these patterns are grouped into

three groups,Gi , i = 1, 2, 3, such thatG1 = {(1), (2), (3), (4), (7)},G2 = {(5)}, and
G3 = {(6)}. The feature of the members of G1 is that subtraction of an appropriate
number from the (2, 1) element makes the matrix a rank-1 matrix. On the other hand,
the feature of the elements of G2 is that they becomemembers of G1 by RC(1 ↔ 2).
G3 consists of diagonal matrices.

We begin with the following elementary lemmas.

Lemma 3.3 Let f (x) be a monic polynomial with degree 3. The following holds.

(1) If f (0) > 0 and f (x0) < 0 at some x0 > 0, then f (x) has three real roots.
(2) If f (0) < 0 and f (x0) > 0 at some x0 < 0, then f (x) has three real roots.

Proof This is a straightforward fact; hence, the proof is omitted.

Lemma 3.4 Let
f (x) = x3 + αx2 + βx + c.

Then, f (x) = 0 has three real roots for appropriate α and β.

Proof By assumption, if f (0) = c > 0, f (1) = 1 + α + β + c(α, β) becomes a
negative value for appropriate α and β. If f (0) = c(α, β) < 0, f (−1) = −1 +
α − β + c(α, β) and this becomes a positive value for appropriate α and β. From
Lemma3.3, the assertion holds.

Remark 3.3 In order to prove that a monic polynomial with degree 3 has real three
zeros, we can use the discriminant of the polynomial. However, it usually becomes
a complicated function of the coefficients, and we avoid using it here.
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Now, we start over with the proof of Proposition3.4.1. Let

T =
⎛

⎝

⎛

⎝
a11 0 1
0 a22 0
1 0 0

⎞

⎠ ;
⎛

⎝
b11 0 0
0 b22 1
0 1 0

⎞

⎠ ;
⎛

⎝
c11 c12 0
c21 c22 0
0 0 0

⎞

⎠

⎞

⎠ .

Let M =
(

c11 c12
c21 c22

)

.

We divide the proofs according to the three patterns of M

(1) The case of M ∈ G1

(1-1) a22 �= 0.

Then A1 is nonsingular and let A1 ← A1 + αE21, A2 ← A2 + βE21, andA3 ←
A3 + γ E21 with appropriate (α, β, γ ). In particular, γ is chosen such that A3 is
of rank 1. Then, let f (x) be the eigen polynomial or characteristic polynomial of
A−1
1 A2 and y = −a22x . Then

f (− y

a22
) = g(y) = − 1

a3
22

(y3 + (b22 − α)y2 + (−βa22 + a22a11)y + a2
22b11).

Since a22 �= 0, the equation g(y) = 0 and the equation f (x) = 0 have three real
roots for appropriate α and β from Lemma3.4, and thus A−1

1 A2 is diagonalizable.
From Lemma3.2, this proves that rank(T ) ≤ 5.

(1-2) a22 = 0 and b11 �= 0.

Let A1 ← A1 + αE21, A2 ← A2 + βE21, and A3 ← A3 + γ E21 with appropriate
(α, β, γ ). In particular, γ is chosen such that A3 is of rank 1. Then, A2 is nonsingular
for any β. Then, let f (x) be the eigen polynomial or characteristic polynomial of
A−1
2 A1 and y = −b22x . Then,

f (− y

b11
) = g(y) = − 1

b3
11

y(y2 + (a11 − β)y + (−b11α + b22b11)).

Since b11 �= 0, the equation g(y) = 0 and the equation f (x) = 0 have three different
real roots from Lemma3.4.

(1-3) a22 = b11 = 0.

T is given by

T =
⎛

⎝

⎛

⎝
a11 0 1
0 0 0
1 0 0

⎞

⎠ ;
⎛

⎝
0 0 0
0 b22 1
0 1 0

⎞

⎠ ;
⎛

⎝
c11 c12 0
c21 c22 0
0 0 0

⎞

⎠

⎞

⎠ .
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Let A1 ← A1 + A2 + αE21 and A2 ← A2 + βE21, and let f (x) be the eigen-
polynomial of A−1

2 A1 and y = (α − b22 − a11)x . Then,

f

(
y

α − a11 − b22

)

= g(y)= 1

(α − a11 − b22)3
y(y+ a11+ b22 − α)(y + a11 − β).

Thus, the equation g(y) = 0 and the equation f (x) = 0 have three real roots
for appropriate α and β. Thus, A−1

1 A2 is diagonalizable, and by Lemma3.2,
rank(T ) ≤ 5.

(2) The case of M ∈ G2

As stated in Fact 3.1, by RC(1 ↔ 2), the members of Group 2 become members of
G2. Furthermore, A1 and A2 exchange mutually. This fact implies that the proof for
G1 is applicable to G2.

(3) The case of M ∈ G3

Let

T = (A1; A2; A3) =
⎛

⎝

⎛

⎝
a 0 1
0 b 0
1 0 0

⎞

⎠ ;
⎛

⎝
c 0 0
0 d 0
0 1 0

⎞

⎠ ;
⎛

⎝
s 0 0
0 w 0
0 0 0

⎞

⎠

⎞

⎠ ,

T1 =
⎛

⎝

⎛

⎝
a − 1 0 0
0 b 0
0 0 0

⎞

⎠ ;
⎛

⎝
c 0 0
0 d − 1 0
0 0 0

⎞

⎠ ;
⎛

⎝
s 0 0
0 w 0
0 0 0

⎞

⎠

⎞

⎠ ,

T2 =
⎛

⎝

⎛

⎝
1 0 1
0 0 0
1 0 1

⎞

⎠ ;
⎛

⎝
0 0 0
0 1 1
0 1 1

⎞

⎠ ;
⎛

⎝
0 0 0
0 0 0
0 0 0

⎞

⎠

⎞

⎠ ,

and

T3 =
⎛

⎝

⎛

⎝
0 0 0
0 0 0
0 0 −1

⎞

⎠ ;
⎛

⎝
0 0 0
0 0 0
0 0 −1

⎞

⎠ ;
⎛

⎝
0 0 0
0 0 0
0 0 0

⎞

⎠

⎞

⎠ .

Then,T = T1 + T2 + T3 and rank(T )≤ rank(T1)+ rank(T1) + rank(T1) = 2 + 2 +
1 = 5.

This completes the proof. Next, we prove the existence of tensors with rank 5.

Proposition 3.8 For the following tensor rank(T ) = 5.

T =
⎛

⎝

⎛

⎝
0 1 0
0 0 0
0 0 0

⎞

⎠ ;
⎛

⎝
0 0 0
0 0 1
0 0 0

⎞

⎠ ;
⎛

⎝
1 0 0
0 1 0
0 0 1

⎞

⎠

⎞

⎠ .
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Proof If rank(T ) ≤ 4, there are rank-1 tensors D1,D2,D3,D4 such that 〈A, B, C〉 ⊂
〈D1, D2, D3, D4〉. Since A and B are rank-1 matrices, 〈D1, D2, D3, D4〉 =
〈A, B, Ds, Dt 〉. Hence, C = x A + y B + zDs + wDt for some real numbers x ,y,z
and w. Then, rank(C − x A − y B) = 3 and rank(zDs + wDt ) ≤ 2, which is a con-
tradiction.

From Propositions3.7 and 3.8, we have proved Proposition3.6.



Chapter 4
Absolutely Nonsingular Tensors
and Determinantal Polynomials

In this chapter, we define absolute nonsingularity for 3-tensors over R of format
n×n×m and state a criterion for the existence of an n×n×m absolutely nonsingular
tensor in terms of Hurwitz–Radon numbers. The zero locus of the determinantal
polynomial defined by an n × n × m tensor is also discussed.

4.1 Absolutely Nonsingular Tensors

Let T = (T1; . . . ; Tm) be an n × n × m-tensor over R. It sometimes happens that
there is no singular matrix in the subspace of the vector space of n ×n-matrices over
R spanned by T1, . . . , Tm except the zero matrix. In view of this fact, we provide the
following definition.

Definition 4.1 Let T = (T1; . . . ; Tm) be an n × n × m-tensor over R. If

m∑

i=1

ai Ti

is nonsingular for any (a1, . . . , am) ∈ R
m\{0}, we say that T is absolutely nonsin-

gular.

Example 4.1 (1)

((
1 0
0 1

)

;
(
0 −1
1 0

))

is an absolutely nonsingular 2×2×2-tensor.

(2) ⎛

⎜
⎜
⎝E4;

⎛

⎜
⎜
⎝

0 −1 0 0
1 0 0 0
0 0 0 −1
0 0 1 0

⎞

⎟
⎟
⎠ ;

⎛

⎜
⎜
⎝

0 0 −1 0
0 0 0 1
1 0 0 0
0 −1 0 0

⎞

⎟
⎟
⎠ ;

⎛

⎜
⎜
⎝

0 0 0 1
0 0 1 0
0 −1 0 0

−1 0 0 0

⎞

⎟
⎟
⎠

⎞

⎟
⎟
⎠

is an absolutely nonsingular 4 × 4 × 4-tensor.

© The Author(s) 2016
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Note that (1) corresponds to the complex numbers and (2) corresponds to the
quaternions.

Remark 4.1 Let T = (T1; . . . ; Tm) be an n × n × m-tensor with m ≥ 2. If T1 is
singular, then T is not absolutely nonsingular for obvious reason. If T1 is nonsingular
and λ is an eigenvalue of T −1

1 T2, then λT1 − T2 is singular. Therefore T is not
absolutely nonsingular.

In particular, if n is odd and m ≥ 2, then there is no n × n × m absolutely
nonsingular tensor.

Next we state a criterion for a tensor to be absolutely nonsingular.

Proposition 4.1 Let T = (T1; . . . ; Tm) be an n × n × m-tensor over R with m ≥ 2.
Then the following conditions are equivalent, where Sd := {(a1, . . . , ad+1) | ai ∈ R,∑d+1

i1
a2

i = 1}.
(1) T is absolutely nonsingular.
(2) For any a = (a1, . . . , am) ∈ Sm−1,

∑m
k=1 ak Tk is nonsingular.

(3) mina=(a1,...,am )∈Sm−1 | det(∑m
k=1 ak Tk)| > 0.

(4) For any a = (a1, . . . , am) ∈ Sm−1 and for any b ∈ Sn−1,
(∑m

k=1 ak Tk
)

b �= 0.
(5) For any b ∈ Sn−1, T1b, . . . , Tm b are linearly independent.

Moreover, if T1 = En, then the above conditions are equivalent to the following
condition.

(6) For any b ∈ Sn−1, the orthogonal projections of T2b, . . . , Tm b to 〈b〉⊥ are
linearly independent.

Proof (1) ⇐⇒ (2) ⇐⇒ (4) ⇐⇒ (5) and (3)⇒(2) are straightforward. If the
condition (2) is valid, then det(

∑m
k=1 ak Tk) �= 0 for any a = (a1, . . . , am) ∈ Sm−1.

Since Sm−1 is compact in the Euclidean topology and

f : Sm−1 → R, a = (a1, . . . , am) �→ | det
(

m∑

k=1

ak Tk

)

|

is a continuous map, the minimum value of this map exists. Since f (a) > 0 for any
a ∈ Sm−1 by (2), mina=(a1,...,am )∈Sm−1 f (a) > 0.

Now assume that T1 = En . In general, a1, . . . , ar ∈ R
n are linearly independent

if and only if a1 �= 0 and the orthogonal projections of a2,…, ar to 〈a1〉⊥ are linearly
independent. Since T1b = b, (5) ⇐⇒ (6) follows.

By using the characterization (3), we show that the set of absolutely nonsingular
tensors is an open subset of the set of n × n × m-tensors over R, Rn×n×m . First, we
note the following fundamental fact.

Lemma 4.1 Let X and Y be topological spaces and let f : X × Y → R be a con-
tinuous map. Suppose that X is compact. Then g : Y → R, g(y) = minx∈X f (x, y)

is continuous.
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Proposition 4.2 The set of n × n × m absolutely nonsingular tensors over R is an
open subset of Rn×n×m.

Proof Consider f : Sm−1 × R
n×n×m → R, f ((a1, . . . , am), (T1; . . . ; Tm)) = | det

(
∑m

k=1 ak Tk)|. Since f is continuous, we see, by Lemma 4.1, that g : Rn×n×m → R,
g(T ) = mina∈Sm−1 f (a, T ) is a continuous map. Since the set of n×n×m absolutely
nonsingular tensors is the inverse image of {x ∈ R | x > 0}, with respect to g, by (3)
of Proposition 4.1, we see that the set of n × n × m absolutely nonsingular tensors
is an open subset of Rn×n×m .

Consider the case where m = n and let T = (T1; . . . ; Tn) be an n × n × n-tensor.
By (1) ⇐⇒ (4) of Proposition 4.1, we see that T is absolutely nonsingular if and only
if for any a = (a1, . . . , an) ∈ Sn−1, b = (b1, . . . , bn) ∈ Sn−1, (

∑n
k=1 ak Tk)b �= 0.

Now let T ′ = (T ′
1; . . . ; T ′

n) be the n × n × n tensor obtained by rotating T by 90◦
with the axis parallel to the columns. Then,

(
n∑

k=1

ak Tk

)

b =
(

n∑

k=1

bk T ′
n−k+1

)

a.

Therefore, T is absolutely nonsingular if and only if T ′ is absolutely nonsingular,
i.e., absolute nonsingularity does not depend on the direction from which one looks
at a cubic tensor.

4.2 Hurwitz–Radon Numbers and the Existence
of Absolutely Nonsingular Tensors

In the previous section, we defined absolutely nonsingular tensors and noted that
there is no n × n × m absolutely nonsingular tensor if n is odd and m ≥ 2. In this
section, we state a criterion for the existence of absolutely nonsingular tensors of
size n × n × m in terms of n and m.

First we define the Hurwitz–Radon family.

Definition 4.2 Let {A1, . . . , As} be a family of n × n matrices with entries in R. If

(1) Ai A�
i = En for 1 ≤ i ≤ s,

(2) Ai = −A�
i for 1 ≤ i ≤ s and

(3) Ai A j = −A j Ai for i �= j ,

then we say that {A1, . . . , As} is a Hurwitz–Radon family of order n.

The following results immediately follow from the definition.

Lemma 4.2 A subfamily of a Hurwitz–Radon family is a Hurwitz–Radon family.
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Lemma 4.3 If {A1, . . . , As} is a Hurwitz–Radon family of order n, then {Et ⊗kr

A1, . . . , Et ⊗kr As} is a Hurwitz–Radon family of order nt, where ⊗kr denote the
Kronecker product.

Next we note the following lemma which is easily verified.

Lemma 4.4 Let {A1, . . . , As} be a Hurwitz–Radon family of order n. Set As+1 =
En. Then for any a1, …, as+1 ∈ R,

(
s+1∑

k=1

ak Ak

)(
s+1∑

k=1

ak Ak

)�
= (a2

1 + · · · + a2
s + a2

s+1)En.

In particular, (A1; . . . ; As; En) is an n × n × (s + 1) absolutely nonsingular tensor
and therefore, if there exists a Hurwitz–Radon family of order n with s members,
then there exists an n × n × (s + 1) absolutely nonsingular tensor.

Next we state the following:

Definition 4.3 Let n be a positive integer. Set n = (2a + 1)2b+4c, where a, b, and
c are integers with 0 ≤ b < 4. Then we define ρ(n) := 8c + 2b.

ρ(n) is called the Hurwitz–Radon number and ρ is called the Hurwitz–Radon
function.

The following fact directly follows from the definition.

Lemma 4.5 ρ(2s) = 2s for s = 0, 1, 2, 3 and ρ(24t ) = ρ(24t−1) + 1, ρ(24t+1) =
ρ(24t−1)+2, ρ(24t+2) = ρ(24t−1)+4 and ρ(24t+3) = ρ(24t−1)+8 for any positive
integer t .

Next we state the existence of the Hurwitz–Radon family of order n with member
ρ(n) − 1. Set

A =
(

0 1
−1 0

)

, P =
(
0 1
1 0

)

, Q =
(
1 0
0 −1

)

.

Then one can verify the following results by routine calculations.

Lemma 4.6 (Geramita and Seberry 1979, Proposition 1.5)

(1) {A} is a Hurwitz–Radon family of order 2.
(2) {A ⊗kr E2, P ⊗kr A, Q ⊗kr A} is a Hurwitz–Radon family of order 4.
(3) {E2 ⊗kr A ⊗kr E2, E2 ⊗kr P ⊗kr A, Q ⊗kr Q ⊗kr A, P ⊗kr Q ⊗kr A, A ⊗kr P ⊗kr

Q, A ⊗kr P ⊗kr P, A ⊗kr Q ⊗kr E2} is a Hurwitz–Radon family of order 8.

Lemma 4.7 (Geramita and Seberry 1979, Theorem 1.6) Let {M1, . . . , Ms} be a
Hurwitz–Radon family of order n. Then
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(1) {A ⊗kr En, Q ⊗kr M1, . . . , Q ⊗kr Ms} is a Hurwitz–Radon family of order 2n.
(2) Moreover, if {L1, . . . , Lt } is a Hurwitz–Radon family of order m, then {P ⊗kr

M1⊗kr Em, . . . , P ⊗kr Ms ⊗kr Em, Q ⊗kr En ⊗kr L1, . . . , Q ⊗kr En ⊗kr Lt , A⊗kr

Emn} is a Hurwitz–Radon family of order 2mn.

Theorem 4.1 Let n be a positive integer. Then there is a Hurwitz–Radon family of
order n with ρ(n) − 1 members.

Proof If n = 1, there is nothing to prove. Therefore we assume that n > 1. By
Lemma 4.3, we may assume that n is a power of 2. Set n = 2s . We obtain the proof
by induction on s. The cases where s = 1, 2, 3 are covered by Lemmas 4.5 and 4.6.

Assume that s ≥ 4 and set s = 4c+bwith 0 ≤ b < 4.By induction hypothesis,we
see that there is a Hurwitz–Radon family of order 24c−1 with ρ(24c−1)−1 members.
If s = 4c, then we see by Lemma 4.7 (1) and Lemma 4.5 that there is a Hurwitz–
Radon family of order 2s with ρ(2s)−1 members. If s = 4c +1 (s = 4c +2, 4c +3
resp.), then we see by Lemma 4.6 (1), Lemma 4.7 (2), and Lemma 4.5 (Lemma 4.6
(2), Lemma 4.7 (2) and Lemma 4.5, Lemma 4.6 (3), Lemma 4.7 (2) and Lemma 4.5,
resp.) that there is a Hurwitz–Radon family of order 2s with ρ(2s) − 1 members.

By this Theorem and Lemma 4.4, we see the following fact.

Corollary 4.1 If m ≤ ρ(n) then there exists an n × n × m absolutely nonsingular
tensor.

Next we prove the converse of the above result. First we cite the following result.

Theorem 4.2 (Adams 1962) There do not exist ρ(n) linearly independent vector
fields on Sn−1.

By Proposition 4.1 (6), if there exists an n ×n ×m absolutely nonsingular tensor,
then there exist m − 1 linearly independent vector fields on Sn−1. Therefore by
Theorem 4.2, we see the following fact.

Corollary 4.2 If there exists an n × n × m absolutely nonsingular tensor, then
m ≤ ρ(n).

By summing up the above results, we see the following result.

Theorem 4.3 There exists an n × n × m absolutely nonsingular tensor if and only
if m ≤ ρ(n).

4.3 Bilinear Maps and Absolutely Full Column
Rank Tensors

A squarematrix is nonsingular if and only if it is a full column rankmatrix. Therefore
by generalizing the notion of an absolutely nonsingular tensor, we arrive at the
following notion.
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Definition 4.4 Let T = (T1; . . . ; Tm) be a u × n × m tensor over R. T is called an
Absolutely full column rank tensor if

rank

(
m∑

k=1

ak Tk

)

= n

for any (a1, . . . , am) ∈ R
m\{0}.

We see the following fact in the same way as Proposition 4.1.

Proposition 4.3 Let u, n, and m be positive integers with u ≥ n and let T =
(T1; . . . ; Tm) be a u × n × m tensor over R. Then the following conditions are
equivalent.

(1) T is Absolutely full column rank.
(2) For any a = (a1, . . . , am) ∈ Sm−1,

∑m
k=1 ak Tk is full column rank.

(3) mina=(a1,...,am )∈Sm−1(the maximum of the absolute values of n-minors of∑m
k=1 ak Tk) > 0.

(4) For any a = (a1, . . . , am) ∈ R
m\{0} and any b ∈ R

n\{0}, (∑m
k=1 ak Tk

)
b �= 0.

We can also see the following fact in the same way as Proposition 4.2.

Proposition 4.4 The set of u × n × m Absolutely full column rank tensors over R
is an open subset of Ru×n×m.

Note that by defining

fT (x, y) =
(

m∑

k=1

xk Tk

)

y

for a u × n × m tensor T = (T1; . . . ; Tm), where (x1, . . . , xm) = x, one defines
naturally a one-to-one correspondence between the set of u × n × m tensors and the
bilinear maps Rm × R

n → R
u .

Definition 4.5 Let f : Rm × R
n → R

u be a bilinear map. We say that f is nonsin-
gular if f (x, y) = 0 implies that x = 0 or y = 0.

Set

m#n = min{u | there exists a nonsingular bilinear map Rm × R
n → R

u .}

Then, by Proposition 4.3, we see the following:

Corollary 4.3 There exists a u × n × m Absolutely full column rank tensor if and
only if m#n ≤ u.
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A complete criterion for the existence of a nonsingular bilinear map is not known.
See Shapiro 2000, Chap.12. We just comment on the following fact.

Set

m ◦ n = min

{

u | if u − m < k < n, then the binomial coefficient

(
u

k

)

is even.

}

Then, the following inequalities are known:

max{m, n} ≤ m ◦ n ≤ m#n ≤ m + n − 1

Further, it is known that if min{m, n} ≤ 9, then m ◦ n = m#n. See Shapiro 2000,
Chap. 12.

4.4 Determinantal Polynomials and Absolutely
Nonsingular Tensors

In this section, we consider determinantal polynomials of the form

det

(
m∑

k=1

xk Tk

)

,

where T = (T1; . . . ; Tm) is an n × n × m-tensor and x1, …, xm are indeterminates.
Here we recall the real Nullstellensatz. First we recall the following:

Definition 4.6 Let A be a commutative ring and I an ideal of A.

R
√

I = {
a ∈ A | ∃k ∈ N ∃b1, . . . , bt ∈ A such that a2k + b2

1 + · · · + b2
t ∈ I

}

is called the real radical of I .

The realNullstellensatz is the following (see Sect. 6.2 for the definition of I andV):

Theorem 4.4 (Bochnak et al. 1998, Theorem 4.1.4, and Corollary 4.1.8) Let I be an
ideal of R[x1, . . . , xm], the polynomial ring with m variables over R. Then I(V(I ))
= R

√
I .

Let T be an n × n × m tensor over R and let f (x1, . . . , xm) be the determinantal
polynomial defined by T . Then T is absolutely nonsingular if and only if

{(a1, . . . , am) ∈ R
m | f (a1, . . . , am) = 0} = {(0, . . . , 0)}.

Therefore, by the real Nullstellensatz Theorem 4.4, we see the following fact:

http://dx.doi.org/10.1007/978-4-431-55459-2_6
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Proposition 4.5 Let T be an n ×n ×m-tensor over R and f (x1, . . . , xm) the deter-
minantal polynomial defined by T . Then the following conditions are equivalent:

(1) T is absolutely nonsingular.
(2) The real radical R

√〈 f 〉 of the principal ideal generated by f is 〈x1, . . . , xm〉.
Next we consider the irreducibility of f .

Definition 4.7 Let K be a field and let x1, . . . , xt be indeterminates. A polynomial
g ∈ K[x1, . . . , xt ] is called absolutely prime if it is irreducible in K[x1, . . . , xt ],
where K is the algebraic closure of K.

Theorem 4.5 (Heintz and Sieveking 1981) Let K be a field with charK = 0, let
x1, . . . , xt be indeterminates where t ≥ 2, and let d be a positive integer. Then, there
is a dense Zariski open subset U of the set of polynomials with degree at most d such
that every element of U is absolutely prime.

Since there is a one-to-one correspondence

g(x1, . . . , xt , xt+1) �→ g(x1, . . . , xt , 1)

between the set of homogeneous polynomials with degree d and t + 1 variables and
the set of polynomials with degree at most d and t variables, we see the following:

Corollary 4.4 Let K be a field with charK = 0, let x1, . . . , xt be indeterminates
with t ≥ 3, and let d be a positive integer. Then, there is a dense Zariski open subset
U of the set of homogeneous polynomials with degree d such that every element of
U is irreducible.

Suppose that m ≥ 3 and let P(m, d) be the set of degree d homogeneous poly-
nomials with coefficients in R and variables x1, . . . , xm . Since Rn×n×m → P(m, n),
T = (T1; . . . ; Tm) �→ det

(∑m
k=1 xk Tk

)
is a polynomial map (see Definition 6.4), we

see that the inverse image of U of Corollary 4.4 is a Zariski open subset of Rn×n×m .
In fact, this inverse image is not empty by Sumi et al. 2015a, Theorem 5.1, and
Proposition 5.2, and therefore it is dense.

Moreover, we see the following fact.

Theorem 4.6 Suppose that 3 ≤ m ≤ n and let x1, . . . , xm be indeterminates. Then
there are Euclidean open subsetsO1 andO2 ofRn×n×m with the following properties.

(1) O1 ∪ O2 is a dense subset of Rn×n×m in the Euclidean topology.
(2) If T = (T1; . . . ; Tm) ∈ O1 ∪O2, then det

(∑m
k=1 xk Tk

)
is an irreducible polyno-

mial.
(3) If T ∈ O1, then T is absolutely nonsingular, i.e.,

R

√
√
√
√〈det

(
m∑

k=1

xk Tk

)

〉 = 〈x1, . . . , xm〉.

http://dx.doi.org/10.1007/978-4-431-55459-2_6
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(4) If T ∈ O2, then

R

√
√
√
√〈det

(
m∑

k=1

xk Tk

)

〉 = 〈det
(

m∑

k=1

xk Tk

)

〉.

Proof We use the notation of Sumi et al. 2015a. Set O1 = {T = (T1; . . . ; Tm) ∈
R

n×n×m | T is absolutely nonsingular and det
(∑m

k=1 xk Tk
)
is irreducible} andO2 =

{T = (T1; . . . ; Tm) ∈ R
n×n×m | Tm is nonsingular and (T1T −1

m ; . . . ; Tm−1T −1
m ) ∈ U∩

C}. Then by the definitions of U and C, we see thatO1∪O2 is a Euclidean dense open
subset of Rn×n×m and det

(∑m
k=1 xk Tk

)
is irreducible for any T = (T1; . . . ; Tm) ∈

O1 ∪ O2.
If T ∈ O1, then

R

√
√
√
√〈det

(
m∑

k=1

xk Tk

)

〉 = 〈x1, . . . , xm〉,

since T is absolutely nonsingular. Now, suppose that T = (T1; . . . ; Tm) ∈ O2.
We have to show that g(x1, . . . , xm) ∈ 〈det (∑m

k=1 xk Tk
)〉 if g(x1, . . . , xm) ∈

R[x1, . . . , xm] and g(a1, . . . , am) = 0 for any (a1, . . . , am) ∈ R
m with

det
(∑m

k=1 ak Tk
) = 0.

Assume the contrary. Then, since det
(∑m

k=1 xk Tk
)
is an irreducible polynomial,

we see that there are f1(x1, . . . , xm) and f2(x1, . . . , xm) ∈ R[x1, . . . , xm] and a
nonzero polynomial h(x1, . . . , xm−1) ∈ R[x1, . . . , xm−1] such that

f1(x1, . . . , xm) det

(
m∑

k=1

xk Tk

)

+ f2(x1, . . . , xm)g(x1, . . . , xm) = h(x1, . . . , xm−1).

(4.4.1)
Take a = (a1, . . . , am) ∈ R

m with det
(
M(a, T T −1

m )
)

< 0. Then there is an open
neighborhood U of (a1, . . . , am−1) in Rm−1 and a mapping μ : U → R such that

det

(

M

((
y

μ( y)

)

, T T −1
m

))

= 0

for any y ∈ U . Since h �= 0, we can take (b1, . . . , bm−1) ∈ U such that
h(b1, . . . , bm−1) �= 0. Set bm = μ(b1, . . . , bm−1). Then, since det

( ∑m
k=1 bk Tk

) = 0,
g(b1, . . . , bm) = 0 by the assumption of g. This contradicts to (4.4.1).



Chapter 5
Maximal Ranks

In this chapter, we consider the maximal rank of tensors with format (m, n, 2) or
(m, n, 3). We also introduce upper bounds and lower bounds of the ranks of tensors
with format (m, n, p), where m, n, p ≥ 3.

5.1 Classification and Maximal Rank of m × n × 2 Tensors

The set Km×n×p or TK(m, n, p) denotes the set of all tensors with size m × n × p over
a field K. The triad (m, n, p) is also called the format of the set. A tensor with format
(m, n, p) implies a tensor with size m × n × p. The set TK(m, n, p) has an action of
GL(m, K) × GL(n, K) × GL(p, K), which preserves rank. Let max.rankK(m, n, p)

denote the maximal rank of tensors of TK(m, n, p).
First, we recall the Jordan normal form. Let K be an algebraically closed field.

Let En be the n × n identity matrix and let

Jn =

⎛

⎜
⎜
⎜
⎝

0 1 0
...

. . .
. . .

0 · · · 0 1
0 · · · 0 0

⎞

⎟
⎟
⎟
⎠

be an n × n superdiagonal matrix. For our convenience, we assume that J1 is the null
matrix. An n × n matrix A whose elements are in K is similar to a Jordan matrix

Diag(λ1En1 + Jn1 , . . . , λtEnt + Jnt ),

where λi ∈ K and ni ≥ 1, i.e., there exists P ∈ GL(n, K) such that P−1AP is equal
to the above Jordan matrix. A diagonal element λi is an eigenvalue of A. In the case
where K = C, if A∗A = AA∗, where A∗ is the complex conjugate transpose, then A

© The Author(s) 2016
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is said to be normal. If A is normal, then A is diagonalizable over C, i.e., A is similar
to a diagonal matrix.

Let A be an n × n matrix whose elements are in R such that the characteristic
polynomial det(λEn − A) of A is

s∏

i=1

(λ − μi)

t∏

i=1

(λ2 − 2aiλ + a2
i + b2

i ),

where μi, ai, bi ∈ R. Put

Cm(c, s) = Em ⊗
(

c −s
s c

)

= Diag

((
c −s
s c

)

, . . . ,

(
c −s
s c

))

,

which is a 2m × 2m square matrix. If (a + b
√−1)Em + Jm is a Jordan block of A

over C, where a, b ∈ R, b �= 0, then (a − b
√−1)Em + Jm is also a Jordan block of

A over C and Cm(a, b) + Jm ⊗ E2 is a Jordan block of A over R. In particular, A is
similar to a diagonal matrix

Diag(μ1, . . . , μs, a1 + b1
√−1, a1 − b1

√−1, . . . , at + bt

√−1, at − bt

√−1)

over C if and only if A is similar to

Diag(μ1, . . . , μs, C1(a1, b1), . . . , C1(at, bt))

over R.
Kronecker andWeierstrass showed that every pair of matrices can be transformed

into a canonical pair by pre-multiplication and post-multiplication. In terms of ten-
sors, any 3-tensor (A; B) with format (m, n, 2) is GL(m, K) × GL(n, K)-equivalent
to some tensor. A tensor (A; B) with 2 slices has one-to-one correspondence with a
homogeneous pencil λA + μB, where λ and μ are indeterminates.

For tensors Xk = (Ak; Bk) of format (mk, nk, 2), 1 ≤ k ≤ t,

Diag(X1, X2, . . . , Xt)

denotes the tensor
⎛

⎜
⎜
⎜
⎜
⎝

⎛

⎜
⎜
⎜
⎜
⎝

A1

A2 O
O

. . .

At

⎞

⎟
⎟
⎟
⎟
⎠

;

⎛

⎜
⎜
⎜
⎜
⎝

B1

B2 O
O

. . .

Bt

⎞

⎟
⎟
⎟
⎟
⎠

⎞

⎟
⎟
⎟
⎟
⎠

of format (m1 + m2 + · · · + mt, n1 + n2 + · · · + nt, 2). This notation depends on the
direction of slices.
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Theorem 5.1 (Gantmacher 1959, (30) in Sect. 4, XII) Let K be an algebraically
closed field. A 3-tensor (A; B) ∈ TK(m, n, 2) is GL(m, K)×GL(n, K)-equivalent to
a tensor of block diagonal form

Diag((S1; T1), . . . , (Sr; Tr)),

where each (Sj; Tj) is one of the following:

(A) zero tensor (O; O) ∈ TK(k, l, 2), k, l ≥ 0, (k, l) �= (0, 0),
(B) (aEk + Jk; Ek) ∈ TK(k, k, 2), k ≥ 1,
(C) (Ek; Jk) ∈ TK(k, k, 2), k ≥ 1,
(D) ((O, Ek); (Ek, O)) ∈ TK(k, k + 1, 2), k ≥ 1,

(E)

((
O
Ek

)

;
(

Ek

O

))

∈ TK(k + 1, k, 2), k ≥ 1.

Moreover, (A; B) ∈ TR(m, n, 2) is GL(m, R) × GL(n, R)-equivalent to a tensor
of block diagonal form Diag((S1; T1), . . . , (Sr; Tr)), where each (Sj; Tj) is one of
(A)–(E) and

(F) (Ck(c, s) + Jk ⊗ E2; E2k) ∈ TR(2k, 2k, 2), s �= 0, k ≥ 1.

This decomposition is called the Kronecker–Weierstrass canonical form. It is
unique up to permutations of blocks. Each block is called a Kronecker–Weierstrass
block. Note that tensors of type (A) include those when k > 0 and l = 0, or k = 0
and l > 0, where the direct sum of a tensor with format (0, l, 2) of type (A) and
a tensor (X; Y) with format (s, t, 2) implies a tensor ((O, X); (O, Y)) with format
(s, l + t, 2).

For a tensor (A; B) ∈ TK(n, n, 2), if the vector space 〈A, B〉 spanned by A and B
contains a nonsingular matrix, then the Kronecker–Weierstrass canonical form does
not contain a block of type (A), (D), or (E).We remark that (aEk +Jk; Ek) and (Ek, Jk)

are GL(k, K)×2×GL(2, K)-equivalent to (Jk; Ek), and that (Ck(c, s)+Jk ⊗E2; E2k)

with s �= 0 is GL(k, R)×2 × GL(2, R)-equivalent to (Ck(0, 1) + Jk ⊗ E2; E2k).

Example 5.1 A tensor (A; B) ∈ TR(3, 3, 2) such that 〈A, B〉 has no nonsingular
matrix is GL(3, R)×2 ×GL(2, R)-equivalent to one of the tensors (A′; B′) such that

xA′ + yB′ is given by O,

⎛

⎝
y 0 0
0 0 0
0 0 0

⎞

⎠,

⎛

⎝
y 0 0
0 ax + y 0
0 0 0

⎞

⎠,

⎛

⎝
y x 0
0 0 0
0 0 0

⎞

⎠,

⎛

⎝
y 0 0
x 0 0
0 0 0

⎞

⎠,

⎛

⎝
y x 0
0 y 0
0 0 0

⎞

⎠,

⎛

⎝
y −x 0
x y 0
0 0 0

⎞

⎠, and

⎛

⎝
y x 0
0 0 y
0 0 x

⎞

⎠. The tensor (A′; B′) has rank 0, 1, 2, 2, 2, 3, 3, and 4,

respectively.
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The rank of a Kronecker–Weierstrass block is given as follows:

Proposition 5.1 (Ja’Ja’ 1979; Sumi et al. 2009)

(1) rankF(O; O) = 0 and rankF(a; 1) = 1.
(2) rankF(aEk + Jk; Ek) = rankF(Ek; Jk) = k + 1 for k ≥ 2.

(3) rankF((O, Ek); (Ek, O)) = rankF

((
O
Ek

)

;
(

Ek

O

))

= k + 1 for k ≥ 1.

(4) rankR(Ck(c, s) + Jk ⊗ E2; E2k) = 2k + 1 if s �= 0 and k ≥ 1.

Theorem 5.2 (Ja’Ja’ 1979) Let A be a tensor with format (m, n, 2) and let B be a
tensor of type (D) or (E). Then, rankF(Diag(A, B)) = rankF(A) + rankF(B).

In general, the rank of a tensor is not the sumof ranks of its Kronecker–Weierstrass
blocks.

Theorem 5.3 (Sumi et al. 2009, Theorem 4.6) Let A be an n × n matrix and let
αF(A, λ) be the number of Kronecker–Weierstrass blocks whose sizes are greater
than or equal to 2 for an eigenvalue λ of A. Then,

rankF(En; A) = n + max
λ

αF(A, λ),

where we treat Ck(c, s) + Jk ⊗ E2 as a Kronecker–Weierstrass block of size 2k if
F = R.

Let A and B be m × n rectangular matrices. We describe the rank of a tensor
(A; B) with its Kronecker–Weierstrass canonical form. Suppose that the Kronecker–
Weierstrass canonical form (S; T) of (A; B) has a zero tensor (O; O) of type (A) with
format (mA, nA, 2), lD tensors of type (D), and lE tensors of type (E). Set the part of
types (B) and (F) of (S; T) as (SB; E) and (SF; E), respectively, and the part of type
(C) of (S; T) as (E; SC). Put

α = max{max
λ

αC(SB, λ),max
λ

αC(SC, λ)}

if F = C and

α = max{max
λ

αR(SB, λ),max
λ

αR(SC, λ),max
λ

αR(SF, λ)}

if F = R, where αF is as in Theorem 5.3.

Theorem 5.4 (Sumi et al. 2009, Theorem 1.5)

rankF(A; B) = m − mA + α + lD = n − nA + α + lE .

Similarly, we have the maximal rank.
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Theorem 5.5 (Ja’Ja’ 1979; Sumi et al. 2009, Theorem 4.3) If the cardinality of K

is greater than or equal to min{m, n}, then

max.rankK(m, n, 2) = min{n +
⌊m

2

⌋
, m +

⌊n

2

⌋
, 2m, 2n}.

For a tensor A of format (a, b, 2) and a positive integer n, A⊕n denotes the tensor

Diag(

n
︷ ︸︸ ︷
A, A, . . . , A)

of format (na, nb, 2).
Moreover, for integers m and n with m ≤ n ≤ 2m, a tensor of TK(m, n, 2) having

the maximal rank m + 
n/2� is GL(m, K) × GL(n, K)-equivalent to

Diag(Y⊕α, ((0, 1); (1, 0))⊕β)

if n is even and

• Diag(Y⊕α, ((0, 1); (1, 0))⊕(β−1), O), O ∈ TK(1, 0, 2),
• Diag(Y⊕(α−1), ((0, 1); (1, 0))⊕β, (μ; 1)),
• Diag(Y⊕(α−1), ((0, 1); (1, 0))⊕β, (1; 0)),
• Diag(Y⊕(α−1), ((0, 1); (1, 0))⊕(β−1), ((O, E2); (E2, O))),

• Diag(Y⊕(α−2),

(

(0, 1); (1, 0))⊕(β+1),

((
0
1

)

;
(
1
0

)))

,

• Diag((λE2 + J2; E2)
⊕(α−2), (λE3 + J3; E3), ((0, 1); (1, 0))⊕β), or

• Diag((E2; J2)⊕(α−2), (E3; J3), ((0, 1); (1, 0))⊕β)

if n is odd, where α = m − 
n/2�, β = n − m, and Y is (λE2 + J2; E2) or (E2; J2)
when K is algebraically closed, and (λE2 + J2; E2), (E2; J2), or (C1(c, s); E2) when
K = R.

An m × n rectangular matrix A of form (D, O) or (D, O)� depending on the size
of m and n, where D is a diagonal matrix, is called a rectangular diagonal matrix.
For m × n matrices A1, . . . , Ak , we say that they are simultaneously rectangular
diagonalizable, if there exist a nonsingular m × m matrix P and a nonsingular n × n
matrix Q such that PAtQ, 1 ≤ t ≤ k, are all rectangular diagonal matrices.

Theorem 5.6 Let 1 ≤ f1 ≤ f2 ≤ f3 and f = (f1, f2, f3). Let T and A be 3-tensors
with format f and put T + A = (B1; . . . ; Bf3). If f1 × f2 matrices B1, B2, . . . , Bf3 are
simultaneously rectangular diagonalizable, then

rankK(T) ≤ min{f1, f2} + rankK(A).

Proof If B1, B2, . . . , Bf3 are simultaneously rectangular diagonalizable, then we see
that rankK(T + A) ≤ min{f1, f2}. Therefore,

rankK(T) ≤ rankK(T + A) + rankK(A) ≤ min{f1, f2} + rankK(A).
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Let Q1 = E4, Q2 =

⎛

⎜
⎜
⎝

−1
1

−1
1

⎞

⎟
⎟
⎠, Q3 =

⎛

⎜
⎜
⎝

−1
1

1
−1

⎞

⎟
⎟
⎠, Q4 =

⎛

⎜
⎜
⎝

1
1

−1
−1

⎞

⎟
⎟
⎠,

and let W = 〈Q1, Q2, Q3, Q4〉 be a real vector space. The vector space W is closed
under the multiplications of matrices and a skew field isomorphic to the quaternions.

Proposition 5.2 Let A and B be matrices in W. Then, rankR(A; B) is equal to 0, 4,
or 6. If rankR(A; B) = 0, then A = B = O, and if rankR(A; B) = 6, then (A; B) is
GL(4, R)×2 × GL(2, R)-equivalent to (Q1; Q2). Moreover, rankR(A; B) = 4 if and
only if A and B are linearly dependent and (A, B) �= (O, O).

Proof Since a singular matrix of W is only zero, rank(A) ≤ 3 implies that A =
O. Since rankR(A; B) ≥ max{rank(A), rank(B)}, rankR(A; B) ≤ 3 if and only if
(A; B) = (O; O).

Suppose that A and B are linearly independent. In particular, A and B are nonzero
and then nonsingular. (A; B) is GL(4, R) × {E4}-equivalent to (Q1; A−1B). A−1B
is described as x1Q1 + x2Q2 + x3Q3 + x4Q4. Let N = A−1B − x1Q1. We see that
Q�

j = −Qj and Q2
j = −Q1 for j = 2, 3, 4, and QiQj = −QjQi for i, j = 2, 3, 4

with i �= j. Then, N� = −N and N2 = −(x22 + x23 + x24)Q1. For an eigenvalue
λ of N , λ2 is an eigenvalue of N2. Since N2 = −N�N , λ is equal to ±a

√−1,

where a =
√

x22 + x23 + x24. Therefore, the characteristic polynomial of N is equal

to (λ2 + a2)2. Since N is normal, N is diagonalizable over C. Thus, there exists
P ∈ GL(4, R) such that P−1N(a−1P) = 1

a C2(0, a) = Q2, and then (Q1; N) is
GL(4, R)×2-equivalent to (Q1; Q2). Therefore, (A; B) is GL(4, R)×2 × GL(2, R)-
equivalent to (Q1; Q2) and rankR(A; B) = rankR(Q1; Q2) = 6 by Theorem 5.3.

Finally, suppose that rankR(A; B) = 4, 5. A and B are linearly dependent and A
or B is nonsingular. If A is nonsingular, then B = yA for some y ∈ R, and then
rankR(A; B) = rankR(A; O) = rank(A) = 4.

5.2 Upper Bound of the Maximal Rank
of m × n × 3 Tensors

Kruskal (1977) studied the rank of a p-tensor and mainly obtained its lower bound.
Atkinson and Stephens (1979) and Atkinson and Lloyd (1980) developed a nonlinear
theory based on several of their own lemmas. Basically, they estimated the upper
bound by adding two rectangular diagonal matrices, which allows the two matrices
to be rectangular diagonalizable simultaneously. They did not solve the problem fully
and restricted the type of tensors for obtaining clear-cut results.

Clearly,
max.rankK(m, n, mn) = mn.
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Lemma 5.1 (Atkinson and Stephens 1979, Lemma 5) Let K be a subfield of F. If
k ≤ n, then

max.rankK(m, n, mn − k) = m(n − k) + max.rankK(m, k, mk − k).

Proof Let (A1; . . . ; Amk−k) ∈ TK(m, k, mk − k) be a tensor of rank

max.rankF(m, k, mk − k)

and Bj = (Aj, O) be an m × n matrix for 1 ≤ j ≤ mk − k. Consider the tensor X =
(B1; . . . ; Bmk−k; E1,k+1; . . . ; E1n; . . . ; Em,k+1; . . . ; Emn) with format (m, n, mn − k),
where Eij denotes an m × n matrix with a 1 in the (i, j) position and zeros elsewhere.
We have

max.rankK(m, n, mn − k) ≥ rankK(X)

≥ rankK(B1; . . . ; Bmk−k) + rankK(E1,k+1; . . . ; Emn)

= max.rankK(m, k, mk − k) + m(n − k)

(see Theorem 1.2).
We prove that

max.rankK(m, n, mn − k) ≤ m(n − k) + max.rankK(m, k, mk − k).

Let (A1; . . . ; Amn−k) ∈ TK(m, n, mn − k) be any tensor. To discuss an upper bound
of the maximal rank, we may assume that A1, . . . , Amn−k are linearly independent
without loss of generality. Let X be the vector space spanned by m × n matrices
A1, . . . , Amn−k . It suffices to show that X is a vector subspace of a vector space
spanned by m(n − k) + max.rankK(m, k, mk − k) rank-1 matrices. For 1 ≤ i ≤ m,
let Yi be the vector space consisting of all matrices such that the i′th row is zero if
i′ �= i. Since

dim(X ∩ Yi) = dim(X) + dim(Yi) − dim(X ∩ Yi) ≥ (mn − k) + n − mn = n − k,

we can take linearly independent matrices B(i)
1 , . . . , B(i)

n−k of X ∩ Yi. Let Z1, . . . ,

Z(m−1)k be linearly independent matrices such that

X = 〈Z1, . . . , Z(m−1)k, B(i)
j | 1 ≤ i ≤ m, 1 ≤ j ≤ n − k〉,

and Vi = 〈b(i)
1 , . . . , b(i)

n−k〉, where b(i)
j is the ith row of B(i)

j . There exists a k-
dimensional vector subspace U of K

1×n such that U + Vi = K
1×n for arbitrary

i. For 1 ≤ u ≤ (m − 1)k, let Z ′
u = Zu + ∑

αijuB(i)
j of which all rows are in U. Let

http://dx.doi.org/10.1007/978-4-431-55459-2_1
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G be a nonsingular n × n matrix whose last (n − k) columns lie in the orthogonal
complement of U. Then,

rankK(Z ′
1; . . . ; Z ′

(m−1)k) = rankK(Z ′
1G; . . . ; Z ′

(m−1)kG)

≤ max.rankK(m, k, (m − 1)k),

since the last (n − k) columns of the m × n matrix Z ′
j G are all zero. Therefore,

there exist rank-1 matrices C1, . . . , Cr such that 〈Z ′
1, . . . , Z ′

(m−1)k〉 ⊂ 〈C1, . . . , Cr〉,
and then X is spanned by r + m(n − k) rank-1 matrices C1, . . . , Cr, B(1)

1 , . . . , B(m)

n−k ,
where r = max.rankK(m, k, (m − 1)k).

If k = 1, then

max.rankF(m, n, mn − 1) = m(n − 1) + (m − 1) = mn − 1.

Theorem 5.7 (Atkinson and Stephens 1979, Theorem 2) Let K be a subfield of F.
If k ≤ m ≤ n, then

max.rankK(m, n, mn − k) = mn − k2 + max.rankK(k, k, k2 − k).

Proof By Lemma 5.1, we see that

max.rankK(m, n, mn − k) = m(n − k) + max.rankK(m, k, mk − k)

= m(n − k) + max.rankK(k, m, mk − k)

= m(n − k) + k(m − k) + max.rankK(k, k, k2 − k)

= mn − k2 + max.rankK(k, k, k2 − k).

If k = 2, then

max.rankF(m, n, mn − 2) = mn − 22 + max.rankF(2, 2, 2) = mn − 1.

Moreover, Atkinson and Lloyd (1983) studied the vector space of m × n matrices
with dimension mn−2 by applying the Kronecker–Weierstrass theory. They showed
the following:

Theorem 5.8 (Atkinson and Lloyd 1983) Let A = (A1; . . . ; Amn−2) be a tensor
of TF(m, n, mn − 2). Then, rankF(A) = mn − 1 if and only if A is GL(m, F) ×
GL(n, F) × GL(mn − 2, F)-equivalent to

(E11 + E22; B2; . . . ; Bmn−2),

where {B2, . . . , Bmn−2} = {Eij | (i, j) �= (1, 1), (1, 2), (2, 2)} and Eij denotes an
m × n matrix with a 1 in the (i, j) position and zeros elsewhere. If A1, . . . , Amn−2 are
linearly dependent, then rankF(A) ≤ mn − 2, and in particular,
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max.rankF(m, n, mn − 3) ≤ mn − 2.

By Theorem 5.8, we have max.rankF(3, 3, 6) ≤ 7. Indeed, max.rankF(3, 3, 6) =

7. It suffices to show that rankK((E3, O); (J, O); (O, E3)) ≥ 7, where J =
⎛

⎝
0 1 0
0 0 0
0 0 0

⎞

⎠.

Suppose that max.rankK(3, 3, 6) ≤ 6. There exist a 3×6 matrix P, a 6×6 matrix Q,
and diagonal 6× 6 matrices D1, D2, D3 such that (E3, O) = PD1Q, (J, O) = PD2Q

and (O, E3) = PD3Q. Then, E6 =
(

PD1

PD3

)

Q,

PD2 = (J, O)

(
PD1

PD3

)

= JPD1 =
⎛

⎝
P=2D1

O
O

⎞

⎠ ,

where P=2 denotes the second row vector of P. Thus, P=2D2 = O from the second
row, and thenPD2

2 = O. SinceD2 �= O, if the (j, j) position ofD2 is not zero for some

j, the jth column of P is a zero vector. Then, the jth column of

(
PD1

PD3

)

is also zero,

which is a contradiction. We conclude that rankK((E3, O); (J, O); (O, E3)) ≥ 7.
Therefore,

max.rankF(m, n, mn − 3) = mn − 2

for m, n ≥ 3 by Theorem 5.7.

Theorem 5.9 (Atkinson and Lloyd 1980, Theorem 4’) Let A1 = (Em, O, O, . . . ,

O), A2 = (O, Em, O, . . . , O), . . ., Ak−1 = (O, O, . . . , O, Em), and Ak be m×(k−1)m
matrices. Then,

rankF(A1; A2; . . . ; Ak) ≤ mk −
⌈m

2

⌉
.

Note that almost all tensors with format (m, (k−1)m, k) are GL(m, F)×GL((k−
1)m, F) × GL(k, F)-equivalent to (A1; . . . ; Ak) in the above theorem.

Conjecture 5.1 (Atkinson and Stephens 1979)

max.rankF(n, n, n2 − n) = n2 −
⌈n

2

⌉
.

According to Atkinson and Stephens 1979, Lloyd showed that

max.rankF(m, n, mn − k) ≥ mn −
⌈

k

2

⌉

for k ≤ m ≤ n, which is unpublished. We consider this inequality. By Theorem 5.7,
it suffices to show that max.rankK(m, m, m2 − m) ≥ m2 − �m/2�. By Theorem 5.9,
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letting k = m, we see that rankK(A1; . . . ; Am) = m(m − 1) + 
m/2� = m2 − �m/2�
for some Am (see also Theorem 5.19). Hence,

max.rankK(m, m, m2 − m) = max.rankK(m, m2 − m, m)

≥ rankK(A1; . . . ; Am)

= m2 − �m/2�.

Lemma 5.2 (cf. Atkinson and Stephens 1979, Lemma 4) Let m ≤ n and A, B be
m × m matrices. If A is nonsingular and A−1B is diagonalizable, then

rankF((A, X); (B, Y)) ≤ n

for any m × (n − m) matrices X and Y.

We remark that the maximal rank of TF(m, n, 2) is equal to m +
n/2�. Then, this
lemma is obtained as a conclusion if n > 2m.

Proof We may assume that n ≤ 2m. Let P be a nonsingular m × m matrix such
that P−1A−1BP is a diagonal matrix. Let X, Y be m × (n − m) matrices and put
D = P−1A−1BP, X ′ = P−1A−1X, and Y ′ = P−1A−1Y . Then, ((A, X); (B, Y)) is
GL(m, F) × GL(n, F)-equivalent to ((Em, O); (D, Y ′ − DX ′)). Therefore,

rankF((A, X); (B, Y)) ≤ rankF(Em; D) + rank(Y ′ − DX ′) ≤ m + (n − m) = n.

Remark 5.1 Let A and B be m × m matrices over F. For sufficiently large s ∈ F,

(A + sDiag(1, 2, . . . , m))−1(B + sEm) =
(
1

s
A + Diag(1, 2, . . . , m)

)−1 (
1

s
B + Em

)

has distinct eigenvalues, which are all real if F = R.

By this remark, we obtain the following proposition:

Proposition 5.3 Let 3 ≤ m ≤ n and T = ((Em, O); A; B) ∈ TF(m, n, 3). Then,

rankF(T) ≤ m + n.

Theorem 5.10 (Atkinson and Stephens 1979, Theorem 4; Sumi et al. 2010, Theo-
rems 5, 6)

(1) max.rankC(n, n, 3) ≤ 2n − 1 and max.rankR(n, n, 3) ≤ 2n.
(2) If m < n, then max.rankF(m, n, 3) ≤ m + n − 1.
(3) If n is not congruent to 0 modulo 4, then max.rankR(n, n, 3) ≤ 2n − 1.

Proof The proof of (1) and (2) is seen in Sumi et al. 2010, Theorem 5 and Sumi et
al. 2010, Theorem 6, respectively. For the proof of (3), in the proof of Sumi et al.
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2010, Theorem 5 over R, the assumption that n is odd only uses the fact that for a
tensor (A; B; C) with format (n, n, 3) the vector space generated by the slices A, B,
and C contains a singular matrix. Now, we know that this is equivalent to the fact that
n �≡ 0 modulo 4. Therefore, we proceed with the proof of Sumi et al. 2010, Theorem
5 over R.

Corollary 5.1 max.rankR(3, 3, 3) ≤ 5.

In Chap.3, we see that max.rankR(3, 3, 3) = 5. To conclude this section, we show
that max.rankR(4, 4, 3) ≥ 7.

Let Q1 = E4, Q2 =

⎛

⎜
⎜
⎝

−1
1

−1
1

⎞

⎟
⎟
⎠, Q3 =

⎛

⎜
⎜
⎝

−1
1

1
−1

⎞

⎟
⎟
⎠, Q4 =

⎛

⎜
⎜
⎝

1
1

−1
−1

⎞

⎟
⎟
⎠,

and let W = 〈Q1, Q2, Q3, Q4〉 be a real vector space. Let M1, M2, M3 be linearly
independent matrices ofW . Suppose that rankR(M1; M2; M3) ≤ 6 as a contradiction.
There exist rank-1 matrices C1, . . . , C6 and cij ∈ R, 1 ≤ i ≤ 3 and 1 ≤ j ≤ 6, such
that Mi = ∑6

j=1 cijCj. We may assume that c36 �= 0 without loss of generality. Put

Ni = Mi − ci6
c36

M3 ∈ W for i = 1, 2. Clearly, N1 and N2 are linearly independent,
〈N1, N2〉 ⊂ 〈C1, . . . , C5〉, and thus rankR(N1; N2) ≤ 5. This is a contradiction by
Proposition 5.2. Therefore, rankR(M1; M2; M3) ≥ 7.

5.3 Maximal Rank of Higher Tensors

In this section, we consider more fundamental properties for the maximal rank of
3-tensors. Since an n-tensor is a collection of (n − 1)-tensors, we use them simulta-
neously. In particular, for a 3-tensor, we can apply matrix theory simultaneously. Let
K be a field and let TK(f1, . . . , fn) be the set of all tensors with format (f1, . . . , fn)
whose elements are in K.

Theorem 5.11 Let 1 ≤ m ≤ n ≤ p. Let T be a 3-tensor with format f = (m, n, p),
C1, . . . , Ct be rank-1 tensors with format f , and T + C1 + · · · + Ct = (A1; . . . ; Ap).
If m × n tensors A1, A2, . . . , Ap are simultaneously rectangular diagonalizable, then
rankK(T) ≤ m + t.

Proof If A1, A2, . . . , Ap are simultaneously rectangular diagonalizable, then

rankK(A1; A2; . . . ; Ap) ≤ m.

Thus,

rankK(T) ≤ rankK(A1; A2; . . . ; Ap) +
t∑

k=1

rankK(Ck) ≤ m + t.

http://dx.doi.org/10.1007/978-4-431-55459-2_3
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For 0 ≤ s ≤ max.rankK(f ), there exists a tensor A ∈ K
f with rankK(A) = s.

Let A = (ai,j,k) = (A1; A2; . . . ; Af3) be a tensor with format (f1, f2, f3) such that
af1,f2,k = 1 for any k with 1 ≤ k ≤ f3. For k = 1, 2, . . . , f3, let uk (resp. vk) be the
f1th row (resp. f2th column) of the f1 × f2 matrix Ak . Then, all elements of the f1th
row and f2th column of Ak − vkuk are zero. Then,

rankK(A) ≤ rankK(A1 − v1u1; . . . ; Af3 − vf3uf3) + rankK(v1u1; . . . ; vf3uf3)

≤ max.rankK(f1 − 1, f2 − 1, f3) + f3.

Proposition 5.4 (cf. Howell 1978, Theorem 8) Suppose that K is an infinite field.
Let k ≥ 3.

max.rankK(f1, f2, f3, . . . , fk) ≤
k∏

i=3

fi + max.rankK(f1 − 1, f2 − 1, f3, . . . , fk).

Proof Let X = (xi1,i2,...,ik ) ∈ TK(f1, f2, . . . , fk) � {O}. There exists Y = (yi1,i2,...,ik ) ∈
TK(f1, f2, . . . , fk) such that Y is equivalent to X and

yf1,f2,i3,...,ik �= 0

for any i3, . . . , ik . For each (j3, . . . , jk) with 1 ≤ jt ≤ ft , 3 ≤ t ≤ k, we consider the
rank-1 tensor Aj3,...,jk defined as

1

yf1,f2,j3,...,jk

⎛

⎜
⎜
⎝

y1,f2,j3,...,jk
y2,f2,j3,...,jk

· · ·
yf1,f2,j3,...,jk

⎞

⎟
⎟
⎠ ⊗

⎛

⎜
⎜
⎝

yf1,1,j3,...,jk
yf1,2,j3,...,jk

· · ·
yf1,f2,j3,...,jk

⎞

⎟
⎟
⎠ ⊗ e(3)

j3
⊗ e(4)

j4
⊗ · · · ⊗ e(k)

jk
,

where e(t)
j is the jth column vector of the ft × ft identity matrix. Put X ′ = X −∑

j3,...,jk
Aj3,...,jk . The (i1, f2, i3, . . . , ik)th and (f1, i2, i3, . . . , ik)th elements of X ′ are

all zero for any i1, i2, i3, . . . , ik . Thus,

rankK(X ′) ≤ max.rankK(f1 − 1, f2 − 1, f3, . . . , fk),

and then,

rankK(X) = rankK(Y) ≤
k∏

i=3

fi + max.rankK(f1 − 1, f2 − 1, f3, . . . , fk).

Bailey and Rowley (1993) obtained a similar result for 3-tensors.

Theorem 5.12 (Howell 1978, Theorem 7) Suppose that K is an infinite field.

max.rankK(n, n, n) ≤ �3n2/4�.
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Proof If we apply Proposition 5.4 �n/2� times for k = 3, then

max.rankK(n, n, n) ≤ n�n/2� + max.rankK(
n/2�, 
n/2�, n)

≤ n�n/2� + 
n/2�2
= �3n2/4�.

Theorem 5.13 (cf. Howell 1978, Theorem 9) Suppose that K is an infinite field.

max.rankK(

d
︷ ︸︸ ︷
n, n, . . . , n) ≤ d

2(d − 1)
nd−1 + o(nd−1).

Proof If we apply Proposition 5.4 d times, then

max.rankK(

d
︷ ︸︸ ︷
n, n, . . . , n) ≤ dnd−2 + max.rankK(

d
︷ ︸︸ ︷
n − 2, n − 2, . . . , n − 2)

= dnd−2 + d(n − 2)d−2 + d(n − 4)d−2 + · · ·
= d

2(d − 1)
nd−1 + o(nd−2).

Theorem 5.14 (cf.Atkinson andLloyd 1980, Theorem1; Sumi et al. 2010, Theorem
3) Let 3 ≤ m ≤ n ≤ p. Let p = 2q + ε for an integer q and ε = 0, 1.

max.rankF(m, n, p) ≤ (ε + 1)m +
⌊

n(p − 1 − ε)

2

⌋

.

Proof Let A = (A1; A2; . . . ; Ap). First, we assume that ε = 0. Let n′ = 
n/2�. Since
the maximal rank of TF(m, n, 2) is equal to m + n′, there exists a tensor (C1; C2) ∈
TF(m, n, 2), P ∈ GL(m, F), and Q ∈ GL(n, F) such that rankF(C1; C2) ≤ n′,
PAp−1Q = C1 + (Dp−1, O), and PApQ = C2 + (Dp, O), where Dp−1 and Dp are
m × m diagonal matrices. Let B = PAQ = (B1; B2; . . . ; Bp).

rankF(A) ≤ rankF(B) + rankF(O; . . . ; O; C1; C2)

≤
q−1∑

j=1

rankF(B2j−1 − (D2j−1, O); B2j − (D2j, O))

+ rankF(D1; D2; . . . ; Dp) + rankF(C1; C2)

for any diagonal m × m matrices D1, D2, . . . , Dp−2. By Lemma 5.2 and Remark 5.1,
we have

rankF(B2j−1 − (D2j−1, O); B2j − (D2j, O)) ≤ n
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for some D2j−1, D2j and any j with 1 ≤ j ≤ q − 1. Then, we see that rankF(A) ≤
n(q − 1) + m + n′ = m + 
 n(p−1)

2 �.
If p is odd, then by the above estimation,

rankF(A) = rankF(A1; A2; . . . ; Ap−1) + rank(Ap)

≤ 2m +
⌊

n(p − 2)

2

⌋

.

For a subset of U of TR(f ), clU and intU denote the Euclidean closure and
interior of U , respectively.

The border rank (denoted by brankK(T)) of a tensor T over K is the minimal
integer r such that there exist tensors Tn, n ≥ 1 with rank r that converge to T as n
goes to infinity. By definition, we see that brankK(T) ≤ rankK(T).

Theorem 5.15 (Strassen 1983, Theorem 4.1) Let K be an algebraically closed field
or R, and (A; B; C) ∈ TK(n, n, 3). If A is nonsingular, then

brankK(A; B; C) ≥ n + 1

2
rank(BA−1C − CA−1B).

Proof First, we show that rankK(A; B; C) ≥ n+ 1
2 rank(BA−1C−CA−1B). The tensor

(A; B; C) is GL(n, K)×{En}×{E3}-equivalent to (En; A−1B; A−1C). LetB′ = A−1B,
C′ = A−1C, and r = rankK(En; B′; C′) = rankK(A; B; C). There exist ann×r matrix
P, r × r diagonal matrices D1, D2, D3, and an r × n matrix Q such that En = PD1Q,
B′ = PD2Q, and C′ = PD3Q. Note that the vector space 〈D1, D2, D3〉 of diagonal
matrices has a nonsingular matrix. We show that rank(B′C′ − C′B′) ≤ 2(r − n) by
separating into two cases.

Suppose thatD1 is nonsingular. PutQ′ = D1Q,D′
2 = D2D1

−1, andD′
3 = D3D1

−1.
Then, En = PQ′, B′ = PD′

2Q′, and C′ = PD′
3Q′. Note that the rows of P are linearly

independent and so are the columns of Q′, since PQ′ = En. Let Q̂ be a nonsingular
r × r matrix obtained from Q′ by attaching (r − n) columns to the right-hand side
orthogonal to the rows of P and put P̂ = Q̂−1. Since PQ̂ = (A′, O), P̂ is obtained
from P by attaching (r − n) rows to the bottom. For B̂ = P̂D′

2Q̂ and Ĉ = P̂D′
3Q̂, we

can write

B̂ =
(

B′ B12

B21 B22

)

, Ĉ =
(

C′ C12

C21 C22

)

.

Since B̂ commutes with Ĉ, we see that

B′C′ − C′B′ = C12B21 − B12C21,

and then rank(B′C′ −C′B′) ≤ 2(r −n), since B12 and C12 have only (r −n) columns.
Suppose that D1 is singular. If necessary we exchange P, Q, D1, D2, and D3,

we may assume that D1 = Diag(a1, . . . , as, 0, . . . , 0) with a1, . . . , as �= 0 without
loss of generality. Let Dk = Diag(Dk1, Dk2) and D′

k1 = Dk1D−1
11 for k = 1, 2, 3,
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P = (P1, P2), Q =
(

Q1

Q2

)

, Q′
1 = D11Q1, and Q′ = (Q′

1, Q2), where Dk1 is an

s × s matrix, P1 is an n × s matrix, and Q1 is an s × n matrix. Then, En = P1Q′
1,

B′ = P1D′
21Q′

1 + P2D22Q2, and C′ = P1D′
31Q′

1 + P2D32Q2. Put B′′ = P1D′
21Q′

1 and
C′′ = P1D′

31Q′
1. Note that

B′C′ − C′B′ = (B′′C′′ − C′′B′′) + R1Q2 + P2R2

for some matrices R1 and R2 of appropriate size. We apply the above argument for
(P1, Q′

1, B′′, C′′) instead of (P, Q′, B′, C′). Then, rank(B′′C′′ − C′′B′′) ≤ 2(s − n).
Since rankP2 ≤ r − s and rankQ2 ≤ r − s, we see that rank(B′C′ − C′B′) ≤
2(s − n) + (r − s) + (r − s) = 2(r − n).

Therefore,

r ≥ n + 1

2
rank(BA−1C − CA−1B),

since B′C′ − C′B′ = A−1(BA−1C − CA−1B).
Now, we show the assertion of the theorem. Let r ≥ n be an integer and let

N1(r) = {X ∈ TK(n, n, 3) | brankK(X) ≤ r},
N2(r) = {X ∈ TK(n, n, 3) | rankK(X) ≤ r},
N3(r) = {(P; Q; R) ∈ TK(n, n, 3) |

rank(P) = n, n + 1
2 rank(QP−1R − RP−1Q) ≤ r},

N4 = {(P; Q; R) ∈ TK(n, n, 3) | rank(P) < n},
N5(r) = {(P; Q; R) ∈ TK(n, n, 3) | n + 1

2 rank(Q adj(P)R − R adj(P)Q) ≤ r},

where adj(P) denotes the adjoint of P. Then, N2(r) ⊂ N3(r) ∪ N4 ⊂ N5(r) ∪ N4.
Since N5(r) ∪ N4 is closed, N1(r) = clN2(r) ⊂ N5(r) ∪ N4. For a sufficiently small
open neighborhood U of (A; B; C), P is nonsingular for any tensor (P; Q; R) ∈ U.
If r ≥ brankK(A; B; C), then N1(r) ∩ U ⊂ N5(r) ∩ U = N3(r) ∩ U. Taking k =
brankK(A; B; C), since (A; B; C) ∈ N1(k) ∩ U ⊂ N3(k),

n + 1

2
rank(BA−1C − CA−1B) ≤ brankK(A; B; C).

Theorem 5.16 Let A = (A1; . . . ; Afn) ∈ TK(f1, . . . , fn) and 1 ≤ u < fn.

rankK(A) ≥ min
g=(∗,Efn−u)∈TK(fn−u,fn)

rankK(A ×n g) + dim〈A1, A2, . . . , Au〉.

If P = (Q, Es), then A ×n P is obtained from the first s slices of A ×n P̃ for

P̃ =
(

Q Es

Efn−s O

)

∈ GL(fn, K).
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Proof (of Theorem 5.16) Let r = rankK(A). First, we show the inequality in the case
where A1, . . . , Au are linearly independent. Suppose that A1, . . . , Au are linearly
independent. Then, r ≥ u, and there exist rank-1 tensors C1, . . . , Cr with format
(f1, . . . , fn−1) such that

A1, . . . , Afn ∈ 〈C1, . . . , Cr〉 and C1, . . . , Cu ∈ 〈A1, . . . , Au, Cu+1, . . . , Cr〉.

We write

Ak =
r∑

i=1

αkiCi (1 ≤ k ≤ fn) and

Cj =
u∑

h=1

βjhAh +
r−u∑

h=1

γjhCh+u (1 ≤ j ≤ u)

for some (αki)k,i ∈ TK(fn, r), (βjh)j,h ∈ TK(u, u), (γjh)j,h ∈ TK(u, r − u). We see that

Ak −
u∑

h=1

⎛

⎝
u∑

j=1

αkjβjh

⎞

⎠ Ah =
r∑

h=u+1

⎛

⎝αkh +
u∑

j=1

αkjγj,h−u

⎞

⎠ Ch

for u + 1 ≤ k ≤ fn. Put P = (αki)u<k≤fn,1≤i≤u ∈ TK(fn − u, u), Q = (βjh)j,h ∈
TK(u, u), and g0 = (−PQ, Efn−u). Since

A′
k := Ak −

u∑

h=1

⎛

⎝
u∑

j=1

αkjβjh

⎞

⎠ Ah ∈ 〈Cu+1, . . . , Cr〉

for 1 ≤ k ≤ u and Cu+1, . . . , Cr have rank 1, we see that

(A′
u+1; . . . ; A′

fn) = A ×n g0 and rankK(A′
u+1; . . . ; A′

fn) ≤ r − u.

Thus, r ≥ min
g

rankK(A ×n g) + u.

We consider the case where A1, . . . , Au are linearly dependent. Let B1, B2, . . ., Bv

be a basis of 〈A1, A2, . . . , Au〉. Then, we have the equality rankK(A) = rankK(B) for
B := (B1; . . . ; Bv; Au+1; . . . ; Afn). By applying the above argument for B, we have

rankK(B) ≥ min
h=(∗,Efn−u)

rankK(B ×n h) + v.

For any matrix h = (H, Efn−u) ∈ TK(v, fn + v − u), there exists g = (G, Efn−u) ∈
TK(u, fn − u) such that B ×n h = A ×n g. Therefore,

rankK(A) ≥ min
g=(∗,Efn−u)

rankK(A ×n g) + v.
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For a permutation σ on n letters, let

ϕσ : TK(f1, . . . , fn) → TK(fσ(1), . . . , fσ(n))

be a bijection sending (ai1,...,in)i1,...,in to (ai1,...,in)iσ(1),...,iσ(n)
. By the definition of rank,

we see that rankK(A) = rankK(ϕσ (A)).

Proposition 5.5 Let A ∈ TK(f1, . . . , fn), 1 ≤ t ≤ n, 1 ≤ s ≤ ft and Q ∈ TK(s, ft). It
holds that ϕσ (A) ×t Q = ϕσ (A ×σ−1(t) Q).

Proof The proof is omitted as it is straightforward.

For A = (A1; . . . ; Ak) ∈ TK(m, n, k), the column rank col_rank(A) is defined as
the rank of the mk × n matrix fl2(A) and the row rank row_rank(A) is defined as the
rank of the m × nk matrix fl1(A).

Proposition 5.6 For A ∈ TK(f1, f2, f3), let

(B1; . . . ; Bf2) = ϕ(1,3,2)(A) and (C1; . . . ; Cf1) = ϕ(1,2,3)(A).

Then, col_rank(A) = dim〈B1, . . . , Bf2〉 and row_rank(A) = dim〈C1, . . . , Cf1〉.
Proof Let A = (aijk).

Recall that dim〈N1, . . . , Nu〉 = rank(vec(N1), . . . , vec(Nu)) for N1, . . . , Nu ∈
TK(s, t). Then,

row_rank(A) = rank((a1jk), . . . , (af1jk)) = dim〈C1, . . . , Cf1〉,

since Cs = (asjk)j,k for 1 ≤ s ≤ f1. Similarly, we see that

col_rank(A) = dim〈B1, . . . , Bf2〉.

By applying Theorem 5.16 for a 3-tensor and changing the slice direction, we
have the following result.

Theorem 5.17 (Brockett and Dobkin 1978, Theorem 9) Let 1 ≤ s < m, 1 ≤ t < n,

1 ≤ u < p, and A = (A1; A2; . . . ; Ap) ∈ TK(m, n, p). Let Aj = (Bj, Cj) =
(

Pj

Qj

)

,

j = 1, . . . , p, where Bj is an m × t matrix and Pj is an s × n matrix. Then, rankK(A)

is greater than or equal to the following numbers:

(1)

min
(aij)

rankK

⎛

⎝A1 +
p∑

j=u+1

a1jAj; A2 +
p∑

j=u+1

a2jAj; . . . ; Au +
p∑

j=u+1

aujAj

⎞

⎠

+ dim〈Au+1, Au+2, . . . , Ap〉
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(2)

min
M∈TK(n−t,t)

rankK(B1 + C1M; B2 + C2M; . . . ; Bp + CpM)

+ col_rank(C1; C2; . . . ; Cp)

(3)

min
N∈TK(s,m−s)

rankK(P1 + NQ1; P2 + NQ2; . . . ; Pp + NQp)

+ row_rank(Q1; Q2; . . . ; Qp)

Proof (1) Let A′ = (A′
1; . . . ; A′

p) = (Au+1; . . . ; Ap; A1; . . . , Au). By applying Theo-
rem 5.16 for the 3-tensor A′, we have

rankK(A) ≥ min
g=(∗,Eu)

rankK(A′ ×3 g) + dim〈A′
1, A′

2, . . . , A′
p−u〉

= min
g=(Eu,∗)

rankK(A ×3 g) + dim〈Au+1, Au+2, . . . , Ap〉

For g = (Eu, (aij)), we see that

A ×3 g =
⎛

⎝A1 +
p∑

j=u+1

a1,j−uAj; . . . ; Au +
p∑

j=u+1

au,j−uAj

⎞

⎠ .

Next, we consider (2) and (3). We see that

rankK(ϕσ (A)) ≥ min
g=(Eu,∗)

rankK(ϕσ (A) ×3 g) + dim〈Xu+1, Xu+2, . . .〉,

where (X1; X2; . . .) = ϕσ (A). Then,

rankK(A) ≥ min
g=(Eu,∗)

rankK(ϕσ (A ×σ−1(3) g)) + dim〈Xu+1, Xu+2, . . .〉
= min

g=(Eu,∗)
rankK(A ×σ−1(3) g) + dim〈Xu+1, Xu+2, . . .〉,

by Proposition 5.5. By Proposition 5.6, if σ = (1, 2, 3) and u = t, then

rankK(A) ≥ min
g=(Et ,M)

rankK(A ×2 g) + row_rank(Q1; . . . ; Qp),

and if σ = (1, 3, 2) and u = s, then

rankK(A) ≥ min
g=(Es,N)

rankK(A ×1 g) + col_rank(C1; . . . ; Cp).
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Theorem 5.18 (Brockett and Dobkin 1978, Theorem 10) For a tensor A =
(A1; A2; . . . ; Ap) ∈ TK(m, n, p), we have the following inequality.

(1) Let Ak =
(

Bk O
Ck Dk

)

for each k.

rankK(A) ≥ max{rankK(B1; . . . ; Bp) + col_rank(D1; . . . ; Dp),

rankK(D1; . . . ; Dp) + row_rank(B1; . . . ; Bp)}

(2) Let Ak = (Bk, Ck) for each k and 1 ≤ u < p. If Ck = O, for all 1 ≤ k ≤ u, then

rankK(A) ≥ max{rankK(B1; . . . ; Bu) + col_rank(Cu+1; . . . ; Cp),

rankK(Cu+1; . . . ; Cp) + dim〈B1, . . . , Bu〉}.

(3) Let Ak =
(

Bk

Ck

)

for each k and 1 ≤ u < p. If Ck = O, for all 1 ≤ k ≤ u, then

rankK(A) ≥ max{rankK(B1; . . . ; Bu) + row_rank(Cu+1; . . . ; Cp),

rankK(Cu+1; . . . ; Cp) + dim〈B1, . . . , Bu〉}.

Proof By Theorem 5.17 (2), we have

rankK(A) ≥ min
M

rank

((
B1

C1 + D1M

)

; . . . ;
(

Bp
Cp + DpM

))

+ col_rank(D1; . . . ; Dp)

≥ rankK(B1; . . . ; Bp) + col_rank(D1; . . . ; Dp),

and by Theorem 5.17 (3),

rankK(A) ≥ min
N

rank((C1 + NB1, D1); . . . ; (Cp + NBp, Dp)) + row_rank(B1; . . . ; Bp)

≥ rankK(D1; . . . ; Dp) + row_rank(B1; . . . ; Bp).

The second and third assertions are obtained from the first one by different slice
direction or Theorem 5.17 (2), (1) and (3), (1), respectively.

Lemma 5.3 Let A = (A1; A2; . . . ; Ap) ∈ TK(m, n, p).

(1) If m < n,
A1 = (Em, Om×(n−m)), and Ak = (Om×m, Bk)

for k ≥ 2, then rankK(A) ≥ m + rankK(B2; . . . ; Bp).
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(2) If m ≤ n, 1 ≤ t < m,

A1 = (Em, Om×(n−m)), and Ak =
(

Ot×t Bk

O(m−t)×t O(m−t)×(n−t)

)

for k ≥ 2, then rankK(A) ≥ m + rankK(B2; . . . ; Bp).

Proof (1) By Theorem 5.18 (2), we have

rankK(A) ≥ rankK(B2; . . . ; Bp) + col_rank(Em) = m + rankK(B2; . . . ; Bp).

(2) If we apply Theorem 5.17 (2), then

rankK(A) ≥ min
M

rankK

((
M

Em−t

)

;
(

B2

O(m−t)×(n−t)

)

; . . . ;
(

Bp

O(m−t)×(n−t)

))

+ col_rank(Et).

Next, we apply Theorem 5.17 (3). Then, we have

rankK(A) ≥ t + min
N

rankK(N; B2 . . . ; Bp) + row_rank(Em−t; O; . . . ; O)

≥ m + rankK(B2 . . . ; Bp).

Theorem 5.19 Suppose that m ≤ n. Put s = 
n/m� ≥ 1, c = n − ms ≥ 0, and
	i = 
(m + c)2−i� for 1 ≤ i ≤ t, and p = s + t. Let

A1 = (Em, Om×(n−m)),

A2 = (Om×m, Em, Om×(n−2m)),

...

As = (Om×(s−1)m, Em, Om×c),

B1 =
(

Om×(n−	1),

(
E	1

O(m−	1)×	1

))

,

...

Bt =
(

Om×(n−	t),

(
E	t

O(m−	t)×	t

))

.

Then, rankK(A1; . . . ; As; B1; . . . ; Bt) = ms + ∑t
i=1 	i. In particular,

max.rankK(m, n, s + t) ≥ ms +
t∑

i=1

	i.
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Proof Clearly,

rankK(A1; . . . ; As; B1; . . . ; Bt) ≤
s∑

i=1

rank Ai +
t∑

i=1

rank Bi = ms +
t∑

i=1

	i

by counting the nonzero elements. For the opposite inequality, we apply Lemma 5.3
(1) (s − 1) times repeatedly. Then, we have

rankK(A1; . . . ; As; B1; . . . ; Bt) ≥ m(s − 1) + rankK(A(1)
s ; B(1)

1 ; . . . ; B(1)
t ),

where A(1)
s = (Em, Om×c) and B(1)

i =
(

Om×(m+c−	i),

(
E	i

O(m−	i)×	i

))

. By

Lemma 5.3 (2), we see that

rankK(A(1)
s ; B(1)

1 ; . . . ; B(1)
t ) ≥ m + rankK(B(2)

1 ; . . . ; B(2)
t ),

where B(2)
i =

(

O	1×(	1−	i),

(
E	i

O(	1−	i)×	i

))

for i ≥ 1. Again, by Lemma 5.3 (2), we

see that
rankK(B(2)

1 ; . . . ; B(2)
t ) ≥ 	1 + rankK(B(3)

2 ; . . . ; B(3)
t ),

where

B(3)
i =

(

O	2×(	2−	i),

(
E	i

O(	2−	i)×	i

))

for i ≥ 2. Therefore, we have

rankK(A1; . . . ; As; B1; . . . ; Bt) ≥ ms + 	1 + rankK(B(3)
2 ; . . . ; B(3)

t ).

Hence, inductively, we get the assertion.

Corollary 5.2
max.rankK(2k, 2k, k + 1) ≥ 2k+1 − 1.

Proof In Theorem 5.19, we consider the case where m = n = 2k and t = k. Then,
the tensor (A1; B1; . . . ; Bk) has rank

∑k
j=0 2

k−j = 2k+1 − 1.



Chapter 6
Typical Ranks

Let m, n, and p be positive integers. In this chapter, we discuss the typical ranks of
m × n × p tensors over R and the generic rank of m × n × p tensors over C. For the
readers’ convenience, some basic facts of algebraic geometry are included.

6.1 Introduction

In this chapter, we consider typical ranks of 3-tensors over R and the generic rank
of 3-tensors over C of fixed size.

Consider the matrix case, i.e., the 2-tensor case. Let M be an m × n matrix with
m ≤ n. Then, almost always rankM = m. In fact, rankM is always less than or equal
to m and if one of the maximal minors of M does not vanish, then rankM = m. Thus
the set of m × n matrices whose rank is not m is the intersection of the zero loci of
the

(n
m

)
polynomials of the entry. Thus, the set of m × n matrices whose rank is not

m is a thin set and “almost always” an m × n matrix has rank m.
The phenomenon is quite different in the case of 3 or higher dimensional tensors.

For example, consider a 2× 2× 2 tensor T = (T1; T2). As noted above, T1 is almost
always nonsingular. Thus, by multiplying T −1

1 , we consider a tensor S = (E2; A).
Then, as shown in Chap.2 rankS = 2 if and only if A is diagonalizable. If we are
working overC, an algebraically closedfield, then the condition that the characteristic
polynomial of A has no multiple roots is sufficient for A to be diagonalizable. A
polynomial has multiple root if and only if its discriminant is 0, thus, the set of A that
is not diagonalizable is a thin set. Therefore, if the base field is C, then a 2 × 2 × 2
tensor almost always has rank 2.

Now suppose that the base field is R. A matrix close to

(
0 −1
1 0

)

has imagi-

nary eigenvalues and is thus not diagonalizable over R. Therefore, a tensor close to(

E2;
(
0 −1
1 0

))

has rank more than 2 (in fact 3, see Sumi et al. 2009). Thus, there

is a Euclidean open subset of R
2×2×2 whose elements all have rank 3. On the other
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hand, a tensor close to

(

E2;
(
1 0
0 2

))

has rank 2. Thus, there is also a Euclidean open

subset of R
2×2×2 whose elements all have rank 2. Thus, if one choses an element T

of S7 ⊂ R
2×2×2 randomly, the probabilities rankT = 2 and rankT = 3 are both pos-

itive. Note that the rank of a tensor is invariant under the multiplication of a nonzero
scalar.

Let m, n, and p be integers greater than 1. If the probability that rankT = r is
positive, where T is a randomly chosen element of Smnp−1 ⊂ R

m×n×p, r is called a
typical rank of m × n × p tensors over R. We consider in the following sections, the
typical ranks over R. We also show that if one considers a counterpart of the typical
rank over C, then there is only one such value for any m, n, and p and it coincides
with the minimal typical rank of m × n × p tensors over R. We call this the generic
rank of m × n × p tensors over C.

6.2 Generic Rank Over C and Typical Rank Over R

In this section, we summarize some basic facts on algebraic geometry. In addition,
we define generic rank over C and typical rank over R. The basic references on
algebraic geometry are Harris 1992 and Cox et al. 1992.

Let K be an infinite field throughout this chapter. Let n be a positive integer and
X1, …, Xn be indeterminates. For a subset S of K[X1, . . . , Xn], the polynomial ring
with n variables, we set

V(S) := {(a1, . . . , an) ∈ K
n | f (a1, . . . , an) = 0 for any f ∈ S}

and for a subset W of K
n , we define

I(W ) := { f ∈ K[X1, . . . , Xn] | f (a) = 0 for any a ∈ W }.

Note that I(W ) is an ideal of K[X1, . . . , Xn]. If S = { f1, . . . , ft }, we write V(S) as
V( f1, . . . , ft ) for simplicity.

The following results are easily verified. (for (5), see, e.g., Cox et al. 1992, Chap.1
Sect. 1 Proposition5).

Lemma 6.1 (1) If S1 ⊂ S2, then V(S1) ⊃ V(S2).
(2) If W1 ⊂ W2, then I(W1) ⊃ I(W2).
(3) I(V(S)) ⊃ S, V(I(W )) ⊃ W .
(4) V(I(V(S))) = V(S), I(V(I(W ))) = I(W ).
(5) I(Kn) = 〈0〉.
Definition 6.1 An affine algebraic variety in K

n is a subset of K
n of the form V(S)

for some S ⊂ K[X1, . . . , Xn].
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We note the following basic fact.

Lemma 6.2 (1) ∅ and K
n are affine algebraic varieties.

(2) If V1 and V2 are affine algebraic varieties, then so is V1 ∪ V2.
(3) If {Vλ}λ∈Λ is a family of affine algebraic varieties, then

⋂
λ∈Λ Vλ is an affine

algebraic variety.

Proof (1) V(1) = ∅ and V(0) = K
n .

(2) Suppose that Vi = V(Si ) for i = 1, 2. Set S = { f g | f ∈ S1, g ∈ S2}. Then,
V1 ∪ V2 = V(S).

(3) Suppose that Vλ = V(Sλ) for λ ∈ Λ. Then
⋂

λ∈Λ Vλ = V(
⋃

λ∈Λ Sλ).

By Lemma6.2, we see that there is a topology on K
n whose closed sets are affine

algebraic varieties.

Definition 6.2 The Zariski topology on K
n is the topology on K

n whose closed sets
are affine algebraic varieties. For any affine algebraic variety V in K

n , we introduce
the topology, which is also called the Zariski topology on V , as the induced topology
on V from the Zariski topology of K

n .

In the remainder of this chapter, when we use terms concerning topology, they
are based on the Zariski topology, except for the case explicitly referring to other
topologies.

Lemma 6.3 Let V be an affine algebraic variety in K
n, O be a subset open in V

and a ∈ O. Then, there exists f ∈ K[X1, . . . , Xn] such that

a ∈ V \V( f ) ⊂ O.

Proof Take a subset S of K[X1, . . . , Xn] such that O = V \V(S). Since a ∈ O ,
a /∈ V(S). Thus there exists f ∈ S such that f (a) 
= 0. Then, a ∈ V \V( f ) ⊂ O .

Remark 6.1 Suppose that K = R or C. Then, a Zariski closed set is closed in the
Euclidean topology.

Remark 6.2 Suppose that K = R or C and V is an affine algebraic variety in K
n

such that V 
= K
n . If a ∈ K

n moves randomly according to a distribution whose
probability density function is positive anywhere, the probability that a ∈ V is 0.

Example 6.1 K
n×n , the set of n ×n matrices with entries in K can be identified with

K
n2
. Since det A is a polynomial of entries of A, we see that

SL(n, K) = {A ∈ K
n×n | det A − 1 = 0}

is an affine algebraic variety in K
n×n .
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Example 6.2 GL(n, K) = {A ∈ K
n×n | det A 
= 0} cannot be treated as an affine

algebraic variety directly. However, we can identify GL(n, K) with the affine alge-
braic variety

{(A, b) ∈ K
n×n × K | b(det A) − 1 = 0}

in K
n2+1.

Definition 6.3 An affine algebraic variety V is said to be irreducible if V = V1∪V2,
where V1 and V2 are affine algebraic varieties, then V = V1 or V = V2.

The following lemma is easily verified:

Lemma 6.4 Let V be an affine algebraic variety. Then, the following conditions are
equivalent:

(1) V is irreducible.
(2) For any two nonempty open sets O1 and O2 of V , O1 ∩ O2 
= ∅.
(3) Any nonempty open set of V is dense in V .

Lemma 6.5 K
n is an irreducible affine algebraic variety.

Proof Suppose that V1 and V2 are affine algebraic varieties in K
n such that Vi � K

n

for i = 1, 2. Set Vi = V(Si ) for i = 1, 2. Since Vi � K
n , we see that Si \ {0} 
= ∅

for i = 1, 2. Take 0 
= fi ∈ Si for i = 1, 2. Then, f1 f2 
= 0. Thus,

V1 ∪ V2 ⊂ V( f1 f2) � K
n

since K is an infinite field.

Definition 6.4 Let V be an affine algebraic variety in K
n .

(1) A regular function or a polynomial function on V is a map F : V → K such that
there exists a polynomial f ∈ K[X1, . . . , Xn] such that F(a) = f (a) for any
a ∈ V .

(2) Let W be an affine algebraic variety in K
m . A regular map or a polynomial

map from V to W is a map F : V → W such that there exist regular functions
F1, …, Fm on V with F(a) = (F1(a), . . . , Fm(a)) for any a ∈ V .

Here we state a basic but important fact about regular maps.

Lemma 6.6 Let V be an affine algebraic variety in K
n and W be an affine algebraic

variety in K
m, X1,…,Xn, Y1, …, Ym indeterminates. We use K[X1, . . . , Xn] to explain

the facts concerning affine algebraic varieties in K
n and K[Y1, . . . , Ym] in K

m.
Suppose that f1, …, fm ∈ K[X1, . . . , Xn] and let F : K

n → K
m be the regu-

lar map defined by f1, …, fm, i.e., F(a) = ( f1(a), . . . , fm(a)) for a ∈ K
n. Let

F̃ : K[Y1, . . . , Ym] → K[X1, . . . , Xn] be the K-algebra homomorphism mapping Yi

to fi for 1 ≤ i ≤ m. Then
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(1) F(V ) ⊂ W if and only if F̃(I(W )) ⊂ I(V ) and
(2) V(F̃−1(I(V ))) is the closure of F(V ).

Proof First, note that for g ∈ K[Y1, . . . , Ym], F̃(g) = g( f1(X1, . . . , Xn), . . . ,

fm(X1, . . . , Xn)). Thus, F̃(g)(a) = g( f1(a), . . . , fm(a)) = g(F(a)) for any
a ∈ K

n .
(1) First, suppose that F(V ) ⊂ W and let g be an arbitrary element of I(W ).

Then for any a = (a1, . . . , an) ∈ V , F(a) = ( f1(a), . . . , fm(a)) ∈ W . Therefore,
F̃(g)(a) = g( f1(a), . . . , fm(a)) = 0 since g ∈ I(W ). Since a is an arbitrary element
of V , we see that F̃(g) ∈ I(V ). Thus, we see that F̃(I(W )) ⊂ I(V ).

Next, assume that F̃(I(W )) ⊂ I(V ) and let a be an arbitrary element of V . For
any g ∈ I(W ), F̃(g) ∈ I(V ) by assumption. Thus, F̃(g)(a) = 0. Since F̃(g)(a) =
g( f1(a), . . . , fm(a)) = g(F(a)), we see that

g(F(a)) = 0 for any g ∈ I(W ).

Thus, F(a) ∈ V(I(W )) = W by Lemma6.1.
(2) First, we show that V(F̃−1(I(V ))) ⊃ F(V ). Let b be an arbitrary element of

F(V ). Take a ∈ V such that b = F(a). Then for any g ∈ F̃−1(I(V )), g(F(a)) =
F̃(g)(a) = 0. Thus, b = F(a) ∈ V(F̃−1(I(V ))). Thus, we see that V(F̃−1(I(V )))

is an affine algebraic variety containing F(V ).
Now let W ′ be an arbitrary affine algebraic variety in K

m containing F(V ). Then
by (1), we see that F̃(I(W ′)) ⊂ I(V ). Thus, we see I(W ′) ⊂ F̃−1(I(V )) and W ′ =
V(I(W ′)) ⊃ V(F̃−1(I(V ))) by Lemma6.1. Thus, V(F̃−1(I(V ))) is the smallest
affine algebraic variety containing F(V ).

Corollary 6.1 In the notation of Lemma6.6, ImF is dense in K
m if and only if F̃ is

injective.

Proof By Lemma6.6 (2) and Lemma6.1 (5), we see that the closure of ImF is
V(F̃−1(〈0〉)) = V(ker F̃). If ker F̃ = 〈0〉, then V(ker F̃) = K

m . If ker F̃ 
= 〈0〉,
then there exists g ∈ ker F̃ with g 
= 0. Therefore,

V(ker F̃) ⊂ V(g) � K
m

since K is an infinite field.

Let m, n, and p be positive integers. Then, Km×n×p, the set of m × n × p tensors
with entries in K is naturally identified with K

mnp. Consider the following regular
maps:

ΦK

1 : K
m × K

n × K
p � (a1, . . . , am, b1, . . . , bn, c1, . . . , cp) �→ (ai b j ck) ∈ K

m×n×p

and

ΦK

r : (Km × K
n × K

p)r � (x1, . . . , xr ) �→ ΦK

1 (x1) + · · · + ΦK

1 (xr ) ∈ K
m×n×p,
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where r is a positive integer. Then, the image of ΦK

r is the set of tensors whose rank
is less than or equal to r . We write Φr for ΦK

r if K is clear from the context.
Now assume that K = R or C. If ImΦr is not dense in K

m×n×p, then the closure
of ImΦr is a proper closed subset of K

m×n×p. Therefore, if an m × n × p tensor
T moves randomly according to a distribution whose probability density function is
positive anywhere, the probability that rankT ≤ r is 0 by Remark6.2

Now consider the “generic rank” of tensors over C of fixed size. First, we cite the
following fact Northcott 1980, Chap.3 Theorem33, which is usually proved using
the theorem of Chevalley (see Harris 1992, Theorem3.16).

Theorem 6.1 Let K be an algebraically closed field, V be an irreducible affine
algebraic variety over K, W be an affine algebraic variety over K, and F : V → W
be a regular map. If ImF is dense in W , then ImF contains a nonempty open subset
of W .

Theorem 6.2 Let m, n, and p be positive integers. Suppose that r is the minimum
integer such that ImΦC

r is dense in C
m×n×p. Then, there exists a dense open subset

O of C
m×n×p such that for any T ∈ O, rankT = r . In particular, if T ∈ C

m×n×p

moves randomly according to a distribution whose probability density function is
positive anywhere, then the probability that rankT = r is 1.

Proof ByTheorem6.1, we see that there exists a nonempty open subsetU ofC
m×n×p

that is contained in ImΦC

r . Since the closure of ImΦC

r−1 is a proper subset of C
m×n×p

by assumption, we see that the complement of the closure of ImΦC

r−1 is a nonempty
open subset of C

m×n×p. Since C
m×n×p is irreducible by Lemma6.5, O := U\(the

closure of ImΦC

r−1) is a dense open subset of C
m×n×p.

If T ∈ O, then T ∈ ImΦC

r and T /∈ ImΦC

r−1. Therefore, rankT = r . The last
statement follows from Remark6.2.

Definition 6.5 We call r in Theorem6.2 the generic rank of m × n × p tensors over
C and denote r = grank

C
(m, n, p).

Next, we consider “typical ranks” of tensors over R. First, we cite the following
basic fact on commutative algebra (see, e.g.,Matsumura 1989, AppendixAFormulas
5 and 8).

Theorem 6.3 Let K be a field, R be a commutative ring that contains K as a sub-
ring, X1, …, Xn and Y1, …, Ym be indeterminates and f1,…, fm ∈ K[X1, . . . , Xn].
Further, let ϕK (resp. ϕR) be the K-algebra (resp. R-algebra) homomorphism
K[Y1, . . . , Ym] → K[X1, . . . , Xn] (resp. R[Y1, . . . , Ym] → R[X1, . . . , Xn]) send-
ing Yi to fi for 1 ≤ i ≤ m. Then, ϕK is injective if and only if ϕR is injective.

Corollary 6.2 Let r be a positive integer. Then Φ̃R
r is injective if and only if Φ̃C

r is
injective. In particular, ImΦR

r is dense in R
m×n×p if and only if ImΦC

r is dense in
C

m×n×p.

http://dx.doi.org/10.1007/978-4-431-55459-2_3
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Proof The first assertion follows from Theorem6.3. The last assertion follows from
the first one and Corollary6.1.

Here we state the following basic fact without proof:

Lemma 6.7 Let m and n be positive integers and f1,…, fm ∈ C[X1, . . . , Xn]. Set

F : C
n � a �→ ( f1(a), . . . , fm(a)) ∈ C

m .

If ImF has an interior point with respect to the Euclidean topology, then the Jacobian
matrix

∂( f1, . . . , fm)

∂(X1, . . . , Xn)

has rank m.

Now we state the following:

Definition 6.6 Suppose that T ∈ R
m×n×p moves randomly according to a distribu-

tion whose probability density function is positive anywhere. If the probability that
rankT = r is positive, then we say that r is a typical rank of m × n × p tensors over
R. The set of typical ranks ofm ×n× p tensors overR is denoted as trankR(m, n, p).

Consider the typical ranks of tensors over R with two slices. First, we recall our
previous result, Miyazaki et al. (2009).

Theorem 6.4 Let K be an infinite field. Suppose that 1 ≤ n < p. Then, there exist
rational maps

ϕ
n×p
1 : K

n×p×2− − →GL(n, K)

ϕ
n×p
2 : K

n×p×2− − →GL(p, K)

such that
ϕ

n×p
1 (T )T ϕ

n×p
2 (T ) = ((En, O); (O, En)),

for any T ∈ domϕ
n×p
1 ∩ domϕ

n×p
2 ,

((En, O); (O, En)) ∈ domϕ
n×p
1 ∩ domϕ

n×p
2 ,

ϕ
n×p
1 ((En, O); (O, En)) = En,

and
ϕ

n×p
2 ((En, O); (O, En)) = E p.

(See Sect.6.3 for the definition of a rational map.)

Since tensors with two slices are classified (Theorem5.1), we see the following
fact by Theorem5.3.

http://dx.doi.org/10.1007/978-4-431-55459-2_5
http://dx.doi.org/10.1007/978-4-431-55459-2_5
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Theorem 6.5 (ten Berge and Kiers 1999) Let 2 ≤ m < n. The typical rank of
R

m×m×2 is {m, m + 1} and the typical rank of R
m×n×2 is {min(n, 2m)}.

Proof The set S(m) consisting of all (A; B) ∈ R
m×m×2 such that det(A) 
= 0 and

A−1B has distinct nonzero real eigenvalues contains a nonempty Euclidean open set
and consists of tensors with rank m. The set S(m + 1) consisting of all (A; B) ∈
R

m×m×2 such that det(A) 
= 0 and A−1B has distinct imaginary eigenvalues contains
a nonempty Euclidean open set and consists of tensors with rank m + 1. It is easy
to see that R

m×m×2
�(S(m) ∪ S(m + 1)) does not contain a Euclidean open set.

Therefore, trankR(m, m, 2) = {m, m + 1}.
Next, consider trankR(m, n, 2). SetO = domϕm×n

1 ∩domϕm×n
2 in the notation of

Theorem6.4. Then, we see thatO is a dense open subset of R
m×n×2 (see Remark6.3

and Definition6.8 of Sect. 6.3) such that if T ∈ O , then T is GL(m) × GL(n)-
equivalent to ((Em, O); (O, Em)). Since rank((Em, O); (O, Em)) = min(n, 2m),
we see that trankR(m, n, 2) = min(n, 2m).

Note that there exist integers m, n, and p such that there are multiple typical ranks
of m × n × p tensors over R.

Theorem 6.6 Let m, n, and p be positive integers. Set r0 = grank
C
(m, n, p). Then,

r0 is the minimal typical rank of m × n × p tensors over R.

Proof Suppose that r < r0. Then, ImΦC

r is not dense in C
m×n×p. Therefore, ImΦR

r
is not dense in R

m×n×p by Corollary6.2. Thus, the closure of ImΦR

r is a proper
closed subset of R

m×n×p. Thus, if T ∈ R
m×n×p moves randomly according to a

distribution whose probability density function is positive anywhere, the probability
that rankT ≤ r is 0 by Remark6.2.

Next, by Lemma6.7, we see that the Jacobian matrix ofΦC

r0 is full row rank. Since
all the coefficients of ΦC

r0 are real numbers, we see that the Jacobian matrix of ΦR

r0 is
also full row rank. Thus, there exists a ∈ (Rm × R

n × R
p)r0 such that the Jacobian

matrix of ΦR

r0 is full row rank at a. Then we see that ΦR

r0(a) is an interior point of
ImΦR

r0 with respect to the Euclidean topology. Thus if T ∈ R
m×n×p moves randomly

according to a distribution whose probability density function is positive anywhere,
the probability that T ∈ ImΦR

r0 is positive. Since probability that rankT < r0 is 0,
we see that the probability that rankT = r0 is positive.

Therefore, r0 = min trankR(m, n, p).

The following fact is known.

Theorem 6.7 (Friedland 2012, Theorem7.1) The space R
m×n×p contains a finite

number of Euclidean open connected disjoint sets O1, . . . , OM satisfying the follow-
ing properties:

(1) R
m×n×p

� ∪M
i=1 Oi is a Euclidean closed set of R

m×n×p of dimension less than
mnp.

(2) Each T ∈ Oi has rank ri for i = 1, . . . , M.
(3) The number min(r1, . . . , rM) is equal to grank

C
(m, n, p).
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(4) max(r1, . . . , rM) is the minimal integer t such that the Euclidean closure of
ImΦR

t is equal to R
m×n×p.

(5) For each integer r ∈ [min(r1, . . . , rM), max(r1, . . . , rM)], there exists ri = r
for some integer i ∈ [1, M].

6.3 Rational Functions and Rational Maps

In this section, we summarize the definition and basic facts of rational functions and
rational maps, which are basic notions in algebraic geometry.

Let V be an irreducible affine algebraic variety in K
n . Consider the following set.

{( f, g) | f, g ∈ K[X1, . . . , Xn], g /∈ I(V )}

We define a binary relation ∼ on this set by

( f1, g1) ∼ ( f2, g2)
def⇐⇒ f1(x)g2(x) = f2(x)g1(x) for any x ∈ V .

Lemma 6.8 ∼ is an equivalence relation.

Proof Reflexivity and symmetricity are trivial. Suppose that ( f1, g1) ∼ ( f2, g2) and
( f2, g2) ∼ ( f3, g3). Then

f1(x)g3(x)g2(x) = f2(x)g1(x)g3(x) = f3(x)g1(x)g2(x)

for any x ∈ V . Thus

f1(x)g3(x) = f3(x)g1(x) for any x ∈ V with g2(x) 
= 0.

Since V is irreducible and g2 /∈ I(V ), the set {x ∈ V | g2(x) 
= 0} is a dense open
subset of V . Because {x ∈ V | f1(x)g3(x) = f3(x)g1(x)} is a closed subset of V
containing the above dense open subset of V , we see that f1(x)g3(x) = f3(x)g1(x)

for any x ∈ V . That is, ( f1, g1) ∼ ( f3, g3).

Definition 6.7 A rational function on an irreducible affine algebraic variety V is an
equivalence class with respect to ∼. Let ϕ be a rational function on V and ( f, g) a
representative of ϕ. We define the domain of ϕ, written domϕ by

domϕ :=
⋃

( f ′,g′)∼( f,g)

{x ∈ V | g′(x) 
= 0}.

For x ∈ domϕ, we can naturally define the value of ϕ at x : take a representative
( f ′, g′) of ϕ such that g′(x) 
= 0 and we define the value of ϕ at x as f ′(x)/g′(x).
We denote the value of ϕ at x by ϕ(x).
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It is easily verified that the value of ϕ at x defined above is independent of the
choice of the representative of ϕ.

Remark 6.3 Let ϕ be a rational function on V . Then, domϕ is a dense open subset
of V .

Lemma 6.9 Let ϕ1 and ϕ2 be rational functions on an irreducible affine algebraic
variety V . Suppose that there exists a dense open subset O of V such that

ϕ1(x) = ϕ2(x) for any x ∈ domϕ1 ∩ domϕ2 ∩ O.

Then, ϕ1 = ϕ2.

Proof Take representatives ( f1, g1) and ( f2, g2) of ϕ1 and ϕ2, respectively. Then

f1(x)g2(x) = f2(x)g1(x) for any x ∈ domϕ1 ∩ domϕ2 ∩ O

by assumption. Since domϕ1 ∩ domϕ2 ∩ O is a dense open subset of V , we see that

f1(x)g2(x) = f2(x)g1(x) for any x ∈ V .

Thus, ( f1, g1) ∼ ( f2, g2) and ϕ1 = ϕ2.

Definition 6.8 Let V be an irreducible affine algebraic variety in K
n and W be an

affine algebraic variety in K
m . A rational map ϕ from V to W is an m-tuple of

rational functions (ϕ1, . . . ,ϕm) on V such that (ϕ1(x), . . . ,ϕm(x)) ∈ W for any
x ∈ ⋂m

i=1 domϕi . We define domϕ := ⋂m
i=1 domϕi and for x ∈ domϕ, we define

the image of x by ϕ as (ϕ1(x), . . . ,ϕm(x)). We denote by ϕ : V − − →W that ϕ is
a rational map from V to W .

Remark 6.4 A regular map from an irreducible variety is a rational map.

Next, we consider the composition of rational maps. First, we note the following
fact whose proof is easy.

Lemma 6.10 Let X1,…,Xn and Y1,…,Ym be indeterminates, h ∈ K[Y1, . . . , Ym],
and f1,…, fm, g1, …, gm ∈ K[X1, . . . , Xn]. Suppose that g1 . . . gm 
= 0. Then, there
exists a positive integer d such that

(g1 . . . gm)d h( f1/g1, . . . , fm/gm) ∈ K[X1, . . . , Xn].

Next, we state the following:

Lemma 6.11 Let V be an irreducible affine algebraic variety W be an affine alge-
braic variety and ϕ : V − − →W be a rational map. Suppose that O is an open
subset of W . Then, {x ∈ domϕ | ϕ(x) ∈ O} is a possibly empty open subset of
domϕ.
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Proof Suppose that a ∈ domϕ andϕ(a) ∈ O . Then by Lemma6.3, we see that there
exists h ∈ K[Y1, . . . , Ym] such that ϕ(a) ∈ W \ V(h) ⊂ O . Set ϕ = (ϕ1, . . . ,ϕm)

and take representative ( fi , gi ) ofϕi with gi (a) 
= 0 for 1 ≤ i ≤ m. By Lemma6.10,
we can take a positive integer d such that

(g1 . . . gm)d h( f1/g1, . . . , fm/gm) ∈ K[X1, . . . , Xn].

Set f = (g1 . . . gm)d h( f1/g1, . . . , fm/gm). Then for any x ∈ domϕwith (g1 . . . gm)

(x) 
= 0,
h(ϕ(x)) 
= 0 ⇐⇒ f (x) 
= 0.

Thus, a ∈ domϕ\V(g1 . . . gm f ) ⊂ {x ∈ domϕ | ϕ(x) ∈ O}. Since a is an arbitrary
element of {x ∈ domϕ | ϕ(x) ∈ O}, we see that {x ∈ domϕ | ϕ(x) ∈ O} is an open
subset of domϕ.

Lemma 6.12 Let V be an irreducible affine algebraic variety in K
n and W be an

irreducible affine algebraic variety in K
m. Suppose that ϕ = (ϕ1, . . . ,ϕm) is a

rational map from V to W and ψ is a rational function on W . If {x ∈ domϕ | ϕ(x) ∈
domψ} 
= ∅, then there exists a rational function χ on V such that domχ ⊃ {x ∈
domϕ | ϕ(x) ∈ domψ} and χ(a) = ψ(ϕ(a)) for any a ∈ {x ∈ domϕ | ϕ(x) ∈
domψ}.
Proof We use K[X1, . . . , Xn] to explain the facts concerning affine algebraic vari-
eties in K

n and K[Y1, . . . , Ym] in K
m . Let x1 be an arbitrary element of {x ∈ domϕ |

ϕ(x) ∈ domψ}. Take a representative (h1, h2) of ψ such that h2(ϕ(x1)) 
= 0 and a
representative ( fi , gi ) of ϕi such that gi (x1) 
= 0 for 1 ≤ i ≤ m. Then there exists a
positive integer d such that

(g1 . . . gm)d hi ( f1/g1, . . . , fm/gm) ∈ K[X1, . . . , Xm]

for i = 1, 2 by Lemma6.10. Set h′
i = (g1 . . . gm)d hi ( f1/g1, . . . , fm/gm) for i = 1,

2. Then h′
2(x1) 
= 0 and

ψ(ϕ(y)) = h′
1(y)/h′

2(y)

for any y ∈ domϕwithϕ(y) ∈ domψ and h′
2(y) 
= 0. Let χ1 be the rational function

on V represented by (h′
1, h′

2). Set O1 = {x ∈ domϕ | ϕ(x) ∈ domψ} \V(h′
2). Then,

O1 is an open neighborhood of x1 such that

χ1(y) = ψ(ϕ(y)) for any y ∈ O1.

Let x2 be another element of {x ∈ domϕ | ϕ(x) ∈ domψ}. Then by the same
argument, we see that there exists an open neighborhood O2 of x2 and a rational
function χ2 on V such that

χ2(y) = ψ(ϕ(y)) for any y ∈ O2.
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Then,
χ1(y) = χ2(y) for any y ∈ O1 ∩ O2.

Since V is irreducible, O1 ∩ O2 is a dense open subset of V . Thus, χ1 = χ2 by
Lemma6.9. Set χ = χ1. Then, χ is a rational function on V and χ(a) = ψ(ϕ(a))

for any a ∈ {x ∈ domϕ | ϕ(x) ∈ domψ}.
Definition 6.9 In the setting of Lemma6.12, we denote χ as ψ ◦ ϕ and call it the
composition of ϕ and ψ.

Definition 6.10 Let Vi be irreducible affine algebraic varieties in K
ni for i = 1, 2,

W be an affine algebraic variety in K
m , ϕ : V1− − →V2 and ψ : V2− − →W be

rational maps. Suppose that there exists x ∈ domϕ such that ϕ(x) ∈ domψ. Then,
we can naturally define the composition ψ ◦ ϕ of ϕ and ψ: set ψ = (ψ1, . . . ,ψm)

and we define ψ ◦ ϕ = (ψ1 ◦ ϕ, . . . ,ψm ◦ ϕ).

Remark 6.5 When considering the composition of rational mapsϕ andψ, it is essen-
tial that Imϕ ∩ domψ 
= ∅.

6.4 Standard Form of “Quasi-Tall” Tensors

In ten Berge (2000), ten Berge called an I × J × K tensor with I ≥ J ≥ K ≥ 2
and J K − J < I < J K a tall tensor. For convenience of notation, we rotate such
tensors and provide the following definitions:

Definition 6.11 If 2 ≤ m ≤ n and (m −1)n < p ≤ mn, we call an n× p×m-tensor
a quasi-tall tensor.

Let m, n, and p be integers with 2 ≤ m ≤ n and (m − 1)n < p ≤ mn and
let T = (T1; . . . ; Tm) be an n × p × m tensor. Thus, T is a quasi-tall tensor by
Definition6.11. Set l := p − (m − 1)n and l ′ := n − l = mn − p.

Definition 6.12 We say that T is of the standard form if

Tk = (On×(k−1)n, En, On×(p−kn))

for 1 ≤ k ≤ m − 1 and

Tm =
((

M
Ol×(m−2)n

)

, On×l , En

)

for some l ′ × (m − 2)n matrix M .

Now we state the main result of this section.
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Theorem 6.8 Let m, n, and p be integers with 2 ≤ m ≤ n and (m −1)n < p ≤ mn.
Then, there exist rational maps

ϕ
n×p×m
1 : K

n×p×m− − →GL(n, K)

ϕ
n×p×m
2 : K

n×p×m− − →GL(p, K)

such that
ϕ

n×p×m
1 (T )T ϕ

n×p×m
2 (T )

is of standard form for any T ∈ domϕ
n×p×m
1 ∩ domϕ

n×p×m
2 and for any n × p × m

tensor S of standard form

S ∈ domϕ
n×p×m
1 ∩ domϕ

n×p×m
2 , ϕ

n×p×m
1 (S) = En and ϕ

n×p×m
2 (S) = E p.

In order to prove this theorem, we prepare the following lemma which is easily
proved. We use the notations, M≤ j (M≤i , j<M , i<M , resp.) which denote the m × j
(i × n, m × (n − j), (m − i)× n, resp.) matrix consisting of the first (first, last, last,
resp.) j (i, n − j, m − i, resp.) columns (rows, columns, rows, resp.) of M for an
m × n matrix M . We also use the same notations for tensors.

Lemma 6.13 Let
F : K

n×p×m → GL(p, K)

be the regular map defined by

F(T ) =
⎛

⎝
E(m−2)n O

−
(

Tm−1
l ′<Tm

)

≤(m−2)n

En+l

⎞

⎠ ,

where T = (T1; . . . ; Tm) ∈ K
n×p×m. Then, if

Tm−1 = (M, En, On×l) and Tm = (M ′, On×l , En),

where M and M ′ are n × (m − 2)n matrices, then

Tm−1F(T ) = (On×(m−2)n, En, On×l) and Tm F(T ) =
((

M ′′
Ol×(m−2)n

)

, On×l , En

)

,

where M ′′ is an l ′ × (m − 2)n matrix. Moreover, if

Tm−1 = (On×(m−2)n, En, On×l) and Tm =
((

M ′′
Ol×(m−2)n

)

, On×l , En

)

,

then F(T ) = E p.
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Proof of Theorem 6.8 We define the rational map

χ0 : K
n×p×m− − →GL(p, K)

by

χ0(T ) =
(

fl2(T )≤(m−2)n

O(n+l)×(m−2)n En+l

)−1

.

Set
S(1) = (S(1)

1 ; . . . ; S(1)
m ) := T χ0(T )

for any n × p × m tensor T with T ∈ domχ0. Then,

S(1)
k = (On×(k−1)n, En, On×(p−kn))

for 1 ≤ k ≤ m − 2. We also define rational maps

χ1 : K
n×p×m− − →GL(n, K)

and

χ2 : K
n×p×m− − →GL(p, K)

by

χ1(T ) = ϕn×(n+l)
1

(

(m−2)n<

(
S(1)

m−1; S(1)
m

))

and

χ2(T ) =

⎛

⎜
⎜
⎜
⎝

χ1(T )−1

. . .

χ1(T )−1

ϕn×(n+l)
2 ((m−2)n<((S(1)

m−1; S(1)
m ))),

⎞

⎟
⎟
⎟
⎠

where ϕn×(n+l)
1 and ϕn×(n+l)

2 are the ones in Theorem6.4, and set

S(2) = (S(2)
1 ; . . . ; S(2)

m ) := χ1(T )S(1)χ2(T ).

Then
S(2)

k = (On×(k−1)n, En, On×(p−kn))

for 1 ≤ k ≤ m − 2,

S(2)
m−1 = (M, En, On×l) and S(2)

m = (M ′, On×l , En),

where M and M ′ are n × (m − 2)n matrices.
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Set

ϕ
n×p×m
1 (T ) = χ1(T ) and ϕ

n×p×m
2 (T ) = χ0(T )χ2(T )F(S(2)),

where F is the regular map of Lemma6.13. Then ϕ
n×p×m
1 and ϕ

n×p×m
2 satisfy the

required conditions. �

6.5 Ranks of Quasi-Tall Tensors of Standard Form

In this section, we prove that an n × p × m quasi-tall tensor of standard form has
rank p. As a corollary, we give another proof of the result of ten Berge (2000), i.e.,
p × n × m real tensors with p ≥ n ≥ m ≥ 2 and mn − n < p < mn have unique
typical rank p.

Theorem 6.9 Let K be an infinite field, m, n, and p be integers with 2 ≤ m ≤ n
and (m − 1)n < p ≤ mn and S be an n × p × m tensor of standard form (see
Definition6.12 for the definition of standard form). Then, rankS = p.

In order to prove this theorem, we prepare some notations. Set l := p − (m − 1)n
and l ′ := n − l = mn − p. For an l ′ × (m − 2)n matrix W = (W1, . . . , Wm−2),
where Wk is an l ′ × n matrix for 1 ≤ k ≤ m − 2, and c = (c1, . . . , cm) ∈ K

1×nm ,
where ck ∈ K

1×n for 1 ≤ k ≤ m, we set

M(W, c) = M(x, T, W, c)

= x1

⎛

⎝
W1

T1

c1

⎞

⎠ + · · · + xm−2

⎛

⎝
Wm−2

Tm−2

cm−2

⎞

⎠

+xm−1

⎛

⎝
Ol ′×l El ′

Tm−1

cm−1

⎞

⎠ + xm

⎛

⎝
−El ′ Ol ′×l

Tm

cm

⎞

⎠ ,

where x = (x1, . . . , xm) is a row vector of indeterminates and T = (T1; . . . ; Tm) =
(ti jk) is an (l −1)×n×m tensor of indeterminates. Note that when p = (m−1)n+1,
i.e., when l = 1,

M(W, c) = x1

(
W1

c1

)

+ · · · + xm−2

(
Wm−2

cm−2

)

+xm−1

(
Ol ′×l El ′

cm−1

)

+ xm

(−El ′ Ol ′×l

cm

)

.

We also set
g(x, T, W, c) = det M(x, T, W, c),

which is a polynomial with variables x1, …, xm , and {ti jk}.
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Lemma 6.14 If (cm)≤l ′ = 0 and g(x, T, W, c) is a zero polynomial, then c = 0.

Proof Set ck = (ck1, . . . , ckn) for 1 ≤ k ≤ m. By seeing the coefficient of

xn
m

r−1∏

i=l ′+1

ti−l ′,i,m

n−1∏

i=r

ti−l ′,i+1,m,

we see that crm = 0 for l ′ + 1 ≤ r ≤ n (we define the empty product to be 1). Since
(cm)≤l ′ = 0 by assumption, we see that cm = 0.

Thus by seeing the coefficient of

xk xn−1
m

r−1∏

i=l ′+1

ti−l ′,i,m

n−1∏

i=r

ti−l ′,i+1,m,

we see that crk = 0 for 1 ≤ k ≤ m − 1 and l ′ + 1 ≤ r ≤ n.
Next by seeing the coefficient of

xn
m−1

r−1∏

i=1

ti,i,m−1

l−1∏

i=r

ti,i+1,m−1,

we see that cr,m−1 = 0 for 1 ≤ r ≤ l. Further, when l < l ′, by seeing the coefficient of

xn−r+1
m−1 xr−1

m

l−1∏

i=1

ti,i+r−l,m,

we see that cr,m−1 for l + 1 ≤ r ≤ l ′. Thus, we see that cm−1 = 0.
Finally, by seeing the coefficient of

xk xn−1
m−1

r−1∏

i=1

ti,i,m−1

l−1∏

i=r

ti,i+1,m−1,

we see that crk = 0 for 1 ≤ k ≤ m − 2 and 1 ≤ r ≤ l. Further, when l < l ′, by
seeing the coefficient of

xk xn−r
m−1xr−1

m

l−1∏

i=1

ti,i+r−l,m,

we see that crk = 0 for 1 ≤ k ≤ m − 2 and l + 1 ≤ r ≤ l ′.

Definition 6.13 For an l ′ × (m − 2)n matrix W , (l − 1) × n × m tensor U , and
u = (u1, . . . , um) ∈ K

1×m , we define ψ(u, U, W ) ∈ K
n whose i th entry is the

(n, i)-cofactor of M(u, U, W, 0). We also define
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ψ̂(u, U, W ) :=

⎛

⎜
⎜
⎜
⎝

u1ψ(u, U, W )
...

um−1ψ(u, U, W )

um
l ′<ψ(u, U, W )

⎞

⎟
⎟
⎟
⎠

∈ K
p.

Lemma 6.15 Let W be an l ′ × (m −2)n matrix. Then, the K vector subspace of K
p

generated by {ψ̂(u, U, W ) | u ∈ K
1×m, U ∈ K

(l−1)×n×m} is K
p.

Proof Suppose that d ∈ K
1×p and dψ̂(u, U, W ) = 0 for any u ∈ K

1×m and
U ∈ K

(l−1)×n×m . Set d = (d1, . . . , dp) and define

c = (d1, . . . , d(m−1)n, 0, . . . , 0, d(m−1)n+1, . . . , dp) ∈ K
1×mn

by inserting l ′ zeros. Then by the definition of ψ̂(u, U, W ), we see that

dψ̂(u, U, W ) = det M(u, U, W, c) = g(u, U, W, c).

Since K is an infinite field and dψ̂(u, U, W ) = 0 for any u ∈ K
1×m and U ∈

K
(l−1)×n×n , we see that g(x, T, W, c) is a zero polynomial, where x = (x1, . . . , xm)

is a vector of indeterminates and T is an (l − 1) × n × m tensor of indeterminates.
Thus by Lemma6.14, we see that d = 0. Therefore, the K-vector space generated
by {ψ̂(u, U, W ) | u ∈ K

1×m, U ∈ K
(l−1)×n×m} is K

p.

Proof of Theorem 6.9
Let S = (S1; . . . ; Sm) be an n × p × m tensor of standard form. Since fl2(S)≤p =

E p, we see that rankS ≥ p.
In order to prove the opposite inequality, we set

Sm =
(

W
Ol×(m−2)n

, On×l , En

)
,

whereW is an l ′×(m−2)n matrix. Since {ψ̂(u, U, W ) | u ∈ K
1×m, U ∈ K

(l−1)×n×m}
generates K

p by Lemma6.15, we can take u1, …, up ∈ K
1×m and U1, …, Up ∈

K
(l−1)×n×m such that

(
ψ̂(u1, U1, W ), . . . , ψ̂(up, Up, W )

)

is a nonsingular p × p matrix.
We denote this matrix as N , and set Q = N−1, u j = (u j1, u j2, . . . , u jm) for

1 ≤ j ≤ p, Dk = Diag(u1k, u2k, . . . , u pk) for 1 ≤ k ≤ m, a j = ψ(u j , U j , W ) for
1 ≤ j ≤ p and A = (a1, . . . , a p). Then, since
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⎛

⎜
⎜
⎜
⎝

u j1a j
...

u j,m−1a j

u j,m
l ′<a j

⎞

⎟
⎟
⎟
⎠

= ψ̂(u j , U j , W )

for 1 ≤ j ≤ p, we see that ⎛

⎜
⎜
⎜
⎝

AD1
...

ADm−1
l ′< ADm

⎞

⎟
⎟
⎟
⎠

= N .

Therefore, ⎛

⎜
⎜
⎜
⎝

AD1Q
...

ADm−1Q
l ′< ADm Q

⎞

⎟
⎟
⎟
⎠

= N Q = E p.

In other words,
ADk Q = Sk for 1 ≤ k ≤ m − 1 (6.5.1)

and
l ′< ADm Q = l ′<Sm . (6.5.2)

Now consider A≤l ′ Dm Q. Since the i th entry of a j = ψ(u j , U j , W ) is the (n, i)-
cofactor of M(u j , U j , W, 0), we see that

M(u j , U j , W, 0)a j = 0 for 1 ≤ j ≤ p. (6.5.3)

Set U j = (U j1; . . . ; U jm) for 1 ≤ j ≤ p. Then, since

M(u j , U j , M, 0) = u j1

⎛

⎝
W1

U j1

0

⎞

⎠ + · · · + u j,m−2

⎛

⎝
Wm−2

U j,m−2

0

⎞

⎠

+ u j,m−1

⎛

⎝
Ol ′×l E ′

l
U j,m−1

0

⎞

⎠ + u j,m

⎛

⎝
−El ′ Ol ′×l

U j,m

0

⎞

⎠ ,

by seeing the first l ′ rows of (6.5.3), we see that

(u j1W1 + · · · + u j,m−2Wm−2 + u j,m−1(Ol ′×l El ′))a j = u jm a≤l ′
j
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for 1 ≤ j ≤ p. Therefore,

W1AD1 + · · · + Wm−2 ADm−2 + (Ol ′×l El ′)ADm−1 = (ADm)≤l ′ .

Since
S≤l ′

m = (W1, . . . , Wm−2, Ol ′×l , El ′ , Ol ′×l),

we see that
S≤l ′

m N = A≤l ′ Dm .

Therefore,
A≤l ′ Dm Q = S≤l ′

m .

By this fact and Eq. (6.5.2), we see that

ADm Q = Sm .

Thus, by (6.5.1), we see that rankS ≤ p. �
By Theorems 6.8 and 6.9, we see the following fact:

Corollary 6.3 Let K be an infinite field, m, n, and p be integers with 2 ≤ m ≤ n
and (m − 1)n < p ≤ mn. Then there exists a dense open subset O of K

n×p×m such
that for any T ∈ O, rankT = p.

Proof SetO = domϕ
n×p×m
1 ∩domϕ

n×p×m
2 , where ϕ

n×p×m
1 and ϕ

n×p×m
2 are rational

maps of Theorem6.8. If T ∈ O, then rankT = rankϕn×p×m
1 (T )T ϕ

n×p×m
2 (T ). Since

ϕ
n×p×m
1 (T )T ϕ

n×p×m
2 (T ) is an n × p × m tensor of standard form, rankϕn×p×m

1 (T )

T ϕ
n×p×m
2 (T ) = p by Theorem6.9.

In particular, we see the following fact:

Corollary 6.4 (ten Berge 2000, Result 2) Suppose that m, n, and p are integers with
the condition of the above corollary. Then, p is the unique typical rank of n × p × m
tensors over the real number field.

6.6 Other Cases

Here, in the final section of this chapter, we consider typical ranks of 3-tensors that
are not quasi-tall. First, we state the following result:

Proposition 6.1 If p > mn, then trankR(n, p, m) = {mn}.
Proof Let T be an n× p×m tensor. Then, fl2(T ) is an nm× p matrix. Since nm < p,
the rank of fl2(T ) is almost always nm. Therefore, rankT is almost always greater
than or equal to nm.
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On the other hand, let Mi j be an element of R
n×1×m such that fl1(Mi j ) = Ei j ,

the matrix unit. Then, since every column of T is a linear combination of Mi j and
rankMi j = 1, we see that rank of T is less than or equal to the number of Mi j ’s, i.e.,
nm. Thus, rankT ≤ nm.

Next, we cite the result of (Catalisano et al. 2008), Theorem2.4 and Remark2.5,
which, in our language, includes the following fact:

Theorem 6.10 Let m, n, and p be positive integers with 3 ≤ m ≤ n and (m −
1)(n − 1) < p ≤ mn. Then, grank

C
(n, p, m) = p.

Thus, it follows that min trankR(n, p, m) = p by Theorem6.6, if m, n, and p satisfy
the conditions of Theorem6.10.

Here we cite our following recent result:

Theorem 6.11 (Sumi et al. 2013, 2015a, b) Let m, n, and p be integers with 3 ≤
m ≤ n and (m − 1)(n − 1) + 2 ≤ p ≤ (m − 1)n. Then

trankR(n, p, m) =
{ {p, p + 1} if m#n ≤ mn − p,

{p} if m#n > mn − p,

where m#n is the minimum integer l such that there exists a nonsingular bilinear
map R

m × R
n → R

l (see Chap.4).

Finally, we cite the following fact:

Theorem 6.12 (Strassen 1983) Let A ∈ K
n×n×3. If n is odd, then grank(n, n, 3) =

(3n + 1)/2; otherwise grank(n, n, 3) = 3n/2.

http://dx.doi.org/10.1007/978-4-431-55459-2_4


Chapter 7
Global Theory of Tensor Ranks

The generic rank is considered under the complex number field, and it corresponds
with the dimension of the secant variety. In this chapter, we introduce known results
and discuss the typical rank via the Jacobi criterion.

7.1 Overview

LetK be an algebraically closed field orR. Let f = ( f1, . . . , fk). We identify TK( f )

with K
f1 f2··· fk . We consider the tensor product map Φ1 : K

f1 × K
f2 × · · · × K

fk →
TK( f ) defined as

(u1, u2, . . . , uk) �→ u1 ⊗ u2 ⊗ · · · ⊗ uk .

It induces a map from P
f1−1 × P

f2−1 × · · · × P
fk−1 to P

f1··· fk−1, where P
n is the

n-dimensional projective space overK, which is a quotient space ofK
n+1

�{0} by the
equivalence relation∼definedby (x1, . . . , xn+1)∼ (y1, . . . , yn+1) if (x1, . . . , xn+1) =
(cy1, . . . , cyn+1) for some nonzero element c ∈ K. The image of Φ1 is an algebraic
variety.We call it the Segre variety of the format f (cf. Bürgisser et al. 1997, Chap.20,
Harris 1992, Lecture 9). The image of the summation map

ΦK, f
r : (K f1 × K

f2 × · · · × K
fk )r → TK( f ), (u1, u2, . . . , ur ) �→

r∑

j=1

Φ1(u j ),

denoted by Sr ( f, K) or Sr ( f ), consists of the tensors in K
f of rank ≤ r . We simply

writeΦ
K, f
r asΦr . The Zariski closure, denoted byΣr ( f, K) orΣr ( f ), of Sr ( f, K) is

called the secant variety of the format f . The secant variety Σr ( f, C) is irreducible
and consists of all tensors of C

f with border rank at most r (cf. Lickteig 1985). The
maximal rank max.rankK( f ) of TK( f ) is characterized as follows.

Remark 7.1 max.rankK( f ) = min{r | Sr ( f ) = TK( f )}.
© The Author(s) 2016
T. Sakata et al., Algebraic and Computational Aspects of Real Tensor Ranks,
JSS Research Series in Statistics, DOI 10.1007/978-4-431-55459-2_7
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An integer r is called a typical rank of the set TR( f ) if Sr ( f, R)�Sr−1( f, R)

includes a nonempty Euclidean open set. Let trankR( f ) denote the set of typical
ranks of TR( f ).

A semi-algebraic set in R
n is a finite union of sets defined by a finite number of

polynomial equations of the form p(x1, . . . , xn) = 0 and inequalities of the form
q(x1, . . . , xn) > 0. The set TR( f ) is a semi-algebraic set. For semi-algebraic sets A
and B, the product A × B is also semi-algebraic. A finite union, finite intersection,
complements, interiors, and closures of semi-algebraic sets are also semi-algebraic
sets. According to the Tarski–Seidenberg principle, the set of semi-algebraic sets is
closed under projection. Let h : A → B be a map between semi-algebraic sets. A
map h is called semi-algebraic if its graph {(x, h(x)) | x ∈ A} is a semi-algebraic
subset of A × B. If h is a polynomial map, then h is semi-algebraic. For a semi-
algebraic map h, the image h(S) of a semi-algebraic subset S of A is a semi-algebraic
subset of B and the preimage h−1(T ) of a semi-algebraic subset T of B is also a
semi-algebraic subset of A. In particular, Sr ( f, R) and the set Sr ( f, R)�Sr−1( f, R)

of all tensors of TR( f ) with rank r are semi-algebraic sets (see Bochnak et al. 1998,
Chap.2, Sect. 2 in detail).

SinceΦr is aC∞ map,we can consider the Jacobi f1 f2 · · · fk×r( f1+ f2+· · ·+ fk)

matrix, denoted by JΦr , of the map Φr . We see that

JΦ1(u1, . . . , uk) = (E f1⊗u2⊗· · ·⊗uk, u1⊗E f2⊗· · ·⊗uk, . . . , u1⊗· · ·⊗uk−1⊗E fk )

for (u1, . . . , uk) ∈ K
f1 × · · · × K

fk and that

JΦr (x1, . . . , xr ) = (JΦ1(x1), JΦ1(x2), . . . , JΦ1(xr ))

where x1, . . . , xr ∈ K
f1 × · · · × K

fk . We put

dr ( f ) = max
x

rankJΦr (x).

Over the complex number field, the generic rank grank( f ) denotes the minimal
integer r such that dr ( f ) = f1 f2 · · · fk . Note that Σgrank( f )( f, C) = C

f . Over the
real number field R, if dr ( f ) = f1 f2 · · · fk , then r is greater than or equal to the
generic rank grank( f ) which is equal to the minimal typical rank min.trankR( f ),
and the maximal typical rank max.trankR( f ) is equal to the minimal integer r such
that the Euclidean closure of Sr ( f, R) is equal to TR( f ).

Strassen (1983) and Lickteig (1985) introduced the idea of computing upper
bounds on the typical rank via the Jacobi criterion and the splitting technique.

An integer r is called small if dimΣr (m, n, q) = r(m + n + q − 2), and large
if Σr (m, n, q) = mnq. A format (m, n, q) is called good if dimΣr (m, n, q) =
min{r(m+n+q−2), mnq} for any r , and perfect if, in addition,mnq/(m+n+q−2)
is an integer. Let us call a format (m, n, q) balanced if m − 1 ≤ (n − 1)(q − 1),
n − 1 ≤ (m − 1)(q − 1), and q − 1 ≤ (m − 1)(n − 1).
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Let 2 ≤ m ≤ n ≤ q ≤ mn and q0 = (m − 1)(n − 1) + 1. In ten Berge 2000,
a tensor with format (m, n, q) is called “tall” if (m − 1)n < q < mn. A tensor
with format (m, n, q) with (m − 1)n < q ≤ mn has rank q with probability 1
(see Corollary 6.3). By considering the flattening R

m×n×q → R
mn×q , we see that

min.trankR(m, n, q) ≥ min.trankR(mn, q) = q. By the argument of the rank of
the Jacobi matrix (see Theorem 7.8), min.trankR(m, n, q) ≤ q for q0 ≤ q ≤ mn.
Therefore, if q0 ≤ q ≤ mn, then min.trankR(m, n, q) = q, and a tensor with format
(m, n, q) has rank q with positive probability. In particular, (m, n, q0) is perfect.
Conversely, if min.trankR(m, n, q) ≤ q, then q ≥ q0 since mnq/(m + n + q − 2) ≤
min.trankR(m, n, q). If q0 + 2 ≤ q ≤ mn, then (q − 1)(m + n + q − 2) ≥ mnq
and (m, n, q) is not good, since dimΣq−1(m, n, q) < mnq. (Bürgisser et al. 1997,
Exercise 20.6).

Theorem 7.1 (Strassen 1983, Proposition 3.9 and Corollaries 3.10 and 3.11) Sup-
pose that (m, n, q) is a balanced format. Then, (m, n, q) is perfect provided that any
of the following conditions is satisfied:

q even, 2n < m + n + q − 2, and 2mn/(m + n + q − 2) ∈ Z.

q/3 ∈ Z, 3n ≤ m + n + q − 2, and 3mn/(m + n + q − 2) ∈ Z.

3n ≤ m + n + q − 2 and mn/(m + n + q − 2) ∈ Z.

In particular, if n 
≡ 2 modulo 3, then (n, n, n + 2) is perfect; if n ≡ 0 modulo 3,
then (n −1, n, n) is perfect; and if j ≡ 0 modulo 2(α +β +γ ) and 1 ≤ α ≤ β ≤ γ ,
then (α j, β j, γ j + 2) is perfect.

Let A1 = En , A2 = Diag(c1, c2, . . . , cn), and A3 =

⎛

⎜
⎜
⎜
⎜
⎜
⎝

0 1
0 1

. . .
. . .

0 1
1 0

⎞

⎟
⎟
⎟
⎟
⎟
⎠

. If

c1, . . . , cn are distinct from each other, then

A2 A3 − A3A2 =

⎛

⎜
⎜
⎜
⎜
⎜
⎝

0 c1 − c2
0 c2 − c3

. . .
. . .

0 cn−1 − cn

cn − c1 0

⎞

⎟
⎟
⎟
⎟
⎟
⎠

has rank n and brankK(A1; A2; A3) ≥ � 3n
2 
 by Theorem 5.15. Therefore,

grank(n, n, 3) ≥ �3n

2

.

Although there are infinite many good formats, (n, n, 3) is not good if n is odd.

http://dx.doi.org/10.1007/978-4-431-55459-2_6
http://dx.doi.org/10.1007/978-4-431-55459-2_5
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Theorem 7.2 (Strassen 1983, Theorem 4.6 and Proposition 4.7) If n is odd, then
grank(n, n, 3) = (3n + 1)/2; otherwise, grank(n, n, 3) = 3n/2.

Theorem 7.3 (Lickteig 1985, Corollary 4.5) grank(n, n, n) = � n3

3n−2
 if n 
= 3.
dimΣr (n, n, n) = min{r(3n − 2), n3}.

Thus, (n, n, 3) is good if and only if n is even, and (n, n, n) is good if n 
= 3.

Theorem 7.4 (Strassen 1983, Proposition 4.7) Let 2 ≤ m ≤ n ≤ m + q − 2,
q ≤ (m − 1)(n − 1) + 1, and q be even.

mnq

m + n + q − 2
≤ grank(m, n, q) <

mnq

m + n + q − 2
+ q

2

7.2 Jacobian Method

Let K be an algebraically closed field or R. Let f = ( f1, f2, . . . , fk) be a format
with f1, f2, . . . , fk ≥ 2. The Jacobi matrix JΦr (x1, . . . , xr ) forms

(JΦ1(x1), . . . , JΦ1(xr )).

Since

Φ1(x) =
fs∑

i=1

xs,is

∂Φ1( f )(x)

∂xs,is

,

where x = (xs,is )1≤s≤k,1≤is≤ fs , we see that rank(JΦ1(x)) ≤ ∑k
i=1 fi − k + 1, and

then,

rank(JΦr (x1, . . . , xr )) ≤ r

(
k∑

i=1

fi − k + 1

)

.

Note that
d1( f ) < d2( f ) < · · · < dgrank( f )( f ) = f1 · · · fk .

We put

Q( f ) :=
⌈

f1 f2 · · · fk

f1 + f2 + · · · + fk − k + 1

⌉

.

Proposition 7.1 (cf. Howell 1978, Theorem 12; Bürgisser et al. 1997, (20.4) Propo-
sition (5)) Q( f ) ≤ grank( f ) ≤ max.rankF( f ).

Proof Recall that grank( f ) is the minimal integer r such that dr ( f ) = f1 f2 · · · fk .
Since Σmax.rankF( f )( f ) = F

f , we see that grank( f ) ≤ max.rankF( f ). If r < Q( f ),
then dr ( f ) < f1 f2 · · · fk . Thus, Q( f ) ≤ grank( f ).
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Theorem 7.5 (Howell 1978, Theorem 10) If R is a finite commutative ring with
identity, then max.rankR(m, n, p) ≥ �mnp/(m + n + p − 2)
. If K is a finite field
with q elements, then max.rankR(m, n, p) ≥ �mnp/(m + n + p − 2 logq(q − 1)
.

The typical rank of TR( f ) is not unique in general, e.g., 2 and 3 are typical ranks
of TR(2, 2, 2). The generic rank grank( f ) is the minimal typical rank of TR( f ) (cf.
Northcott 1980, Theorem 6.6). Sr ( f, R) is a semi-algebraic set (cf. de Silva and Lim
2008; Friedland 2012).

For a permutation τ ∈ Sk , we see that

max.rankK( f1, f2, . . . , fk) = max.rankK( fτ(1), fτ(2), . . . , fτ(k)),

grank( f1, f2, . . . , fk) = grank( fτ(1), fτ(2), . . . , fτ(k)),

trankR( f1, f2, . . . , fk) = trankR( fτ(1), fτ(2), . . . , fτ(k)).

We know the following upper bound for the maximal rank.

Proposition 7.2 (Proposition 1.2) max.rankK( f1, . . . , fk) ≤ min{ f1··· fk

f j
| 1 ≤

j ≤ k}.
The following proposition is elementary.

Proposition 7.3 The minimal typical rank r is characterized as dr ( f ) = f1 · · · fk >

dr−1( f ).

Proof It is obvious by the definition.

Let A ∈ TK(a1, a2, . . . , as). For B = (B1; . . . ; Bbt ) ∈ TK(b1, b2, . . . , bt ), if s ≥ t
and (B1; . . . ; Bbs ) has A as a sub-tensor, then rankK(B) ≥ rankK(B1; . . . ; Bbs ) ≥
rankK(A).

Let max.trankR( f ) be the maximal typical rank of TR( f ). Recall that grank( f )

is the minimal typical rank of TR( f ) (see Theorem 6.6). LetTr ( f, K) denote the set
of all tensors of K

f with rank r . We have

Sr ( f, K) =
r⋃

i=0

Ti ( f, K).

Lemma 7.1 Sr ( f, R) is a Euclidean dense subset of TR( f ) if and only if r is greater
than or equal to the maximal typical rank of TR( f ).

Let a = (a1, a2, . . . , as) and b = (b1, b2, . . . , bt ) with s ≥ t and ai ≥ bi for
any i ≤ t , let r be a nonnegative integer, and let π : K

a → K
b be a canonical

projection. By definition, π(Sr (a, K)) ⊂ Sr (b, K). The inclusion K
b → K

a by
adding zero at the other elements implies that Sr (b, K) ⊂ π(Sr (a, K)). Therefore,
Sr (b, K) = π(Sr (a, K)).

http://dx.doi.org/10.1007/978-4-431-55459-2_1
http://dx.doi.org/10.1007/978-4-431-55459-2_6
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Proposition 7.4 Let a = (a1, a2, . . . , as) and b = (b1, b2, . . . , bt ). If s ≥ t and
ai ≥ bi for any i ≤ t , then

(1) grank(a) ≥ grank(b) and
(2) max.trankR(a) ≥ max.trankR(b).

Proof (1) Note that Sgrank(a)(b, C) = Sgrank(a)(a, C)∩C
b. Since it includes a Euclid-

ean open set, grank(a) ≥ grank(b).
(2) Smax.trankR(a)(a, R) is a Euclidean dense subset of TR(a). Let π : TR(a) →

TR(b) be a canonical projection. Then, π(Smax.trankR(a)(a, R)) = Smax.trankR(a)(b, R)

is also a Euclidean dense subset of TR(b). Therefore, max.trankR(a) is greater than
or equal to max.trankR(b).

Proposition 7.5 Let a = (a1, a2, . . . , as) and b = (b1, b2, . . . , bt ) with s ≥ t and
ai ≥ bi for any i ≤ t . grank(a) ≥ max.trankR(b) if and only if π(Sgrank(a)(a, R))

is a Euclidean dense subset of TR(b), where π : TR(a) → TR(b) is a canonical
projection.

Proof Recall that π(Tgrank(a)(a, R)) is a subset of Tgrank(a)(b, R). Thus, if it is a
Euclidean dense subset of TR(b), then

grank(a) ≥ max.trankR(b)

by Lemma 7.1. Conversely, suppose that grank(a) ≥ max.trankR(b). Then,

TR(b) = cl Smax.trankR(b)(b, R) ⊂ cl Sgrank(a)(b, R) = clπ(Sgrank(a)(a, R)).

Lemma 7.2 If cl Sr+1( f, R) = cl Sr ( f, R), then cl Sr+2( f, R) = cl Sr+1( f, R).

Proof An implication Sr+1( f )⊂ Sr+2( f ) easily implies that cl Sr+1( f )⊂ cl Sr+2( f ).
Since

Sr+2 = Sr+1( f ) + S1( f ) ⊂ cl Sr+1( f ) + S1( f )

= cl Sr ( f ) + S1( f ) ⊂ cl(Sr ( f ) + S1( f )) = cl Sr+1( f ),

we have cl Sr+2( f ) ⊂ cl Sr+1( f ). Therefore, cl Sr+1( f ) = cl Sr+2( f ).

Proposition 7.6 TR( f )�Sr ( f, R) and Sr+1( f, R) include a nonempty Euclidean
open set if and only if r + 1 ∈ trankR( f ).

Proof The if part follows from the fact thatTr+1( f, R) is a subset of TR( f )�Sr ( f, R)

and Sr+1( f, R). We consider the only if part. Suppose that Tr+1( f, R) = Sr+1( f )�

Sr ( f ) has no nonempty Euclidean open set. Then, cl Sr+1( f ) = cl Sr ( f ). Repeating
Lemma 7.2, we have

cl Sr ( f ) = cl Sr+1( f ) = · · · = cl Smax.rank( f )( f ) = TR( f ),
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and then, TR( f )�Sr ( f, R) has no nonempty open set. Therefore, if TR( f )�Sr ( f, R)

includes a nonempty Euclidean open set, then Sr+1( f )�Sr ( f ) also includes a non-
empty Euclidean open set.

In particular, for r ∈ trankR( f ), if TR( f )�Sr ( f, R) includes a Euclidean open
set, then r + 1 ∈ trankR( f ). We also have the following proposition.

Proposition 7.7 For r1, r2 ∈ trankR( f ) with r1 ≤ r2, s ∈ trankR( f ) for any s with
r1 ≤ s ≤ r2.

Proof Let s and t be the minimal and maximal typical rank of tensors with format
f , respectively. By Lemma 7.2, we see that

cl Ss( f ) � cl Ss+1( f ) � · · · � cl St ( f ) = TR( f ).

Thus, an arbitrary integer r with s ≤ r ≤ t is a typical rank of TR( f ) by Proposi-
tion 7.6.

Following Strassen (1983) and Lickteig (1985), Bürgisser et al. (1997) obtained
the asymptotic growth of the function grank and determined its value for some
special formats. It is not easy to see whether the Jacobian has full column rank. The
problem amounts to determining the dimension of higher secant varieties to Segre
varieties. They achieved this by computing the dimension of the tangent space to
these varieties, for which some machinery was developed.

Let f = ( f1, f2, f3). For t = u1 ⊗ u2 ⊗ u3 ∈ S1( f, C), we denote by TC( f )�1 t ,
TC( f ) �2 t , TC( f ) �3 t the subspaces C

f1 ⊗ u2 ⊗ u3, u1 ⊗ C
f2 ⊗ u3, u1 ⊗ u2 ⊗

C
f3 of TC( f ), respectively. The sum of these three subspaces is the tangent space

of S1( f, C) at t . A 4-tuple s := (s0; s1, s2, s3) ∈ N
4 is called a configuration. If

(t; x, y, z) ∈ S|s|( f, C) := Ss0( f, C)× Ss1( f, C)× Ss2( f, C)× Ss3( f, C), we denote
by Σ f (t; x, y, z) the following subspace of TC( f ):

Σ f (t; x, y, z) :=
s0∑

k=1

(TC( f ) �1 tk + TC( f ) �2 tk + TC( f ) �3 tk)

+
s1∑

α=1

TC( f ) �1 xα +
s2∑

β=1

TC( f ) �2 yβ +
s3∑

γ=1

TC( f ) �3 zγ ,

where t = ∑s0
k=1 tk ∈ Ss0( f, C), x = ∑s1

α=1 xα ∈ Ss1( f, C), y = ∑s2
β=1 yβ ∈

Ss2( f, C), and z = ∑s3
γ=1 zγ ∈ Ss3( f, C). The map S|s|( f, C) → N, (t; x, y, z) �→

dimΣ f (t; x, y, z) is Zariski lower semi-continuous, i.e., the sets {(t; x, y, z) |
dimΣ f (t; x, y, z) < r} are Zariski open for all r ∈ N. We denote the maximum
value of the above map by d(s, f ) and call it the dimension of the configuration s in
the format f . Note that, by semi-continuity, d(s, f ) is also the generic value of the
above map. We easily see the following dimension estimation:

d(s, f ) ≤ min{s0( f1 + f2 + f3 − 2) + s1 f1 + s2 f2 + s3 f3, f1 f2 f3}.
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Definition 7.1 A configuration s is said to fill a format f , s � f , if and only if
d(s, f ) = f1 f2 f3. The configuration s is said to exactly fill f , s � f , if and only if
d(s, f ) = s0( f1 + f2 + f3 − 2) + s1 f1 + s2 f2 + s3 f3 = f1 f2 f3.

Lemma 7.3 (Bürgisser et al. 1997, (20.13) Lemma)

(1) The relations � and � are invariant under simultaneous permutation of the
components of f and the last three components of s.

(2) if S ≥ s, f ≥ F component-wise, then s � f implies that S � F.
(3) (r; 0, 0, 0) � f implies that grank( f ) ≤ r .
(4) (r; 0, 0, 0) � f implies that f is perfect and grank( f ) = r .

Lemma 7.4 (Bürgisser et al. 1997, (20.15) Lemma) For all a, b, c, d ∈ N ∪ {0},
the following relations hold:

(1) (1; 0, 0, 0) � (1, 1, a), (0; 0, 0, 1) � (1, 1, a) if a > 0,
(2) (0; bc, 0, 0) � (a, b, c) if abc > 0,
(3) (0; bc, ad, 0) � (a, b, c + d) if ab(c + d) > 0,
(4) (1; ab, 0, 0) � (1, a + 1, b + 1),
(5) (a; b, 0, 0) � (a, 2, a + b) if a > 0,
(6) (2a; 0, ab, 0) � (2a + b, 2, 2a) if a > 0,
(7) (2a; 0, 2ab + 2ac + 4bc, 0) � (2a + 2b, 2, 2a + 2c) if (a + b)(a + c) > 0,
(8) (2ad; 0, 0, 2a(b+c−d+1)+4bc) � (2a+2b, 2a+2c, 2d) if (a+b)(a+c)d > 0

and a(b + c − d + 1) + 2bc ≥ 0,
(9) (2ad; 0, 0, 0) � (2a + 2b, 2a + 2c, 2d) if (a + b)(a + c)d > 0 and a(b + c −

d + 1) + 2bc ≤ 0.

Theorem 7.6 If 1 ≤ f1 ≤ f2 ≤ f3, then

grank(2 f1, 2 f2, 2 f3) ≤ 2 f3

⌈
2 f1 f2

f1 + f2 + f3 − 1

⌉

.

In addition, if 2 f1 f2/( f1 + f2 + f3 −1) is an integer, then (2 f1, 2 f2, 2 f3) is perfect.

Proof Let a = � 2 f1 f2
f1+ f2+ f3−1
, b = f1 −a, c = f2 −a, and d = f3. We see that a(b+

c−d+1)+2bc = 2 f1 f2−a( f1+ f2+ f3−1) ≤ 0. ByLemma 7.4 (9), (2a f3; 0, 0, 0)
is fill (2 f1, 2 f2, 2 f3). Hence, by Lemma 7.3 (3), grank(2 f1, 2 f2, 2 f3) ≤ 2 f3a.

Suppose that 2 f1 f2/( f1+ f2+ f3−2) is an integer. Then,a(b+c−d+1)+2bc = 0
and (2ad; 0, 0, 0) is exactly fill (2 f1, 2 f2, 2 f3) by Lemma 7.4 (8), and hence, the
format (2 f1, 2 f2, 2 f3) is perfect by Lemma 7.3 (4).

Corollary 7.1 (Strassen 1983, Bürgisser et al. 1997, (20.9) Theorem) Suppose that
f1, f2, f3 are all even. If

f1 f2 f3
( f1 + f2 + f3 − 2)max{ f1, f2, f3}

is an integer, then ( f1, f2, f3) is perfect. For example, (n, n, n + 2) is perfect if n is
divisible by 6.
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Theorem 7.7 (cf.Bürgisser et al. 1997, (20.9)Theorem)Suppose that f1 ≤ f2 ≤ f3.

lim
f1→∞

grank( f1, f2, f3)

Q( f1, f2, f3)
= 1.

Proof For j = 1, 2, 3,we take ε j = 0, 1 so that f j +ε is even and put g j = 1+ε j/ f j .
Propositions 1.1 and 7.4 (1) and Theorem 7.6 imply that

grank( f1, f2, f3) ≤ min{ f1 f2, grank( f1g1, f2g2, f3g3)}
≤ min

{

f1 f2, f3g3

⌈
f1g1 f2g2

f1g1 + f2g2 + f3g3 − 2

⌉}

≤ min

{

f1 f2, f3g3 + f1g1 f2g2 f3g3
f1g1 + f2g2 + f3g3 − 2

}

Then, we see that

1 ≤ grank( f1, f2, f3)

Q( f1, f2, f3)
≤ ( f1 + f2 + f3 − 2)grank( f1, f2, f3)

f1 f2 f3

≤ min{1 + f1 + f2 − 2

f3
, α},

where

α := g3( f1 + f2 + f3 − 2)

f1 f2
+ g1g2g3( f1 + f2 + f3 − 2)

f1g1 + f2g2 + f3g3 − 2
.

If f3( f1 f2)−1 goes to 0, then α goes to 1 as f1 goes to ∞. Otherwise, there exist
constants c, d > 0 such that f3( f1 f2)−1 > c for any f1 > d. Then, ( f1 + f2 −
2) f −1

3 < (c f1)−1 + (c f2)−1 if f1 > d and 1+ ( f1 + f2 −2) f −1
3 goes to 1. Therefore,

grank( f1, f2, f3)Q( f1, f2, f3)−1 goes to 1.

At the end of this section, we will show the special case of the following theorem
by computing the rank of the Jacobian matrix.

Theorem 7.8 (Catalisano et al. 2008, Theorem 2.4) Suppose that 2 ≤ f1 ≤ . . . ≤
fn+1. Let q = f1 · · · fn − ( f1 + · · · + fn) + n. If fn+1 = q, then f is perfect. If
q ≤ fn+1, then grank( f ) = min{ f1 · · · fn, fn+1}.

We show this for n = 2. Let 2 ≤ f1 ≤ f2 ≤ f3 and put q = f1 f2 − f1 − f2 + 2.
For 0 < x ≤ f1 f2, the inequality x − 1 < f1 f2x/( f1 + f2 + q − 2) ≤ x if and only
if (m − 1)(n − 1) + 1 ≤ x ≤ mn. Then, for q ≤ f3 ≤ f1 f2, grank( f1, f2, f3) ≥
Q( f1, f2, f3). For f3 = q, then f1 f2 f3/( f1 + f2 + f3 − 2) is an integer. It suffices
to show that dQ( f1, f2, f3) = f1 f2 f3.

Suppose that q ≤ f3 ≤ f1 f2. Let S1 be a subset of

S = {(k1, k2) | k j ∈ N, 1 ≤ k j ≤ f j , j = 1, 2}

http://dx.doi.org/10.1007/978-4-431-55459-2_1
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with cardinality f3, which includes

S1 = {(k1, k2) | k j ∈ N, 1 ≤ k j < f j , j = 1, 2} ∪ {( f1, f2)},

and let ι : S1 → {1, 2, . . . , f3} be a bijection. We define maps u1, u2 : S1 → Z by

uh(x1, x2) =
⎧
⎨

⎩

0 if xh = fh,

1 if xh < fh and xh′ = fh′ where {h, h′} = {1, 2},
ι(x1, x2) + 1 otherwise

for h = 1, 2. Let e(h)
j denote the j th row vector of the identity fh × fh matrix. We

put a(h)
k ∈ R

fh , h = 1, 2, 3, as

a(h)

ι(k1,k2)
= e(h)

kh
+ uh(k1, k2)e(h)

fh
, h = 1, 2

a(3)
ι(k1,k2)

= e(3)
ι(k1,k2)

for all (k1, k2) ∈ S1. Put

z =
(

a(1)
1 , a(2)

1 , a(3)
1 , a(1)

2 , a(2)
2 , a(3)

2 , . . . , a(1)
f3

, a(2)
f3

, a(3)
f3

)
∈ R

( f1+ f2+ f3) f3 .

It suffices to show that JΦ f3
(z)xT = 0 implies that x = 0.

Let k = (k1, k2), i = (i1, i2), and I = {(i1, i2) | 1 ≤ i1 ≤ f1, 1 ≤ i2 ≤ f2}.
The equation JΦ f3

(z)xT = 0 for x = (x(i1, i2, ι(k)))i∈I,k∈S1 is equivalent to the
following equations

x(i1, k2, ι(k)) + u2(k)x(i1, f2, ι(k)) = 0, (7.2.1)

x(k1, i2, ι(k)) + u1(k)x( f1, i2, ι(k)) = 0, (7.2.2)

x(k1, k2, i3) + u1(k)x( f1, k2, i3) + u2(k)x(k1, f2, i3)
+ u1(k)u2(k)x( f1, f2, i3) = 0, (7.2.3)

for (i1, i2) ∈ I , 1 ≤ i3 ≤ f3, and k ∈ S1. Since ι is bijective, by changing the
symbols, Eq. (7.2.3) implies that

x( j1, j2, ι(k)) + u1( j)x( f1, j2, ι(k)) + u2( j)x( j1, f2, ι(k))

+u1( j)u2( j)x( f1, f2, ι(k)) = 0, (7.2.4)

for j = ( j1, j2) ∈ S1 and k ∈ S1. By substituting j = ( f1, f2) in (7.2.4), we see
that

x( f1, f2, ι(k)) = 0 (7.2.5)
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for any k ∈ S1. Let j1 and j2 be arbitrary integers such that 1 ≤ j1 < f1 and
1 ≤ j2 < f2. By Eqs. (7.2.5), (7.2.1), (7.2.2) and (7.2.4) imply that

x( j1, k2, ι(k)) + u2(k)x( j1, f2, ι(k)) = 0, (7.2.6)

x( f1, k2, ι(k)) = 0, (7.2.7)

x(k1, j2, ι(k)) + u1(k)x( f1, j2, ι(k)) = 0, (7.2.8)

x(k1, f2, ι(k)) = 0, (7.2.9)

x( j1, j2, ι(k)) + u1( j)x( f1, j2, ι(k)) + u2( j)x( j1, f2, ι(k)) = 0. (7.2.10)

By substituting j2 = k2, Eqs. (7.2.10) and (7.2.7) imply that

x( j1, k2, ι(k)) + u2( j1, k2)x( j1, f2, ι(k)) = 0,

and in addition, by (7.2.8), we see that

(u2(k1, k2) − u2( j1, k2))x( j1, f2, ι(k)) = 0.

If j1 
= k1, then x( j1, f2, ι(k)) = 0 since u2(k1, k2) 
= u2( j1, k2) by definition.
Thus, x( j1, f2, ι(k)) = 0 for arbitrary j1 with 1 ≤ j1 < f1 by (7.2.9). Similarly, by
substituting j1 = k1, we have x( f1, j2, ι(k)) = 0. Therefore, x( j1, j2, ι(k)) = 0 by
(7.2.10).

Consequently,we get x = 0, and thus, JΦ f3
(z) has full column rank,which implies

that dQ( f1, f2, f3) = f1 f2 f3.



Chapter 8
2 × 2 × · · · × 2 Tensors

In this chapter, we consider an upper bound of the rank of an n-tensor with format
(2, 2, . . . , 2) over the complex and real number fields.

8.1 Introduction

Throughout this chapter, let Fn = (2, 2, . . . , 2).
Let T = (A; B) = (ti jk) be a 3-tensor of TK(F3) and put A = (a1, a2) and

B = (b1, b2). Cayley’s hyperdeterminant Δ(T ) of T is defined by

t2111t2222 + t2112t2221 + t2121t2212 + t2211t2122 − 2t111t112t221t222 − 2t111t121t212t222
− 2t111t122t211t222 − 2t112t121t212t221 − 2t112t122t221t211 − 2t121t122t212t211
+ 4t111t122t212t221 + 4t112t121t211t222.

It is also described as

Δ(T ) = (det(a1, b2) − det(a2, b1))2 − 4 det(a1, a2) det(b1, b2)

and Δ(T ) is the discriminant of the quadratic polynomial

det(A)x2 − (det(A + B) − det(A) − det(B))x + det(B).

We have the following proposition straightforwardly.

Proposition 8.1 (de Silva and Lim 2008, Proposition 5.6)

Δ((P, Q, R) · (A; B)) = Δ(A; B) det(P)2 det(Q)2 det(R)2

for any matrices P, Q, and R. In particular, Δ(A; B) = Δ(B; A) and Δ(A +
x B; y B) = y2Δ(A; B) for any x and y.

© The Author(s) 2016
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Cayley’s hyperdeterminant is invariant under the action of SL(2, K)×3 and the
sign of Cayley’s hyperdeterminant is invariant under the action of GL(2, R)×3 if
K = R.

The discriminant of the characteristic polynomial of det(A)A−1B is equal to
Δ(A; B). Thus, if A−1B has distinct eigenvalues, Δ(T ) is positive if K = R and
nonzero in K = C. If A is nonsingular, rank(A; B) = 2 if and only if A−1B is
diagonalizable; thus, we have the following proposition.

Proposition 8.2 (de Silva and Lim 2008, Corollary 5.7, Propositions 5.9 and 5.10)
Let T ∈ TR(F3).

(1) If Δ(T ) > 0, then rank(T ) ≤ 2.
(2) If Δ(T ) < 0, then rank(T ) = 3.
(3) If rank(T ) ≤ 2, then Δ(T ) ≥ 0.

Theorem 8.1 (Sumi et al. 2014, Theorem 3) Let A = (a1, a2) and B = (b1, b2) be
2 × 2 real (resp. complex) matrices and let T = (A; B) be a tensor with format F3.
rankF(T ) ≤ 2 if and only if

(1) αA + βB = O for some (α, β) �= (0, 0), or
(2) α(a1, b1) + β(a2, b2) = O for some (α, β) �= (0, 0), or
(3) Δ(T ) = 0 and det(a1, b1) + det(a2, b2) = 0, or
(4) Δ(T ) is positive (resp. nonzero).

We define a function Θ : TF(F3) → F by

Θ((a1, a2); (b1, b2)) = |a1, b1| + |a2, b2|.

We have the following corollary by Theorem 8.1.

Corollary 8.1 (Sumi et al. 2014, Corollary 1) Let T = ((a1, a2); (b1, b2)) be a
tensor with format F3.

(1) A complex tensor T has rank 3 if and only if

dim

〈(
a1

a2

)

,

(
b1
b2

)〉

= dim

〈(
a1

b1

)

,

(
a2

b2

)〉

= 2,

Δ(T ) = 0 and Θ(T ) �= 0.
(2) A real tensor T has rank 3 if and only if Δ(T ) < 0, or

dim

〈(
a1

a2

)

,

(
b1
b2

)〉

= dim

〈(
a1

b1

)

,

(
a2

b2

)〉

= 2, Δ(T ) = 0 and Θ(T ) �= 0.

Proposition 8.3 (Coolsaet 2013, Lemma 1) Let K be a field and A, B ∈ TK(2, 2).
Then, (A; B) is absolutely nonsingular if and only if det(A) �= 0 and the quadratic
equation
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det(A)x2 − (det(A + B) − det(A) − det(B))x + det(B) = 0

has no solutions for x in K. Equivalently, (A; B) is absolutely nonsingular if and
only if A is nonsingular and the eigenvalues of B A−1 do not belong to K.

A tensor T of format F3 over a field with characteristic �= 2 is absolutely nonsin-
gular if and only if Δ(T ) is not a square in the field (see Coolsaet 2013).

8.2 Upper Bound of the Maximal Rank

Complex tensors with format Fn are an important target in quantum information
theory (cf. see Verstraete et al. 2002).

A lower bound of the maximal rank of n-tensors over F with format Fn is

Q(Fn) =
⌈

2n

2n − n + 1

⌉

=
⌈

2n

n + 1

⌉

(cf. Brylinski 2002, Proposition 1.2) and a canonical upper bound is 2n . An upper
bound using the maximal rank of tensors with format F4 over F is known. The
maximal rank of complex 4-tensors with format F4 is just 4 (Brylinski 2002). The
maximal rank of real 4-tensors with format F4 is less than or equal to 5 (Kong and
Jiang 2013). Nonsingular 4-tensors with format F4 have been classified (Coolsaet
2013).

For a tensor T = (ti jkl) ∈ F
F4 , we write

T = ((T11; T12); (T21; T22)) = T11 T12

T21 T22
=

t1111 t1211 t1112 t1212
t2111 t2211 t2112 t2212
t1121 t1221 t1122 t1222
t2121 t2221 t2122 t2222

.

The action is given by Ai j = PTi j if k = 1, Ai j = Ti j P if k = 2, (A1 j ; A2 j ) =
(T1 j ; T2 j ) ×3 P if k = 3, and (Ai1; Ai2) = (Ti1; Ti2) ×3 P if k = 4, for i, j = 1, 2,
where ((A11; A12); (A21; A22)) = T ×k P .

Theorem 8.2 (Brylinski 2002, Theorem 1.1) Any complex tensor with format F4

has rank less than or equal to 4.

Proof Let T = ((T11; T12); (T21; T22)) ∈ TC(F4). If rankC(T11; T12) ≤ 1, then

rankC(T ) ≤ rankC(T11; T12) + max.rankC(F3) ≤ 4.

IfT isGL(2, C)×4-equivalent toT ′ = ((T ′
11; T ′

12); (T ′
21; T ′

22))with rankC(T ′
11; T ′

12) ≤
1, then rankC(T ) = rankC(T ′) ≤ 4. Suppose that rankC(T ′

11; T ′
12) ≥ 2 for any tensor

T ′ = ((T ′
11; T ′

12); (T ′
21; T ′

22)) that is GL(2, C)×4-equivalent to T .
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First, suppose that rankC(T11; T12) = 2.Then, (T11; T12) isGL(2, C)×3-equivalent

to

((
1 0
0 0

)

;
(
0 1
0 0

))

,

((
1 0
0 0

)

;
(
0 0
1 0

))

,

((
1 0
0 0

)

;
(
0 0
0 1

))

, or

((
1 0
0 1

)

; O

)

. We

consider the rank in each case. The first case is where (T11; T12) is GL(2, C)×3-

equivalent to (C1; C2) :=
((

1 0
0 0

)

;
(
0 1
0 0

))

. The tensor T isGL(2, C)×4-equivalent

toT ′ = ((T ′
11; T ′

12); (T ′
21; T ′

22))with (T ′
11; T ′

12) = (C1; C2). If rankC(T ′
21−x0C1; T ′

22−
y0C2) ≤ 2, then we see that

rankC(T ) ≤ rankC(T ′
21 + x0C1; T ′

22 + y0C2) + rankC((C1; O); (x0C1; O))

+ rankC((O; C2); (O; y0C2))

≤ 2 + 1 + 1 = 4,

since

T ′ = C1 C2

T ′
21 T ′

22
= O O

T ′
21 − x0C1 T ′

22 − y0C2
+ C1 O

x0C1 O
+ O C2

O y0C2
.

To see that there exist x0 and y0 such that rankC(T ′
21 − x0C1; T ′

22 − y0C2) ≤ 2,
we compute Θ(T ′

21 − xC1; T ′
22 − yC2) and Δ(T ′

21 − xC1; T ′
22 − yC2). If Θ(T ′

21 −
xC1; T ′

22−yC2) �= 0 for any x, y, thenb12 = a22 = 0.Thus ifb12 �= 0 ora22 �= 0 then
rankC(T ′

21 − x0C1; T ′
22 − y0C2) ≤ 2 for some x0, y0 by Corollary 8.1 (1). The second

case is where (T11; T12) is GL(2, C)×3-equivalent to (C1; C3) :=
((

1 0
0 0

)

;
(
0 0
1 0

))

.

There exist x0, y0 such that Θ(T ′
21 − x0C1; T ′

22 − y0C3) = 0. Then, rankC(T ′
21 −

x0C1; T ′
22 − x0C3) ≤ 2. The third case is where (T11; T12) is GL(2, C)×3-equivalent

to (C1; C4) :=
((

1 0
0 0

)

;
(
0 0
0 1

))

. There exists x0 such that Δ(T ′
21 − x0C1; T ′

22 −
x0C4) �= 0, since Δ(T ′

21 − x0C1; T ′
22 − x0C4) = x4 + o(x3) . Then, rankC(T ′

21 −
x0C1; T ′

22 − x0C4) ≤ 2 by Corollary 8.1 (1). The fourth case is where (T11; T12) is
GL(2, C)×3-equivalent to (E2; O). If rankC(T ′

21 − xC; T ′
22) = 3 for any x , then by

considering the highest term of Θ(T ′
21 − xC; T ′

22) and Δ(T ′
21 − xC; T ′

22) for C =
C1, C4, we have T ′

22 = 0, which is a contradiction. Therefore, if rankC(T11; T12) = 2,
then we have seen rankC(T ) ≤ 4.

Next, suppose that rankC(T11; T12) = 3.Then, (T11; T12) isGL(2, C)×3-equivalent

to (E2; C2), where C2 =
(
0 1
0 0

)

. The tensor T is GL(2, C)×4-equivalent to

T ′′ = ((E2; C2); (T ′′
21; T ′′

22)) for some T ′′
21, T ′′

22. Since Θ(T ′′
21 + x E2; T ′′

22 + xC2) =
−x2 + o(x), rankC(T ′′

21 + x E2; T ′′
22 + xC2) = 2 by Corollary 8.1 (1). Thus, by the

above argument, we see that rankC(T ) ≤ 4.

Corollary 8.2 For n ≥ 4, the maximal rank of n-tensors with format Fn over the
complex number field is less than or equal to 2n−2.
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Proof Theorem 8.2 covers the case where n = 4. Suppose that n > 4. The maximal
rank of complex tensors with format F4 is equal to 4. By applying Proposition 1.1,
we have

max.rankC(Fn) ≤ max.rankC(F4)

n∏

t=5

2 = 4 · 2n−4 = 2n−2.

Lemma 8.1 Let n be a positive integer and let A j and B j , 1 ≤ j ≤ n be 2× 2 real
matrices. There exists a rank-1 real matrix C such that rankR(A j ; B j + C) ≤ 2 for
any 1 ≤ j ≤ n.

Proof Put A j =
(

a j b j

c j d j

)

and C =
(

su sv
tu tv

)

. Since

Δ(A j ; C) = (s(ud j − vc j ) − t (ub j − va j ))
2,

there exists a rank-1 matrix C0 such that Δ(A j ; C0) > 0 for any j ∈ S2. Let
C = γ C0. Since (A j ; B j + C) is {E2}×2 × GL(2, R)-equivalent to (A j ; γ −1B j +
C0), the continuity of Δ implies that for each j , there exists h j > 0 such that
Δ(A j ; B j + C) > 0 for any γ ≥ h j by Proposition 8.2 (1). For C = (max j h j )C0,
we have rank(A j ; B j + C) ≤ 2 by Proposition 8.2 (2).

Theorem 8.3 (Sumi et al. 2014, Theorem 10) Let n ≥ 2. The maximal rank of real
n-tensors with format Fn is less than or equal to 2n−2 + 1.

Proof The assertion is true for n = 2, 3. Then, suppose that n ≥ 4. Let ei1,...,in ,
i1, . . . , in = 1, 2 be a standard basis of (R2)⊗n , i.e., ei1,...,in has 1 as the (i1, . . . , in)-
element and 0 otherwise. Any tensor A of (R2)⊗n is written as

∑

i1,...,in

ai1,...,in ei1,...,in .

This is described as ∑

i4,...,in

B(i4, . . . , in) ⊗ ei4,...,in ,

where B(i4, . . . , in)=∑
i1,i2,i3

ai1,...,in ei1,i2,i3 is a tensorwith formatF3.ByLemma8.1,
there exists a rank-1 2 × 2 matrix C such that B(i4, . . . , in) + (O; C) has rank less
than or equal to 2 for any i4, . . . , in . We have

A =
∑

i4,...,in

(B(i4, . . . , in) + (O; C)) ⊗ ei4,...,in −
∑

i4,...,in

(O; C) ⊗ ei4,...,in

=
∑

i4,...,in

(B(i4, . . . , in) + (O; C)) ⊗ ei4,...,in − C ⊗ e2 ⊗ u ⊗ · · · ⊗ u,

http://dx.doi.org/10.1007/978-4-431-55459-2_1
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where u =
(
1
1

)

and e2 =
(
0
1

)

, and then,

rank(A) ≤
∑

i4,...,in

rank(B(i4, . . . , in) + (O; C)) + 1 = 2n−2 + 1.

Proposition 8.4 max.rankR(n, n, n, n) ≤ (n−1)(2n2+2n+3)
3 .

max.rankC(n, n, n, n) ≤ 2n3+n−6
3 .

Proof We apply Proposition 5.4 to max.rankF(n, n, n, n) twice. Then, we have

max.rankF(n, n, n, n) ≤ n2 + (n − 1)2 + max.rankF(n − 1, n − 1, n − 1, n − 1).

Thus, recursively, we have

max.rankF(n, n, n, n) ≤ n2 + 2
n−1∑

i=3

i2 + 22 + max.rankF(F4)

= 2n3 + n

3
− 6 + max.rankF(F4).

8.3 Typical Ranks

In this section, we consider the typical rank with format Fn = (2, . . . , 2). The
generic rank of n-tensors with format Fn is known. We have an upper bound of
the maximal rank using the generic rank. Note that in general, the difference of
the maximal rank and the generic rank is unbounded, e.g., max.rankR(2n, 2n, 2) −
grank(2n, 2n, 2) = n.

Proposition 8.5 grank(F3) = 2 and grank(F4) = 4.

Recall that dim Xs( f ) = max
x

rankJΦs ( f )(x). We confirm the following property

by Mathematica (see Table 8.1).

Proposition 8.6 max
x

rankJΦ1(F4)(x) = 5 and max
x

rankJΦ2(F4)(x) = 10, but

max
x

rankJΦ3(F4)(x) = 14 < 15.

In general, we have the following.

Theorem 8.4 (Catalisano et al. 2011, Theorem 4.1) dimΣs(Fn) = min{2n,

s(n + 1)} for all n ≥ 3, s ≥ 1 except for n = 4, s = 3. dimΣ3(F4) = 14.

http://dx.doi.org/10.1007/978-4-431-55459-2_5


8.3 Typical Ranks 99

Table 8.1 Program for giving max
x

rankJΦs ( f )(x)

Jacob4Jacob4[m ,n ,p ,q ,k ]:=BlockBlock[{i, j,mxmx,mymy,mzmz,mwmw,mmmm,x,y,z},
Foror[i = 1, i ≤ k, i++++,mxmx[i] = ArrayArray[x[i],m];mymy[i] = ArrayArray[y[i],n];

mzmz[i] = ArrayArray[z[i], p];mwmw[i] = ArrayArray[w[i],q]]]];
mmmm= SumSum[FlattenFlatten[KronecKroneckerProducterProduct[FlattenFlatten[KronecKroneckerProducterProduct[

FlattenFlatten[Transposeranspose[{mxmx[i]}].{mymy[i]}],mzmz[i]]]],1],mwmw[i]]]],1],{i,1,k}
FlattenFlatten[UnionUnion[Tableable[D[mmmm,x[i][][ j]]]],{i,1,k},{ j,1,m}],

Tableable[D[mmmm,y[i][][ j]]]],{i,1,k},{ j,1,n}],
Tableable[D[mmmm,z[i][][ j]]]],{i,1,k},{ j,1, p}],
Tableable[D[mmmm,w[i][][ j]]]],{i,1,k},{ j,1,q}]]]],1]]]]

Foror[i = 1, i ≤ 4, i++++,a[i] =MatrixRankatrixRank[Jacob4Jacob4[2,2,2,2, i]]]]]];
PrintPrint[“J1=”“J1=”,a[1],“, J2=”J2=”,a[2],“, J3=”J3=”,a[3],“, J4=”J4=”,a[4]]]]

J1=5, J2=10,J3=14, J4=16

By this theorem, the generic rank of complex n-tensors with format Fn is equal
to

Q(Fn) =
⌈

2n

n + 1

⌉

.

Theorem 8.5 (Blekherman and Teitler 2014) Let f be an arbitrary format. The
maximal rank of TR( f ) is less than or equal to twice the generic rank of TC( f ).

max.rankR( f ) ≤ 2grank( f ).

Proof There exists a nonempty Euclidean open subset U of TR( f ) consisting of
tensors with rank grank( f ). Let A ∈ U and considerU ′ = {−A+B | B ∈ U }. Then,
U ′ is an open neighborhood of the zero tensor. For any Y ∈ U ′, rankY ≤ 2grank( f )

by Proposition 1.1. Let X be any tensor of TR( f ). There exist ε > 0 and Y ∈ U ′
such that X = εY . Since the rank is invariant under scalar multiplication, we see that
rankX ≤ 2grank( f ).

Recall that max.rankR( f ) = 3n, grank( f ) = 2n, and trankR( f ) = {2n, 2n + 1}
for f = (2n, 2n, 2). Since grank(n, 2n, 3) = 2n, max.rankR(n, 2n, 3) ≤ 4n by
Theorem 8.5, but max.rankR(n, 2n, 3) ≤ 3n. For sufficiently large n, it is not easy
to estimate an upper bound of the maximal rank of the set of n-tensors.

Theorem 8.6 (Blekherman and Teitler 2014) The maximal rank of the set of all
n-tensors with format Fn is less than or equal to

2Q(Fn) = 2

⌈
2n

n + 1

⌉

.

For a nonnegative integer r , Tr ( f ) denotes the set of all real tensors with format
f and rank r .

http://dx.doi.org/10.1007/978-4-431-55459-2_1
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Proposition 8.7 Let r ≥ 1. Any rank-1 tensor of TF( f ) lies in clTr ( f ).

Proof Let f = ( f1, . . . , fn). Let A be a rank-1 tensor. There exists g0 ∈ GL( f1, F)×
· · · × GL( fn, F) such that a1,...,1 = 1 and ai1,...,in = 0 if (i1, . . . , in) �= (1, . . . , 1),

where (ai1,...,in )= g0·A. For an integern ≥ 1, let gn = ∏n
j=1 diag(

f j
︷ ︸︸ ︷
1, 1/n, . . . , 1/n) ∈

GL( f1, F) × · · · × GL( fn, F). We see that gn · Tr ( f ) = Tr ( f ) for n ≥ 0 and that
g−1
0 gn · Tr ( f ) converges to {x A | x ∈ F} as n goes to ∞.

For a subset V of TR( f ) and A ∈ TR( f ), we define V − A := {X − A | X ∈ V }.
Then, it is easy to see that cl(V − A) = cl(V ) − A and int(V − A) = int(V ) − A.

Theorem 8.7 Let A ∈ int(cl(Tgrank( f )( f ))) be a tensor of TR( f ). Any typical rank
of TR( f ) is less than or equal to rankR(A) + grank( f ).

Proof Let m, g, and a be the maximal typical rank of TR( f ), the generic rank of
TC( f ), and rankR(A), respectively. Since TR( f ) � ∪m

i=1Ti ( f ) is the union of semi-
algebraic sets of dimension less than dim TR( f ), it suffices to show that the set of
tensors with rank less than or equal to a +g is a dense subset of TR( f ). Furthermore,
since the rank is invariant under scalar multiplication, it suffices to show that there
exists an open set V such that O ∈ V and cl(V ∩ Sa+g( f )) = cl(V ).

Let U be an open set such that A ∈ U and U ⊂ int(cl(Tg( f ))). Put V = U − A.
Since A ∈ U , V contains O . There exists a semi-algebraic subset S of TR( f ) such
that dim S < dim TR( f ) and rankR(X) = g for any X ∈ U � S. We see that
cl((U � S) − A) = cl(V ), since (U � S) − A = (U − A) � (S − A). For any tensor
Y in (U � S) − A, Y = Z + A for some Z ∈ U � S and rankR(Y ) ≤ rankR(Z) +
rankR(A) = g + a. Thus, (U � S) − A ⊂ Sa+g( f ). Therefore, cl(V ∩ Sa+g( f )) =
cl(V ). This completes the proof.

By this theorem, we immediately have the following corollary.

Corollary 8.3 Let s = min{rankR(A) | A ∈ int(cl(Tgrank( f )( f )))}. Any typical
rank of TR( f ) is less than or equal to s + grank( f ). In particular, TR( f ) has a
unique typical rank if O ∈ int(cl(Tgrank( f )( f ))).

If s might be equal to 1 in the above corollary, then the set of typical ranks of
TR( f ) is a subset of {grank( f ), grank( f ) + 1}.

Let V1 (resp. V2) be the set consisting of all (A; B) ∈ TR(n, n, 2) such that A
is nonsingular and A−1B has distinct real (resp. distinct imaginary) eigenvalues.
Then, V1 ⊂ Tn(n, n, 2), V2 ⊂ Tn+1(n, n, 2), and cl(V1 ∪ V2) = TR(n, n, 2). The
boundaries ∂V1 and ∂V2 are contained in {(A; B) | Res(det(λA − B), d

dλ
det(λA −

B)) = 0}.
Theorem 8.8 Let A ∈ cl(Tgrank( f )( f )) � int(cl(Tgrank( f )( f ))) be a nonzero tensor
of TR( f ). Suppose that there exist ε > 0 and X ∈ int(cl(Tgrank( f )( f ))) such that
Bε(X) := {Y ∈ TR( f ) | ||Y − X || < ε} ⊂ int(cl(Tgrank( f )( f ))) and A ∈ cl(Bε(X)).
Then, any typical rank of TR( f ) is less than or equal to grank( f ) + rankR(A).
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O A

XY
Bε (X)

π+

π
tA

tX

Btε (tX)

Y+tA

Fig. 8.1 The case where Y ∈ π+

O

−tA

−tX

Y
Y −tA

Btε (−tX)
π−

π

Fig. 8.2 The case where Y ∈ π−

Proof Let V = cl(∪grank( f )+rank(A)

j=grank( f ) T j ( f )). It suffices to show that V = TR( f ). Note
that V = cl(Sgrank( f )+rank(A)( f )). Let π be a hyperplane that contains two points
O and A, and is perpendicular to the line joining A and X , and let π+ be the open
half-space containing X separated by π in the space TR( f ).

Let Y ∈ π+. There exists sufficiently large t > 0 such that ε = ||X − A|| >

||X − A − t−1Y )||, i.e., tε = ||t X − t A|| > ||t X − (Y + t A)|| and there exists an
open neighborhood of Y + t A that is a subset of Btε(t X). We consider the set

U+ = {Y ∈ π+ | Y + t A ∈ Btε(t X) ∩ Tgrank( f )( f ) for some t > 0}.

Then, since Btε(t X) ⊂ int(cl(Tgrank( f )( f ))), we see that π+ ⊂ cl(U+) (see Fig. 8.1).
Next, let π− be the half-space not containing X separated by π and let Y ∈ π−.

By a similar argument to the one above, we have π− ⊂ cl(U−) (see Fig. 8.2), where

U− = {Y ∈ π− | Y − t A ∈ Btε(−t X) ∩ Tgrank( f )( f ) for some t > 0}.

For Z = Y + t A ∈ U+ ∪ U−, rankR(Y ) ≤ rankR(Z) + rankR(A) = grank( f ) +
rankR(A). This implies that U+ ∪ U− ⊂ Sgrank( f )+rankR(A)( f ). Therefore,

TR( f ) � π = π+ ∪ π− ⊂ cl(U+ ∪ U−) ⊂ V,

and thus, TR( f ) = V , since V is a closed set.
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