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Preface

Who should read this text?

This text is intended for persons interested in the analysis and optimization of
vehicle propulsion systems. Its focus lies on the control-oriented mathematical
description of the physical processes and on the model-based optimization of
the system structure and of the supervisory control algorithms.

This text has evolved from a lecture series held during the last years in the
mechanical engineering department at the Swiss Federal Institute of Technol-
ogy (ETH), Zurich. The presumed audience is graduate mechanical or elec-
trical engineering students. The prerequisites are general engineering topics
and a first course in optimal control theory. Readers with little preparation
in that area are referred to [30]. The most important results of parameter
optimization and optimal control theory are summarized in Appendix II.

Why has this text been written?

Individual mobility relies to a large extent on passenger cars. These vehicles
are responsible for a large part of the world’s consumption of primary energy
carriers, mostly fossil liquid hydrocarbons. The specific application profiles of
these vehicles, combined with the inexorably increasing demand for mobility,
have led to a situation where the reduction of fuel consumption has become
a top priority for the society and the economy.

Many approaches that permit to reduce the fuel consumption of passenger
cars have been presented so far and new ideas emerge on a regular basis. In
most – if not all – cases these new systems are more complex than the tra-
ditional approaches. Additional electric motors, storage devices, torque con-
verters, etc. are added with the intention to improve the system behavior. For
such complex systems the traditional heuristic design approaches fail.

The only way to deal with such a high complexity is to employ mathemat-
ical models of the relevant processes and to use these models in a systematic
(“model-based”) way. This text focuses on such approaches and provides an



VI Preface

introduction to the modeling and optimization problems typically encountered
by designers of new propulsion systems for passenger cars.

What can be learned from this text?

This book analyzes the longitudinal behavior of road vehicles only. Its main
emphasis is on the analysis and minimization of the energy consumption.
Other aspects that are discussed are drivability and performance.

The starting point for all subsequent steps is the derivation of simple yet
realistic mathematical models that describe the behavior of vehicles, prime
movers, energy converters, and energy storage systems. Typically, these mod-
els are used in a subsequent optimization step to synthesize optimal vehicle
configurations and energy management strategies.

Examples of modeling and optimization problems are included in Ap-
pendix I. These case studies are intended to familiarize the reader with the
methods and tools used in powertrain optimization projects.

What cannot be learned from this text?

This text does not consider the pollutant emissions of the various power-
train systems because the relevant mechanisms of the pollutant formation are
described on much shorter time scales than those of the fuel consumption.
Moreover, the pollutant emissions of some prime movers are virtually zero or
can be brought to that level with the help of appropriate exhaust gas purifi-
cation systems. Readers interested in these aspects can find more information
in [100].

Comfort issues (noise, harshness, and vibrations) are neglected as well.
Only those aspects of the lateral and horizontal vehicle dynamics that in-
fluence the energy consumption are briefly mentioned. All other aspects of
the horizontal and lateral vehicle dynamics, such as vehicle stability, roll-over
dynamics, etc. are not discussed.

Acknowledgments

Many people have implicitly helped us to prepare this manuscript. Specifically
our teachers, colleagues, and students have contributed to bring us to the
point where we felt ready to write this text. Several people have helped us
more explicitly in preparing this manuscript: Hansueli Hörler, who taught us
the basic laws of engine thermodynamics, Alois Amstutz and Chris Onder who
contributed to the development of the lecture series behind this text, those
of our doctoral students whose dissertations have been used as the nucleus
of several sections (we reference their work at the appropriate places), and
Brigitte Rohrbach, who translated our manuscripts from “Italish” to English.

June 2005 Lino Guzzella and Antonio Sciarretta



Preface

Why a second edition?

The discussions about fuel economy of passenger cars have become even more
intense since the first edition of this book appeared. Concerns about the lim-
ited resources of fossil fuels and the detrimental effects of greenhouse gases
have spurred the interest of many people in industry and academia to work
towards reduced fuel consumption of automobiles. Not surprisingly, the first
edition of this monograph sold out rather rapidly. When the publisher asked
us about a second edition, we decided to use this opportunity to revise the
text, to correct several errors, and to add new material.

The following list includes the most important changes and additions we
made:

• The section describing battery models has been expanded.
• A new section on power split devices has been added.
• A new section on pneumatic hybrid systems has been added.
• The chapter introducing supervisory control algorithm has been rewritten

and expanded.
• Two new case studies have been added.
• A new appendix that introduces the main ideas of dynamic programming

has been added.
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1

Introduction

This introductory chapter shows how the problems discussed in this text are
embedded in a broader setting. First a motivation for and the objective of the
subsequent analysis is introduced. After that the complete energy conversion
chain is described, starting from the available primary energy sources and
ending with the distance driven. Using average energy conversion efficiency
values, some of the available options are compared. This analysis shows the
importance of the “upstream” processes. The importance of the selected on-
board energy carrier (“fuel”) is stressed as well. In particular its energy density
and the safety issues connected with the refueling process are emphasized. The
last section of this first chapter lists the main options available for reducing
the energy consumption of passenger vehicles.

1.1 Motivation

The main motivation to write this book is the inexorably increasing number
of passenger cars worldwide. As Fig. 1.1 shows, some 800 million passenger
cars are operated today. More interesting than this figure is the trend that
is illustrated in this figure for the example of the United States of America
(the same trend is observed in Japan and Europe): in wealthy societies the
car density saturates at a ratio of approximately 400 to 800 cars per 1000
inhabitants.

It is corroborated empirically that the demand for personal transportation
increases with the economic possibilities of a society [220]. Therefore, if the car
density mentioned above is taken as the likely future value for other regions of
the world, serious problems are to be expected. Countries such as China (1.3
billion inhabitants) or India (1.1 billion inhabitants) in the year 2007 have car
densities of around 30 cars per 1000 inhabitants. Accordingly, in the next 20
years the car density in these countries will increase substantially, which will
further increase the pressure on fuel prices and cause serious problems to the
environment.
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1980 2000

400

800
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Fig. 1.1. Schematic representation of the development of the number of passenger
cars operated worldwide.

In the face of these trends, it is clear that new fuel sources must be de-
veloped and that the fuel consumption of passenger cars must be reduced
substantially. This text focuses on the second approach.

1.2 Objectives

The main objectives of this text are to introduce mathematical models and
optimization methods that permit a systematic minimization of the energy
consumption of vehicle propulsion systems. The objects of this analysis are
passenger cars, i.e., vehicles that

• are autonomous and do not depend on fixed energy-providing grids;
• have a refueling time that is negligible compared to the driving time be-

tween two refueling events;
• can transport two to six persons and some payload; and
• accelerate in approximately 10 to 15 seconds from 0 to 100 km/h, or can

drive uphill a 5% ramp at the legal top speed, respectively.1

These requirements, which over the last one hundred years have evolved
to a quasi-standard profile, substantially reduce the available options. Par-
ticularly the first and the second requirement can only be satisfied by few
on-board energy storage systems, and the performance requirements can only
be satisfied by propulsion systems able to produce a maximum power that is
substantially larger than the power needed for most driving conditions.

A key element in all considerations is the on-board energy carrier system.
This element must:
1 These numerical values are only indicative. It goes without saying that the per-

formance range is very wide.
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• provide the highest possible energy density2;
• allow for the shortest possible refueling time; and
• be safe and cause no environmental hazards in production, operation, and

recycling.

The number of components that are necessary to realize modern and in
particular future propulsion systems is inexorably increasing. Improved per-
formance and fuel economy can only be obtained with complex devices. Of
course, these subsystems influence each other. The best possible results are
thus not obtained by an isolated optimization of each single component. Opti-
mizing the entire system, however, is not possible with heuristic methods due
to the “curse of exponential growth.” The only viable approach to cope with
this dilemma is to develop mathematical models of the components and to
use model-based numerical methods to optimize the system structure and the
necessary control algorithms. These models must be able to extrapolate the
system behavior. In fact, such an optimization usually takes place before the
actual components are available or requires the devices to operate in unex-
pected conditions. For these reasons, only first-principle models, i.e., models
that are based on physical laws, will be used in this text.

Of course, some of the mathematical models and methods introduced in
this text may be useful for the design of other classes of vehicles (trains,
heavy-duty trucks, etc.). However, there are clear differences3 that render the
passenger car optimization problem particularly interesting.

At least three energy conversion steps are relevant for a comprehensive
analysis of the energy consumption of passenger cars. As illustrated in Fig. 1.2,
the actual energy source is one of the available primary energy carriers (chem-
ical energy in fossil hydrocarbons, solar radiation used to produce bio mass
or electric energy, nuclear energy, etc). In a first step, this energy is converted
to an energy carrier that is suitable for on-board storage, i.e., to a “fuel”
(examples are gasoline, hydrogen, etc.). This “fuel” is then converted by the
propulsion system to mechanical energy that, in part, may be stored as ki-
netic or potential energy in the vehicle. The third energy transformation is
determined by the vehicle parameters and the driving profile. In this step,
the mechanical energy produced in the second conversion step is ultimately
dissipated to thermal energy that is deposited to the ambient. The terms
“well-to-tank,” “tank-to-vehicle,” and “vehicle-to-miles” are used in this text
to refer to these three conversion steps. Unfortunately, all of these conversion
processes cause substantial energy losses.
2 The energy density here is defined as the amount of net energy available for

propulsion purposes divided by the mass of the energy carrier necessary to gen-
erate that propulsion energy, including all containment elements but not the
on-board energy transformation devices.

3 For instance, the autonomy requirement and the dominance of part-load operation
will be relevant for the optimization problems.
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Fig. 1.2. The main elements of the energy conversion scheme.

This text will not address any control problems pertaining to the “well-to-
tank” energy conversion. The systems used for that conversion are very large
power plants, refineries, or other process engineering systems. Of course, their
average efficiency values and pollutant emission have an important impact on
the economy and ecology. However, the problems arising in that area and the
methods required to solve those problems belong to a different class.

In the next section an overview of the most important energy conversion
approaches is presented. With this information, a preliminary estimation of
the total energy consumption is possible. Note that a correct comparison is
not easy, if at all possible.4 Readers interested in a broader discussion are
referred to [34].

The main physical phenomena influencing the “vehicle-to-miles” energy
conversion will be discussed in Chap. 2. That chapter will mainly introduce
descriptions that are quasistatic (this term will be precisely defined below),

4 For instance, the total “well-to-miles” carbon dioxide emissions are often used to
compare two competing approaches. However, such a discussion is not complete
unless the “gray” energy invested in the vehicles, refineries and plants is consid-
ered. Even more difficult: how to take into account the problems associated with
nuclear waste repositories, landscape degradation caused by windmills, or nitric
oxide emission of coal-fired power plants?
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but also dynamic models will be presented. In this context, it is important
to understand the impact of the driving profile that the vehicle is assumed
to follow. As mentioned above, only those effects are considered that have a
substantial influence on the energy consumption.

The main emphasis of this text is on the modeling and optimization of the
“tank-to-vehicle” energy conversion systems. For this problem suitable math-
ematical models of the most important devices will be introduced in Chaps. 3
through 6. Chapter 7 presents methods with which the energy consumption
can be minimized. All of these methods are model-based, i.e., they rely on
the mathematical models derived in the previous chapters and on systematic
optimization procedures to find (local) minima of precisely cast optimization
problems. Eight case studies are included in Appendix I. Appendix II then
summarizes the most important facts of parameter optimization and opti-
mal control theory and Appendix III introduces the main ideas of dynamic
programming.

1.3 Upstream Processes

As mentioned above, a detailed analysis of the “well-to-tank” energy conver-
sion processes is not in the scope of this text. However, the efficiency and the
economy of these systems are important aspects of a comprehensive analysis.
For this reason a rather preliminary but nevertheless instructive overview of
the main energy conversion systems is given in this section.

Figure 1.3 shows a part of that complex network. The efficiency numbers
given in that figure are approximate and are valid for available technology.
The CO2 factors relate the amount of carbon dioxide emitted by using one
energy unit of natural gas or coal to the amount emitted when using one
energy unit of oil.5 Solar and nuclear primary energy sources are assumed to
emit no CO2, i.e., the gray energy and the associated CO2 emission are not
shown in that figure.

Only three systems are considered in Fig. 1.3 for the conversion of “fuel”
to mechanical energy: a spark-ignited (SI) or gasoline internal combustion
engine (ICE), a compression-ignited (CI) or Diesel ICE, and an electric mo-
tor. Average “tank-to-vehicle” efficiencies of these prime movers are shown in
Fig. 1.3 as well.6 The mechanical energy consumption (the “vehicle-to-miles”
efficiency) is approximated by an equation that is valid for the European test
cycle (this expression will be introduced in Sect. 2.2). With the information
shown in Fig. 1.3 it is easy to make some preliminary, back-of-the-envelope-
style calculations that, despite the many uncertainties, are quite instructive.
5 The CO2 factors reflect the different chemical composition and the different heat-

ing values. The base line is defined in Table 1.1.
6 The peak efficiencies of all of these devices are (substantially) higher. However,

the relevant data are the cycle-averaged efficiencies, which are close to the values
shown in Fig. 1.3.
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Fig. 1.3. Different paths to convert a primary energy source to mechanical energy
needed to drive a car in the MVEG-95 test cycle. Source: [69] and own data.

For that purpose Table 1.1 summarizes some of the most important parame-
ters of the fuels considered below.

Table 1.1. Main parameters of some important energy carriers (lower heating value
Hl, hydrogen-to-carbon ration H/C, and mass of CO2 emitted per mass fuel burned
ν); CNG = compressed natural gas.

Hl (MJ/kg) H/C ν

oil 43 ≈ 2 3.2

CNG (≈ methane) 50 4 2.75

coal (≈ carbon) 34 0 3.7

hydrogen 121 ∞ 0
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Figure 1.4 shows the “well-to-miles” carbon dioxide emissions of three ICE-
based powertrains. The vehicle assumed in these considerations is a standard
mid-size passenger car. The efficiency values of the gasoline and Diesel engines
are standard values as well. The efficiency of CNG engines is usually slightly
smaller than the one of gasoline SI engines [12].

Of course this analysis neglects several important factors, for instance the
greenhouse potential of methane losses in the fueling infrastructure. Neverthe-
less, the results obtained indicate that increasing the numbers of CNG engines
could be one option to reduce CO2 emissions with relatively small changes in
the design of the propulsion system. Unfortunately, as mentioned before, the
“well-to-miles” CO2 emission levels are just one element of the problem space.
In this case, the reduced energy density of CNG as on-board energy carrier
has, so far, inhibited a broader market penetration of this vehicle class. The
next section will show more details on this aspect.

CNG

0.86

Diesel

0.90

0.20

oil

gasoline

SI-ICE

refinery, transportation

vehicle

0.17

0.86

50 MJ/100 km

natural gas

SI-ICE

vehicle

0.16

50 MJ/100 km
vehicle
50 MJ/100 km

25 kg CO2 /100 km 21 kg CO2 /100 km 20 kg CO2 /100 km

Diesel

Fig. 1.4. “Well-to-miles” CO2 emission of three conventional powertrains. The ve-
hicle is described by the parameters m = 1600 kg, cd ·Af = 0.86m2, and cr = 0.013
(see Chap. 2). The fuel properties are defined in Table 1.1.

Figure 1.5 shows what amount of CO2 emissions can be expected when a
battery-electric propulsion system is employed. The base vehicle is assumed
to have the same7 parameters as the one used to compute the values shown
in Fig. 1.4. Several primary energy sources are compared in this analysis.
The two CO2-neutral8 energy sources (solar and nuclear energy) produce no

7 Of course the batteries substantially increase the vehicle mass. Here the (opti-
mistic) assumption is adopted that the recuperation capabilities of the battery
electric system compensate for the losses that are caused by this additional mass.

8 As mentioned, only the CO2 emission caused by the operation of the power plants
are considered.
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carbon dioxide emission. However, if the electric energy required to charge
the batteries is generated using fossil primary energy sources, surprisingly
different CO2 emission levels result.

In the case of a natural-gas-fired combined-cycle power plant (PP) the CO2

emission levels are substantially lower than those of traditional ICE-based
propulsion systems. However, if the other limit case (coal-fired steam turbines)
is taken into consideration, the “well-to-miles” carbon dioxide emission levels
of a battery-electric car become even worse than those of the worst ICE-based
propulsion system.9 Moreover, in the next section it will be shown that the
energy density of batteries is so small that battery electric vehicles cannot
satisfy the specifications of a passenger car as defined in Sect. 1.2.

0.91
transportation

0.8

vehicle
50 MJ/100 km

29 kg CO2 /100 km 8 kg CO2 /100 km 0 kg CO2/100 km

steam turbines PP

coal natural gas solar nuclear

battery

0.90

0.80

0.94

0.35

EM

combined cycle PP ……

grid

0.55 0.23-0.32

Fig. 1.5. “Well-to-miles” CO2 emission of a battery electric vehicle. Vehicle para-
meters as in Fig. 1.4. Battery efficiency includes charging, discharging, and power
electronic losses. The fuel properties are defined in Table 1.1.

As a last example, the estimated “well-to-miles” CO2 emission levels of
a fuel cell electric vehicle are shown in Fig. 1.6. Again, the vehicle parame-
ters have been chosen to be the same as in the conventional case. The effi-
ciency of the fuel cell system has been assumed to be around 0.40. Despite
many more optimistic claims, experimental evidence, as the one published in
9 Of course, low CO2 primary energy sources should first be used to replace the

worst polluting power plants that are part of the corresponding grid. In this
sense, each unit of additional electric energy used must be considered to have been
produced by the power plant in the grid that has the worst efficiency. Accordingly,
in the example shown in Fig. 1.5 the relevant CO2 emission number is the one
valid for coal-fired power plants.
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[212], has shown that the net efficiency of a fuel cell system will probably
be close to that figure.10 Even more uncertain are the efficiencies of on-board
gasoline-to-hydrogen reformers. Including all auxiliary devices, a net efficiency
of approximately 60–70% may be expected.

2H

oil natural gas

combined cycle PP

vehicle

0.90

0.74

EM

50 MJ/100 km

electrolysis

H  tank2

refinery, transportation

OB reformer

0.86 0.91

steam ref.

0.76

compression
0.94

0.55

0.65 (?)
F
C

0.40

gasoline tank

18 kg CO2 /100 km 12 kg CO2 /100 km 21 kg CO 2 /100 km

0.91

Fig. 1.6. “Well-to-miles” CO2 emission of a fuel cell electric vehicle. Vehicle para-
meters as in Fig. 1.4. The efficiency of the on-board gasoline-to-hydrogen reformer
is not experimentally verified. The fuel properties are defined in Table 1.1.

The main insight that can be gained from Fig. 1.6 is that as long as fossil
primary energy sources are used fuel cell electric vehicles have a potential to
reduce the “well-to-miles” CO2 emission only if the hydrogen is produced in
a steam reforming process using natural gas as primary energy source. As
shown in Fig. 1.6, fuel-cell-based powertrains have excellent “tank-to-vehicle”
but rather poor “well-to-tank” efficiencies. This fact will become very impor-
tant once renewable primary energy sources are available on a large scale. If
this comes true, then the “upstream” CO2 emission levels are zero and the
only concern will be to utilize the available on-board energy as efficiently as
possible. In this situation fuel-cell-based propulsion systems might prove to
be the best choice.
10 Fuel cells must be supercharged to achieve sufficient power densities and to exploit

in the best possible way the expensive electrochemical converters. The compres-
sors that are necessary for that consume in the order of 20–25 percent of the
electric power produced by the fuel cell [212].
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1.4 Energy Density of On-Board Energy Carriers

As mentioned above, the energy density of the on-board energy carrier is one
of the most important factors that influence all choices of propulsion systems
for individual mobility purposes. Figure 1.7 shows estimations of the corre-
sponding figures for some commonly used or often proposed “fuels.” All values
are approximate and include the average losses caused by the corresponding
“tank-to-vehicle” energy conversion system as shown in Figure 1.3.

net mechanical
propulsion energy 
divided by energy
carrier mass –
units kWh/kg

Diesel gasoline

CNG

"hot" Ni/MH Pb

2

1

H2

batterieshydrocarbons

Li-ion

Fig. 1.7. Estimates of the net energy density of several on-board energy carriers.

For Diesel and gasoline the lower values (black bars) are obtained us-
ing actual average engine efficiencies, the upper values (gray bars) are valid
for existing, but not yet standard engine systems (hybrid-electric propulsion,
downsized-supercharged gasoline engine systems, etc.).

Compressed natural gas (CNG) is stored in gaseous form. Standard engine
systems have 16% efficiency and the corresponding storage systems11 are rated
at 200 bar yielding the energy density indicated in Fig. 1.7 by a black bar.
Advanced engine systems can reach more than 20% efficiency and advanced
storage systems can go up to 350 bar,12 yielding the energy density indicated
by the gray bar.

Hydrogen may be stored under high pressure (black bar valid for 350 bar
and carbon fibre bottles) or liquefied (gray bar).13 The energy densities shown
in Figure 1.7 are based on an cycle-averaged conversion efficiency of fuel cells
of 40%. The main reason for the relatively low energy density of gaseous
hydrogen is the unfavorable ratio of heating value divided by gas constant.
11 Conventional steel bottles have a mass to volume ratio of approximately 1 kg/l;

bottles made of carbon fibres have substantially lower mass to volume ratios of
approximately 0.3-0.4 kg/l.

12 For CNG higher pressures are not foreseeable: the compression losses become too
large and outweigh the gains in energy density.

13 Of course this approach induces an additional substantial penalty of approxi-
mately 30% in the “well-to-tank” efficiency and causes problems for long-term
on-board storage since no insulation is perfect. The heat transfer to the liquid
fuel will therefore either lead to some fuel evaporation and a subsequent venting
or require a constant energy supply to avoid such evaporation losses.
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The electrochemical on-board energy carriers have the lowest energy den-
sity of those “fuels” shown in Fig. 1.7, despite the fact that the electric “tank-
to-vehicle” conversion systems have a very high conversion efficiency. State-
of-the-art batteries optimized for high energy density achieve approximately
40 Wh/kg for lead–acid, 70 Wh/kg for nickel–metal hydrides, 150 Wh/kg for
“hot” batteries such as the sodium–nickel chloride “zebra” battery, and 180
Wh/kg for lithium-ion cells.14 Taking the average “tank-to-vehicle” conver-
sion efficiency to be around 80%,15 the values illustrated in Fig. 1.7 result.
Not surprisingly, none of the several battery-electric vehicle prototypes that
have been developed in the past has ever evolved to become a mass-produced
alternative to the existing solutions.

Batteries are, however, very interesting “medium-term” energy storage
devices, which can help to improve the efficiency of other propulsion systems.
Such hybrid powertrains will be analyzed in detail in Chap. 4 and in several
case studies in Appendix I.

Note that there are several other ways to store energy on-board, notably
supercapacitors (electrostatic energy), hydraulic and pneumatic reservoirs
(potential energy), and flywheels (kinetic energy). All of these systems have
similar or even smaller net energy densities than lead acid batteries.16 How-
ever, supercapacitors and similar devices have relatively high power densities,
i.e., they may be charged and discharged with high power.17 Such “short-term”
energy storage devices can be useful for the recuperation of the kinetic energy
stored in the vehicle that would otherwise be lost in braking maneuvers. More
details on these aspects can be found in Chaps. 2 and 4.

The main point illustrated in Figure 1.7 is that with respect to energy
density, liquid hydrocarbons are unquestionably the best fuels for passenger
car applications. These fuels have several other advantages:

• the refueling process is fast (several MW of power), safe, and does not
require any expensive equipment;

• their long-term storage is possible at relatively low costs; and
• there were and still are large and easily exploitable reserves of crude oil.18

14 Unfortunately, lithium-ion cells are not yet available for automotive mass pro-
duction.

15 This figure includes the losses in the transmission, in the electric motor, in the
power electronics and in the battery discharging process.

16 Supercapacitors can reach net energy densities in the order of 5 Wh/kg. Systems
based on pneumatic air stored at 300 bars in bottles made of carbon fibre can
reach net energy densities in the order of 20 Wh/kg.

17 Batteries can also be optimized for high power density. However, in this case their
energy densities are lower than those figures indicated in Fig. 1.7.

18 Note that liquid hydrocarbons need not originate from crude oil sources. Many
approaches that use fossil (natural gas, coal, etc.) and renewable (bio Diesel,
ethanol, etc.) primary energy sources are known with which liquid hydrocarbons
can be synthesized.
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Particularly the last point is, of course, the topic of many vivid debates.
This text does not attempt to contribute to these discussions. However, follow-
ing the paradigm of a “least-regret policy,” the standing assumption adopted
here is that the improvement of the “tank-to-miles” efficiency, while satisfying
the performance and cost requirements, is worth the efforts.

1.5 Pathways to Better Fuel Economy

As illustrated in Fig. 1.2, there are essentially three possible approaches to
reducing the total energy consumption of passenger cars:

• Improve the “well-to-tank” efficiency by optimizing the upstream processes
and by utilizing alternative primary energy sources.

• Improve the “tank-to-vehicle” efficiency, as discussed below.
• Improve the “vehicle-to-miles” efficiency by reducing the vehicle mass and

its aerodynamic and rolling friction losses.

As mentioned above, the optimization of the “well-to-tank” efficiency is an
important area in itself. These problems are not addressed in this text. The
phenomena which define the “vehicle-to-miles” energy losses will be analyzed
in this text, but no attempt is made to suggest concrete approaches to reduce
these losses. In fact, the disciplines that are important for that are material
science, aerodynamics, etc. which are not in the scope of this monograph.

This text focuses on improving the “tank-to-vehicle” efficiency. Three dif-
ferent approaches are discernible on the component level and two on the sys-
tem level:

1. Improve the peak efficiency of the powertrain components.
2. Improve the part-load efficiency of the powertrain components.
3. Add the capability to recuperate the kinetic and potential energy stored

in the vehicle.
4. Optimize the structure and the parameters of the propulsion system, as-

suming that the fuel(s) used and the vehicle parameters are fixed.
5. Realize appropriate supervisory control algorithms that take advantage of

the opportunities offered by the chosen propulsion system configuration.

Items 2–5 will be discussed in detail in this text, while item 1 is not
within its scope. On one hand that optimization requires completely different
methods and tools and, on the other hand, the potential for improvements
in that area, in most cases, is rather limited. Compared to the peak effi-
ciency of Diesel (≈ 0.40) or gasoline (≈ 0.37) engines, the part-load efficiency,
which determines the actual fuel consumption in regular driving conditions,
is much smaller (on average ≈ 0.20 for Diesel and ≈ 0.17 for gasoline en-
gines). Therefore, the potential offered by improving these figures is much
larger. Optimized powertrain systems and appropriate control algorithms are
instrumental to achieve that objective.
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Vehicle Energy and Fuel Consumption –
Basic Concepts

This chapter contains three main sections: First the dynamics of the longitu-
dinal motion of a road vehicle are analyzed. This part contains a discussion of
the main energy-consuming effects occurring in the “vehicle-to-miles” part and
some elementary models that describe the longitudinal dynamics and, hence,
the drivability of the vehicle.

The influence of the driving pattern on the fuel consumption is analyzed
in the second section. The main result of this analysis is an approximation of
the mechanical energy required to make a road vehicle follow a given driving
cycle. The sensitivity of the energy consumption to various vehicle parameters
or the potential for the recuperation of kinetic energy when braking is derived
from that result.

The third section briefly introduces the most important approaches used to
predict the fuel economy of road vehicles, the main optimization problems that
are relevant in this context, and the software tools available for the solution
of these problems.

2.1 Vehicle Energy Losses and Performance Analysis

2.1.1 Energy Losses

Introduction

The propulsion system produces mechanical energy that is assumed to be mo-
mentarily stored in the vehicle. The driving resistances are assumed to drain
energy from this reservoir. This separation might seem somewhat awkward at
first glance. However, it is rather useful when one has to distinguish between
the individual effects taking place.

The energy in the vehicle is stored:

• in the form of kinetic energy when the vehicle is accelerated; and
• in the form of potential energy when the vehicle reaches higher altitudes.
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The amount of mechanical energy “consumed” by a vehicle1 when driving
a pre-specified driving pattern mainly depends on three effects:

• the aerodynamic friction losses;
• the rolling friction losses; and
• the energy dissipated in the brakes.

The elementary equation that describes the longitudinal dynamics of a
road vehicle has the following form

mv
d

dt
v(t) = Ft(t)− (Fa(t) + Fr(t) + Fg(t) + Fd(t)) , (2.1)

where Fa is the aerodynamic friction, Fr the rolling friction, Fg the force
caused by gravity when driving on non-horizontal roads, and Fd the distur-
bance force that summarizes all other not yet specified effects. The traction
force Ft is the force generated by the prime mover2 minus the force that is
used to accelerate the rotating parts inside the vehicle and minus all fric-
tion losses in the powertrain. Figure 2.1 shows a schematic representation of
this relationship. The following sections contain more information about all
of these forces.

mv ⋅g

Fa
Fd

Fr

Fg

v

α

r Ftw

Fig. 2.1. Schematic representation of the forces acting on a vehicle in motion.

Aerodynamic Friction Losses

The aerodynamic resistance Fa acting on a vehicle in motion is caused on one
hand by the viscous friction of the surrounding air on the vehicle surface. On
the other hand, the losses are caused by the pressure difference between the
front and the rear of the vehicle, generated by a separation of the air flow. For
idealized vehicle shapes, the calculation of an approximate pressure field and
1 To be thermodynamically correct, the first part of this sentence should read: The

amount of exergy transformed to useless anergy . . .
2 This force can be negative, for instance during braking phases.
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the resulting force is possible with the aid of numerical methods. A detailed
analysis of particular effects (engine ventilation, turbulence in the wheel hous-
ings, cross-wind sensitivity, etc.) is only possible with specific measurements
in a wind tunnel.

For a standard passenger car, the car body causes approximately 65% of
the aerodynamic resistance. The rest is due to the wheel housings (20%), the
exterior mirrors, eave gutters, window housings, antennas, etc. (approximately
10%), and the engine ventilation (approximately 5%) [115].

Usually, the aerodynamic resistance force is approximated by simplifying
the vehicle to be a prismatic body with a frontal area Af . The force caused
by the stagnation pressure is multiplied by an aerodynamic drag coefficient
cd(v, . . .) that models the actual flow conditions

Fa(v) =
1
2
· ρa ·Af · cd(v, . . .) · v2 . (2.2)

Here, v is the vehicle speed and ρa the density of the ambient air. The
parameter cd(v, . . .) must be estimated using CFD programs or experiments
in wind tunnels. For the estimation of the mechanical energy required to drive
a typical test cycle this parameter may be assumed to be constant.

Rolling Friction Losses

The rolling friction force is often modeled as

Fr(v, p, . . .) = cr(v, p, . . .) ·mv · g · cos(α), v > 0 , (2.3)

where mv is the vehicle mass and g the acceleration due to gravity. The term
cos(α) models the influence of a non-horizontal road. However, the situation
in which the angle α will have a substantial influence is not often encountered
in practice.

The rolling friction coefficient cr depends on many variables. The most
important influencing quantities are vehicle speed v, tire pressure p, and road
surface conditions. The influence of the tire pressure is approximately propor-
tional to 1/

√
p. A wet road can increase cr by 20% and driving in extreme

conditions (sand instead of concrete) can easily double that value. The vehicle
speed has a small influence at lower values, but its influence substantially in-
creases when it approaches a critical value where resonance phenomena start.

A typical example of these relationships is shown in Fig. 2.2. Note that the
tires reach their thermal equilibrium only after a relatively long period (a few
ten minutes). Figure 2.2 includes examples of typical equilibrium temperatures
for three speed values. For many applications, particularly when the vehicle
speed remains moderate, the rolling friction coefficient cr may be assumed to
be constant. This simplification will be adopted in the rest of this text.
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Fig. 2.2. Tire friction coefficient as a function of the vehicle speed v and variations
of the tire pressure p.

Uphill Driving Force

The force induced by gravity when driving on a non-horizontal road is conser-
vative and considerably influences the vehicle behavior. In this text this force
will be modeled by the relationship

Fg(α) = mv · g · sin(α) , (2.4)

which, for small inclinations α, may be approximated by

Fg(α) ≈ mv · g · α (2.5)

when α is expressed in radians.

Inertial Forces

The inertia of the vehicle and of all rotating parts inside the vehicle causes
fictitious (d’Alembert) forces. The inertia force induced by the vehicle mass is
included in (2.1) by the term on the left side. The inertia of the rotating masses
of the powertrain can be taken into account in the respective submodels.
Nevertheless, sometimes for rapid calculation, it may be convenient to add the
inertia of the rotating masses to the vehicle mass. Such an analysis usually
considers a prime mover and a transmission with a total transmission ratio γ.

The total3 inertia torque of the wheels is given by

3 The inertia Θw includes all wheels and all rotating parts that are present on the
wheel side of the gear box. The speed of all wheels ωw is assumed to be the same.
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Tm,w(t) = Θw ·
d

dt
ωw(t) (2.6)

and it acts on the vehicle as an additional inertia force Fm,w = Tm,w/rw,
where rw is the wheel radius. Usually, the wheel slip is not considered in a
first approximation, i.e., v = rw · ωw. In this case

Fm,w(t) =
Θw

r2w
· d
dt
v(t) . (2.7)

Consequently, the contribution of the wheels to the vehicle overall inertia is
given by the following term

mr,w =
Θw

r2w
. (2.8)

Similarly, the inertia torque of the engine is given by

Tm,e(t) = Θe ·
d

dt
ωe(t) = Θe ·

d

dt
(γ · ωw(t)) = Θe ·

γ

rw
· d
dt
v(t) , (2.9)

where Θe is the total moment of inertia of the powertrain4 and ωm its rota-
tional speed. Again, assuming no wheel slip, this torque is transferred to the
wheels as a force

Fm,e(t) =
γ

rw
· Tm,e(t) = Θe ·

γ2

r2w
· d
dt
v(t) . (2.10)

Note that this expression is only valid if the gear box has an efficiency of 100%.
Since the powertrain inertia is added to the larger vehicle inertia, the errors
caused by that simplification are usually small and often may be neglected.

Assuming a constant gear ratio γ, the force (2.10) corresponds to an ad-
ditional vehicle mass of

mr,e =
γ2

r2w
·Θe . (2.11)

In summary, the equivalent mass of the rotating parts is approximated as
follows

mr = mr,w +mr,e =
1
r2w

·Θw +
γ2

r2w
·Θe (2.12)

and it should be added to the vehicle mass mv in (2.1). The total gear ratio
γ/rw appears quadratically in this expression. Accordingly, for high gear ratios
(lowest gears in a standard manual transmission), the influence of the rotating
parts on the vehicle dynamics can be substantial and may, in general, not be
neglected.
4 The inertia Θe includes the engine inertia and the inertia of all rotating parts

that are present on the engine side of the gear box.
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2.1.2 Performance and Drivability

General Remarks

Performance and drivability are very important factors that, unfortunately,
are not easy to precisely define and measure. For passenger cars, three main
quantifiers are often used:

• top speed;
• maximum grade at which the fully loaded vehicle reaches the legal top-

speed limit; and
• acceleration time from standstill to a reference speed (100 km/h or 60mph

are often used).

These three quantifiers are discussed below.

Top Speed Performance

For passenger cars, the top speed is often not relevant because that limit is
substantially higher than most legal speed limits. However, in some regions
and for specific types of cars that information is still provided. This limit is
mainly determined by the available power and the aerodynamic resistance.5

Neglecting all other losses, the maximum speed is obtained by solving the
following power balance

Pmax ≈
1
2
· ρa ·Af · cd · v3

max , (2.13)

where Pmax is the maximum traction power available at the wheels. The
relevant information contained in this equation is the fact that the power
demand depends on the cube of the vehicle speed. In other words, the engine
power must be doubled in order to increase the top speed by 25%.

Uphill Driving

For trucks and any other vehicles that carry large loads, a relevant perfor-
mance metric is the uphill driving capability. The relationship between Pmax

and the maximum gradient angle αmax is obtained by neglecting in (2.1) all
the resistance forces but Fg

Pmax ≈ mv · vmin · g · sin(αmax) , (2.14)

where vmin is the desired uphill speed. For a given rated power and a minimum
speed, this equation yields the maximum uphill driving angle. This discussion
is not complete without an analysis of the influence of the gear box. However,
that analysis deserves to be treated in some detail and this discussion is thus
deferred to Chap. 3.
5 At that speed, the power consumed to overcome rolling friction is typically one

order of magnitude smaller than the power dissipated by the aerodynamic friction.
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Acceleration Performance

The most important drivability quantifier is the acceleration performance.
Several metrics are used to quantify that parameter. In this text the time
necessary to accelerate the vehicle from 0 to 100 km/h is taken as the only
relevant information. This value is not easy to compute exactly because it
depends on many uncertain factors and includes highly dynamic effects. An
approximation of this parameter can be obtained as shown below.
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Fig. 2.3. Comparison between acceleration times as published by the manufacturers
and values calculated with (2.16) for v0 = 100 km/h.

The energy required to accelerate the vehicle from standstill to any velocity
v0 is given by

E0 =
1
2
·mv · v2

0 . (2.15)

If all the resistance forces in (2.1) are neglected, the energy E0 is also the
energy that has to be provided by the powertrain to accomplish the acceler-
ation required. Accordingly, the mean power P̄ that has to be provided by
the engine is P̄ = E0/t0, where t0 is the time available for the acceleration.
An approximation, which takes into account the varying engine speed and
the neglected losses, is obtained by choosing P̄ ≈ Pmax/2, where Pmax is the
maximum rated power. Consequently, a simple relation between the acceler-
ation time and the maximum power of the engine is given by the following
expression

t0 ≈
v2
0 ·mv

Pmax
. (2.16)
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Figure 2.3 shows the comparison between the acceleration times as pub-
lished by various manufacturers and as estimated using the approximation
(2.16) for v0 = 100 km/h. Although this relationship is based on many sim-
plifying assumptions, its predictions of the acceleration times agree well with
measured data of gasoline engines. For Diesel engines the agreement is not as
good, but the approximation (2.16) still yields acceptable estimates.

2.1.3 Vehicle Operating Modes

From the first-order differential equation (2.1), the vehicle speed v can be
calculated as a function of the force Ft. Depending on the value of Ft, the
vehicle can operate in three different modes:

• Ft > 0, traction, i.e., the engine provides a propulsion force to the vehicle;
• Ft < 0, braking, i.e., the brakes dissipate kinetic energy of the vehicle, the

engine can be engaged or disengaged (to consider fuel cut-off); and
• Ft = 0, coasting, i.e., the engine is disengaged and the resistance losses of

the vehicle are exactly matched by the decrease of its kinetic energy.

v

time  t

traction

braking

solution (2.19)

coasting

Fig. 2.4. Modes of vehicle motion.

For the limit case Ft = 0 on a horizontal road and without disturbances,
the coasting velocity vc(t) of the vehicle can be computed by solving the
following ordinary differential equation derived from (2.1)

d

dt
vc(t) =

−1
2 ·mv

· ρa ·Af · cd · v2
c (t)− g · cr (2.17)

= −α2 · v2
c (t)− β2

For vc > 0, this equation can be integrated in closed form yielding the result
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vc(t) =
β

α
· tan

{
arctan

(
α

β
· vc(0)

)
− α · β · t

}
. (2.18)

This solution is important because it can be used to define the three main
operating modes of the vehicle. As shown in Fig. 2.4, the vehicle is in:

• traction mode if the speed decreases less than the coasting velocity vc(t)
would decrease when starting at the same initial speed;

• braking mode if the speed decreases more than the coasting velocity vc(t)
would decrease when starting at the same initial speed; and

• coasting mode if the vehicle speed and the coasting speed vc(t) coincide
for a finite time interval.

Therefore, once a test cycle (see Sect. 2.2) has been defined, using (2.18) it
is possible to decide for each time interval in what mode a vehicle is operated
without requiring any information on the traction force Ft. Particularly for the
MVEG–95 cycle this analysis is straightforward and yields the result indicated
in the lowest bar (index “trac” for traction mode) in Fig. 2.6.

2.2 Mechanical Energy Demand in Driving Cycles

2.2.1 Test Cycles

Test cycles consisting of standardized speed and elevation profiles have been
introduced to compare the pollutant emissions of different vehicles on the
same basis. After that first application, the same cycles have been found to
be useful for the comparison of the fuel economy as well. In practice, these
cycles are often used on chassis dynamometers where the force at the wheels
is chosen to emulate the vehicle energy losses while driving that specific cy-
cle (see Sect. 2.1.1). These tests are carried out in controlled environments
(temperature, humidity, etc.), with strict procedures being followed to reach
precisely defined thermal initial conditions for the vehicle (hot soak, cold soak,
etc.). The scheduled speed profile is displayed on a monitor6 while a test driver
controls the gas and brake pedals such that the vehicle speed follows these
reference values within pre-specified error bands.

There are several commonly used test cycles. In the United States, the
federal urban driving cycle (FUDS) represents a typical city driving cycle,
while the federal highway driving cyle (FHDS) reflects the extra-urban driving
conditions. The federal test procedure (FTP–75) is approximately equal to one
and a half FUDS cycle, but it also includes a typical warm-up phase. The first
FUDS cycle is driven in cold-soak conditions. The second half of the FUDS
cycle (hot soak) is driven after a 10-minute engine-off period. The cold start
is important to assess the pollutant emissions (engine and catalyst warming

6 For vehicles with manual transmission, the requested gear shifts are also signalled
on the driver’s monitor.
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Fig. 2.5. US test cycle FTP–75 (Federal Test Procedure), length: 11.12miles
(17.8 km), duration: 1890 s, average speed: 21mph (9.43m/s).

up) but the fuel consumption is also influenced by the cold-start conditions
(higher engine friction), though not as dramatically as the pollutant emissions.

In Europe, the urban driving cycle (ECE) consists of three start-and-stop
maneuvers. The combined cycle proposed by the motor vehicle expert group
in 1995 (MVEG–95) repeats the ECE four times (the first with a cold start)
and adds an extra-urban portion referred to as the EUDC. The Japanese
combined cycle is the 10–15 mode, consisting of three repetitions of an urban
driving cycle plus an extra-urban portion. Figures 2.5 and 2.6 show the speed
profiles for the American and the European cycles. Note that for manual
transmissions, the MVEG–95 prescribes the gear to be engaged at each time
instant.7
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Fig. 2.6. European test cycle MVEG–95, gears 1–5, “c”: clutch disengaged, “trac”:
traction time intervals. Total length: 11.4 km, duration: 1200 s, average speed: urban
5.12 m/s, extra-urban 18.14m/s, overall 9.5m/s. The cycle includes a total of 34 gear
shifts.

7 This restriction is not particularly reasonable. Using the additional degrees of
freedom associated with a flexible gear selection can considerably improve the
fuel economy. This will become clearer in the subsequent chapters.
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Of course, real driving patterns are often much more complex and de-
manding (speeds, accelerations, etc.) than these test cycles. All automotive
companies have their in-house standard cycles, which better reflect the aver-
age real driving patterns. For the sake of simplicity, in this text the FTP and
MVEG–95 cycles will be used in most cases. The methods introduced below,
however, are applicable to more complex driving cycles as well.

2.2.2 Mechanical Energy Demand

Introduction

In the following subsection the mechanical energy is determined that is re-
quired to make a vehicle follow the MVEG–95 cycle. A key role in these
considerations is played by the mean tractive force F̄trac. The concept of a
mean tractive force is particularly useful for the evaluation of a first tentative
value for the fuel consumed by a propulsion system and to discuss various
aspects of the “vehicle-to-miles” energy conversion step.

The mean tractive force F̄trac is defined as follows

F̄trac =
1
xtot

·
∫

t∈trac

F (t) · v(t) dt , (2.19)

where xtot =
∫ tmax

0
v(t) dt is the total distance of the cycle and trac is the set

of all time intervals where Ft(t) > 0, i.e., those parts of the cycle in which the
vehicle drives in traction mode8 as defined in Sect. 2.1.3.

Note that in the MVEG–95 cycle the vehicle is never operated in coasting
mode. As mentioned above, in braking mode the vehicle does not require any
mechanical energy because the aerodynamic and rolling friction losses are
covered by the decreasing kinetic energy of the vehicle. The additional vehicle
energy that must be dissipated in these phases is either transformed into heat
by the brakes or converted to another energy form if the vehicle is equipped
with an energy recuperation device. The last mode, stopped, does not cause
any mechanical energy losses either. However, if the engine is not shut down
in these phases, this part leads to additional fuel consumption referred to as
idling losses.

The evaluation of the integral used to define the mean tractive force is
accomplished by a discretization in time of the drive cycle as follows (more
on this approach will be said in the next section). The velocity profile of a test
cycle is defined for the given time instants v(ti) = vi, ti = i · h, i = 0, . . . , n.
Accordingly, the speed used to compute the mean tractive force is the average
speed

v(t) = v̄i =
vi + vi−1

2
, ∀ t ∈ [ti−1, ti) . (2.20)

8 In the MVEG–95 cycle the vehicle is in traction mode approximately 60% of the
total cycle time.
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Similarly, the acceleration is approximated by

a(t) = āi =
vi − vi−1

h
, ∀ t ∈ [ti−1, ti) . (2.21)

Therefore, an approximation of the tractive force (2.19) can be found using
the expression

F̄trac ≈
1
xtot

·
∑

i∈trac

F̄trac,i · v̄i · h , (2.22)

where the partial summation i ∈ trac only covers the time intervals during
which the vehicle is in traction mode.

Case 1: No Recuperation

According to Sect. 2.1.1, the total tractive force F̄trac includes contributions
from three different effects

F̄trac = F̄trac,a + F̄trac,r + F̄trac,m , (2.23)

with the three forces caused by aerodynamic and rolling friction and acceler-
ation resistance defined by

F̄trac,a ≈
1
xtot

· 1
2
· ρa ·Af · cd ·

∑
i∈trac

v̄3
i · h ,

F̄trac,r ≈
1
xtot

·mv · g · cr ·
∑

i∈trac

v̄i · h , (2.24)

F̄trac,m ≈ 1
xtot

·mv ·
∑

i∈trac

āi · v̄i · h .

The sums and the distance x0 in these equations depend only on the driving
cycle and not on the vehicle parameters. For the MVEG–95, the ECE cycle,
and the EUDC, the following numerical values can easily be found

1
xtot

·
∑

i∈trac

v̄3
i · h ≈ {319, 82.9, 455} ,

1
xtot

·
∑

i∈trac

v̄i · h ≈ {0.856, 0.81, 0.88} , (2.25)

1
xtot

·
∑

i∈trac

āi · v̄i · h ≈ {0.101, 0.126, 0.086} .

Once the driving cycle is chosen, (2.22) allows for a simple estimation of
the mean tractive force as a function of the vehicle parameters mv, Af , cd, and
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cr. The mean tractive force is equal to Ē, the average energy consumed per
distance travelled. When the latter is expressed using the units kJ/100 km,
the relationship between the two quantities is Ē = 100 · F̄trac. In these units,
the energy consumed in the MVEG–95 cycle is given by

ĒMV EG−95 ≈ Af ·cd ·1.9 ·104+mv ·cr ·8.4 ·102+mv ·10 (kJ/100 km) , (2.26)

where, to simplify matters, the physical parameters air density ρa (at sea
level) and acceleration g have been integrated in the constants. Considering
typical values for the vehicle parameters, the three contributions in this sum
are of the same order of magnitude.

Case 2: Perfect Recuperation

Equation (2.22) is valid for the case that none of the vehicle’s kinetic energy
is recuperated when braking. In the opposite case, with perfect recuperation
(recuperation device of zero mass and 100% efficiency), the energy spent to
accelerate the vehicle is completely recuperated during the braking phases. As
a consequence, the mean force F̄ does not have any contributions F̄m caused
by acceleration losses, i.e.,

F̄ = F̄a + F̄r . (2.27)

However, in the full recuperation case, the mean force must include the losses
caused by aerodynamic and rolling resistances also during the braking phases.
In this case, (2.24) must be replaced by

F̄a ≈
1
xtot

· 1
2
· ρa ·Af · cd ·

n∑
i=1

v̄3
i · h ,

(2.28)

F̄r ≈
1
xtot

·mv · g · cr ·
n∑

i=1

v̄i · h ,

with the following numerical values valid for the MVEG–95, the ECE, and
the EUDC cycles

1
xtot

·
n∑

i=1

v̄3
i · h ≈ {363, 100, 515},

(2.29)

1
xtot

·
n∑

i=1

v̄i · h = {1, 1, 1}.

With these results, an approximation can be derived that is similar to
(2.26) of the mechanical energy Ērec,MV EG−95 needed to drive 100 km in the
MVEG–95 cycle. In the case of full recuperation this quantity is given by

Ērec,MV EG−95 ≈ Af · cd · 2.2 · 104 +mv · cr · 9.81 · 102 (kJ/100 km) . (2.30)
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Fig. 2.7. Comparison of the energy demand in the MVEG–95 cycle for a full-
size car (left) and a light-weight car (right). A mean force of 1N is equivalent to
27.78Wh mechanical energy per 100 km. The lower heating value for Diesel fuel is
approximately 10 kWh/l.

Examples

Figure 2.7 shows the mean tractive force and the corresponding specific en-
ergy demand in the MVEG–95 cycle for two different vehicles. On the basis of
the fuel’s lower heating value, a full-size passenger car (without recuperation)
requires per 100 km travelled distance an amount of mechanical energy that
corresponds to 1.16 l of Diesel fuel.9 This result is obtained by inserting the
vehicle parameters shown in Fig. 2.7 into (2.26). In the case of perfect recu-
peration (a 100% efficient recuperation device with no additional mass), the
corresponding value, obtained by using (2.30), is 0.89 l of Diesel fuel. In the
best case, i.e., when equipped with an ideal recuperation device, a hypotheti-
cal advanced light car would require the equivalent of about 0.39 l Diesel fuel
per 100 km. Without recuperation, the corresponding value would be 0.54 l
Diesel fuel per 100 km.

It is worthwhile repeating that even in the case with no additional recuper-
ation device the vehicle utilizes some of its kinetic energy to drive parts of the
cycle. As illustrated in Fig. 2.7, out of the mean tractive force necessary for
the acceleration, F̄trac,m of (2.24), only the quantity F̄m,b is later dissipated
as heat by the brakes. The remaining portion F̄m,r is used to overcome the
driving resistances in the non-traction phases.
9 Of course, due to the losses in the engine and in the other components of the

powertrain, the actual fuel consumption is much higher.



2.2 Mechanical Energy Demand in Driving Cycles 27

2.2.3 Some Remarks on the Energy Consumption

Comparison of Different Vehicle Classes

Using the result of (2.26), some typical numerical values of the mechanical
power needed to drive the tractive parts of the MVEG–95 cycle can be esti-
mated. As shown in Table 2.1 for a selection of automobile classes, the aver-
age tractive power P̄MV EG−95 necessary to drive the MVEG–95 cycle is much
smaller than the power Pmax necessary to satisfy the acceleration require-
ments. For instance, a standard full-size car only needs an average of 7.1 kW
to follow the MVEG–95 cycle.10 However, using (2.16), the power necessary
to accelerate the same vehicle from 0 to 100 km/h in 10 seconds is found to
be around 115 kW. For a light-weight car, the numbers change in magnitude,
but the ratio remains approximately the same.

Table 2.1. Numerical values of the average and peak tractive powers for different
vehicle classes.

SUV full-size compact light-weight

Af · cd 1.2 m2 0.7 m2 0.6 m2 0.4 m2

cr 0.017 0.013 0.012 0.008

mv 2000 kg 1500 kg 1000 kg 750 kg

P̄MV EG−95 11.3 kW 7.1 kW 5.0 kW 3.2 kW

Pmax 155 kW 115 kW 77 kW 57 kW

This discrepancy between the small average power and the large power
necessary to satisfy the drivability requirements is one of the main causes for
the relatively low fuel economy of the current propulsion systems. In fact, as
shown in the next section in Fig. 2.13, the efficiency of IC engines strongly
decreases when these engines are operated at low torque. Several solutions to
this part-load problem will be discussed in the subsequent chapters.

Sensitivity Analysis

As discussed in the previous sections, the mean tractive force necessary to
drive a given cycle depends on the vehicle parameters Af · cd, cr, and mv.
Their relative influence can be evaluated with a sensitivity analysis. In the
context of this vehicle energy consumption analysis, a meaningful definition
of the sensitivity is

Sp = lim
δp→0

[ĒMV EG−95(p+ δp)− ĒMV EG−95(p)]/ĒMV EG−95(p)
δp/p

, (2.31)

10 The last acceleration in the highway part of the MVEG–95 cycle requires the
largest power. For this full-size vehicle this power is around 34 kW.
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where ĒMV EG−95 is the cycle energy as defined by (2.26). The variable p
stands for any of the three parameters Af · cd, cr, or mv. Its variation is
denoted by δp. The sensitivity (2.31) can also be written as

Sp =
∂ĒMV EG−95

∂ p
(p) · p

ĒMV EG−95(p)
(2.32)

with the three partial derivatives

∂ĒMV EG−95

∂ (Af · cd)
= 1.9 · 104

∂ĒMV EG−95

∂ cr
= mv · 8.4 · 102 (2.33)

∂ĒMV EG−95

∂ mv
= (cr · 8.4 · 102 + 10)
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Fig. 2.8. Sensitivities (2.31) of the mechanical energy consumption in the MVEG–
95 cycle with respect to the three main vehicle parameters. Two cases: full-size car
(left); advanced light-weight vehicle (right).

Figure 2.8 shows the sensitivities of a typical full-size car and of an ad-
vanced light-weight vehicle. Two facts are worth mentioning:

• In the case of a standard vehicle, the sensitivity Smv is by far the most
important. Accordingly, the most promising approach to reduce the me-
chanical energy consumed in a cycle is to reduce the vehicle’s mass.11

11 Of course this assertion neglects several aspects (economy, safety, . . . ). The full
picture, which unfortunately is very difficult to obtain, would include the cost
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• The relative dominance of the vehicle’s mass on the energy consumption is
not reduced when an advanced vehicle concept is analyzed. For this reason,
the idea of recuperating the vehicle’s kinetic energy will remain interesting
for this vehicle class as well.

As shown in the sensitivity analysis, the vehicle mass mv plays a very
important role for the estimation of the energy demand of a vehicle. Therefore,
Fig. 2.9 shows the mean tractive force and the corresponding equivalent of
Diesel fuel as a function of the vehicle mass. Contradicting the measured
fuel consumption data, the mechanical energy consumption in the test cycle
is smaller than the corresponding value for the vehicle driving at constant
highway speeds. As will become clear in the subsequent chapters, the reason
for this fact is again to be found in the low efficiency of standard IC engines
at part-load conditions.
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Fig. 2.9. Affine dependency of the mean force on the vehicle mass for the MVEG–
95 and three values of constant speed. The example is valid for an advanced vehicle
with the parameters {Af · cd, cr} = {0.4m2, 0.008}.

Figure 2.10 shows the influence of the vehicle mass and the cycle-averaged
powertrain efficiency on the carbon dioxyde emissions of a passenger car.12 A
limit of 140 g/km can be reached with standard Diesel engines (cycle-averaged
efficiency around 0.2) and small to medium-size vehicle (vehicle mass around
1200 kg). If a limit of 120 g/km is to be reached, either a substantial reduction

sensitivity as well. This figure, which indicates how expensive it is to reduce the
parameter p, multiplied by the sensitivities (2.31), would show which approach is
the most cost effective.

12 For the sake of simplicity the aerodynamic and rolling friction parameters are
kept constant.
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of vehicle mass or a substantial increase of powertrain efficiency is needed. As
mentioned above, this text focuses on the latter approach. However, it must
be emphasized that very-low fuel consumptions and CO2 emissions can only
be reached by combining these two approaches.

maximum
vehicle mass

120 g/km

140 g/km

1200

1600

800

cycle-averaged efficiency

0.16 0.20 0.24 0.28

Fig. 2.10. Maximum vehicle mass permitted as a function of cycle-averaged power-
train efficiency if the CO2 emissions are to remain below 140 g/km and 120 g/km,
respectively. The other vehicle parameters are {Af · cd, cr} = {0.7 m2, 0.012}.

Realistic Recuperation Devices

So far it has been assumed that the device used to recuperate the vehicle’s
kinetic energy causes no losses (in both energy conversion directions) and has
no mass. Of course, the total recuperation efficiency ηrec of all real recuper-
ation devices will be smaller than 100%. Realistic values are around 60%.13

Moreover, the recuperation device will increase the mass of the vehicle by
mrec, which in turn causes increased energy losses.

Therefore, the total energy that can be recuperated ∆Ērec is substantially
smaller than the theoretic maximum ∆Ērec,max given by the difference of
(2.26) and (2.30)

∆Ērec,max = ĒMV EG−95 − Ērec,MV EG−95(mrec = 0) . (2.34)

The actual value of the energy Ē(ηrec,mrec) necessary to drive the MVEG–
95 cycle when a recuperation device with efficiency ηrec and mass mrec is
13 Note that this figure represents two energy conversions: first from kinetic to, say,

electrostatic energy stored in a supercapacitor during braking and then back again
into kinetic energy during acceleration.
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Fig. 2.11. Energy demand in the MVEG–95 cycle of a vehicle equipped with a
recuperation device with mass mrec and efficiency ηrec, normalized by the energy
ĒMV EG−95 consumed by a vehicle without recuperation device. The example is valid
for a vehicle with the parameters {Af · cd, cr, mv} = {0.7 m2, 0.012, 1500 kg}.

installed is obtained by linear interpolation between the two extreme cases
(2.26) and (2.30) and by considering the additional mass of the recuperation
device

Ē(ηrec,mrec) = Ērec,MV EG−95(mrec)

+(1− ηrec) ·
[
ĒMV EG−95(mrec)− Ērec,MV EG−95(mrec)

]
= Af · cd ·

[
2.2 · 104 − (1− ηrec) · 3 · 103

]
+cr · (mv +mrec) ·

[
9.8 · 102 − (1− ηrec) · 1.4 · 102

]
+(1− ηrec) · 10 · (mv +mrec) .

(2.35)
For a typical mid-size car Fig. 2.11 shows the normalized energy recupera-

tion potential as a function of the mass and the efficiency of the recuperation
device. The maximum recuperation potential is approximately 25% in the hy-
pothetical case ηrec = 1 and mrec = 0. With the realistic values ηrec ≈ 0.6
and mrec ≈ 100 kg, only slightly more than 10% of the energy necessary to
drive the MVEG–95 cycle can be recuperated.
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2.3 Methods and Tools for the Prediction of Fuel
Consumption

Once the mechanical energy required to drive a chosen test cycle is known, the
next step is to analyze the efficiency of the propulsion system. Three possible
approaches are introduced in this section. More details on each of the three
methods are discussed in the subsequent chapters and, in particular, in the
case studies included in Appendix I.

2.3.1 Average Operating Point Approach

This method is often used for a first preliminary estimation of the fuel con-
sumption of a road vehicle. The key point is to lump the full envelope of all
engine operating points into one single representative average operating point
and to compute the fuel consumption of the propulsion system at that regime.

This approach requires a test cycle to be specified a priori. Once the driv-
ing pattern is chosen, the mean mechanical power at the wheel P̄v can be
estimated with the methods discussed in the last section. This information is
then used to “work backwards” through the powertrain.

Note that only the tractive part of the drive cycle is relevant for that
calculation. In the coasting or braking parts of the cycle the propulsion system
can operate at idle, with a concomitant idling fuel consumption, or at “fuel
cut-off,” with no fuel consumed at all. The example of Sect. 3.3.2 includes a
discussion of these points for the case of a standard IC engine powertrain.

gear box
tank

ηe ⋅Pf

engine

ηa ⋅ ηe ⋅Pf ηg⋅ ηa ⋅ηe ⋅Pf

vehicle

Pf =
*m ⋅ Hl

auxiliaries & clutch

Pv

f

Fig. 2.12. Illustration of the components considered in the fixed operating point
approach for the case of a conventional IC engine powertrain.

Figure 2.12 shows the components relevant for such an analysis for the
case of a conventional IC engine powertrain. This figure illustrates:

• the losses caused by the gear box and differential (lumped into one device
for the sake of simplicity) represented by the efficiency ηg;

• the losses caused by the auxiliary devices (generation of electric energy,
power steering, etc.) and the clutch represented by the efficiency ηa; and
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• the losses caused by the IC engine represented by the efficiency ηe.

With P̄f being the fuel power consumed by the engine, the overall power
balance

P̄v = ηg · ηa · ηe · P̄f (2.36)

permits the computation of the mean fuel mass flow
∗
m̄f = P̄f/Hl , (2.37)

where Hl is the fuel’s lower heating value.
The engine efficiency ηe can be estimated using approximations, such as the

Willans rule introduced in the next chapter, or using measured engine maps.
Figure 2.13 shows such a map. Note that ηe strongly depends on engine torque,
whereas the engine speed has less of an influence. In the mean operating point
approach, one characteristic engine torque and one characteristic engine speed
must be found. These data points follow from the power P̄v consumed at the
wheels, the mean vehicle velocity v̄, and the mean gear ratio γ̄. Section 3.3.2
contains an example that shows in detail how to apply this approach to a
standard ICE powertrain.

400
200

600
800

0
50

100
150 0.1

0.2

Te Nm
ω e rad /s

ηe -

Fig. 2.13. IC engine efficiency as a function of engine torque and speed.

The average operating point method is able to yield reasonable estimates
of the fuel consumption of simple powertrains (IC engine or battery electric
propulsion systems). It is not well suited to problems in which complex propul-
sion systems must be optimized. In particular it does not offer the option of
including the effect of energy management strategies in these computations.

2.3.2 Quasistatic Approach

In quasistatic simulations, the input variables are the speed v and the accel-
eration a of the vehicle as well as the grade angle α of the road.14 With this
14 Regulatory test cycles or driving patterns recorded on real vehicles can be used.
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information, the force Ft is computed that has to be acting on the wheels
to drive the chosen profile for a vehicle described by its main parameters
{Af · cd, cr,mv}. In this step the vehicle is assumed to run at constant speed
v, acceleration a, and grade α for a (short) time period h. Once Ft is known,
the losses of the powertrain are considered by a power balance similar to the
one expressed in (2.36) that was introduced in the last section. The fuel con-
sumption during the time interval t ∈ [(i− 1) · h, i · h) is calculated using an
equation similar to (2.37).

Evidently, the average operating point method and the quasistatic method
are very similar. The only difference is that in the latter approach the test cycle
is divided into (many) intervals in which the average operating point method
is applied. For each time interval, the constant speed and acceleration that
the vehicle is required to follow are given by (2.20) and (2.21), respectively.

The basic equation used to evaluate the force required to drive the chosen
profile is Newton’s second law (2.1) as derived in the previous section. Using
this equation, the force is calculated as follows

F̄t,i = mv · āi + Fr,i + Fa,i + Fg,i (2.38)

= mv · āi +
1
2
· ρa ·Af · cd · v̄2

i + cr ·mv · g cos(αi) +mv · g · sin(αi) .

The rotating parts can be included by adding the massmr (2.12) to the vehicle
mass.

In the quasistatic approach the velocity and accelerations are assumed to
be constant in a time interval h chosen small enough to satisfy this assumption.
Usually this time interval is constant (in the MVEG–95 and FTP–75 cycles h
is equal to 1 s) but the quasistatic approach can be extended to a non-constant
value of h.

If the driving profile contains idling or slow-speed phases, the propulsion
system can be operated at very low loads in the corresponding time inter-
vals. Therefore, the efficiency of the energy converters cannot be mapped as
shown in Fig. 2.13. In fact, at very low loads (or torques, in the case of an
IC engine), the efficiency approaches zero, with the consequence that small
measurement uncertainties can cause substantial errors in the estimation of
the fuel consumption. Figure 2.14 illustrates a more suitable approach for the
representation of the efficiency of an IC engine. Similar maps can be obtained
for other energy converters.

In this approach, the fuel consumption necessary to sustain a pre-defined
torque and speed combination is directly mapped to the torque-speed plane.
This representation allows a visualization of the idling losses and the fuel cut-
off limits. If the deceleration of the vehicle provides enough power to cover,
in addition to the aerodynamic and rolling friction losses of the vehicle itself,
the losses of the complete propulsion system (friction losses of the powertrain,
power consumed by the auxiliaries, engine friction and pumping losses, etc.),
the fuel may be completely cut off.
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Fig. 2.14. IC engine fuel consumption in liters per hour as a function of engine
torque and speed.

For the example of a standard IC engine powertrain, Fig. 2.15 shows the
simplified structure of an algorithm that computes on a digital computer the
vehicle’s fuel consumption using the quasistatic method. For relatively simple
powertrain structures the algorithm illustrated in Fig. 2.15 can be compactly
formulated using a vector notation for all variables (speed, tractive force, etc.).
This form is particularly efficient when using Matlab.15

repeat until i>n

initialization,  i=0, J=0

input velocity v, gear ratio γ and clutch status c (driving profile)

compute engine speed ω m

ω   < ω eie

interpolate maximum engine torque T        from engine map

compute consumption ΔJ  using the engine map

noyes

T   > Te

i=i+1

noyes e,max

i

and c=open

report error
and abort

J=J+ΔJi

ΔJ = idling
consump-
tion

i e,max

Fig. 2.15. Structure of an algorithm for quasistatic fuel consumption.

The quasistatic method is well suited to the minimization of the fuel con-
sumption of complex powertrain structures. With this approach it is possible
15 Matlab/Simulink is a registered trademark of TheMathWorks, Inc., Natick, MA.
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to design supervisory control systems that optimize the power flows in the
propulsion system. The influence of the driving pattern can be included in
these calculations. Despite these capabilities, the numerical effort remains rel-
atively low. The main drawback of the quasistatic method is its “backward”
formulation, i.e., the physical causality is not respected and the driving profile
that has to be followed has to be known a priori. Therefore, this method is
not able to handle feedback control problems or to correctly deal with state
events.

Experiments on engine dynamometers are one option to verify the quality
of the predictions obtained by quasistatic simulations. Figure 2.16 shows a
picture of a typical engine dynamometer system. The electric motor shown
on the left side in that picture is computer-controlled such that it produces
the braking torque that the engine, shown on the right side, would experience
when installed in the simulated vehicle while driving the pre-specified driving
cycle.

Fig. 2.16. Photograph of an engine test bench.

Modeling the propulsion system with the methods introduced in this text
and simulating the behavior of the vehicle while following the MVEG-95 test
cycle yields results similar to the ones shown in Fig. 2.17. While substantial
deviations do occur for short time intervals, the overall fuel economy predic-
tions are surprisingly accurate.

2.3.3 Dynamic Approach

The dynamic approach is based on a “correct” mathematical description of
the system.16 Usually, the model of the powertrain is formulated using sets of
ordinary differential equations in the state-space form
16 Of course, no model will exactly describe the system behavior. Modeling errors

must be taken into account by appropriate robustness guarantees in the later
design steps.
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Fig. 2.17. Comparison of measured and simulated fuel consumption.

d

dt
x(t) = f(x(t), u(t)), x(t) ∈ <n, u ∈ <m , (2.39)

but other descriptions are possible, e.g., partial differential equations or equa-
tions with differential and algebraic parts. The formulation (2.39) may be
used to describe many dynamic effects in powertrains. While some of these
effects are relevant for the estimation of the fuel consumption (engine tem-
perature dynamics, etc.) certain others are not (inlet manifold dynamics of
SI engines, EGR rate dynamics in Diesel engines, etc). Most of the relevant
effects are relatively slow, while the fast effects are significant for the opti-
mization of comfort, drivability, and pollutant emission. Readers interested
in these effects are referred to [137] and [100]. The slower effects that are
important for the optimization of the fuel economy will be discussed in the
subsequent chapters.

Equation (2.39) is the starting point for a plethora of feedforward and
feedback system analysis and synthesis approaches. Readers interested in these
approaches are referred to the standard textbooks, e.g. [131], [261], [120]. Note
that in the dynamic method the inputs to the powertrain model are the same
signals as those that are present in the real propulsion system. Accordingly, a
module that emulates the behavior of the driver has to be included in these
simulations.

The description (2.39) is very versatile and many optimization problems
can only be solved using the dynamic method. Notable examples of such prob-
lems are the design of feedback control systems or the detection and correct
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handling of state events in optimization problems. The drawback of using
(2.39) and the associated analysis and synthesis approaches is the relatively
high computational burden of these methods. For this reason, this text em-
phasizes the quasistatic methods. Dynamic methods are only chosen when no
other option is available.

2.3.4 Optimization Problems

At least three different layers of optimization problems are present in most
vehicle propulsion design problems:

• structural optimization where the objective is to find the best possible
powertrain structure;

• parametric optimization where the objective is to find the best possible
parameters for a fixed powertrain structure; and

• control system optimization where the objective is to find the best possible
supervisory17 control algorithms.

Of course, these three tasks are not independent. Unfortunately, a com-
plete and systematic optimization methodology that simultaneously considers
all three problem layers is still missing. Moreover, the notion of an optimal
solution is somewhat elusive in the sense that to find an optimum very re-
stricting assumptions often must be adopted.

The chosen driving profile will also substantially influence the results and
in this context the distinction between causal and non-causal solutions is
relevant in the design of supervisory control algorithms. The first set of so-
lutions can be directly used in real driving situations because the output of
the control system only depends on actual and past driving profile data. Non-
causal control algorithms also utilize future driving profile data to produce
actual control system outputs. Clearly, such an approach is only possible in
situations where the complete driving profile is known at the outset.

This situation can arise when trip planning instruments become generally
available (GPS-based navigation, on-line traffic situation information, etc.).
Even more important is the role of non-causal optimal solutions as bench-
marks for causal solutions. A causal solution only can approach this result.
Its “distance” from the non-causal optimum is a good indicator of the quality
of a causal solution. In fact, if a causal solution achieves 95% of the benefits of
the non-causal approach, there is little room for further improvements, such
that refining the causal control system might not be worthwhile.

In summary, the minimization of the fuel consumption of a powertrain,
in general, is not a simple and straightforward problem that can be com-
pletely solved with systematic procedures. Many iteration loops and intuitive
17 In the context of this book the emphasis is on those control algorithms that

produce the set points for all low-level control loops. Such systems will be denoted
by the term supervisory controllers.
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shortcuts are necessary in all but the simplest cases. Only well-defined par-
tial problems can be solved using systematic optimization problems. The case
studies shown in Appendix I exemplify this part of the design procedure, and
the main mathematical tools used in this analysis are introduced in Appendix
II and Appendix III.
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Fig. 2.18. Energy domains relevant for the modeling and optimization of vehicle
propulsion systems. Also shown are the feasible energy conversion paths (reversible
with double arrows, non-reversible with single arrows) [210].

2.3.5 Software Tools

General Remarks

Most non-trivial system analysis and synthesis problems can only be solved
using numerical approaches. For that purpose efficient and reliable numerical
computer tools must be available. The basic functions of such tools usually
are provided by general-purpose software packages. Using these functions,
tools specifically developed for the systems analyzed in this text can then be
developed.

Such a software package must fulfill at least the following requirements:

• it allows for the interconnection of all relevant powertrain elements even
if they operate in different energy domains (see Fig. 2.18);

• it allows for the scaling of all powertrain elements such that parametric
optimizations can be accomplished; and

• it integrates well with the visualization and numerical optimization tools
provided by the underlying general-purpose software package.
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Quasistatic Simulation Tools

For quasistatic simulations, the ADVISOR18 software package is often used.
More information is available at the URL http://www.avl.com/advisor.
Originally, this program was developed by the National Renewable Energy
Laboratory (NREL). For more information on the previous versions of that
software see http://www.ctts.nrel.gov/analysis/advisor.html.

The examples shown in this text have been calculated with the QSS Tool-
box. The QSS Toolbox is a collection of Matlab/Simulink blocks and the
appropriate parameter files that can be run in any Matlab/Simulink environ-
ment. This package is available for academic purposes and can be downloaded
at the URL http://www.imrt.ethz.ch/research/qss/.

The QSS Toolbox fulfills the three requirements stated at the beginning of
this section. The issue of scalability is discussed in the subsequent chapters.
The interconnectability is guaranteed by interface structures that are compat-
ible with the quasistatic method. Figure 2.19 shows some of the QSS Toolbox
elements. Two examples that use the QSS Toolbox have been included in this
text (see the example in Sect. 3.3.3 and the case study 8.1).
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Fig. 2.19. Interfaces of main blocks of a QSS simulation environment. ICE = IC
engine, FA = fuel amplifier (fuel control), FT = fuel tank, EM = electric motor, PA
= power amplifier (current control), BT = battery, GB = gear box, FC = fuel cell,
SC = supercapacitor.

Complex powertrain structures can be built with the basic blocks shown
in Fig. 2.19. Figure 2.20 shows the example of a fuel-cell electric powertrain
that includes a supercapacitor element for load-leveling purposes. A similar
setup was used in [6] to analyze the potential for CO2 reduction of fuel cell
systems. The block “SEC” in Fig. 2.20 represents the supervisory energy con-
trol algorithm. Based on its two inputs Pe (the total required electric power)
and U2 (the supercapacitor voltage that indicates the amount of electrostatic

18 ADVISOR is a registered trademark of AVL, Graz, Austria



2.3 Methods and Tools for the Prediction of Fuel Consumption 41

energy stored in that device), it controls the amount of electric power that
the fuel cell FC and the supercapacitor SC have to produce.19
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Fig. 2.20. Top level of a QSS Toolbox model of a fuel-cell electric powertrain
(detailed model description in [6]). Blocks not yet introduced so far: DP = driving
profile, V = vehicle, SEC = supervisory energy control system.

Dynamic Simulation Tools

Many packages are available for the dynamic simulation of powertrain systems.
The main problem encountered with the usual tools like Matlab/Simulink is
the missing flexibility when the system topology is changed. Such a change
usually requires a complete redesign of the mathematical model. Attempts
have been made to improve this situation. Notably the approach proposed
by the Dymola/Modelica software tools is cited by several authors as a very
promising step in that direction (see for instance [252]).

Since in this text the emphasis is on the quasistatic approach, that set
of tools is not used in the subsequent parts. The few problems of dynamic
system simulation and optimization are solved using classical software tools.

19 Of course the power balance Pe = Pe1 + Pe2 has to be satisfied.
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IC-Engine-Based Propulsion Systems

In this chapter, standard IC-engine-based propulsion systems are analyzed us-
ing the tools that will be later applied for the optimization of more complex
powertrains. The main components of IC-engine-based propulsion systems are
the engine and the gear box. Clutches or torque converters, which also are part
of such a powertrain, are needed during the relatively short phases in which the
engine must be kinematically decoupled from the vehicle. As shown in the first
section of this chapter, in the context of this book the engine may be described
by an engine map and two normalized engine variables. The second section
shows how the gear ratios must be chosen to satisfy drivability requirements.
Once these two components and the main vehicle parameters are specified,
estimations of the fuel consumption can be made using any of the methods
introduced in the previous chapter. The third section of this chapter includes
two examples of such an analysis.

3.1 IC Engine Models

3.1.1 Introduction

As mentioned in the previous chapter, two different descriptions of the power-
train elements are used in this text: the quasistatic and the dynamic formula-
tion. For IC engines, the corresponding input and output variables are shown
in Fig. 3.1. The thermodynamic efficiency of such a device is defined by

ηe =
ωe · Te

Pc
, (3.1)

where ωe is the engine angular speed, Te the engine torque, and Pc the en-
thalpy flow1 associated with the fuel mass flow
1 The index c stands for “chemical” because the fuel carries the energy in the form

of chemical energy.
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∗
mf = Pc/Hl , (3.2)

where Hl is the fuel’s lower heating value.
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Fig. 3.1. Engine input and output variables in the quasistatic and in the dynamic
system description.

The thermodynamic efficiency ηe of IC engines mainly depends on the
engine speed and torque. The modeling of all relevant phenomena is a vast and
well-documented area. A rich literature exists that describes the important
points of this topic. The standard text [110] summarizes the main ideas and
contains references to many other publications. In Sect. 3.1.3 below, simplified
formulations of the dependency ηe(ωe, Te) are shown that are suitable for the
purposes of this text.

The variables Te and ωe have a clear physical interpretation. Unfortu-
nately, their range depends on the specific engine that is modeled (size, ge-
ometry, etc.). For this reason, normalized variables are introduced in the next
section. Using these variables, the engine size can be used as an optimization
parameter.

3.1.2 Normalized Engine Variables

When the engine runs in steady-state conditions, two normalized variables
describe its operating point. These two quantities are the mean piston speed

cm =
ωe · S
π

(3.3)

and the mean effective pressure

pme =
N · π · Te

Vd
, (3.4)

where ωe is the engine speed, Te the engine torque, Vd the engine’s displace-
ment, and S its stroke. The parameter N depends on the engine type: for a
four-stroke engine N = 4 and for a two-stroke engine N = 2 must be inserted
in (3.4).
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Obviously, the mean piston speed is the piston speed averaged over one
engine revolution. It is limited at the lower end by the idling speed limit and
at the upper end by aerodynamic friction in the intake part and by mechanical
stresses in the valve train. Typical maximum values of cm are below 20 m/s.

The mean effective pressure is that amount of constant pressure that must
act on the piston during one full expansion stroke to produce that amount of
mechanical work that a constant engine torque Te produces during one engine
cycle. For naturally aspirated engines the maximum value of pme is around
106 Pa (10 bar). Typical turbocharged Diesel engines reach maximum mean
effective pressures close to 20 bar. Even higher values are possible with special
supercharging devices (twin turbochargers, pressure-wave superchargers, etc.).

The key advantages of using the normalized engine variables cm and pme

are that their range is approximately the same for all2 engines and that they
are not a function of the engine size. Since for engines of similar type the speed
boundaries vary less than the torque limits, engine maps are often shown in
practice with cm replaced by ne, i.e., the engine speed in rpm.

For a fixed mean effective pressure and a mean piston speed, the equation

Pe = z · π
16
·B2 · pme · cm (3.5)

describes how the mechanical power Pe produced by the engine correlates
with the number of cylinders z and the cylinder bore B.

With (3.5) it is possible to estimate the necessary engine size once the
desired rated engine power Pmax has been chosen. For instance, if a light-
weight vehicle with mv = 750 kg plus a payload of 100 kg is designed to reach
100 km/h in t0 = 15 s, an estimation of the necessary rated power of 45 kW
is obtained using the the approximation (2.16). Assuming the engine to be a
naturally aspirated one, (3.5) indicates that the choice z = 3 and B = 0.067 m
are reasonable values.3

3.1.3 Engine Efficiency Representation

The engine efficiency (3.1) is often plotted in the form of an engine map.
Figure 3.2 shows such a map of the engine specified in the last section. On top
of the pme = 0 line, this map shows the engine efficiency as calculated with
a standard thermodynamic engine process simulation program. No mixture
enrichment at high loads is considered in these calculations. For that reason
the best efficiencies are reached at full load conditions. Also shown are the
constant power curves and the estimated maximum mean effective pressure
limits.
2 Of course the engines have to be of the same type, e.g., naturally aspirated SI

engines.
3 A four-cylinder configuration would require a bore B which is too small to yield

a satisfactory thermodynamic efficiency.
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As mentioned in Sect. 2.3, engine maps similar to the one shown in Fig. 3.2
are not the only way to describe the engine efficiency. It is easy to convert
this form to the “fuel-flow” description that is used in Fig. 2.14.
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Fig. 3.2. Engine map computed with a thermodynamic process simulation pro-
gram. Naturally aspirated SI engine, strictly stoichiometric air/fuel mixture. Engine
parameters: displaced volume Vd = 710 ·10−6 m3, bore and stroke B = S = 0.067 m,
compression ratio ε = 12.

Quite often it is possible to further simplify the engine model. A very sim-
ple, but nevertheless rather useful approximation is the Willans description
[210], [274]. In this approach the engine mean effective pressure is approxi-
mated by

pme ≈ e(ωe) · pmf − pme0(ωe) , (3.6)

where the input variable pmf is the fuel mean pressure. This variable is the
mean effective pressure that an engine with an efficiency of 100% would pro-
duce by burning a mass mf of fuel with a (lower) heating value Hl

pmf =
Hl ·mf

Vd
. (3.7)

The parameter e(ωe) stands for the indicated engine efficiency, i.e., the ef-
ficiency of the thermodynamic energy conversion from chemical energy to
pressure inside the cylinder. The parameter pme0 summarizes all mechanical
friction and pumping losses in the engine. For a specific engine system, these
two parameters significantly depend mainly on the engine speed. Figure 3.2
contains two curves in the lower part that exemplify these dependencies.4

4 In this example, the mean friction pressure is larger than in most modern engines.
This fact is a consequence of the small engine size chosen in this example.
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A parametrization using low-order polynomials or spline functions is usually
sufficient. For preliminary computations the variables e and pme0 are often
assumed to be constant parameters.

3.2 Gear-Box Models

3.2.1 Introduction

Gear boxes are elements that transform the mechanical power provided by a
power source at a certain speed ω1 and torque T1 to a different speed ω2 and
torque T2 level. Neglecting all losses that are caused by such a device, the
following relations are valid

ω1 = γ · ω2, T2 = γ · T1 , (3.8)

where γ is the gear ratio.
As usual, a quasistatic and a dynamic formulation may be used to describe

this element. The corresponding inputs and outputs are shown in Fig. 3.3.
Mathematical models of these devices are introduced in this section and later
in Chap. 4.

(a) Quasistatic approach

(b) Dynamic approach
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Fig. 3.3. Gear box input and output variables in the quasistatic and in the dynamic
system description.

In addition to gear boxes most powertrains include devices that kinemat-
ically decouple the prime mover from the vehicle. Two types are commonly
used: friction clutches (dry or wet) and hydraulic torque converters. These
devices will be described in Sect. 3.2.4.

3.2.2 Selection of Gear Ratios

The ratio of the maximum to the minimum speed of a standard IC engine is
limited to a value of approximately 10 for SI engines and to a value of 6 for
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Diesel engines. Clearly, this is not sufficient for most practical applications.
Excluding the very small speed values when the clutch or the torque converter
are slipping, the ratio of the maximum to the minimum speed of a standard
vehicle has a value of around 30. Accordingly, a gear box must be added to
the powertrain. This device must realize a minimum gear ratio of five to meet
the standard driving requirements.

Three types of gear boxes are encountered in practical applications:

• manual gear boxes, which have a finite number of fixed gear ratios and are
manually operated by the driver;

• automatic transmissions, which combine a fixed number of gear ratios
with a gear shift mechanism and a hydrodynamic torque converter or an
automated standard clutch; and

• continuously variable transmissions (CVTs), which are able to realize any
desired gear ratio within the limits of this device.

Choosing the gear ratios requires the solution of a complex optimization
problem [78]. In a first iteration, the gear box efficiency and its dynamic
properties may be neglected. The largest gear ratio (the smallest gear in a
manual gear box) is often chosen to meet the towing requirements. Using
(2.4), this gear ratio is found to be

γ1 =
mv · g · rw · sin(αmax)

Te,max(ωe)
. (3.9)

The maximum engine torque Te,max depends on the engine speed ωe. For this
reason iterations may become necessary.

The smallest gear ratio (the highest gear in a manual gear box) can be
chosen either to reach the top-speed limit or to maximize the fuel economy.
These two approaches can be combined by choosing the second-smallest gear
to satisfy the maximum speed requirements and the smallest gear to maximize
the fuel economy (“overdrive” configuration). This approach is chosen in the
example illustrated in Fig. 3.4. In this case, to determine the ratio of the
fourth gear, first the following equation5 must be solved for vmax

Pe,max = vmax · Fmax = vmax ·
(
mvgcr(vmax) +

1
2
ρaAfcdv

2
max

)
. (3.10)

In general, this equation must be solved numerically. If cr may be assumed
to be constant, a third-order polynomial equation results. Using Cartan’s
formula, it can be proven that in this case only one real solution of (3.10)
exists such that no ambiguities arise.

Once the achievable top vehicle speed vmax and the top engine speed
cm,max are known, the gear ratio γ4 is found using the following equation

5 This equation is similar to (2.13). However, it includes the rolling friction losses
that become relevant in this context.
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γ4 =
r · cm,max · π
vmax · S

. (3.11)

With this information, the vehicle resistance curves can be plotted in the
engine map. Figure 3.4 shows the resulting resistance curves for the light-
weight vehicle and the three-cylinder engine used as an example in this section.

The fifth gear can be chosen according to several fuel-economy optimiza-
tion criteria. One possibility is to choose a value with which the vehicle can run
at the most frequently used city speed without violating the smooth-running
limits. In the case illustrated in Fig. 3.4 that speed is assumed to be 50 km/h.
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e

Fig. 3.4. Engine map 3.2 combined with two vehicle resistance curves (fourth and
fifth gears on horizontal road) for the vehicle specified in Sect. 3.1.2. The grey square
indicates the MVEG–95 average operating point.

Of course, there are many other criteria that must be observed when choos-
ing the gear ratios. In all cases, the gear spread, i.e., the ratio of two neigh-
boring gear ratios, must remain within certain boundaries. A geometric law
is often chosen6

γk = κ · γk−1, k = 2, . . . , kmax, κ ≈ 2
3
. (3.12)

Moreover, when using gear boxes that have discrete values of gear ratios, gear-
box gaps cannot be avoided. As illustrated by the shaded areas in Fig. 3.5,
such gear boxes cannot exploit the full traction potential of the engine. The
condition (3.12) ensures that these regions do not become too large.

An example of a model-based numeric optimization of the gear ratios is
shown in Appendix I in Case Study 8.1.
6 Of course, only rational gear ratios can be realized in practice.
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Fig. 3.5. Traction force Ft as a function of vehicle speed v at maximum engine
power Pmax. The hyperbola is realizable using a CVT and the five dome-shaped
regions using a manual gear box with five different gear ratios. Also shown are the
total vehicle driving-resistance curves for three different values of constant road
inclinations. Vehicle parameters {Af · cd, cr, mv} = {0.4m2, 0.008, 850 kg}; engine
map as illustrated in Fig. 3.2.

3.2.3 Gear-Box Efficiency

The main dynamic effects caused by gear boxes have been discussed in
Sect. 2.1.1. However, the result summarized in (2.11) is only valid if the effi-
ciency ηgb of the gear box is 100%. Of course, this is not realistic. The losses
caused by gear boxes and similar powertrain components depend on many
influencing factors: speed, load, temperature, etc., just to name the most im-
portant ones. Figure 3.6 displays the structure of the system analyzed in this
section and illustrates the variables that will be important in this analysis.

γ,  η
T1Te

Tv

ωe

Θe Θv

ωw
gb

ICE vehicle

T2

Fig. 3.6. Illustration of the definitions relevant for the modeling of the gear-box
efficiency.
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An approximation of the losses in gear boxes can be formulated using an
affine dependency between the gear box input and output power

T2 · ωw = egb · T1 · ωe − P0,gb(ωe), T1 · ωe > 0 , (3.13)

where P0,gb is the power that the gear box needs to idle at an engine speed
ωe. Equation (3.13) is valid when the vehicle is in traction mode. If T1 ·ωe < 0
a similar equation can be formulated to describe the losses in the gear box
that affect the fuel cut-off torque

T1 · ωe = egb · T2 · ωw − P1,gb(ωe), T1 · ωe < 0 . (3.14)

For automotive cog-wheel gear boxes, typical values for egb are between 0.95
and 0.97. Depending on the size of the gear box and on its lubrication system,
the idling losses P0,gb can reach up to 3% of the rated power of the gear box.

The evaluation of the efficiency of CVTs is discussed in Chap. 5, where
hybrid-inertial vehicles are treated.

3.2.4 Losses in Friction Clutches and Torque Converters

During those phases in which the vehicle and the engine speed are not
matched, the powertrain has to be kinematically decoupled. For that pur-
pose either friction clutches or hydrodynamic torque converters are used in
practice. Figure 3.7 illustrates the structure of the powertrain and the corre-
sponding main system variables.

γ,  η
T1,eωe

Θv

ωw
gb

vehicle

ωgbT1,gb

Fig. 3.7. Illustration of the definitions relevant for the modeling of the clutch and
torque converter efficiency.

Friction Clutches

Dry- or wet-friction clutches have no torque amplification capability, i.e., their
input and output torques are identical

T1,e(t) = T1,gb(t) = T1(t) ∀ t . (3.15)

Friction clutches produce substantial losses only during the first acceler-
ation phase when the vehicle starts at zero velocity. If the engine speed ωe
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is assumed to be constant during this start phase, the clutch dissipates the
following amount of mechanical energy

Ec =
1
2
·Θv · ω2

w,0 , (3.16)

where ωw,0 is that wheel velocity at which the clutch input speed ωe and the
output speed ωgb coincide for the first time. The inertia Θv includes the vehicle
inertia and all inertias due to the rotating parts located after the clutch. The
amount of energy dissipated does not depend on the clutch torque profile
during the clutch-closing process.

u=1

Δω

Ta

Tb

Δω0Δω0-

-

-

T1,max

u=0

Ta

Tb

Fig. 3.8. Approximation of the maximum torque of a friction clutch.

Note that during all phases in which the clutch is slipping, the torque T1(t)
at the gear box input is not limited by the engine but is defined by the clutch
characteristics and its actuation system. As illustrated in Fig. 3.8, the clutch
torque T1(t) depends on the speed difference ∆ω(t) = ω1,e(t) − ω1,gb(t) and
on the actuation input u(t)

T1(t) = T1,max(∆ω(t)) · u(t), 0 ≤ u(t) ≤ 1 . (3.17)

The maximum clutch torque can be approximated by

T1,max(t) = sign(∆ω(t)) ·
[
Tb − (Tb − Ta) · e−|∆ω(t)|/∆ω0

]
. (3.18)

The parameters ∆ω0, Ta and Tb must be determined experimentally. In gen-
eral, they depend on the temperature and wear of the clutch.

Torque Converters

Most automatic transmissions consist of an automated cog-wheel gear system
and a hydraulic torque converter. The latter device produces additional losses
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in those operating phases in which it is not locked up. The losses incurred in
these phases can be modeled as shown below.

The torque at the input of the converter may be modeled as follows

T1,e(t) = ξ(φ(t)) · ρh · d5
p · ω2

e(t) . (3.19)

The converter input speed ωe(t) (the “pump speed”) has a strong influence
on the converter input torque, but the speed ratio

φ(t) =
ωgb(t)
ωe(t)

(3.20)

is important as well. The parameters ρh and dp stand for the density of the
converter fluid and for the pump diameter, respectively. The function ξ(φ)
must be determined using experiments. Its qualitative form is illustrated in
Fig. 3.9.

The converter output torque T1,gb, which in this case may be larger than
the input torque, is determined by the pump–turbine interaction

T1,gb = ψ(φ(t)) · T1,e(t) . (3.21)

The function ψ(φ) must be experimentally determined as well. Qualitatively,
it will have a form similar to the one shown in Fig. 3.9. Equations (3.19) and
(3.21) are valid in steady-state conditions. However, since the fluid dynamic
processes inside the torque converter are substantially faster than the typical
time constants of the vehicle longitudinal dynamics, the fluid dynamic effects
may often be neglected.

ψ(φ)

φ   (−)0 0.5 1.0

ξ(φ)

(-)

Fig. 3.9. Qualitative representation of the main parameters of a torque converter.

With these preparations, the efficiency of the torque converter in traction
mode is easily found to be

ηtc =
ωgb · T1,gb

ωe · T1,e
= ψ(φ) · φ . (3.22)
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3.3 Fuel Consumption of IC Engine Powertrains

3.3.1 Introduction

In the following two sections the two methods introduced in the last chapter
in Sects. 2.3.1 and 2.3.2 are used to predict the fuel consumption of an ex-
perimental light-weight vehicle. The powertrain consists of a downsized high-
speed SI engine and a manual cog-wheel gear box. The vehicle is a standard
small four-seat passenger car with improved aerodynamics and rolling friction
parameters.

The data of this vehicle are similar to those of the experimental SmILE pro-
totype that was developed and realized by Swissauto/WENKO AG, Burgdorf
Switzerland.7 A picture of that vehicle is shown in Fig. 3.10. A detailed de-
scription of that project and its results can be found in [103].

Fig. 3.10. The SmILE vehicle, courtesy Swissauto/WENKO AG, Burgdorf.

3.3.2 Average Operating Point Method

At this point all the elements have been introduced that are needed to estimate
the fuel consumption of a conventional powertrain using the approach intro-
duced in Sect. 2.3.1. The lightweight vehicle analyzed in this section is charac-
terized by its main parameters {Af · cd, cr,mv} = {0.4 m2, 0.008, 750 kg}. The
engine analyzed below is the one whose main characteristics are illustrated in
Fig. 3.2.

Using (2.23) and (2.24), and adding a payload mass of 100 kg to the ve-
hicle mass, the mean traction force at the wheel F̄trac necessary to drive the
7 The engine developed in that project was a downsized supercharged SI engine.

That approach proved to be very effective to improve the part-load efficiency of
a stoichiometrically operated SI engine.
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MVEG–95 cycle is found to be approximately 210 N. This yields an average
traction power at the wheels of approximately

P̄trac =
F̄trac · v̄
trac

=
210 N · 9.5 m/s

0.6
≈ 3.3 kW . (3.23)

The parameter trac denotes the time fraction in which the vehicle is in traction
mode (see Fig. 2.6) and the mean power P̄trac is the relevant information
needed to compute the engine load.8

The powertrain is assumed to include a conventional cog-wheel gear box
and friction clutch. Using (3.13) the power at the input of the gear box can
be estimated to be

P1 =
1
egb

·
(
P̄trac + P0,gb

)
=

1
0.97

· (3.3 kW + 0.3 kW) ≈ 3.7 kW . (3.24)

The auxiliaries, including the electric power generator, and the friction
clutch consume some of the power produced by the engine. In this approach
the losses caused by the auxiliaries are taken into account by an additional
average mechanical power P̄aux of 0.25 kW. This value is rather low, i.e., the
vehicle is assumed to have no power steering and no air conditioning.

According to (3.16), each start causes an energy loss of

Ec =
1
2
·Θv · ω2

w,0 =
1
2
·mv · v2

0 =
1
2
· 850 kg · (3 m/s)2 ≈ 3.8 kJ . (3.25)

In the MVEG–95 on average one start from rest occurs every kilometer. Since
in this cycle the average velocity is 9.5m/s, such an event takes place ev-
ery 105 s. Accordingly, the average power consumed by the starts is around
3.8 kJ/105 s ≈ 35 W.

In summary, during the traction phases the engine has to produce the
average power P̄e = (3.7 + 0.25 + 0.035) kW ≈ 4 kW. Therefore, assuming a
mean piston speed of c̄m = 6m/s,9 the engine is operated with an average
mean effective pressure p̄me of approximately 2.5 bar. This value is obtained
by inserting the engine parameters into (3.5).

The efficiency of the engine at that operating point is found using (3.6),
whereas the numerical values for e(cm) and pme0(cm) are taken from Fig. 3.2

ηe =
pme

pmf
=

e(cm) · pme

pme + pme0(cm)
≈ 0.4 · 2.5 bar

2.5 bar + 1.6 bar
≈ 0.24 . (3.26)

Therefore, the average fuel power consumed by the engine in the MVEG–
95 cycle is approximately

P̄f = trac · P̄e/ηe = 0.6 · 4 kW/0.24 ≈ 10 kW . (3.27)

8 To obtain the correct average fuel consumption, the factor 1/trac will be com-
pensated later in (3.27).

9 For the engine specified this corresponds to approximately 2700 rpm.
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This corresponds to a fuel flow of
∗
V f = P̄f/ (Hl · ρf ) . (3.28)

Assuming standard RON–95 gasoline and inserting the corresponding numer-
ical values of Hl = 43.5 · 106 J/kg for the fuel’s lower heating value and
ρf = 0.75 kg/l for its density yields a fuel consumption of approximately
3.1 ·10−4 l/s or, with the value of 9.5 m/s for the average speed in the MVEG–
95 cycle, of approximately 3.3 l/100 km.

So far it has been assumed that in all braking and idling phases the engine
is shut down. While it is easy to cut off fuel in the braking phases, automatic
starters that avoid idling losses are more expensive and, thus, most engines
have non-zero idling losses.

The idling fuel mean pressure can be estimated from (3.6) by setting
pme = 0

pmf,0 = pme0(ωe,idle)/e(ωe,idle) (3.29)

from which the fuel flow follows to be
∗
V f,idle = pmf,0 ·

Vd

Hl · ρf
· cm,idle

N · S
. (3.30)

Choosing cm,idle = 2.5m/s as the idling mean piston speed10 and assuming a
four-stroke engine yields the following numerical values

∗
V f,idle = 4 · 105 Pa · 710 · 10−6 m3

43.5 · 106 J/kg · 0.75 kg/l
· 2.5 m/s
4 · 0.067 m

≈ 8.3 · 10−5 l/s .

(3.31)
In the MVEG–95 cycle the engine is idling for approximately 300 s. Accord-
ingly, in that cycle the fuel spent for idling is approximately

300 s · 8.3 · 10−5 l/s · 100/11.4 km ≈ 0.2 l/100 km . (3.32)

This figure has to be added to the 3.3 l/100 km used for vehicle propulsion.
The sum of 3.5 l/100 km is the estimated total fuel consumption for the chosen
example of a lightweight vehicle and downsized engine system. Cold-start
losses and other detrimental effects not considered so far are likely to increase
that figure somewhat.

3.3.3 Quasistatic Method

In this section a quasistatic approach is used to predict the fuel consump-
tion of the vehicle and powertrain described in the previous section. The QSS
toolbox serves as the computational platform for the powertrain modeling
and simulation. Figure 3.11 shows the top layer of the resulting model de-
scription. Readers familiar with Matlab/Simulink will immediately recognize
the characteristic elements of that software tool.
10 For the engine chosen in this example this corresponds to approximately 1100 rpm.

This is a reasonable value for such a small engine.
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Fig. 3.12. Structure of the block “IC engine” of Fig. 3.11.

As an example, the contents of the block “IC engine” are shown in
Fig. 3.12. The complete model, including all necessary system parameters,
is part of the QSS toolbox package that may be downloaded at the URL
http://www.imrt.ethz.ch/research/qss/. The interested reader is referred
to that source for a detailed description of all elements of that module.

Simulating the behavior of this powertrain yields a total fuel consumption
of 3.6 l/100 km in the MVEG–95 cycle. This value correlates well with the
value of 3.5 l/100 km obtained in the last section.

In fact, as Fig. 3.13 shows, the engine is operated with many different
load/speed combinations. Such a variability offers many opportunities for en-
ergy optimization, particularly if more than one mechanical power source
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Fig. 3.13. Engine operating points of the example of this section for the MVEG–95
cycle. Also shown is the average operating point used in the previous section.

and energy storage device are available. Accordingly, for hybrid vehicles the
average-point method may not be applied. In these cases, reliable fuel con-
sumption estimations must be based on quasistatic simulations that include
the supervisory control loops. Figure 3.13 must be analyzed with some care.
In fact, the distribution of the load/speed points must be complemented by
information on the frequency of these points. A representation similar to the
one shown in Fig. 3.14 helps to understand which engine operation points are
relevant.
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Fig. 3.14. Distribution and frequency of the engine operating points (square root
of the number of counts for each non-zero engine load/speed point).
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Electric and Hybrid-Electric Propulsion
Systems

While in conventional ICE-based vehicles the energy carrier is a fossil fuel,
electric and hybrid-electric propulsion systems are characterized by the pres-
ence of an electrochemical or electrostatic energy storage system. Moreover, at
least one electric motor is responsible — totally or partially — for the vehicle
propulsion.

In this chapter, first purely electric vehicles will be briefly discussed. Then
various types of hybrid-electric vehicles will be introduced. The subsequent sec-
tions describe the quasi-stationary and the dynamic models of typical electric
components of such vehicles, including electric motors/generators, electro-
chemical batteries, and supercapacitors. The modeling representations of an
electric power bus, a torque coupler, and a planetary gear set are added as
separate sections due to the importance of the mentioned components in most
hybrid-electric powertrains. A mean-value analysis of the energy consumption
of various powertrain configurations concludes the chapter.

4.1 Electric Propulsion Systems

Purely electric propulsion systems (electric vehicles, EVs, or battery-electric
vehicles, BEVs) are characterized by an electric energy conversion chain up-
stream of the drive train, roughly consisting of a battery (or another electricity
storage system) and an electric motor with its controller. The resulting vehicle
is not autonomous (see the definition in the Introduction), since the energy
density of batteries does not permit sufficient driving autonomy. Moreover,
the time required for recharging is usually not negligible, and surely larger
than the typical refueling time of ICE-based vehicles. For these reasons, only
some brief considerations on the energy performance of such vehicles will be
presented here.

Some passenger cars appearing on the market in the last years have been
equipped with electric propulsion systems. Asynchronous AC, permanent-
magnet AC, or DC machines are all used as traction motors, with a peak
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power in the range from 20 to 50 kW. The key component is the battery,
which is usually of the nickel–metalhydrate or of the nickel–cadmium type,
even though newer technologies (e.g., lithium-ion) have been demonstrated
already. The energy density typically ranges from 30 to 65Wh/kg. Top speed
normally does not exceed 100 km/h, while the range is typically between 75
and 95 km per charge, but it may reach 100 km in the newer models. Typi-
cal values for the electric energy consumption are 15–30 kWh/100 km, which
means that the overall efficiency ranges from 40 to 60% [157, 46, 136].

The arguments listed in Sects. 1.3 and 1.4 seem to suggest that the most
suitable application of EVs is in micro-cars for use in urban contexts, especially
within car-sharing organizations. However, whether the technology of battery-
electric vehicles will have a future in the 21st century or not, and under which
conditions, is still a matter of debate [105, 267, 170, 72].

4.2 Hybrid-Electric Propulsion Systems

In contrast to ICE-based and battery-electric vehicles, hybrid vehicles are
characterized by two or more prime movers and power sources. Usually, the
term “hybrid vehicle” is used for a vehicle combining an engine and an electric
motor. More appropriately, such a combination should be called a hybrid-
electric vehicle (HEV), since other, different “hybrid” configurations have been
proposed (see Chap. 5 for mechanical, pneumatic, and hydraulic hybrids and
Chap. 6 for fuel cell vehicles).

In general, an HEV includes an engine (see Chap. 3) as a fuel converter
or irreversible prime mover (fuel cells are treated in Chap. 6; gas turbines
or Stirling engines are not considered here1). As electric prime movers, dif-
ferent types of motors (standard DC, induction AC, brushless DC, etc.) are
used. In some configurations, a second electric machine is required, which
acts primarily as a generator. The electric energy storage system is usually an
electrochemical battery, though supercapacitors may be used in some proto-
types. Sections 4.3 – 4.5 describe motor, battery, and supercapacitor models,
respectively.

One of the main motivations for developing HEVs is the possibility to
combine the advantages of the purely electric vehicles, in particular zero local
emissions, with the advantages of the ICE-based vehicles, namely high energy
and power density. HEVs can profit from various possibilities for improving
the fuel economy with respect to ICE-based vehicles. In principle, it is possible
to:

1. downsize the engine and still fulfill the maximum power requirements of
the vehicle;

1 Gas turbines and Stirling engines have been proposed in series hybrid configura-
tions, where they are operated in their preferred steady-state conditions. However,
the low efficiencies of these two thermal engines have kept them from gaining gen-
eral acceptance.
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2. recover some energy during deceleration instead of dissipating it in friction
braking;

3. optimize the energy distribution between the prime movers;
4. eliminate the idle fuel consumption by turning off the engine when no

power is required (stop-and-start); and
5. eliminate the clutching losses by engaging the engine only when the speeds

match.

These possible improvements are partially counteracted by the fact that HEVs
are about 10–30% heavier than ICE-based vehicles [122, 116].

Generally, not all the possibilities (1)–(5) are used simultaneously. The
following section describes the different types of hybrid-electric vehicles de-
veloped or proposed and their modes of operation.

4.2.1 System Configurations

Hybrid-electric vehicles are classified into three main types:

• Parallel hybrid: both prime movers operate on the same drive shaft, thus
they can power the vehicle individually or simultaneously.

• Series hybrid: the electric motor alone drives the vehicle. The electricity
can be supplied either by a battery or by an engine-driven generator.

• Series-parallel, or combined hybrid: This configuration has both a
mechanical and an electrical link.

Additionally, certain new concepts have been introduced that cannot be
adequately classified into either of the three basic types. For these concepts,
the term “complex” hybrid is sometimes used [45, 116].

Series HEVs

Series hybrid propulsion systems utilize the internal combustion engine as an
auxiliary power unit (APU) to extend the driving range of a purely electric
vehicle. Using a generator, the engine output is converted into electricity that
can either directly feed the motor or charge the battery (Fig. 4.1). Regener-
ative braking is possible using the traction motor as a generator and storing
the electricity in the battery (point 2 in Sect. 4.2). The engine operation is
not related to the power requirements of the vehicle (4), thus the engine can
be operated at a point with optimal efficiency and emissions (3). An added
advantage may be the fact that the transmission does not require a clutch,
i.e., the engine is never disengaged since it is mechanically decoupled from the
drive axle (5). However, a series hybrid configuration needs three machines:
one engine, one electric generator, and one electric traction motor. At least
the traction motor2 has to be sized for the maximum power requirements of
2 Possibly, the generator also in configurations with larger APUs.
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the vehicle. Thus a series hybrid in principle offers the possibilities of reducing
fuel consumption following the approaches (2) to (5) listed above. The overall
tank-to-wheel efficiency for series hybrid vehicles is on a par with the values of
vehicles powered by modern, fuel-efficient IC engines.3 The additional weight
due to car body reinforcement, electric machines, battery, etc. may push the
fuel consumption above the value of good ICE-based vehicles, however.

G

E

B P M T V

Fig. 4.1. Basic series hybrid configuration. B: battery, E: engine, G: generator, M:
motor, P: power converter, T: transmission (including clutch and gears), V: axles
and vehicle. Bold lines: mechanical link, solid lines: electrical link.

Parallel HEVs

While series hybrid vehicles may be considered as purely electric vehicles with
an additional ICE-based energy path, parallel hybrid vehicles are rather ICE-
based vehicles with an additional electrical path (Fig. 4.2). In parallel HEVs
both engine and electric motor can supply the traction power either alone
or in combination. This leaves an additional degree of freedom in fulfilling
the power requirements of the vehicle, which can be used to optimize the
power distribution between the two parallel paths (point 3 in the previous
section). Typically, the engine can be turned off at idle (4) and the electric
motor can be used to assist accelerations and, in general, high power demands.
Both machines can therefore be sized for a fraction of the maximum power
(1). Together with the fact that only two machines are needed, this is an
advantage with respect to series hybrid vehicles. A disadvantage is the need
for a clutch, since the engine is mechanically linked to the drive train (5). The
electric motor can be utilized as a generator to charge the battery, being fed by
regenerative braking (2) or by the engine. Even though the additional weight
still plays an important role, all the possibilities (1) to (4) listed above increase
in principle the system efficiency as compared to an ICE-based vehicle.

The most simple parallel hybridization is the so-called mild hybrid concept,
which is essentially an ICE-based powertrain with a small electric motor.
This motor is typically belt-driven and mounted on the front of the engine
3 Although not a topic of this text, it is worth mentioning that series HEVs have

extremely low pollutant emissions.
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B P M T V

E

Fig. 4.2. Full parallel hybrid configuration. B: battery, E: engine, M: motor, P:
power converter, T: transmission (including clutch and gears), V: axles and vehicle.
Bold lines: mechanical link, solid lines: electrical link.

(Fig. 4.3). It does not require any high battery capacity or complex power
electronics, since its role consists of the automatic engine stop-and-start (4),
providing a limited power boosting capability useful for engine downsizing
(1), and offering a limited capability for energy recuperation (2). The motor
may also act as an alternator for the electrical loads, and this operation is
particularly useful with regard to 42 V on-board networks (see Sect. 4.6),
which will require higher power levels than conventional networks [121].

B P M E T V

Fig. 4.3. Mild parallel hybrid configuration. B: battery, E: engine, M: motor, P:
power converter, T: transmission (including clutch and gears), V: axles and vehicle.
Bold lines: mechanical link, solid lines: electrical link.

Combined HEVs

Somehow intermediate between series and parallel hybrids is the combined
hybrid configuration. This is mostly a parallel hybrid, but it contains some
features of a series hybrid. Actually, both a mechanical and an electric link are
present, together with two distinct electric machines. As in a parallel hybrid
configuration, one is used as a prime mover or for regenerative braking. The
other machine acts like a generator in a series hybrid system. It is used to
charge the battery via the engine or for the stop-and-start operation. Two
different realizations of combined hybrids have been introduced recently. The
first (Toyota THS, Ford Hybrid System, see Fig. 4.4) has a planetary gear
set (PGS). The second (Nissan Tino, see Fig. 4.5) combines the chain-driven
generator of mild parallel hybrids and a crankshaft-mounted motor, as in full
parallel hybrids, coupled at the DC link level.

4.2.2 Power Flow

Because of the different HEV configurations, various operating modes are pos-
sible. This section illustrates the power flows among the various components
of a hybrid vehicle [45, 116].



64 4 Electric and Hybrid-Electric Propulsion Systems

G

E

B P M

T VPGS

Fig. 4.4. Configuration of a combined hybrid with a planetary gear set. B: bat-
tery, E: engine, G: generator, M: motor, P: power converter, PGS: planetary gear
set, T: transmission (including clutch and gears), V: axles and vehicle. Bold lines:
mechanical link, solid lines: electrical link.

G

B P M T V

E

Fig. 4.5. Configuration of a combined hybrid without a planetary gear set. B:
battery, E: engine, G: generator, M: motor, P: power converter, T: transmission
(including clutch and gears), V: axles and vehicle. Bold lines: mechanical link, solid
lines: electrical link.

Series HEVs

In the standard series hybrid configuration, the link between the engine path
and the battery path is electrical, i.e., at the power link level, with the battery
output voltage feeding the motor and the generator. The motor and generator
currents balance the battery terminal current. The power balance at the power
link is regulated by the torque distribution controller, which selects the oper-
ating mode and the ratio u between the power from/to the battery and the
total power at the link. Section 4.6 describes how this ratio is implemented,
whereas the control strategies for the energy management are described in
detail in Chap. 7.

As illustrated in Fig. 4.6, series hybrid vehicles basically have four modes
of operation. In urban driving, when the battery is sufficiently charged, the
purely electric, zero emission (ZEV) driving mode (u = 1) is usually selected.
When the battery charge is too low, the engine is turned on and typically
set to its maximum efficiency operating point. The power resulting from the
difference between the engine power and the power at the link recharges the
battery (u < 0) via the generator. Such a combination of battery discharge
and charge represents a duty-cycle operation, which is typical of series hybrid
vehicles. In principle, when the fuel-optimal engine power is below the power
at the link, the missing power could be provided by the battery (0 < u < 1),
though this mode of operation is seldom used in practice. Of course, during
braking or deceleration some energy is recuperated in the battery by the motor
being used as a generator (u = 1).
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(a)  battery drive, u=1

(b) battery recharging, u<0

(c) hybrid drive, 0<u<1

(d) regenerative braking, u=1

Fig. 4.6. Power flow for the modes of operation of series hybrid vehicles.
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Parallel HEVs

In parallel hybrid vehicles the link between the engine path and the elec-
tric path is mechanical. The simplest configuration is the one in which the
two powertrains drive separate wheel axles. In mild hybrids, the coupling is
represented by the belt that typically drives the starter/generator, usually
together with auxiliary loads. In full hybrids, usually the motor is mounted
on the crankshaft between the engine and the transmission [116]. In many
cases, an additional clutch between the engine and the motor is inserted.
Generally speaking, the two power flows may be regarded to be combined in a
“torque coupler.” The power balance at the torque coupler is regulated by the
power distribution controller, which selects the operating mode and the ratio
u between the power from/to the motor and the total power at the coupler.
The modeling of torque couplers is described in Sect. 4.7, whereas the control
strategies, again, are presented in Chap. 7.

Depending on the value of u, different operating modes are possible. During
startup or acceleration, the engine provides only a fraction of the total power
at the coupler, the rest being delivered by the motor (0 < u < 1) which realizes
the so-called power assist concept. During braking or deceleration, the motor
recuperates energy in the battery acting like a generator (u = 1). At light load,
the engine may be required to provide more power than strictly demanded,
the extra power charging the battery via the electric machine (u < 0). Both
the pure engine operation (u = 0) and the purely electric operation (u = 1)
are also possible in principle. Figure 4.7 illustrates these scenarios for a full
parallel hybrid configuration.

Combined HEVs

Combined hybrids have the ability to operate as series or as parallel hybrids.
Thus the possible modes of operation result from the combination of the modes
already discussed in the previous sections. However, the use of a planetary
gear set (Fig. 4.4) adds some constraints to the possible energy paths. As will
become clear in the following (see Sect. 4.8), the purely ICE operation is often
associated with a power flow through the generator and the motor. The other
modes, comprising ZEV, regenerative braking, battery recharging, and power
assist, are of course possible, as illustrated in Fig. 4.8.

4.2.3 Concepts Realized

In recent years many passenger cars have been demonstrated that use one of
the hybrid configurations discussed in this chapter [279, 119, 7]. The models
that already have entered mass production or that are considered reasonably
ready for the market are of the series-parallel type, preferably with a planetary
gear set as a torque coupler, and some parallel hybrids.
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(a) power assist, 0<u<1

(b) regenerative braking, u=1

(c) battery recharging, u<0

(d) ZEV, u=1

(e) conventional vehicle, u=0

Fig. 4.7. Power flow for the modes of operation of parallel hybrid vehicles.
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(a) "engine-only" mode

(b) ZEV

(c) regenerative braking

(d) battery  recharging

(e) power assist

Fig. 4.8. Power flow for the operating modes of combined hybrid vehicles with a
planetary gear set.
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Combined hybrid concepts (Nissan Tino [175], Toyota THS-I [219], Toy-
ota THS-II [250], Toyota THS-C [251], Ford’s Hybrid System [83], Two-mode
Hybrid System from Global Hybrid Cooperation [177]) and parallel hybrid
concepts (Audi Duo [109], Honda IMA [113], PSA Hybrid HDi [200], Daim-
lerChrysler’s ESX3 [57]) are characterized by very different degrees of hy-
bridization (the ratio between the electric motor power and the engine power)
ranging from 15% to 55% or more. Those concepts showing a lower degree of
hybridization are often regarded as mild hybrids, even though their architec-
ture is the same as that of full parallel hybrids as depicted in Fig. 4.2. True
mild hybrids (Fig. 4.3) have also been demonstrated (GM’s Belt Alternator
Starter [244], Toyota THS-M [121], PSA Stop & Start [201]). These vehicles
have a low degree of hybridization (2–15%), with an electric system that is
mainly aimed at implementing a stop-and-start concept.

Usually gasoline engines, permanent-magnet synchronous AC (brushless
DC) motor/generators, and nickel–metal hydride batteries are used, though
there are a few prototypes equipped with a Diesel engine or an asynchronous
AC motor or a lithium-ion battery. Also often used are continuously variable
transmissions (CVT). In combined hybrids, the power flow is regulated by a
planetary gear set or by some clutching mechanism. Parallel hybrids realize the
mechanical coupling with separate axles or directly on the same transmission
shaft.

Only few examples of series hybrids have been demonstrated by major
car manufacturers, usually as an improvement (range extender) of some older
purely electric vehicle.

4.2.4 Modeling of Hybrid Vehicles

The model of a complete HEV can be split into a number of different sub-
models representing the various components of the system. A good and useful
modeling practice consists of making these submodels “autonomous,” so that
each submodel interfaces only with the submodels of the components which
are actually linked by a power flow. This approach yields a modular system
description, in which each module has clear input and output variables which
may be combined with input and output variables of other submodels to rep-
resent a complex configuration. Another advantage of this approach is that
it allows various arrangements of the HEV components (i.e., battery, engine,
motor) while keeping the same basic submodels. In other words, the same
“library” of submodels can be used to represent series, parallel, and combined
hybrids.

The difference between quasistatic and dynamic modeling approaches was
discussed in Chap. 2. The flow of power factors is illustrated in Figs. 4.9 –
4.11 for series, full parallel, and PGS-based combined hybrid configurations,
as well as for both modeling approaches. Each block in these graphs can be
extracted to represent a submodel, keeping the causality of the respective
input and output power factors. The power flow modeling of mild hybrids
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is the same as that of full parallel hybrids, and that of non-PGS combined
hybrids is the same as that of PGS-based ones. Of course, what changes is the
physical realization of the respective models, in particular the nature and the
position of the “torque coupler.”

(a) quasistatic approach

(b) dynamic approach
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Fig. 4.9. Flow of power factors for a series hybrid configuration, with the quasistatic
approach (a) and the dynamic approach (b). F : force, I: current, P : power, T : torque,
v: speed, U : voltage, ω: rotational speed.

4.3 Electric Motors

Electric machines find a place in conventional vehicles as starters and alterna-
tors. The former boost the engine to reach its idle speed and to start delivering
torque. The latter produce electricity to charge the 12 V battery and to feed
the electric auxiliary loads. In electric and hybrid-electric vehicles, the elec-
tric machine is a key component. Usually it is a reversible machine, which can
operate in different ways: (1) convert the electrical power from the battery
into mechanical power to drive the vehicle, (2) convert the mechanical power
from the engine into electrical power to recharge the battery, and (3) recu-
perate mechanical power available at the drive train to recharge the battery
(regenerative braking). The latter two modes are generator modes. In parallel
hybrid vehicles and in electric vehicles the two functions can be fulfilled in
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Fig. 4.10. Flow of power factors for a parallel hybrid configuration, with the qua-
sistatic approach (a) and the dynamic approach (b). F : force, I: current, P : power,
T : torque, v: speed, U : voltage, ω: rotational speed.
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Fig. 4.11. Flow of power factors for a combined hybrid configuration, with the
quasistatic approach (a) and the dynamic approach (b). F : force, I: current, P :
power, T : torque, v: speed, U : voltage, ω: rotational speed.
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principle by a single machine. In series hybrid vehicles and in combined hy-
brid vehicles two different machines are needed, the generator usually being
a second reversible machine, smaller than the traction motor.

Characteristics of a good HEV motor include generally high efficiency, low
cost, high specific power, good controllability, fault tolerance, low noise, and
uniformity of operation (low torque fluctuations).

Electric motors basically can be organized in two main categories: direct-
current (DC) motors and alternating-current (AC) motors (see Fig. 4.12).
All types of motors have a stationary part, called the stator, and a rotating
part, called the rotor. The latter is connected to the output shaft on which the
motor torque is acting. The electricity provided by the DC supply through the
motor controller is applied at the motor terminals. Electromechanical energy
conversion takes place as a consequence of Faraday’s law and of Lorentz’
law. The former describes the induction of an electromotive force (emf) in
conductors being in relative motion with respect to a magnetic field. The
latter describes the force generated on a current-carrying conductor lying in
a magnetic field.

In DC motors, the rotor surface hosts a number of conductors (rotor wind-
ings) which terminate with a collector. As a consequence of the application
of DC voltage to the rotor windings by means of carbon brushes, which are
in contact with the collector, a magnetic field is generated whose polarity is
continuously changed by contact commutation. At the same time, a station-
ary magnetic field is generated in the stator using permanent magnets or field
windings. The interaction of the two magnetic fields causes a rotation of the
rotor.

In AC motors, a rotating magnetic field is generated in the stator by loops
of wires (stator windings). Three-phase motors have one or more sets of three
windings on their stator. The number of these sets is called the number of
poles of the motor. When three-phase AC voltage is applied to the stator, a
magnetic field is generated, which changes its orientation according to the sign
of the current flowing in the windings. Since this is continuously varying, the
orientation of the magnetic field keeps varying, resulting in a rotating magnetic
field. The speed of the rotating magnetic field is called the synchronous speed.
It equals the pulsation of the three-phase AC voltage divided by the number
of poles.

In synchronous AC motors the rotor operates at the same speed as
the rotating magnetic field. This synchronization is achieved often using a
permanent-magnet rotor. The permanent magnets generate their own mag-
netic field which interacts with the rotating magnetic field generated by the
stator windings. These motors are often referred to as brushless DC motors,
as will become clearer in the following.

In asynchronous AC motors, also called induction motors, the rotor hosts
a set of conductors with end rings, an arrangement known as “squirrel cage.”
Electromotive force and thus current is induced in the rotor windings by
the interaction of the conductors with the rotating magnetic field generated
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Fig. 4.12. Schematics of four types of motors: DC, induction AC, PM synchronous
AC, switched reluctance motors. C: collector, P: pole, PM: permanent magnets, R:
rotor, S: stator, Sh: shaft, T: terminal, W: windings.

by the stator. The rotor becomes an electromagnet with alternating poles,
attracted by those of the stator rotating magnetic field. In order for torque to
be produced, the speed of the rotor must be different from the speed of the
rotating magnetic field.

In switched reluctance (SR) motors, both stator and rotor are designed
with “notches” or “teeth” referred to as salient poles. Each stator pole carries
an excitation coil. Opposite coils are connected to form one “phase,” while
the rotor has no windings. When DC voltage is supplied to a phase, the rotor
rotates in order to minimize the reluctance of the magnetic path. Among
various topologies adopted, the most popular is the one with six stator poles
(i.e., three-phase) and four rotor poles.

Current motor technologies for HEV applications include separately ex-
cited DC, permanent-magnet synchronous AC, induction motors, though
switched reluctance motors are being regarded as a very promising oppor-
tunity for the near future [270, 157]. A rough comparison among these types
shows DC motors to be simpler and less expensive, since they need rela-
tively uncomplicated control electronics to be fed using the DC supply al-
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ready present on a vehicle. Their main disadvantage is the high maintenance
requirement, since brushes must be changed periodically.

AC motors are in general less expensive, but they require more sophisti-
cated control electronics (inverters), which cause the overall cost to be higher
than that of DC motors. However, they have higher power density and higher
efficiency than DC motors. The majority of vehicle applications therefore use
AC motors. Among them, induction motors are generally characterized by a
higher specific power than permanent-magnet motors.

For example, an analysis of five induction motors and eleven PM motors of
the ADVISOR database [272] yielded an average power density of 0.76 kW/kg
for induction motors and 0.66 kW/kg for PM motors. In contrast, PM motors
showed a higher peak efficiency of 0.925 compared to 0.905 for induction mo-
tors (the efficiency of the respective controllers is included). These facts could
explain why induction motors are preferred for high power applications, i.e.,
electric and series hybrid vehicles, while PM motors are the preferred choice
for parallel hybrids, where the fuel economy is a key point. Another differ-
ence between induction and PM motors is that the former can bear generally
higher rotational speeds. The same motor database cited above shows a max-
imum speed reached by induction motors ranging from 7500 to 13000 rpm,
and PM motors from 4000 to 8500 rpm. Similar conclusions can be drawn for
the forthcoming concept of integrated starter/alternator (i.e., “mild” parallel
hybrids) [130, 36], although for these applications a lighter construction is
often preferred to higher efficiency due to the low degree of utilization of the
machine. Thus induction machines are usually adopted.

The SR motor is gaining much interest for its simple and rugged, cost-
effective construction and hazard-free operation [206]. Moreover, SR motors
have a high efficiency and a wider operating speed range. A certain difficulty
in controlling, some noise, and its nonuniformity of operation due to torque
ripples (depending on the number of phases) are its main disadvantages.

4.3.1 Quasistatic Modeling of Electric Motors

The causality representation of a motor/generator in quasistatic simulations
is sketched in Fig. 4.13. The input variables are the torque T2(t) and the speed
ω2(t) required at the shaft. The output variable is the power at the DC link,
P1(t) = I1(t) · U1(t). A positive value of P1(t) is absorbed by the machine
operating as a motor, a negative value of P1(t) is delivered by the machine
operating as a generator.

1P   
EM

2T     

ω2

Fig. 4.13. Motor/generators: causality representation for quasistatic modeling.
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Motor Efficiency

The relationship between P1(t) and P2(t) = T2(t) · ω2(t) can be calculated
without a detailed model of the system when a stationary map of the machine
efficiency ηm as a function of the input variables T2(t), ω2(t) is available. In
such a case, the input power required is evaluated as

P1(t) =
P2(t)

ηm (ω2(t), T2(t))
, P2(t) > 0 , (4.1)

P1(t) = P2(t) · ηm (ω2(t),−T2(t)) , P2(t) < 0 . (4.2)

Two examples of efficiency maps are shown in Fig. 4.14 for a 32 kW
permanent-magnet synchronous motor and a 30 kW induction motor, respec-
tively [272]. Also shown is the maximum torque that the motor can deliver
under normal conditions.4 This curve typically is constant up to a certain
speed, then it decreases hyperbolically with the speed. This dependency in-
dicates that the quantities limited in a motor are first the current and then
the power. At low speed, the current limitation is active, thus the torque is
limited. At higher speeds, the power limitation is active, and from the equal-
ity P2(t) = ω2(t) · T2(t), the hyperbolical dependency may be derived. As a
consequence, the shape of the maximum torque curve is totally different from
that of engines, which typically is quadratic.

The efficiency map ηm(ω2, T2) is usually well defined only for the first
quadrant (motor mode). Two ways are conceptually possible in order to extend
the data available to the second quadrant (generator mode). The first method
consists of mirroring the efficiency, assuming that

ηm (ω2,−T2) =
1

ηm (ω2, T2)
. (4.3)

The second method consists of mirroring the power losses. These are eval-
uated from an energy balance in the well-defined motor range,

Pl(ω2, T2) =
1− ηm(ω2, T2)
ηm(ω2, T2)

· ω2 · T2 , (4.4)

and then mirrored to the second quadrant, so that Pl(ω2,−T2) = Pl(ω2, T2).
Using the definition (4.2), the efficiency in the generator range is given by

ηm(ω2,−T2) = 2− 1
ηm(ω2, T2)

. (4.5)

Clearly, the two methods yield different results. In general, the result of
a mirroring operation does not coincide with the data that can be obtained
4 Electric motors can often be operated for a short period of time at higher-than-

rated power.
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Fig. 4.14. Efficiency maps for a 32 kW PM motor (top) and a 30 kW AC motor
(bottom), with curves of maximum torque (dashdot).

by measuring the motor efficiency also in the generator range, and the differ-
ence is typically more important for induction motors [10]. For example, the
measured efficiency map shown in Fig. 4.15 illustrates a case in which neither
the efficiency nor the power losses are mirrored when passing from the motor
mode to the generator mode. A possible way to manage this general case con-
sists of deriving a physical expression for the efficiency and the power losses,
both in the motor and in the generator ranges, using phenomenological mod-
els of the electric machine. With this aim, it is now convenient to distinguish
the following derivation according to the type of machine. Switched reluc-
tance motors will be excluded from this analysis since, unlike DC, induction,
and synchronous motors, their mathematical characterization is quite difficult
to determine. Flux and torque in SR motors are in fact complex, nonlinear
functions of motor current and position. Consequently, these motors are con-
veniently described by means of tabular data [47].

DC Motors

Brush-type DC motors are classified according to the stator excitation. In
permanent-magnet DC motors a static magnetic field excitation is generated
on the stator using permanent magnets. In separately excited DC motors, the
excitation is obtained using field windings which have a separate supply from
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Fig. 4.15. Two-quadrant measured efficiency map for a typical traction motor.

the rotor windings. In both types, a back emf is induced in the rotor, which
is also called armature.

The equivalent circuit of a separately excited DC motor is shown in
Fig. 4.16 [89]. The Kirchhoff voltage equation for the armature circuit is writ-
ten as

Ua(t) = La ·
d

dt
Ia(t) +Ra · Ia(t) + Ui(t) , (4.6)

where Ia(t) is the armature current, Ui(t) is the induced voltage or back emf,
Ra is the armature resistance, La is the armature inductance, and Ua(t) is
the armature voltage. The armature resistance and inductance can be directly
measured and are usually provided by the manufacturer. The armature voltage
is the DC voltage applied to the rotor windings. It depends on the input DC
voltage U1(t) and is regulated to fulfill the output requirements, usually with
chopper converters (see below).

For the field circuit, the voltage equation is similarly written as

Uf (t) = Lf ·
d

dt
If (t) +Rf · If (t) , (4.7)

with obvious meanings of the variables. The field voltage Uf (t) is also regu-
lated with a chopper converter as a function of the DC supply.

Newton’s second law applied at the motor shaft yields

d

dt
ω2(t) =

Ta(t)− T2(t)
Θm

, (4.8)
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where Ta(t) is the armature torque, Θm is the moment of inertia of the motor,
and T2(t) is the load torque acting on the motor shaft.

U1

I1

Ua

Ia

L a Ra

Ui

DC link controller armature field shaft

Ta

T2
ω
2

Fig. 4.16. Equivalent circuit of a separately excited DC motor.

The induced voltage (back emf) is proportional to the field current and
the rotor speed, Ui(t) = Lm · If (t) · ω2(t), with Lm being the field–armature
mutual inductance. The armature torque is proportional to the field current
and the armature current, Ta(t) = Lm · If (t) · Ia(t). In separately excited
motors the field voltage is usually kept constant, at least for speeds below the
rated or base speed.5 For constant field voltage and at steady state, as (4.7)
indicates, the field current is constant as well. Thus it is common to express
back emf and torque as

Ui(t) = κi · ω2(t), Ta(t) = κa · Ia(t) . (4.9)

The two factors in (4.9), often called speed constant and torque constant,
are equal in principle, κi = κa = Lm · If . In practice, often κa is multiplied
by a coefficient less than unity which accounts for rotational and other losses.
Equation (4.9) is valid also during transients for permanent-magnet DC mo-
tors, in which the back emf is proportional to the speed and the torque to the
armature current, through a constant magnetic flux.

In the quasi-stationary limit, the system is described by

T2(t) = κa · Ia(t), Ua(t) = κi · ω2(t) +Ra · Ia(t) . (4.10)

The combination of the two equations (4.10) yields a linear dependency
between output torque and speed,

T2(t) =
κa · Ua(t)

Ra
− κa · κi

Ra
· ω2(t) . (4.11)

The characteristic curve T2 = f(ω2) of a motor is depicted in Fig. 4.17.
This curve is determined solely by the parameters κi, κa, Ra, and by the
control input to the motor Ua. The starting torque at stall, i.e., for ω2 = 0, is
5 For speeds above the base speed, field weakening control is applied, which implies

a variable field voltage.
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κa·Ua/Ra, the no-load speed is Ua/κi. Unlike a conventional vehicle, where the
engine must be motored above its idle speed before it can provide full torque,
an electric motor provides full torque at low speeds. This characteristic gives
the vehicle excellent acceleration from rest.

T2

ω
2

Ua

Ra

κa

Ua
κ i

Ua

.

Fig. 4.17. Characteristic curve of a separately excited DC motor.

The dependency between the armature quantities Ua(t), Ia(t) and the in-
put quantities U1(t), I1(t) is determined by the motor controller. In DC mo-
tors, mostly DC–DC chopper converters are used [158]. A single-quadrant or
step-down chopper is depicted in Fig. 4.18. It consists of a fast semiconductor
switch and a free-wheeling diode. For low to medium power levels, insulated
gate bipolar transistors (IGBT) are common, for higher power levels, gate
turn-off thyristors (GTO) are typically used as switches. The switch controls
the armature voltage by “chopping” the supply DC voltage into segments.
When the switch is on, the armature is directly fed by the supply voltage.
When the switch is off, the armature current flows through the free-wheeling
diode and the armature voltage is zero. The average value of the voltage is
then regulated by the ratio of the time periods during which the switch is on
or off (“duty cycle”). Practical chopper converters are more complicated than
the simple scheme of Fig. 4.18. For instance, they often include a low-pass fil-
ter between the switch network (switch plus diode) and the motor, to smooth
the high-frequency switching harmonics.

Simple models of chopper converters are discussed in the section on dy-
namic motor models. At this point, it is sufficient to take into account the
power balance at the two sides of the device. If all the power losses are lumped
in the term Pl,c(t), the balance is written as
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Fig. 4.18. Basic scheme of a DC chopper. D: freewheeling diode, S: semiconductor
switch.

P1(t) = Ia(t) · Ua(t) + Pl,c(t) , (4.12)

where P1(t) is of course the product U1(t) · I1(t).
Combining (4.10)–(4.12) yields an expression for the motor efficiency. The

input power as a function of ω2(t), T2(t) is

P1(t) =
T2(t)
κa

·
(
ω2(t) · κi +

Ra · T2(t)
κa

)
+ Pl,c(t) , (4.13)

and thus the machine efficiency ηm is

ηm(ω2(t), T2(t)) =
1

κi

κa
+
Ra · T2(t)
κ2

a · ω2(t)
+

Pl,c(t)
ω2(t) · T2(t)

. (4.14)

The power losses Pl(t) = P1(t)− P2(t) are calculated as

Pl(t) = ω2(t) · T2(t)
(
κi

κa
− 1
)

+
Ra

κ2
a

· T 2
2 (t) + Pl,c(t) . (4.15)

The expression above clearly shows that the overall power losses are due
to ohmic resistance, losses in the controller, and other sources, if κi 6= κa.
If κi = κa and Pl,c(t) = 0, then the power losses depend only on the torque
squared. They can thus be mirrored from the motor to the generator quadrant,
as in (4.4).
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Induction AC Motors

In induction AC motors the stator carries p sets of three-phase windings fed
by external AC voltage, usually supplied by a DC source through an inverter.
The rotor has three-phase, shorted windings (“squirrel cage”) and no external
connections.

Instead of modeling the single phases, it is convenient to model the three-
phase systems using a two-phase reference. In each reference frame, each elec-
trical quantity can be described by its direct (d) and quadrature (q) compo-
nent. The most convenient reference frame is the synchronous reference frame,
which rotates at the same frequency as the stator magnetic field. Generally the
transformation into a new reference set simplifies the mathematical manip-
ulation, although the new quantities are not directly measurable. Moreover,
the components in the synchronous reference frame can be treated as DC
quantities [145, 160, 47, 154, 63, 178, 17, 263, 118].

The Kirchhoff voltage laws for the stator and rotor d-q axes are written
as follows [145]. The stator is described by

Uq(t) = σ · Ls ·
d

dt
Iq(t) +

(
Rs +

L2
m ·Rr

L2
r

)
· Iq(t)+

+ ω(t) · σ · Ls · Id(t)−
Lm ·Rr

L2
r

· ϕq(t)+

+
Lm

Lr
· p · ω2(t) · ϕd(t) ,

(4.16)

Ud(t) = σ · Ls ·
d

dt
Id(t) +

(
Rs +

L2
m ·Rr

L2
r

)
· Id(t)−

− ω(t) · σ · Ls · Iq(t)−
Lm ·Rr

L2
r

· ϕd(t)−

− Lm

Lr
· p · ω2(t) · ϕq(t) ,

(4.17)

The rotor is described by

0 =
d

dt
ϕq(t)−

Lm ·Rr

Lr
· Iq(t) +

Rr

Lr
· ϕq(t)+

+ (ω(t)− p · ω2(t)) · ϕd(t) ,
(4.18)

0 =
d

dt
ϕd(t)−

Lm ·Rr

Lr
· Id(t) +

Rr

Lr
· ϕd(t)−

− (ω(t)− p · ω2(t)) · ϕq(t) .
(4.19)

In these equations, Id(t), Iq(t) are the d-q axis stator currents, Ud(t), Uq(t)
are the d-q axis stator voltages, ϕd(t), ϕq(t) are the d-q axis stator resolved
rotor fluxes, Lr, Ls are the stator resolved rotor and stator inductance, Rr,
Rs are the stator resolved rotor and stator resistance, Lm is the magnetizing
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(mutual) inductance, σ = 1−L2
m/(Ls ·Lr), p is the number of pole pairs, ω(t)

is the frequency of the stator voltage (i.e., the speed of the d-q frame), and
p · ω2(t) is the frequency of the magnetic field induced in the rotor.

The torque generated at the rotor shaft is found using an energy balance

Tm(t) =
3
2
· p · Lm

Lr
(ϕd(t) · Iq(t)− ϕq(t) · Id(t)) . (4.20)

Newton’s second law applied at the motor shaft yields

d

dt
ω2(t) =

Tm(t)− T2(t)
Θm

, (4.21)

where T2(t) is the torque of the mechanical load and Θm is the moment of
inertia of the motor.

Within the quasi-stationary limit, it is possible to solve the set of equations
above by expressing Iq(t) and Id(t) as a function of Ud(t), Uq(t), ω(t) and
ω2(t). This procedure requires the inversion of a steady-state matrix [145],
leading to

T2(t) =
3
2
· p · Rr · L2

m · (ω(t)− p · ω2(t)) ·
[Rr · Ls · ω(t) +Rs · Lr · (ω(t)− p · ω2(t))]

2 +
·
(
U2

d (t) + U2
q (t)

)
+ [Rr ·Rs − ω(t) · σ · Ls · Lr · (ω(t)− p · ω2(t))]

2 .

(4.22)

The characteristic curve T2 = f(ω2) of an induction motor is shown in
Fig. 4.19. At the synchronous frequency, ω2 = ω/p, the motor does not gener-
ate any torque. The starting or breakaway torque is obtained by setting ω2 = 0
in (4.22). As the rotor speed increases, the torque reaches its maximum value,
then it decreases to zero when the rotor rotates at the synchronous speed
(ω = p ·ω2). For higher speeds, the machine operates as a generator (T2 < 0).
Notice the instability region from rest (or from a slightly higher speed corre-
sponding to a local minimum of torque) to the maximum torque speed, where
the slope of the torque curve is positive.

The stator voltage components Uq(t) and Ud(t) in (4.22), as well as the
frequency ω(t), are determined by the electronic frequency converter that feeds
the motor. Such power electronic devices, referred to as inverters, convert the
DC supply voltage U1(t) to the variable-frequency three-phase AC voltage
required by the motor. Like in chopper drives, the power level determines
whether transistor or thyristor switches are to be used. The generation and
the waveform of the three stator phase voltages depend on the particular
sequence at which the (usually, six) switches are fired [158]. An advanced
class of switching schemes is the sinusoidal pulse-width modulation (PWM),
whose detailed description is beyond the scope of this book [145].

A balance of power at the two sides of an inverter yields in general

P1(t) =
3
2
· (Uq(t) · Iq(t) + Ud(t) · Id(t)) + Pl,c(t) , (4.23)
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Fig. 4.19. Characteristic curve of an induction AC motor.

where Pl,c(t) is the term accounting for the losses in the inverter and the
factor 3/2 reflects the three-phase nature of the machine and its two-phase
description (in the d-q reference frame).

A physical expression for the efficiency of an induction motor is now de-
rived from (4.22)–(4.23). The efficiency depends explicitly on the speed and
only slightly (via the power losses in the controller) on the torque,

ηm(ω2(t), T2(t)) =
(

ω(t)
p · ω2(t)

+
Rr ·Rs

L2
m · (ω(t)− p · ω2(t)) · p · ω2(t)

+

+
Rs

Rr
· L

2
r

L2
m

· ω(t)− p · ω2(t)
p · ω2(t)

+
Pl,c(t)

ω2(t) · T2(t)

)−1

.

(4.24)

The corresponding expression of the power losses is

Pl(t) = ω2(t) · T2(t) ·

(
Rs ·

R2
r + L2

r · (ω(t)− p · ω2(t))
2

Rr · L2
m · p · ω2(t) · (ω(t)− p · ω2(t))

+

ω(t)− p · ω2(t)
p · ω2(t)

)
+ Pl,c(t) .

(4.25)

Thus Pl(t) is the sum of three contributions due to ohmic resistance, slip (the
difference between ω(t) and p · ω2(t)), and controller efficiency, respectively.
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The latter equations would imply that, even neglecting Pl,c(t), neither the
efficiency nor the power losses could be mirrored from the motor to the gen-
erator quadrant. The experimental evidence is in agreement with the analysis
carried out using the simple models discussed in this section. However, typical
experimental efficiency maps for induction machines, like the one in Fig. 4.14a,
clearly show that the efficiency depends also on the torque, especially at low
load.

Permanent-Magnet Synchronous Motors and Brushless DC
Motors

Permanent-magnet synchronous motors (PMSM) are often confused in the
literature with the so-called brushless DC motors (BLDC). Basically, these
two machines are identical as for the torque generation principle. Both types
are synchronous machines that realize the excitation on the rotor with perma-
nent magnets. The external three-phase AC voltage is applied to the armature
windings on the stator, which is similar to the stator of an induction machine.
The term brushless DC reflects the fact that this motor approximates the be-
havior of a brush-type DC motor with the power electronics taking the place
of the brushes. On the other hand, the term permanent-magnet synchronous
motor emphasizes the fact that the machine uses permanent magnets to cre-
ate the field excitation. The main difference is the waveform of the stator
currents, which are rectangular in BLDC motors and sinusoidal in PMSMs.
Consequently, the back emf is trapezoidal in BLDC motors and sinusoidal in
PMSMs. Historically, the first type is described similarly to DC motors, using
a torque constant and a back emf constant. The second type is more often
described in terms of synchronous reactance and d-q axis voltages.

For convenience, in the following, both types of motors will be described
in the rotor natural d-q reference frame [145, 192, 164, 47, 138, 147], assuming
that the back emf is sinusoidal. The equivalent circuit is depicted in Fig. 4.20.
Kirchhoff’s voltage law for the stator is written as

Uq(t) = Rs · Iq(t)+Ls ·
d

dt
Iq(t)+ p ·ω2(t) ·ϕm(t)+Ls · p ·ω2(t) · Id(t) , (4.26)

Ud(t) = Rs · Id(t) + Ls ·
d

dt
Id(t)− Ls · p · ω2(t) · Iq(t) , (4.27)

where Rs is the stator resistance, Ls is the stator inductance, ϕm(t) is the
mutual flux linkage, Uq(t), Ud(t) are the d-q axis stator voltage components,
and Iq(t), Id(t) are the d-q axis stator current components.

The torque generated at the rotor shaft is

Tm(t) =
3
2
· p · ϕm(t) · Iq(t) , (4.28)

where p is the number of pole pairs.
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Fig. 4.20. Equivalent circuit of a brushless DC motor.

Newton’s second law applied at the motor shaft yields

d

dt
ω2(t) =

Tm(t)− T2(t)
Θm

, (4.29)

where T2(t) is the load torque and Θm is the moment of inertia of the motor.
The characteristic curve T2 = f(ω2) can be derived solving (4.26)–(4.29)

at the steady-state limit [145]

T2(t) =
3
2
· p · ϕm · Rs · Uq(t)− p · ω2(t) ·Rs · ϕm − p · ω2(t) · Ls · Ud(t)

R2
s + p2 · ω2

2(t) · L2
s

.

(4.30)
If the stator inductance can be neglected, the expression above becomes

an affine function of the rotor speed, similarly to that expressed by (4.11) for
separately excited DC motors. A typical characteristic curve of a brushless
DC motor is illustrated in Fig. 4.21.

The expression derived above shows that the torque of a brushless DC
motor depends on each of the two d-q axis components of the stator voltage.
Since the brushless DC motor does not have an internal commutation like
the permanent-magnet DC motor, it needs an inverter to convert the DC
voltage U1(t) supplied by an external source to the operating three-phase AC
voltage, whose frequency corresponds to the speed of the rotor [156]. This is
usually achieved with a three-phase voltage-source inverter (VSI) in pulse-
width modulation (PWM) mode. The two types of inverters that are used for
BLDC motors are the 180◦ and the 120◦ types [145, 239]. In the former, also
called continuous current inverter, each phase is always connected to either
the positive or the negative terminal of the DC source. In the latter, also called
discontinuous current inverter, each phase is open-circuited for essentially 120◦

of the cycle. A practical model of both types of inverter is that expressed by
(4.23).



86 4 Electric and Hybrid-Electric Propulsion Systems

T2

ω
2

affine approximation

zero-torque
speed

breakaway
torque

Fig. 4.21. Characteristic curve of a brushless DC motor.

An expression for the efficiency can be derived from (4.23)–(4.30) once the
rotor resolved currents are expressed in terms of stator voltage using (4.26)–
(4.27). This requires that the values of Uq(t) and Ud(t) as determined by
the firing of the inverter switches are known [47]. In the following, a special
but common case is considered, i.e., the so-called common operating mode of
the three-phase inverter, such that Ud(t) = 0. Under this circumstance the
efficiency is calculated as

ηm(ω2(t), T2(t)) =
(

1 +
Rs

3
2 · p2 · ϕ2

m

· T2(t)
ω2(t)

+

+
L2

s

Rs
· ω2(t) · T2(t)

3
2 · ϕ2

m

+
Pl,c(t)

ω2(t) · T2(t)

)−1

.

(4.31)

For a given speed, the power loss term Pl(t) = P1(t)−P2(t) is a quadratic
function of the torque,

Pl(t) =
2 · T 2

2 (t)
3 · ϕ2

m

·
(
Rs

p2
+
Ls · ω2

2(t)
Rs

)
+ Pl,c(t) . (4.32)

As a consequence of (4.32), the power losses can be mirrored from the
motor to the generator quadrant (if Pl,c is an even function of T2(t)).

Willans Approach

As already discussed in Chap. 3, the use of efficiency maps to evaluate the
energy required at the input stage of a power converter presents some disad-
vantages. At low loads in particular, the efficiency is not well defined, being
the ratio of two quantities approaching zero, which makes it hard to measure
or estimate the efficiency correctly. Like for other energy converters, an alter-
native quasistatic description, known as the Willans approach [210], can be
used. For an electric motor, this approach takes the form
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P2(t) = e · P1(t)− P0 , (4.33)

where P0 represents the power losses occurring after the energy conversion
(friction, heat losses, etc.) and e is the “indicated” efficiency, i.e., the maximum
efficiency that can be obtained when P0 is zero. Thus e represents the efficiency
of the energy conversion process only (electrical to mechanical energy and vice
versa), while ηm also takes into account the “friction losses” P0.

This model is valid both for the motor and the generator ranges. It implic-
itly states that neither the efficiency nor the power losses are mirrored from
the motor to the generator range. This is easily proved considering that

ηm(P2) =
e · P2

P2 + P0
, (4.34)

Pl(P2) =
(

1
e
− 1
)
· P2 +

P0

e
, (4.35)

and showing that ηm(P2) 6= η−1
m (−P2) and Pl(P2) 6= Pl(−P2).

The values of e and P0 typically depend on the motor speed ω2. Otherwise,
the efficiency would be a function of the output power only, and the constant
efficiency lines would be hyperbolae in the “efficiency map” of the motor.
Despite this difficulty, it is possible to find with good approximation some
average values for e and P0 which are valid over the entire range of speeds for
a given motor. This can be done by considering a large number of operating
points, i.e., torque and speed T2, ω2, evaluating P1 for each of them, then
fitting the dependency P1 = f(P2) in an affine approximation (approach A).
A second approach (approach B) consists of considering a certain number
of driving profiles. For each of them the energy use values resulting from
the integration of P1(t) and P2(t) are evaluated, then the respective average
powers. Finally, the dependency between the average values of P1 and P2 is
fitted.

If the approach A is used to identify e and P0 for the same motors as
in Fig. 4.14, the resulting affine relationship is that shown in Fig. 4.22a–
b. The inner efficiency e is 0.78 for the induction motor and 0.91 for the
permanent-magnet synchronous motor. For both motors, the friction losses are
less than 1 kW. Similar numerical results can be obtained for e with motors
of different size. With the approach B, for a permanent-magnet motor the
values e = 0.96, P0 = 1.4 kW were obtained by considering energy use values
over ten driving profiles.

The Willans model can be made scalable by normalizing all the torque
and speed quantities involved. Torque is substituted by electric mean effective
pressure, in analogy to what is usually done for internal combustion engines.
The electric mean effective pressure is defined as the motor mean tangential
force divided by the rotor external surface. The mean speed cm(t), equivalent
to the mean piston speed of engines, is defined as the tangential speed at the
rotor radius r, cm(t) = ω2(t) · r. The rotor dimensions r and l and the mean
effective pressure are related through the energy balance
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Fig. 4.22. Evaluation of the Willans parameters for a 32 kW permanent-magnet
synchronous motor (top) and a 30 kW induction motor (bottom) of the ADVISOR
database [272].

pme(t) · (2π · r · l) · cm(t) = T2(t) · ω2(t) , (4.36)

where 2π · r · l is the rotor external surface. Based on this balance,

pme(t) =
T2(t)
2 · Vr

, (4.37)

where Vr = π ·r2 ·l is the rotor volume, i.e., the equivalent to the swept volume
of engines.

In terms of mean effective pressure the scalable Willans model is written
as

pme(t) = e · pma(t)− pmr(t) , (4.38)

where the available mean pressure and the loss term pmr(t) are defined as

pma(t) =
P1(t)

2 · Vr · ω2(t)
, pmr(t) =

P0

2 · Vr · ω2(t)
. (4.39)

This description is formally the same as the one for engines, although the
numerical values of the variables are quite different. Motors have a much lower
peak pme (0.5–1 bar) and a much higher peak cm (50–100m/s) than engines
(pme of more than 10 bar, mean speed of 10–15m/s) [65, 274].
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4.3.2 Dynamic Modeling of Electric Motors

Already in the previous sections it was shown that models of electric ma-
chines are essentially dynamic, although only their quasistatic limit has been
described in detail. However, dynamic models are used mainly for specific
control and diagnostics purposes and only rarely are embedded in a hybrid-
electric vehicle simulator [198, 15].

In dynamic models, the correct physical causality should be used. The
physical causality representation of a dynamic model of a motor/generator
is sketched in Fig. 4.23. The model input variables are the DC link voltage
U1(t) and the motor shaft rotational speed ω2(t). The model output variables
are the torque at the motor shaft T2(t) and the current exchanged at the DC
link I1(t). A positive I1(t) is absorbed by the machine operating as a motor,
a negative I1(t) is delivered by the machine operating as a generator.

EM
2T     

ω2 I1

U1

Fig. 4.23. Motor/generators: physical causality for dynamic modeling.

The implementation of a dynamic motor model does not pose any partic-
ular problem if the equations introduced in the previous section are correctly
coupled with the equations that describe the behavior of the motor controller.

For a DC motor, the armature voltage Ua(t) is determined by the control
strategy to be a function of the DC voltage U1(t) and the desired motor
performance (e.g., current control). Since ω2(t) and its derivative with respect
to time are input variables, (4.6)–(4.8) can be integrated to yield the armature
current Ia(t) and the output torque T2(t). A power balance across the motor
controller, as in (4.12), yields I1(t). The relationship between Ua(t) and U1(t)
depends on the type of chopper that is used and generally can be reconducted
to a practically constant gain [191, 92]. If α(t) is the chopper duty cycle, for
the single-quadrant or step-down chopper the armature voltage is

Ua(t) = α(t) · U1(t) . (4.40)

For the two-quadrant operation, both motoring and regenerating, half-
bridge chopper converters are used. The motor operation is the same as in
step-down choppers, while in the generator range the average armature voltage
is

Ua(t) = (1− α(t)) · U1(t) . (4.41)

To obtain an average value Ua(t) which is higher than the supply voltage,
step-up (or boost) choppers are used. These devices use an inductor in parallel
with the switch, while the free-wheeling diode is inserted in series with the
load. The transfer function of the step-up chopper converter is
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Ua(t) =
1

1− α(t)
· U1(t) . (4.42)

For induction motors, the quantities Ud(t), Uq(t), and ω(t) are determined
by the control strategy to be a function of the DC voltage U1(t) and the desired
motor performance (e.g., current control, flux control, speed control). Again,
(4.16)–(4.19) can be integrated to yield the currents Id(t), Iq(t) and the fluxes
ϕd(t), ϕq(t). Equations (4.20)–(4.21) yield the output torque T2(t). A power
balance across the motor controller, (4.23), finally yields I1(t). The analysis
of all possible relationships between the d-q axis voltages and DC voltage is
a complex task whose study is beyond the scope of this book [145, 42, 77].

For brushless DC motors the same steps as for induction machines should
be followed. As already discussed, in this case the control of Ud(t) and Uq(t)
also affects the characteristic curve of the motor. A common control strategy
consists of imposing Ud(t) = 0 and modulating Uq(t) as a function of U1(t).
Another possible control strategy (maximum-torque control) is to force the
system to satisfy

Ud(t)
Uq(t)

= −Ls

Rs
· p · ω2(t) . (4.43)

It is easy to verify that with (4.43) the torque given by (4.30) is maximized
for each motor speed.

4.3.3 Causality Representation of Generators

The second electric machine that is used in series and combined hybrids,
primarily acting as a generator, must be modeled according to a causality
that is the reverse of that of the main traction motor. This becomes clear
observing the flow of power factors in Figs. 4.9 – 4.11.

In quasistatic simulations, the input variable is the electric power P2(t),
while the output variables are the rotational speed ω1(t) and torque T1(t). One
relationship between these variables is given by the definition of efficiency or
by the Willans approach. The missing degree of freedom is typically a control
signal. In fact, in series hybrids the rotational speed of the APU (engine
plus generator) is determined by the control unit that tries to optimize the
operation of the engine. In combined hybrids, the rotational speed of the
generator is the variable that regulates the transmission ratio of the planetary
gear set. Therefore, in any case a speed command ω̂(t) is supplied to the
generator model, so that ω1(t) = ω̂(t) and from a power balance the torque
T1(t) also can be calculated [258].

In dynamic models, the input variables are the voltage U2(t) and the torque
T1(t), while the output variables are the speed ω1(t) and the current I2(t). In
this case the motor equations introduced above still can be used without any
particular problems.

Alternatively, the same causality of Figs. 4.13 – 4.23 can be still used,
provided that a model of the supervisor controller is explicitly inserted be-
tween the engine and the generator in a series hybrid (Fig. 4.9) or between
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the power split device and the generator in a combined hybrid (Fig. 4.11). An
example of such causality representation is illustrated in the case study 7 and
particularly in Fig. 8.28.6

4.4 Batteries

Electrochemical batteries are a key component both of electric vehicles (EV)
and of hybrid-electric vehicles (HEV). Batteries are devices that transform
chemical energy into electrical energy and vice versa. They represent a re-
versible electrical energy storage system.

Desirable attributes of traction batteries for EV and HEV applications are
high specific power, high specific energy, long calendar and cycle life, low initial
and replacement costs, high reliability, and high robustness. Among other
current technical challenges,7 a key point is developing accurate techniques to
determine the capacity or the state of charge (SoC) of batteries during their
operation.

The capacity of a battery, usually expressed in Ah, is the integral of the
current that can be delivered under certain conditions. A dimensionless pa-
rameter is the state of charge, which describes the amount of charge remaining
in the battery, expressed as a percentage of its nominal capacity. Another key
design parameter is the specific energy, i.e., the energy that can be stored in
the battery per unit mass, typically expressed in Wh/kg. The specific energy
affects the mass of batteries that must be carried on board, thus the range of
a purely electric vehicle. For HEVs, possibly more important is the specific
power, typically expressed in W/kg, which is related to the acceleration and
the grade performance levels that the vehicle can achieve.

Batteries are composed of a number of individual cells in which three
main components are recognizeable: two electrodes, where half-reactions take
place resulting in the circulation of electrons through an external load, and
a medium that provides the ion transport mechanism between the positive
and negative electrodes. The cathode is the electrode where reduction (gain
of electrons) takes place. When discharging, it is the positive electrode, when
charging, it becomes the negative electrode. The anode is the electrode where
oxidation (loss of electrons) takes place. While discharging, it is the negative
electrode, while charging it becomes the positive electrode (see Fig. 4.24).

Batteries used in automotive applications are all rechargeable (secondary
batteries). They can be divided in two categories, according to the type of
6 In that case, the causality representation of the electric power link for quasistatic

modeling changes with respect to what described in Sect. 4.6. However, the mod-
ifications to the model equations are straightforward and not discussed here.

7 Examples of open issues are: developing new materials to improve the battery per-
formance and tolerance to off-design operation, developing methods and designs
to balance the packs electrically and thermally, improving the battery robustness,
recycleability, etc.
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Fig. 4.24. Schematics of a battery cell. A: anode, C: cathode, E: electrolyte. The
example illustrates a lead–acid cell. Reduction semi-reaction: PbO2 + HSO−

4 + 3H+

+2e− → PbSO4+2H2O. Oxidation semi-reaction: Pb+HSO−
4 → PbSO4+H++2e−.

the electrolyte. Ambient-temperature operating batteries have either aqueous
(flooded) or non-aqueous electrolytes. High-temperature operating batteries
have molten or solid electrolytes. Presently, more than ten different technolo-
gies have been proposed. The most commonly used are: (i) lead–acid, (ii)
nickel–cadmium, (iii) nickel–metal hydride, and (iv) lithium-ion. Table 4.1
summarizes the electrochemical aspects of these technologies.

Table 4.1. Electrochemical features of various traction battery technologies (for
KOHa the solution is in separator sheets).

battery anode cathode electrolyte cell voltage

lead–acid Pb PbO2 H2SO4 2V

nickel–cadmium Cd Ni(OH)2 KOH 1.2 V

nickel–metal hydride metal Ni(OH)2 KOHa 1.2 V

hydride

lithium-ion carbon lithium lithiated 3.6V

oxide solution

Lead–acid batteries have a sponge metallic lead anode, a lead dioxide
(PbO2) cathode, and an aqueous sulfuric acid (H2SO4) electrolyte. The cell
reactions imply the formation of water. Above a certain voltage, called gassing
voltage, this water dissociates into hydrogen and oxygen. This is a heavy limi-
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tation in the lead–acid battery’s operation, since water has to be continuously
replaced. This problem was solved with sealed batteries. Because they cannot
be sealed completely, they are also called, more appropriately, valve regulated
lead–acid (VRLA) batteries. Hydrogen and oxygen are converted back into
water, which no longer needs to be replaced. Lead–acid batteries are widely
used within the 12 V network of conventional vehicles, but also in some HEV
applications (Audi Duo), mainly due to their low cost, robustness, and reli-
ability. Their main disadvantages are the low cycle life and the low energy
density, which limit their use in EVs. In contrast, power densities of up to
600 W/kg are obtained with some advanced high-power lead–acid batteries
that are being developed for HEV applications.

Nickel–cadmium batteries have a cadmium (Cd) anode, a nickel oxyhy-
droxide (NiOOH) cathode, and an aqueous potassium hydroxide (KOH) elec-
trolyte. They are used in many electronic consumer products, since they have
a higher specific energy and a longer life cycle than lead–acid batteries. This
caused them to be considered for some electric vehicle as well (Citroën, Peu-
geot). The disadvantages are that nickel–cadmium batteries cost more than
the lead–acid batteries and have lower power densities, which limits their use
in HEV applications. But their best-known limitation is the so-called “mem-
ory effect.” This term refers to a temporary loss of cell capacity, which occurs
when a cell is recharged without being fully discharged. This can cause the
battery life to be shortened.

Nickel–metal hydride (NiMH) batteries work with an anode made of al-
loys with metals that can store hydrogen atoms. A typical rare earth–nickel
alloy used is LaNi5. The cathode is nickel oxyhydroxide, and the electrolyte
is potassium hydroxide. Compared to nickel–cadmium batteries, nickel–metal
hydride batteries have a higher cost and a lower life cycle (that is still higher
than in lead–acid batteries), but they also have a higher energy density and
power density. The undesirable memory effect is present only under certain
conditions. For these reasons, NiMH batteries have been used successfully in
production EVs and recently in HEVs (Toyota, Honda, GM, Ford).

Lithium-ion technology has not yet reached full maturity and is contin-
ually improving. Nevertheless, lithium-ion batteries are rapidly penetrating
laptop and cell-phone markets because of their high specific energy and spe-
cific power. These characteristics make lithium-ion batteries also suitable for
HEV applications (Nissan Tino, Dodge ESX3). However, to make them com-
mercially viable for HEVs, further development is needed, including improve-
ments in cycle life and reduction of costs.

Today’s cells have a carbon-based anode, usually made of graphite, in
which lithium ions are intercalated in the interstitial spaces of the crystal. The
anode is generally well optimized and hardly any improvements are expected
in terms of design changes. The cathode material, however, shows promise for
further enhancements. Most lithium-ion batteries for portable applications are
based on a cobalt oxide (LiCoO2) cathode. One of the main advantages of the
cobalt-based battery is its high energy density. The main drawback is a rela-
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tively low specific power. Another disadvantage is a fast ageing that shortens
cycle life, caused by the increase of internal resistance. Battery research is
therefore focusing on the cathode material, and several alternatives to cobalt
cathodes have been proposed. Lithium manganese oxide cathodes in the form
of a spinel structure yield high specific power. Multi-metal cathodes based
on lithium nickel cobalt oxide, with and without aluminium or manganese
doping, are expected to increase the specific energy. Novel systems based on
the addition of phosphates in the cathode (e.g., LiFePO4) also promise ad-
vanced performance. In general, these alternative technologies pose still many
concerns for cycle life, safety, and costs. Another material that has potential
to improve the cell performance is the electrolyte, typically made of a lithi-
ated liquid solution, e.g., LiPF6 dissolved in an organic solvent. A promising
alternative consists of polymer electrolytes.

Sodium-sulphur batteries have a molten sodium anode, a molten sulfur
cathode, and a solid ceramic (beta-alumina) electrolyte. This cell has been
studied extensively for EVs because of its inexpensive materials, high cycle
life, and high specific energy and power. Specific energy has reached levels of
150 Wh/kg and specific power has attained 200 W/kg. Despite these advan-
tages, the adoption of sodium sulfur batteries is limited by two facts. The
cell must operate at high temperatures of around 350◦C to keep the sulfur in
liquid form. This is achieved through insulation or heating through the cells’
own power, which lowers the energy density. Moreover, the electrolyte can
develop microfissures, allowing the contact between liquid sodium and sulfur,
with potentially very dangerous results.

The sodium–nickel chloride battery, also known as the “zebra” battery,
is based on another advanced technology. Similarly to the sodium-sulphur
battery, the anode consists of (solid) sodium, while the cathode is made of
nickel-chloride. The electrolyte is a solution of NaAlCl4. Specific energy and
specific power are comparable with those of sodium-sulphur batteries. Advan-
tages over the latter are that the zebra battery has fewer problems concerning
cycle life (1000 cycles expected) and safety.

A comparison of the features of different types of batteries is shown in
Table 4.2. The data shown are intended to be average values of present-day
technology. More accurate comparative studies can be found in the literature
[266, 71, 50, 46, 119, 97].

The specific energy values shown in Table 4.2 refer to advanced single
battery modules. When arrays of battery modules or battery “packs” are
considered, the energy density may be lower. For example, the average energy
density of the lead–acid batteries serving in current EVs or HEVs, as calcu-
lated from the ADVISOR database [272], is around 30Wh/kg, for the NiCd
47 Wh/kg, for the NiMH 55 Wh/kg, and for the Li-ion batteries 90Wh/kg, as
of 2005.
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Table 4.2. Comparison of battery systems for electrical and hybrid propulsion
(various sources).

battery Wh/kg W/kg cycles

lead–acid 40 180 600

nickel–cadmium 50 120 1500

nickel–metal hydride 70 200 1000

lithium-ion 130 430 1200

4.4.1 Quasistatic Modeling of Batteries

The causality representation of a battery in quasistatic simulations is sketched
in Fig. 4.25. The input variable is the terminal power P2(t). The output vari-
able is the battery charge Q(t).

PA
P     

U
BT

I    Q   2
2

U   22

Fig. 4.25. Batteries: causality representation for quasistatic modeling.

The charge variation can be calculated directly from the terminal power
P2 when semi-empirical data are available from the manufacturer [8]. More
generally, charge variation is related to terminal current, which in turn is
calculated from the terminal power. Besides the trivial equality

I2(t) =
P2(t)
U2(t)

, (4.44)

a relationship between the terminal voltage U2 and the terminal current I2
must be used.

Capacity and C-rate

The battery capacity, usually expressed in Ah rather than in coulomb, is
a function of the terminal current and is determined with constant-current
discharge/charge tests.

In a typical constant-current discharge test, the battery is initially fully
charged and the voltage equals the open-circuit voltage Uoc. A constant dis-
charge current I2 is then applied. After a certain time tf (called discharge
time), the voltage reaches a value (e.g., the 80% of the open-circuit volt-
age) called cut voltage at which the battery is considered as discharged. The
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discharge time is thus a function of the discharge current. A widely used de-
pendency is that of the Peukert equation

tf = const · I−n
2 , (4.45)

where n is the so-called Peukert exponent, which varies between 1 and 1.5 (1.35
for typical lead–acid batteries). The dependency expressed by (4.45) means
that the battery capacity depends on the discharge current. If the capacity
Q∗

0 for a given discharge current I∗2 is known, then the capacity at a different
discharge current is given by

Q0

Q∗
0

=
(
I2
I∗2

)1−n

. (4.46)

Other, more sophisticated models for battery discharge have been devel-
oped [234, 134], including neural network-based estimations [41]. A modified
Peukert equation for low currents is [39]

Q0

Q∗
0

=
Kc

1 + (Kc − 1) ·
(

I2
I∗2

)n−1 , (4.47)

where Kc is a constant.
Instead of the discharge current, a non-dimensional value called C-rate is

often used. This is defined as

c(t) =
I2(t)
I0

, I0 =
Q0

1h
, (4.48)

where I0 is the current that discharges the battery in one hour, which has the
same numerical value as the battery capacity Q0. The C-rate is often written
as C/x, where x is the number of hours needed to discharge the battery with
a C-rate c = 1/x, i.e., a current x times lower than I0. For example, C/3
corresponds to a current that discharges the battery in three hours, C/5 in
five hours.

State of Charge

The state of charge q is the ratio of the electric charge Q that can be delivered
by the battery to the nominal battery capacity Q0,

q(t) =
Q(t)
Q0

. (4.49)

A parameter which is often used in alternative to q is the depth of discharge
1− q(t).

Direct measurement of Q is usually not possible with automotive battery
systems. However, the variation of the battery charge can be approximately
related to the discharge current I2 by charge balance,
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Q̇(t) = −I2(t) . (4.50)

In case of charge, the evaluation of the state of charge must take into account
the fact that a fraction of the current I2 is not transformed into charge. This
fraction is due to irreversible, parasitic reactions taking place in the battery.
Often [65, 149, 129] such an effect is modeled by a charging or coulombic
efficiency ηc,

Q̇(t) = −ηc · I2(t) . (4.51)

The combination of (4.50)–(4.51) yields a method to determine the state of
charge by measuring the terminal current. This method, known as “Coulomb
counting” has the advantage of being easy and reliable as long as the current
measurement is accurate. Practically, however, this method requires frequent
recalibration points, to compensate the effects neglected by (4.50)–(4.51) [193].
Modern system for SoC determination attempt in some cases to estimate
some of these effects, namely, the charge “efficiency” during discharge, which
is due to reaction kinetics and diffusion processes, battery self-discharge, and
capacity loss as the battery ages [195].

More advanced methods of SoC determination include adaptive methods
based on physical models of batteries [194, 193, 195]. If the state of charge is a
state of the model, it can be estimated by comparing the measurements avail-
able (terminal voltage, current), with the model outputs, using well-known
techniques such as Kalman filtering.

Equivalent Circuit

A basic physical model of a battery can be derived by considering an equivalent
circuit of the system such as the one shown in Fig. 4.26. In this circuit, the
battery is represented by an ideal open-circuit voltage source in series with
an internal resistance. Kirchhoff’s voltage law for the equivalent circuit yields
the equation

Uoc(t)−Ri(t) · I2(t) = U2(t) . (4.52)

The steady-state battery equivalent circuit has been applied mainly for various
lead–acid batteries [65, 75, 238, 129, 149], but also for nickel–cadmium, nickel–
metal hydride and lithium-ion batteries [129].

U2

I2

R i

Uoc =

Fig. 4.26. Equivalent circuit of a battery.
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The open-circuit voltage Uoc represents the equilibrium potential of the
battery. Since it is a function of the battery charge, a possible parameterization
is the affine relationship [65] written as

Uoc(t) = κ2 · q(t) + κ1 . (4.53)

The coefficients κ2 and κ1 depend only on the battery construction and the
number of cells, but not on operative variables, thus they can be considered
as constant with time. As can be easily proven with physical considerations,
they must be the same both for charging and discharging. More complex
parameterizations may be derived from the nonlinear Nernst equation [149,
277]. Alternatively, Uoc can be tabulated as a function of the state of charge
[129, 238, 75].

The linear dependency of (4.53) is equivalent to a constant voltage source
in series with a capacitor with constant capacitance. In fact, in a capacitor
the voltage is proportional to the charge stored. A bulk capacitance Cb is thus
an alternative way to represent the battery potential when it varies linearly
with the state of charge [65].

As for the internal resistance Ri, it takes into account several phenom-
ena. In principle, it is the combination of three contributions. The first is
the ohmic resistance Ro, i.e., the series of the ohmic resistance in the elec-
trolyte, in the electrodes, and in the interconnections and battery terminals.
The second contribution is the charge-transfer resistance Rct, associated with
the “charge-transfer” (i.e., involving electrons) reactions taking place at the
electrodes. The third contribution is the diffusion or concentration resistance
Rd, associated with the diffusion of ions in the electrolyte due to concentration
gradients. Thus, in principle, the internal resistance of a battery is calculated
as

Ri = Rd +Rct +Ro . (4.54)

The internal resistance can be evaluated as a function of the state of charge
(and possibly temperature) only [129, 238, 149], conveniently distinguishing
between charge and discharge. The fact that the resistance does not depend on
the battery current is a serious limitation of these models, since the processes
described by (4.54) are in fact highly nonlinear. Nonlinear models are derived
in literature by fitting experimental data with semi-physical equations such
as the Tafel equation [65, 75].

Instead of modeling the various electrochemical processes of a battery,
often experimental data from a constant-current discharge test are used to
derive a black-box model. Simple fitting techniques or more sophisticated
neural networks are used to derive these input/output representations of the
battery behavior. A typical voltage profile as a function of time for a constant
discharge current test is shown in Fig. 4.27. Since for a constant current the
state of charge varies linearly with time, often the voltage profile is given as a
function of q instead of time, with the C-rate or the current as a parameter.
The voltage variation in Fig. 4.27 shows an initial voltage drop, occurring
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when the current is applied, which can be considered as instantaneous in a
first approximation. Subsequently, the voltage varies linearly with the state of
charge. The initial voltage drop clearly increases with the discharge current.

U2

q

t

01

voltage
of fully-charged

battery

I2

Fig. 4.27. Voltage profile of a battery for constant discharge current.

The behavior shown by the battery voltage during the discharge tests is
in agreement with the steady-state model of (4.52), with Uoc expressed by
(4.53), and with a similar affine relationship for the internal resistance,

Ri(t) = κ4 · q(t) + κ3 . (4.55)

In fact, combining (4.52), (4.53) and (4.55), the following equation is obtained
for the battery voltage

U2(t) = (κ1 − κ3 · I2(t)) + (κ2 − κ4 · I2(t)) · q(t) . (4.56)

This equation clearly expresses U2 as the result of a fully-charged battery
voltage κ1 + κ2, a voltage drop occurring when the current is applied at
q = 1, (κ3 + κ4) · I2, and finally a voltage drop which increases as the state of
charge decreases, (κ2− κ4 · I2) · (1− q). This description is in agreement with
the trend observed in Fig. 4.27. The parameters κ3 and κ4 may vary from
charging to discharging, as in some models for NiMH batteries described in
literature [274, 65].

Now, substituting (4.44) into (4.56), a quadratic equation is obtained for
the battery voltage

U2
2 (t)− (κ2 · q(t) + κ1) · U2(t) + P2(t) · (κ4 · q(t) + κ3) = 0 . (4.57)
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The solution of this equation in terms of terminal voltage is

U2(t) =
κ1 + κ2 · q(t)

2
±

√
(κ1 + κ2 · q(t))2

4
− P2(t) · (κ4 · q(t) + κ3) . (4.58)

Alternatively, the substitution of (4.44) into (4.52) yields the equivalent
quadratic equation

U2
2 (t)− Uoc(t) · U2(t) + P2(t) ·Ri(t) = 0 . (4.59)

whose solution in terms of terminal voltage is calculated as

U2(t) =
Uoc(t)

2
±
√
U2

oc(t)
4

− P2(t) ·Ri(t) . (4.60)

The terminal variables are subjected to power and current limitations
which, for the discharge case, are P2 > 0 and U2 < Uoc. The power as a
function of the voltage is calculated as

P2(t) =
−U2

2 (t) + U2(t) · Uoc(t)
Ri(t)

. (4.61)

The power is zero both for U2 = 0 and for U2 = Uoc (see Fig. 4.28). For values
of voltage between these two limits, the power is positive and thus the curve
P2(U2) has a maximum in that range. The condition for maximum power is
obtained by setting to zero the derivative of P2 with respect to U2,

dP2

dU2
=
Uoc − 2 · U2

Ri
= 0 . (4.62)

This equation leads to a maximum power available from the battery

P2,max(t) =
U2

oc(t)
4 ·Ri(t)

, (4.63)

to which the following values of voltage and current correspond

U2,P (t) =
Uoc(t)

2
, I2,P (t) =

Uoc(t)
2 ·Ri(t)

. (4.64)

In practice, the battery voltage is limited to a relatively narrow band
around Uoc, U2 ∈ (U2,min, U2,max). Typical values of U2,min are higher than
U2,P . Therefore, (4.63) is in practice substituted by

P2,max(t) =
Uoc(t) · U2,min − U2

2,min

Ri(t)
. (4.65)

The corresponding limit for the discharge current is
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Fig. 4.28. Dependency between battery power and voltage.

I2,max(t) =
Uoc(t)− U2,min

Ri(t)
. (4.66)

In case of charge, the terminal power would increase (in absolute value)
indefinitely with the terminal voltage U2 > Uoc. In this case, the power is
limited solely by the maximum battery voltage allowed U2,max,

P2,min(t) = −
U2

2,max − Uoc(t) · U2,max

Ri(t)
. (4.67)

The corresponding limit for the charge current (negative) is

I2,min(t) = −U2,max − Uoc(t)
Ri(t)

. (4.68)

Battery Efficiency

The efficiency of a battery is not an obvious concept, since the battery is
not an energy converter, but rather an energy storage system. Nevertheless,
at least two definitions can be formulated for practical purposes. The global
efficiency is defined on the basis of a full charge/discharge cycle as the ratio of
total energy delivered to the energy that is necessary to recharge the device.
Such a definition is dependent on the features of the charge/discharge cycle,
i.e., whether the battery is charged/discharged at constant current (Peukert
test) or at constant power (Ragone test). Assuming that the battery has
a coulombic efficiency of 1, that it can be represented by the steady-state
equivalent circuit model of (4.52), with a constant open-circuit voltage source
and an internal resistance that varies with the sign of the current (charge or
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discharge), the global efficiency can be evaluated in the “Peukert” case. At
constant-current discharge, the battery is depleted in a time tf = Q0/I2. The
discharge energy is therefore

Ed =
∫ tf

0

P2(t) dt = tf · (Uoc −Ri · I2) · I2 . (4.69)

Charging the battery with a current of the same intensity, I2 = −|I2|,
requires an energy that is evaluated as

|Ec| =
∫ tf

0

|P2|(t) dt = tf · (Uoc +Ri · |I2|) · |I2| . (4.70)

The ratio of Ed to Ec is by definition the global efficiency which is a function
of I2,

ηb =
Ed

Ec
=
Uoc −Ri · |I2|
Uoc +Ri · |I2|

. (4.71)

The “Ragone” charge/discharge cycle with constant power P2 can be
treated in the same way. The current I2 to be inserted in (4.71) is a func-
tion of P2 and may be calculated from (4.44), (4.60).

If the assumption of constant Uoc and Ri is removed, then the calculation
of ηb made by integrating the power is no longer valid, since now P2 varies with
time alongside with q. If the affine parameterization of (4.53)–(4.55) is used to
express U2 as a function of the state of charge q, it can be proven that (4.71)
still holds, but with the values of Uoc and Ri calculated at the middle point
q = 0.5, i.e., for a battery half full. However, for nonlinear parameterizations
or for the “Ragone” case of constant power, (4.71) cannot be used in this way
either. An example of numerical integration of Ed, Ec is shown in Fig. 4.29 for
two batteries, a 25 Ah lead–acid battery and a 45 Ah NiMH battery, whose
data are found in the ADVISOR database [272]. The global efficiency for the
first battery is ηb = 0.89, for the second ηb = 0.92.

In alternative to global efficiency, which always depends on the cyclic pat-
tern used, a local efficiency can be also defined, as a power ratio instead of an
energy ratio. This yields

ηb(t) =
P2,d(t)
|P2,c|(t)

=
Uoc(t)−Ri(t) · |I2|(t)
Uoc(t) +Ri(t) · |I2|(t)

, (4.72)

which is formally the same relationship as that of (4.71). The difference is
that in (4.72) the open-circuit voltage and internal resistance may depend on
the state of charge and on the current I2 as well. In other terms, the local
efficiency is an instantaneous function of both current and charge, ηb(I2, q).
This concept can be easily represented in terms of “efficiency maps” similar
to the maps used to describe other energy converters. Figure 4.30 shows the
local efficiency maps of the same two batteries of Fig. 4.29. The figures clearly
show that the local efficiency is strongly dependent on the C-rate and only
very weakly on the state of charge.
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Fig. 4.29. Simulated state of charge q, C-rate c, terminal voltage U2 for a dis-
charge/charge cycle at constant power. Solid lines: 25 Ah lead–acid battery (κ1 =

11.7, κ2 = 1.18, κ
(d)
3 = 0.0369, κ

(d)
4 = −0.0314, κ

(c)
3 = 0.0272, κ

(c)
4 = 0.0047,

|P2| = 3.14 kW). Dashed lines: 45 Ah NiMH battery (κ1 = 12.7, κ2 = 1.40,
κ3 = 0.0140, κ4 = −0.0051, |P2| = 5.65 kW).

The observed limitations of steady-state models are that the voltage re-
sponse to load changes is too prompt and that the internal resistance does
not change as a function of the current [129]. For a 1 Ah lead–acid battery, it
was observed that the internal resistance substantially varies (by a factor of
eight) with the discharge rate varying from 1 A to 100 A. Therefore, for more
accurate calculations, dynamic models are required.

4.4.2 Dynamic Modeling of Batteries

The physical causality representation of a dynamic model of a battery is
sketched in Fig. 4.31. A battery is a passive electric source. Thus, the model
input variable is the terminal current I2(t). A positive I2(t) discharges the bat-
tery, a negative I2(t) charges it. The model output variables are the terminal
voltage U2(t) and the battery charge Q(t).

Dynamic models describe the transient behavior of a battery, including
the rate of change of the battery terminal voltage. Dynamic equivalent-circuit
models implicitly take into account the capacitive and inductive effects that
are neglected in the steady-state circuits. With a different approach, elec-
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Fig. 4.30. Local efficiency map for a 25 Ah lead–acid battery (top) and a 45 Ah
NiMH battery (bottom).
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Fig. 4.31. Batteries: physical causality for dynamic modeling.

trochemical models explicitly represent the variations in concentration of the
relevant chemical species. Here only lumped-parameter electrochemical mod-
els are described. Both dynamic equivalent circuits and lumped-parameter
electrochemical models are suitable for the model-based determination of the
state of charge (SoC observers).

Dynamic Equivalent Circuit

The simplest of the dynamic models of practical use is the Randles or Thevenin
model [149, 217, 38]. This circuit represents a modification of the “steady-state
battery” of (4.52), i.e., a voltage source in series with an internal resistance.
In this equivalent circuit, depicted in Fig. 4.32, the ohmic voltage drop is dis-
tinguished from the non-ohmic overpotential or polarization.8 The latter is
8 The terms “overpotential” and “polarization” are both traditionally used in elec-

trochemistry to denote a voltage drop caused by the passage of current. Here the
former is used for batteries, the latter for fuel cells.
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the sum of charge-transfer (or surface) overpotential and diffusion overpoten-
tial. It drives two parallel branches, in which the capacitive current and the
charge-transfer current flow, respectively. The capacitive current flows across a
double-layer capacitor Cdl, which describes the capacitive effects of the charge
accumulation/separation that occurs at the interface between electrodes and
electrolyte. The charge-transfer current, caused by chemical reactions, crosses
the diffusion resistance and the charge-transfer resistance. The dynamic equa-
tions for this circuit are derived from Kirchhoff’s voltage and current laws,

U2(t) = Uoc −Ro · I2(t)− Uo(t)
(4.73)

Ro · Cdl ·
d

dt
Uo(t) = Uoc − U2(t)− Uo(t) ·

(
1 +

Ro

Rd +Rct

)
,

where Uo is the non-ohmic overpotential. Clearly, these equations coincide at
steady state with (4.52), i.e., with Ri = Ro +Rct +Rd.

U2

I2

R o

Uoc =
R d R ct

Cdl

Uo

Fig. 4.32. Randles model for batteries.

Many authors adopted refinements to the Randles model to take into ac-
count additional phenomena or to improve the dynamic description of the
basic processes. Among these refinements, the diffusion layer is described by
the so-called Warburg impedance Zd instead of a purely resistive element Rd

[32, 21, 162, 243, 22]. In some cases the diffusion impedance is moved for
simplicity from the charge-transfer branch to the main circuit branch crossed
by the whole battery current [32, 21, 222, 162]. Vice versa, in some other
cases all the resistances are placed in the charge-transfer branch [43]. Often a
parallel current branch is included to simulate battery self-discharge or para-
sitic current, due to impurity and side reactions other than the cell reaction,
mainly taking place during charging, thus leading to the coulombic efficiency
of (4.51) [32, 43, 39, 38, 217, 9]. A bulk capacity is used sometimes to repre-
sent an open-circuit voltage which varies with the state of charge, as observed
while discussing (4.53) [43, 21, 222, 38, 217, 243, 9, 129]. More complex circuit
schemes may have multiple RC parallel elements in series [32, 224, 21, 243],
or additional capacity paths in parallel with some of the resistances [222, 9].
In many cases, some of the resistances introduced are actually functions of
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the current itself, representing the nonlinear nature of the processes involved
[32, 43, 21, 222, 162]. In some other cases [91] it is the battery potential which
depends on the current.

Another approach consists of representing the battery transient behavior
by means of “black-box” dynamic circuits, where the resistive and capacitive
elements have no physical meaning but are identified from transient battery
response. The resulting topology is usually different from that of the Randles
circuit consisting of various capacitor parallel branches. Example topologies
include two capacitors and three resistors [129], two capacitors and two re-
sistors along with a voltage source [199], or two capacitors and four resistors
[65]. Johnson’s model is included in the ADVISOR simulator [272]. Its state
equations are (see Fig. 4.33):

d

dt
U ′(t) =

U ′′(t)− U ′(t)−R′′ · I2(t)
C ′ · (R′ +R′′)

d

dt
U ′′(t) =

U ′(t)− U ′′(t)−R′ · I2(t)
C ′′ · (R′ +R′′)

(4.74)

U2(t) =
R′′

R′ +R′′ · U
′(t) +

R′

R′ +R′′ · U
′′(t)−R′′′ · I2(t)−

R′ ·R′′

R′ +R′′ · I2(t)

All the resistances are tabulated functions of the state of charge of the bat-
tery, which is calculated as a weighted sum of the charge on both capacitors,
Q′ = C ′ · U ′, Q′′ = C ′′ · U ′′.

U2

I2

U' C'

U''C''

R'

R''

R'''

Fig. 4.33. Johnson’s capacitive battery model.

Dynamic models have been widely validated for lead–acid batteries [32,
43, 224, 39, 199, 162, 38, 217, 65], but also for nickel–metal hydride batteries
[224, 21, 129], lithium-ion batteries [91, 21, 129, 243], as well as for other,
non-automotive types [22, 222].

Lumped Parameter Electrochemical Models

Batteries can be also modeled from a purely electrochemical point of view,
representing the complex physical processes that take place in the various
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constituting regions (electrodes, electrolyte, gas reservoir, etc.). This type of
modeling is inherently multi-species and multi-phase, since in a battery the
solid, liquid, and gaseous phases may coexist. Several detailed electrochemical
models can be found in the literature, see [186, 95] for NiMH batteries and
[70, 94] for lithium batteries. Due to their complexity, these methods are not
suitable for vehicle system-level simulation, nor for the online determination of
the SoC. However, simpler lumped-parameter counterparts of electrochemical
models can be derived under certain assumptions. The advantages of this
lumped parameter approach are that the resulting models derive from first-
principle equations, they are simple to solve, and they can be easily integrated
in system simulators or SoC observers. In contrast, the drawbacks are that
model assumptions may not be valid under some situations, and the effect of
several cell parameters cannot be evaluated [277].

Considering a discharging NiMH battery, the terminal electric quantities
and the variations of the SoC mainly depend on the concentrations of five
chemical species, namely nickel hydroxide Ni(OH)2, metal hydride MH, oxy-
gen O2, OH− ions and nickel oxyhydroxide NiOOH. The reactions involving
these species can be summarized as

NiOOH + H2O + e− → Ni(OH)2 + OH− , (4.75)

1
2
O2 + H2O + 2e− → 2OH− , (4.76)

MH + OH− → H2O + e− + M , (4.77)

2OH− → 1
2
O2 + H2O + 2e− . (4.78)

Reaction (4.75) along with the side reaction (4.76) take place at the nickel
cathode. Reaction (4.77) along with the side reaction (4.78) take place at the
MH anode.

The kinetics of reactions (4.75)–(4.78) are described by the Butler-Volmer
equations, which involve the concentrations of the five species considered. For
the z-th reaction, z = 1, . . . , 4, the rate of reaction, i.e., the charge-transfer
current density Jz is given by [64]

Jz = Jz,0

∏
i

(
ci

ci,ref

)κi

· eαa,z·K·ηz −
∏
j

(
cj

cj,ref

)κj

· e−αc,z·K·ηz

 ,

(4.79)
where Jz,0 is the exchange current density at reference reactant concentrations
(positive in the direction of oxidation), αa,z and αc,z are the anodic and
cathodic transfer coefficients, ηz is the surface overpotential that drives the
charge-transfer reaction, K = F/(R·ϑb), F is Faraday’s constant, ϑb is the cell
temperature, and R is the gas constant. The subscripts i and j denote reducers
and oxidizers of the reaction considered, respectively. The c’s are the species
concentrations, the κ’s are their respective numbers of moles participating in
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the reaction (stoichiometric coefficients), and subscript ref denotes reference
concentrations.

Frequently used simplifying assumptions consist of neglecting the varia-
tions of the OH− concentration in the electrolyte and relating the concentra-
tion of NiOOH to the Ni(OH)2 concentration. Moreover, due to large electro-
chemical driving force, reaction (4.78) is considered as limited only by the oxy-
gen concentration. Under these assumptions, (4.79) is specified as [277, 95, 18]

J1(t) = J1,0 ·
{(

cn(t)
cn,ref

)
·
(

ce
ce,ref

)
· e0.5·K·η1(t)−

−
(
cn,max − cn(t)
cn,max − cn,ref

)
· e−0.5·K·η1(t)

}
,

(4.80)

J2(t) = J2,0 ·

{(
ce

ce,ref

)2

· eK·η2(t) −
(
po(t)
po,ref

)1/2

· e−K·η2(t)

}
, (4.81)

J3(t) = J3,0 ·
{(

cm(t)
cm,ref

)µ

·
(

ce
ce,ref

)
· e0.5·K·η3(t) − e−0.5·K·η3(t)

}
, (4.82)

J4(t) = −J4,0 ·
(
po(t)
po,ref

)
, (4.83)

where cn(t) is nickel hydroxide concentration, ce is the constant concentration
of KOH electrolyte representing the concentration of OH− ions, cm(t) is the
concentration of hydrogen in metal hydride material and µ its stoichiometric
coefficient, and po(t) is oxygen partial pressure.

The surface overpotentials are

η1(t) = ∆Φpos(t)− φ1(t), η2(t) = ∆Φpos(t)− φ2(t) , (4.84)

η3(t) = ∆Φneg(t)− φ3(t) , (4.85)

where ∆Φpos(t) and ∆Φneg(t) are the potential differences at the solid–
liquid interface on the positive and negative electrodes, respectively, while
φ1(t), . . . , φ3(t) are the equilibrium potentials at the reference state of re-
actions (4.75)–(4.77). The latter terms are conveniently parameterized as a
function of the species concentrations and the temperature. The typical hys-
teresis behavior of NiMH batteries can be simulated by distinguishing φ1(t)
during charging and discharging phases and relaxing the switching with an
exponential term [277].

The charge balance at the electrodes imposes the two constraints

I2(t) = Spos · (J1(t) + J2(t)) , (4.86)

I2(t) = −Sneg · (J3(t) + J4(t)) , (4.87)

where Spos, Sneg are the equivalent surfaces of the positive and negative elec-
trode, respectively. The combination of (4.80)–(4.87) yields a solution for the
four current densities J1(t), . . . , J4(t), ∆Φpos(t), and ∆Φneg(t).
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The terminal voltage results from the contribution of equilibrium poten-
tial, surface overpotential, ohmic losses, and concentration overpotential. The
lumped-parameter approach does not consider the latter term, while the first
two terms are combined in the quantities ∆Φpos and ∆Φneg through (4.84)–
(4.85). Consequently, the terminal voltage can still be calculated with an equa-
tion of the type (4.52), however, Uoc(t) is replaced by ∆Φpos(t) − ∆Φneg(t)
and Ri is represented only by the ohmic resistance Ro.

Once the current densities are known, the mass balance of the nickel active
material under the lumped parameter assumption yields

d

dt
cn(t) = − J1(t)

ly,pos · F
, (4.88)

where ly,pos is the effective thickness of the nickel active material. The mass
balance of metal hydride material reads

d

dt
cm(t) = − J3(t)

ly,neg · F
, (4.89)

where ly,neg is the effective thickness of the metal hydride material. The mass
balance of oxygen reads

d

dt
po(t) = −R · ϑb

Vgas
· Spos · J2(t) + Sneg · J4(t)

F
, (4.90)

where Vgas is the gas volume of the cell.
Finally, this model allows the direct calculation of the SoC

q(t) = 1− cn(t)
cn,max

. (4.91)

Battery Thermal Models

Detailed dynamic simulations require a battery submodel that evaluates how
the battery temperature ϑb varies during vehicle operation. Temperature vari-
ations in general affect many aspects of a battery’s operation, including effi-
ciency, cycle life, and capacity. From the point of view of energy use, temper-
ature variations are important to evaluate the thermal power to be removed
via the cooling system. In battery modeling, temperature is often used to cor-
rect ambient-temperature data for capacity, open-circuit voltage, and internal
resistance.

Practical thermal models are of the lumped-capacitance type [188]. The
battery pack is treated as a single reservoir with thermal capacitance Ct,b.
Inflow thermal power is heat generation in the battery core mainly due to
resistive heating. In the simplest battery equivalent circuit, this term is ap-
proximated by Ri · I2

2 . Another source of heat generation are the parasitic
reactions modeled with coulombic efficiency ηc, see (4.51). Outflow thermal
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power is due to thermal conduction through the battery case and convective
heat transfer to the cooling air.

The thermal balance for the battery is written as

d

dt
ϑb(t) =

qin(t)− qout(t)
Ct,b

, (4.92)

with

qin(t) = Ri · I2
2 (t), qout(t) =

ϑb(t)− ϑair(t)
Rth

. (4.93)

The effective air temperature is conveniently taken as the average between air
flow inlet and outlet:

ϑair(t) = ϑa +
1
2
· qout(t)
∗
ma · cp,a

. (4.94)

where
∗
ma is the mass flow rate of cooling air, and cp,a and ϑa its specific heat

and inlet temperature. The equivalent thermal resistance Rth is the sum of
two contributions, a conductive term s/kA and a convective term 1/hA, where
A is the effective battery surface, and s, h and k are the case thickness, the
convective heat transfer coefficient, and the thermal conductivity. The most
difficult parameter to estimate is h, for which various empirical correlations
are available, depending on the type of air flow (natural convection, forced
convection), cooling air flow rate and temperature, geometrical features, etc.
[196].

4.5 Supercapacitors

Supercapacitors (also termed electrochemical capacitors or ultracapacitors)
store energy in the electric field of an electrochemical double layer. While
their specific power is much higher than in batteries, their specific energy is
substantially lower. As principal energy storage systems, these devices are be-
ing developed for power assist during acceleration and hill climbing, as well
as for the recovery of braking energy [213, 144, 106]. Another possible ap-
plication is in “mild” hybrids together with an integrated starter/alternator,
as a low-voltage (42V) energy buffer that is also capable of high power recu-
peration [130, 235]. Supercapacitors are also potentially useful as secondary
energy storage systems in HEVs, providing load-leveling power to electro-
chemical batteries which may be downsized [166]. Another advantage in this
case would be the additional degree of freedom they add to the vehicle energy
management, which allows for an optimization of the operating conditions of
the main energy storage system.

A supercapacitor differs from conventional capacitors both in the mate-
rials of which it is made and in the physical processes involved. In a super-
capacitor, the dielectric is an ion-conducting electrolyte interposed between
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conducting electrodes. The energy is stored by the charge separation taking
place in the layers that separate the electrolyte and the electrodes. Since the
voltage that can be applied is limited to a few volts by the physical char-
acteristics of the electrolyte, the storage capacity is increased by raising the
capacitance, i.e., increasing the surface and decreasing the thickness of the
electrolyte. The surface is increased by using electrodes made of a porous
material. Electrode materials with the required very high specific area are
active carbon (103 m2/g) and some metallic oxides (ruthenium, iridium). The
porous carbon electrodes are connected to metallic plates that collect charge.
The electrodes are separated by an insulating, ion-conducting membrane, re-
ferred to as the separator. The separator also has the function of storing and
immobilizing the liquid electrolyte. The electrolyte may be an aqueous acid
solution or an organic liquid filling the porous electrodes.

Compared to electrochemical batteries, supercapacitors show a very high
specific power of 500–2500 W/kg, but a very low specific energy of 0.2–
5 Wh/kg, according to the material of the electrodes (carbon, metallic oxides)
and of the electrolyte (aqueous, polymer) [76]. In automotive applications,
most of the attention has been focused on carbon-based cells with polymer
electrolyte, which seem to offer the best performance at the lowest cost [50].
The future use of this technology seems indeed to be dependent on cost issues
in comparison with high-power battery systems [97].
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Fig. 4.34. Schematic of a supercapacitor.

4.5.1 Quasistatic Modeling of Supercapacitors

The causality representation of a supercapacitor in quasistatic simulations is
sketched in Fig. 4.35. The input variable is the terminal power P2(t). The
output variable is the charge Q(t).

Similarly to batteries, the state of charge is evaluated from the terminal
current I2 and the nominal capacity Q0. The former may be calculated from
the terminal power P2 using the trivial equality

I2(t) =
P2(t)
U2(t)

(4.95)



112 4 Electric and Hybrid-Electric Propulsion Systems

PA
P     

U U   
SC

I    Q   2
2

22

Fig. 4.35. Supercapacitors: causality representation for quasistatic modeling.

and a relationship between current and voltage U2.

Equivalent Circuit

A basic physical model of a supercapacitor can be derived from a description
of the system in terms of equivalent circuit. The simplest equivalent circuit
consists of a capacitor and a resistor in series [50, 48, 129]. More complex
equivalent circuits describe the distributed nature of the resistance and of the
charge stored in a porous electrode [167, 187]. The basic equivalent circuit is
depicted in Fig. 4.36. Kirchhoff’s voltage law yields

Rsc · I2(t)−
Qsc(t)
Csc

+ U2(t) = 0, I2(t) = − d

dt
Qsc(t) . (4.96)

U2

I2

R sc

C scQ sc

Fig. 4.36. Equivalent circuit of a supercapacitor.

Substitution of (4.95) into (4.96) yields a quadratic equation for the su-
percapacitor voltage,

U2
2 (t)− Qsc(t)

Csc
· U2(t) + P2(t) ·Rsc = 0 . (4.97)

To let Qsc vanish, both terms of (4.97) are differentiated and the second of
(4.96) is used. This leads to the following differential equation for U2(

1− Rsc · P2(t)
U2

2 (t)

)
· d
dt
U2

2 (t) = −2 · P2(t)
Csc

. (4.98)

Based on (4.95) the current I2 and consequently the charge Qsc may be cal-
culated.



4.5 Supercapacitors 113

An alternative approach is quite similar to the one discussed for electro-
chemical batteries. After having substituted the open-circuit voltage Uoc with
the ratio Qsc/Csc, (4.60) can be used. The resulting equation for the voltage
is

U2(t) =
Qsc(t)
2 · Csc

+

√
Q2

sc(t)
4 · C2

sc

− P2(t) ·Rsc . (4.99)

Using numerical integration methods, this equation may be evaluated at any
time using the value of Qsc at the previous time step. The maximum power
available may be found with the approach used to derive the same quantity
for batteries, (4.62)–(4.66).

Supercapacitor Efficiency

The definition of the efficiency of supercapacitors is similar to that of batteries,
both elements being energy storage systems rather than energy converters. On
the basis of a full charge/discharge cycle, the global (or “round-trip”) efficiency
is defined as the ratio of total energy delivered to the energy that is necessary
to charge the device [68]. Such a definition is dependent on the features of
the charge/discharge cycle, i.e., whether the battery is charged/discharged at
constant current (Peukert test) or at constant power (Ragone test) [48, 49].
If the supercapacitor is represented by the equivalent circuit model of (4.96)
with constant capacitance and internal resistance, the global efficiency can be
evaluated in both “Peukert” and “Ragone” cases.

At constant-current discharge, the supercapacitor is depleted in a time
tf = Q0/I2. The charge varies linearly with time, Qsc(t) = Q0 − I2 · t. The
terminal voltage thus varies according to (4.96). The discharge energy is there-
fore

Ed =
∫ tf

0

U2(t) · I2 dt = I2 ·
(

Q2
0

2 · Csc · I2
−Rsc ·Q0

)
. (4.100)

Charging the supercapacitor with a current of the same magnitude, i.e.,
I2 = −|I2|, the charge varies as Qsc = |I2|t. The charge energy is evaluated as

|Ec| =
∫ tf

0

U2(t) · |I2| dt = |I2| ·
(

Q2
0

2 · Csc · |I2|
+Rsc ·Q0

)
. (4.101)

By definition the ratio of Ed to Ec is the global efficiency, which is a
function of I2:

ηsc =
Ed

Ec
=
Q0 − 2 ·Rsc · Csc · |I2|
Q0 + 2 ·Rsc · Csc · |I2|

. (4.102)

At constant-power discharge (Ragone test), the current varies with time,
thus (4.100)–(4.101) cannot be used. Instead, (4.98) may be solved for constant
power, yielding an implicit dependency of the terminal voltage on time:
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t =
Csc

2 · P2
·

(
Rsc · P2 · ln

(
U2

U0

)2

+ U2
0 − U2

2 (t)

)
. (4.103)

The initial voltage U0 follows from (4.99) with Qsc = Q0. From (4.99),
the discharge ends when Qsc = 2 · Csc ·

√
P2 ·Rsc which, based on (4.96),

corresponds to a terminal voltage Uf =
√
P2 ·Rsc. Note that, in contrast

with the Peukert discharge, the supercapacitor voltage is not zero at the time
tf . From (4.103), the final time is calculated as

tf =
Csc

2 · P2
·
(
Rsc · P2 · ln

(
Rsc · P2

U2
0

)
+ U2

0 −Rsc · P2

)
. (4.104)

The discharge energy is given by

Ed = tf · P2 =
Csc

2
·
(
−Rsc · P2 · ln

(
U2

0

Rsc · P2

)
+ U2

0 −Rsc · P2

)
. (4.105)

For a charge with a constant power of the same intensity, P2 = −|P2|, the
initial voltage is

√
Rsc · |P2|, while the final voltage equals the value of U0

calculated previously. The charge energy is evaluated as

|Ec| = tf · |P2| =
Csc

2
·
(
Rsc · |P2| · ln

(
U2

0

Rsc · |P2|

)
+ U2

0 −Rsc · |P2|
)
.

(4.106)
The efficiency is therefore calculated from

ηsc =
Ed

Ec
=
U2

0 −Rsc · |P2| −Rsc · |P2| · ln
(

U2
0

Rsc · |P2|

)
U2

0 −Rsc · |P2|+Rsc · |P2| ln
(

U2
0

Rsc · |P2|

) . (4.107)

A third possibility is to charge and discharge the supercapacitor with max-
imum power. Equation (4.99) states that discharge power is limited by the
state of charge, P2(t) < Q2

sc(t)/4/C
2
sc/Rsc. This limit is thus varying in time,

in contrast to what happens during charge, when the power is limited only by
the constant maximum current. The efficiency cannot be evaluated analyti-
cally in this case, thus a numerical integration is needed. Examples of super-
capacitor discharges at constant current, at constant power, and at maximum
power are illustrated in Fig. 4.37.

The local definition of supercapacitor efficiency is based on a power ratio
rather than an energy ratio. If the discharge and charge powers are expressed
in terms of charge and current, then the local efficiency is evaluated as

ηsc(I2) =
P2,d

|P2,c|
=
Qsc −Rsc · Csc · |I2|
Qsc +Rsc · Csc · |I2|

. (4.108)

Note that, if in (4.108) an average charge Qsc = Q0/2 is used, the re-
sult is the efficiency of (4.102). The advantage of the local definition is that it
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Fig. 4.37. Calculated discharge tests for a supercapacitor (Csc = 12.5 F, Rsc =
0.08Ω, Q0 = 800C). Solid lines: discharge with constant current I2 = 60A. Dashed
lines: discharge with constant power P2 = 1500W. Dashdot lines: discharge at max-
imum power.

does not require any assumption on the type of charge/discharge, while global
expressions like (4.102) or (4.107) are strictly valid for Peukert and Ragone
cycles, respectively. Similarly to batteries and energy converters, the local su-
percapacitor efficiency can be easily represented in terms of “efficiency maps”
as well.

4.5.2 Dynamic Modeling of Supercapacitors

The physical causality representation of a supercapacitor is the same as that of
a battery and is sketched in Fig. 4.38. The model input variable is the terminal
current I2(t). A positive I2(t) discharges the supercapacitor, a negative I2(t)
charges it. The model output variables are the terminal voltage U2(t) and the
charge Q(t).

The basic equivalent circuit model, (4.96) can be used to calculate the
terminal voltage as a function of the terminal current. Integrating the current
yields the supercapacitor charge and thus the non-dimensional state of charge.
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Fig. 4.38. Supercapacitors: physical causality for dynamic modeling.

4.6 Electric Power Links

In a conventional vehicle architecture, all the electric loads are supplied by
a 14V DC link connected to a 12 V battery and to an engine-driven alter-
nator. The most common electric loads are: ignition system, lighting system,
and electric starter motor. Additional electric loads include power steering
motors, anti-lock motors, fans and pumps, air conditioning, active suspension
actuators, catalyst heaters, throttle actuators, etc. In common passenger cars
today the electric power demand is around 1 kW. Luxury cars may have a
maximum electrical load of 2 kW. However, current predictions suggest that
the electrical load in automobiles will increase in the next years up to 6–10 kW
[133].

In this context of “more electric” cars, the conventional architecture might
be complemented with a higher voltage DC link, typically at 42 V. In this way
it will be possible to introduce new electric loads, e.g. the air conditioning com-
pressor or the coolant pump, that in the conventional architecture are driven
by the engine. The payback usually is a higher flexibility in the operation as
well as the possibility of gaining higher efficiency and reliability. The advent
of a 42 V system would also facilitate the possibility of introducing the in-
tegrated starter/alternator (ISA) concept, i.e., a “mild” hybrid configuration
for effective stop-and-start operation and some degree of regenerative braking
[235].

To manage the presence of electric sources at different voltage levels, vari-
ous solutions have been proposed. They are roughly classifiable in: (1) multi-
level systems, in which a single high-voltage battery (36 V) is used to feed
directly the 42 V loads and, through a 14 V link, the other low-voltage loads,
and (2) dual-voltage systems, in which two batteries are used, a 12 V bat-
tery for the 14 V link and a 36V battery for the 42 V link [133]. Of course
electric traction in EVs and HEVs requires much higher power and voltage
levels, typically hundreds of volts. However, in this case also the two concepts
mentioned above are valid.

Multi-input power converters are used when multiple electric sources are
present in a vehicle. Examples are series hybrids with a generator and a bat-
tery, or purely electric hybrids with a battery and a supercapacitor, or hybrid
fuel-cell vehicles with a battery or a supercapacitor. In all these cases, each
power source is connected to the DC link by means of a bi-directional DC/DC
converter [67].
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4.6.1 Quasistatic Modeling of Electric Power Links

The causality representation of a power link (with m power sources and a
single load) in quasistatic simulations is sketched in Fig. 4.39 for m = 2
(usually, a battery and a generator). The input variable is the power Pm+1(t)
at the load port. The output variables are the power Pj(t) at each source port,
j = 1, . . . ,m.

2

PB
P   

3P   
P   1

Fig. 4.39. Electric power links: causality representation for quasistatic modeling.

In the general case (in most practical cases m = 1, 2), one equation is given
by the power balance across the link,

Pm+1(t) =
m∑

j=1

Pj(t)− Pl(t) , (4.109)

where Pl(t) is the power to the electric loads, which generally is a quantity
that varies in time according to the vehicle operation (from a control point
of view, it may be regarded as a disturbance). There are still m − 1 degrees
of freedom available. These can be represented by m− 1 control variables uj ,
which are conveniently defined as the power-split ratios

uj(t) =
Pj(t)

Pm+1(t) + Pl(t)
. (4.110)

The combination of (4.109) and (4.110) allows the evaluation of the power
at the source ports,

Pj(t) = uj(t) · (Pm+1(t) + Pl(t)) , j = 1, . . . ,m− 1 , (4.111)

Pm(t) =

1−
m−1∑
j=1

uj(t)

 · (Pm+1(t) + Pl(t)) . (4.112)

Of course, in the common case of m = 1 (EVs and parallel HEVs), this model
simply implies the equality of the power delivered by the battery and the
power absorbed by the motor and the electric loads.

4.6.2 Dynamic Modeling of Electric Power Links

The physical causality representation of a power link is sketched in Fig. 4.40.
The model input variables are the voltage at the first main port (typically the
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Fig. 4.40. Electric power links: physical causality for dynamic modeling.

battery), U1(t), and the current at the other ports, Ij(t), j = 2, . . . ,m + 1.
The model output variables are the current at the main source port, I1(t),
and the voltage at the other ports, Uj(t), j = 2, . . . ,m+ 1.

Power links have capacitive dynamics (see Fig. 4.41). However, the link
capacitors usually have such a negligible capacitance (≈ mF) that models
aimed at the evaluation of vehicle energy consumption do not consider any
dynamic effects. Consequently, m equations are given by the equalization of
voltage

Uj(t) = Rj · U1(t), j = 2, . . . ,m+ 1 , (4.113)

where the Rj ’s are DC/DC conversion ratios. Another equation is given by
the balance of currents flowing across the link

I1(t) = Rm+1 · Im+1(t)−
m+1∑
j=2

Rj · Ij(t) +
Pl(t)
U1(t)

. (4.114)

Since these are m + 1 equations in the m + 1 model variables, the variables
uj introduced in the previous section are outputs of the model rather than
inputs.

U1

I1

U2 U3

U1

R2 R3
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3-to-1

I 2 I3

C

Fig. 4.41. Schematic of a DC power link.
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4.7 Torque Couplers

In mechanical-hybrid and parallel hybrid-electric vehicles, the mechanical
power outputs from different power sources are combined using various devices
that can be generically called “torque couplers.” These include three-sprocket
gears driven by belts or chains or direct coupling on the same shaft. The case
of different prime movers that power different wheel axles is straightforward
and is not considered here.

The entry level to hybridization is the belt-driven architecture typically
implemented by starter/generator “mild” hybrids. In this configuration, the
traditional alternator is replaced by an electric machine capable of not only
generating electricity but also acting as a motor to crank the engine, assisting
it in powering, and driving auxiliary loads when the engine is off. Such an im-
plementation requires a relatively low amount of modification to an ICE-based
vehicle [116]. The engine and transmission do not require any modifications,
nor does the space between them. Modifications are required to mount a larger
electric machine: larger pulleys are needed on all belt-driven accessories, and
an inverter.

Another concept for torque coupling is implemented in full parallel hy-
brids. It consists of mounting the rotor of the electric machine on the same
engine shaft, between the engine and the final drive. The stator is mounted
on the outer transmission housing or on a separate intervening housing [116].
This mounting allows the electric machine to be used as a damper to cancel
oscillations at the drive train. This concept is realized in the ETH-Hybrid III
[65, 274], a hybrid-electric-inertial vehicle with three power sources, the third
being a flywheel accumulator, see case study in Sect. 8.3.

4.7.1 Quasistatic Modeling of Torque Couplers

The causality representation of a generic torque coupler (withm power sources
and a single load) in quasistatic simulations is sketched in Fig. 4.42 for m = 3.
The input variables are the torque Tm+1(t) and the speed ωm+1(t) required
at the load shaft. The output variables are the torque Tj(t) and the speed
ωj(t) at each power shaft, j = 1, . . . ,m.

ω2
T2

ω     1
T1

ω     3

ω     4

T3

T4

TC

Fig. 4.42. Torque couplers: causality representation for quasistatic modeling.
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In the general case (in all practical cases m = 2, 3), m equations are given
by the equalization of rotational speed

ωj(t) = Rj · ωm+1(t), j = 1, . . . ,m , (4.115)

where the Rj ’s are the transmission ratios of the power sources to the output
gear. Usually, the main power sources have a unitary transmission ratio to the
output. In the case of direct coupling on the same crankshaft, all the trans-
mission ratios are unitary. Another equation is given by the power balance
across the device

Tm+1(t) =
m∑

j=1

Rj · Tj(t)− Tl(t) , (4.116)

where Tl(t) is a loss term that, when not neglected, is usually modeled as a
constant [272]. There are still m − 1 degrees of freedom available. These can
be represented by m − 1 control variables uj which are conveniently defined
as the torque-split ratios

uj(t) =
Rj · Tj(t)

Tm+1(t) + Tl(t)
. (4.117)

The combination of (4.116) and (4.117) permits the estimation of the
torque at the power shafts,

Tj(t) =
uj(t)
Rj

· (Tm+1(t) + Tl(t)) , j = 1, . . . ,m− 1 . (4.118)

Tm(t) =
1−

∑m
j=1 uj(t)
Rj

· (Tm+1(t) + Tl(t)) . (4.119)

4.7.2 Dynamic Modeling of Torque Couplers

The physical causality representation of a torque coupler is sketched in
Fig. 4.43. The model input variables are the torque at the power shafts, Tj(t),
j = 1, . . . ,m and the rotational speed at the output shaft, ωm+1(t). The
model output variables are the rotational speed at the input shafts, ωj(t),
j = 1, . . . ,m and the torque at the output shaft, Tm+1(t).

ω2T2
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Fig. 4.43. Torque couplers: physical causality for dynamic modeling.
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Usually in modeling torque couplers, no dynamic effects are considered.
The rotational inertia is conveniently attributed to the power and the load
shafts, respectively. Moreover, shaft elasticity is usually neglected. Conse-
quently, the same quasistatic equations, (4.115)–(4.116) can be used. In partic-
ular, they constitute m+1 equations in the m+1 model variables. Therefore,
the variables uj introduced in the previous section are outputs of the model
rather than inputs.

4.8 Power Split Devices

Power split devices (PSDs) are widely used in automatic transmissions. A
power split device is also found in many hybrid vehicles to combine mechanical
power from various (usually, two) power sources to various (usually, two)
mechanical loads. In the typical configuration of a combined hybrid vehicle, a
PSD connects an engine, a motor, a generator, and the drive train.

The core of most PSDs is a planetary gear set, often referred to also
as epicyclic gearing. A basic planetary gear has three main rotating parts
(Fig. 4.44). The inner part is the sun, the outer part is the ring. The interme-
diate part carries rotating elements (planets) and is the carrier. More complex
configurations are possible but they are not considered here. Each of the three
parts can be connected to the input shaft, the output shaft, or can be held
stationary. Choosing which piece plays which role determines the gear ratio
for the gear set.

Common automatic transmissions use a compound planetary gear set in
combination with an hydraulic torque converter. In contrast, several PSDs
for HEVs use one or two planetary gear sets in combination with two electric
machines. The latter case is analyzed in detail in the next section, however,
the modeling of these devices can be applied in both cases.

4.8.1 Quasistatic Modeling of Power Split Devices

The causality representation of a power split device in quasistatic simulations
is sketched in Fig. 4.45. The input variables are the torque and speed at the
load shafts, ωf (t), ωg(t), Tf (t), Tg(t), where the subscripts f and g stand for
“final driveline” and “generator”, respectively. The output variables are the
torque and speed at the power source shafts, ωe(t), ωm(t), Te(t), Tm(t), where
the subscripts e and m stand for “engine” and “motor”, respectively. Often in
combined hybrids, the roles of the electric machines as generator and motor
are interchangeable.

Simple Power Split Devices

The basic equation to consider in analyzing the quasistatic behavior of a
planetary gear set is the relationship between the speed of the three main
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Fig. 4.44. Schematics of a planetary gear set arrangement (as in Toyota Prius
[250]).
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Fig. 4.45. Power split devices: causality representation for quasistatic modeling.

parts, which can be derived according to the Willis formula. The planetary
gear set can be considered as an ordinary gear set in a rotating frame that is
attached to the carrier. Thus, the ratio of the relative speeds of the ring and
of the sun can be written as

ωr(t)− ωc(t)
ωs(t)− ωc(t)

= −z, z =
ns

nr
, (4.120)

where n is the number of teeth and the subscripts c, s, and r refer to the
carrier, the sun, and the ring, respectively. A typical value of the epicyclic
gear ratio z is 0.385 [219].

The connection of the machines to the various ports may differ from one
system to another. In the Toyota Hybrid System (THS-II) [250], the sun gear
is connected to the generator, the planetary carrier to the engine, and the ring
gear to the motor shaft. On the output shaft, the power transmitted by the
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ring gear and the power from the motor are combined. In other hybrid-electric
vehicles, the connections can be different [161, 265].9

Assuming ωe(t) = ωc(t), ωg(t) = ωs(t), ωf (t) = ωr(t), (4.120) is specified
as [219]

ωm(t) = ωf (t) , (4.121)

ωe(t) =
z · ωg(t) + ωf (t)

1 + z
. (4.122)

The balance of power applied to the four ports,

Tf (t) · ωf (t) + Tg(t) · ωg(t) = Te(t) · ωe(t) + Tm(t) · ωm(t) , (4.123)

combined with the torque balance Tf (t) + Tg(t) = Te(t) + Tm(t) and with
(4.121)–(4.122) yields

Te(t) =
1 + z

z
· Tg(t) , (4.124)

Tm(t) = Tf (t)− Tg(t)
z

, (4.125)

which are the remaining two equations.
In contrast to torque couplers, planetary gear sets do not have any available

degrees of freedom to control. In other words, planetary gear sets should be
regarded as passive elements which are inherently self-controlled. Notice also
that if the generator shaft is not connected, i.e., Tg(t) = 0, it follows from
(4.124) that also Te(t) = 0.

Equation (4.122) may be regarded as expressing the relationship between
engine speed and output axle speed, the generator speed being a parameter.
In other words, the planetary gear set represents a sort of continuously vari-
able transmission, where the transmission ratio is regulated by the generator
controller. Four typical modes of operation are illustrated in Fig. 4.46, which
clearly shows the linear dependency between ωe and ωf [250].

A simple PSD may also have an output stage gearing to combine the
torque from the motor to the torque from the ring gear of the planetary gear
set. An example of such case is found in the Ford Hybrid System (FHS) [83],
for which (4.121)–(4.125) are modified to

ωm(t) = Rm · ωf (t) , (4.126)

ωe(t) =
z · ωg(t) +Rr · ωf (t)

1 + z
, (4.127)

Te(t) =
1 + z

z
· Tg(t) , (4.128)

Tm(t) =
1
Rm

· Tf (t)− Rr

Rm
· Tg(t)

z
. (4.129)

9 Usually, in combined hybrids, the two electric machines are simply referred to as
motor–generator 1 and 2, without distinguishing their prevalent functions.
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Fig. 4.46. Relationship between rotational speeds in four typical operation modes:
(a) purely electric (at start-up, ωe = 0), (b) engine/generator operation (engine
start, ωm = ωf = 0), (c) electric assist (normal drive, ωg = 0), (d) acceleration.

where Rr and Rm are the transmission ratios of the motor and ring speeds,
respectively, to the final shaft. These ratios are easily calculated as a function
of the number of teeth of the three torque-coupling gears.

Compound Power Split Devices

Compound power split devices are increasingly used, especially in large hybrid
sport utility vehicle applications, since they have the advantage over simple
PSDs of a reduced power of the electric machines.
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An example of a compound PSD is found in GM’s Two-mode Hybrid
System (previously known as AHS-II) shown in Fig. 4.47a [177]. The gears
of two planetary gearings are mutually connected and linked to the engine,
to the two electric machines, and to the final driveline. Choosing the locking
status of a pair of controlled clutches E1 and E2 permits the realization of
two different operating modes.

In the first operating mode, used at low loads and relatively low vehicle
speeds, E1 is disengaged while E2 is engaged, thus the mechanical connections
can be schematized as in Fig. 4.47b. Applying (4.120) and (4.123) to both
planetary gear sets, one obtains for the speeds

ωe(t) = −z1 · ωg(t) + ωf (t) · (1 + z1) (4.130)

and
ωm(t) =

1 + z2
z2

· ωf (t) , (4.131)

where z1 and z2 are the epicyclic ratios of the first and of the second planetary
gear set, respectively. The corresponding relationships between the torques are

Te(t) = − 1
z1
· Tg(t) (4.132)

and

Tm(t) =
z2

1 + z2
·
(
Tf (t) +

1 + z1
z1

· Tg(t)
)
. (4.133)

The second operating mode is used for heavy loads and high vehicle speeds.
The clutch E1 is engaged, while E2 is disengaged, see Fig. 4.47c. The rela-
tionships between the speeds are

ωe(t) = −z1 · ωg(t) + ωf (t) · (1 + z1) (4.134)

and
ωm(t) =

1 + z2
z2

· ωf (t)− 1
z2
· ωg(t) . (4.135)

The corresponding relationships between the torques are

Te(t) ·
(

1
z2
− z1

)
=

1 + z2
z2

· Tg(t) +
Tf (t)
z2

(4.136)

and

Tm(t) ·
(
z1 −

1
z2

)
= z1 · Tf (t) + (1 + z1) · Tg(t) . (4.137)

Understanding the role of mode-switching of AHS-II requires a dynamic
analysis that is introduced in the next section. A similar operating principle is
used in other compound PSDs, such as the Timken eVT [1] and the Renault
e-IVT [262], whose quasistatic modeling is obtained by using the methods
illustrated above.
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Fig. 4.47. Schematic of a Two-Mode Hybrid System (a) and of its two modes of
operations (b) and (c). The figure show the connections of the engine, the “speeder”
machine or generator (G), the “torquer” machine or motor (M), via two planetary
gear sets, for which S: sun gear, C: planetary carrier, R: ring gear. Two control
clutches are labelled E1 and E2.

4.8.2 Dynamic Modeling of Power Split Devices

The physical causality representation of a power split device is sketched in
Fig. 4.48. The model input variables are the torque at the power source shafts,
Te(t) and Tm(t), and the rotational speeds at the load shafts, ωf (t) and ωg(t).
The model output variables are the rotational speed at the power source
shafts, ωe(t) and ωm(t), and the torques at the load shafts, Tf (t) and Tg(t).
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Fig. 4.48. Planetary gear sets: physical causality for dynamic modeling.
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Dynamic models of PSDs include the inertia effects of the gears. Equa-
tions (4.121)–(4.122) are still valid and already in the required causality rep-
resentation. Conversely, (4.124)–(4.125) are substituted by the more general
equations

Tf (t) = Tm(t) +
1

1 + z
· Te(t)− ω̇g(t) ·

z ·Θc

(1 + z)2
− ω̇f (t) ·

(
Θc

(1 + z)2
+ Θr

)
(4.138)

and

Tg(t) =
z

1 + z
· Te(t)− ω̇g(t) ·

(
z2 ·Θc

(1 + z)2
+ Θs

)
− ω̇f (t) · z ·Θc

(1 + z)2
, (4.139)

where Θc, Θs, and Θr are the moment of inertia of the carrier, the sun, and the
gear ring, respectively. Despite the generality of (4.138)–(4.139), in planetary
gear sets the dynamic effects are normally not considered, as in the case of
torque couplers. The rotational inertia of the gears is indeed negligible when
compared with those of the machines and shafts connected.

However, the physical causality representation is still useful to describe the
role and the operation of a PSD within a generic “variator” architecture, i.e., a
system to split an input power between a main mechanical path and a parallel
path that may not be mechanical. Indeed several variator technologies exist,
including hydraulic, toroidal [87], and belt/chain CVT [264]. A hybrid-electric
powertrain as a whole can be seen as an electric variator [169, 262, 54].

Since PSDs are full four-port converters, their system equations can be
expressed in the general form(

ωe(t)
ωm(t)

)
=

[
A B

C D

]
·

(
ωf (t)
ωg(t)

)
= M ·

(
ωf (t)
ωg(t)

)
(4.140)

and (
Tf (t)
Tg(t)

)
= MT ·

(
Te(t)
Tm(t)

)
=

[
A C

B D

]
·

(
Te(t)
Tm(t)

)
, (4.141)

where the parameters A,B,C,D depend on the system configuration. For
example, the simple planetary arrangement of THS-II has A = 1/(1 + z),
B = z/(1+z), C = 1, and D = 0. Compound PSDs usually are designed such
that A > 0, B < 0, C > 0. The fourth term D can be zero as in the first mode
of AHS-II, negative as in its second mode, or positive.

The PSD operation is described by a few parameters, among which the
speed transmission ratio K(t) = ωf (t)/ωe(t) and the variator speed ratio
Kv(t) = ωm(t)/ωg(t). The relationship between these two parameters is cal-
culated from (4.140)–(4.141) as

Kv(t) = D ·
1− K(t)

K1

1− K(t)
K2

(4.142)
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where K1 = (A−B · C/D)−1 and K2 = 1/A.
The relationship between K(t) and Kv(t) is shown in Fig. 4.49a. If the

system allows Kv varying in a wide range, from negative to positive values,
enabling a generator or motor speed equal to zero, then at a given input speed
(engine speed), the output speed (vehicle speed) can vary continuously from
reverse to forward speed passing through the zero speed. In other words, K
may vary “infinitely”10 without using a torque converter or any equivalent
device.

The variator ratio Kv not only controls the speed transmission ratio, but
also the split of power between the mechanical path and the electrical path. In
variator theory, the power split ratio r(t) = Pg(t)/Pe(t) is conveniently used
to describe this effect. In the ideal case of unitary efficiency of the electrical
path and no power supply from the battery, Pm(t) = Pg(t).11 After some
manipulation of (4.140)–(4.141), the power split ratio thus can be expressed
as a function of K(t) as

r(t) =

(
1− K(t)

K2

)
·
(

1− K(t)
K1

)
K(t) ·

(
1
K2

− 1
K1

) . (4.143)

The dependency between r(t) andK(t) is shown in Fig. 4.49b forK1 < K2.
The figure clearly shows that K1 and K2 are particular values of the speed
transmission ratio called nodes, such that r(t) = 0, a condition that corre-
sponds to a purely mechanical transmission. Between the nodes, the electric
power exhibits a finite maximum. Outside of this range, however, the elec-
tric power would have nonphysically high levels [262]. Therefore, variators are
designed to operate properly for values of K between nodes.

The power split ratio of simple PSDs is calculated as a special case of
(4.143) with D = 0. This condition applies also to represent the first operating
mode of a compound PSD such as the AHS-II, see (4.130)–(4.133). In both
cases,

r(t)(simple) = 1− K(t)
K2

, (4.144)

that is to say, simple PSDs exhibit only one node K2, while K1 → 0 as D → 0.
For K = 0 the system works as a series hybrid, with r = 1. In Fig. 4.49b the
function r(t) = r(K(t)) of a simple PSD is compared with those of a compound
PSD characterized by the same K2. In the nominal operating range of K, i.e.,
between K1 and K2, the power split ratio of the simple PSD is always greater
than that of the compound PSD. In other terms, the use of a compound
10 Whence the name Infinitely Variable Transmission (IVT) often given to these

systems.
11 This assumption is obviously not realistic and is used here only for illustrating

the general operation of PSDs; however, it has to be handled carefully since, for
instance, it leads to the conclusion that for K → 0, Tm →∞.
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PSD permits the reduction of the electric power for the same speed span.
Consequently, the sizing of the electric machines can be reduced.
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Fig. 4.49. Variator ratio (top) and power split ratio (bottom) as a function of
the speed transmission ratio. Dashed curve is representative of a simple PSD with
D = 0. Solid curves are representative of a compound PSD with K1 < K2. Numerical
values: K1 = 0.05, K2 = 0.25.

The analysis above also explains how dual-mode PSDs allow increasing the
range of K without increasing the power split ratio. Some systems, like for
instance the e-IVT system, have two operating modes with two nodes each.
The two modes share the same node K2, while the other node K1 switches
from K

(1)
1 < K2 to K(2)

1 > K2. Consequently, the curve r(t) = r(K(t)) results
from the superimposition of the two curves labeled A and B in Fig. 4.50a, one
for each mode, with the switching occurring at K2. In this way, large values of
K are obtained without any excessive increase of r. The operation of a system
such as the AHS-II is described as in Fig. 4.50a with K

(1)
1 → 0, thus with

curve A given by (4.144).
The nodes of the PSD also play the role of vehicle speed thresholds at

which the directions of energy flows between the linked machines are inverted
and the system operation mode is changed [1, 262]. This behavior is observed
in Fig. 4.50b, which shows ωg and ωm as a function of K for a dual-mode
compound PSD. For K < K

(1)
1 , the motor and the generator rotate in the

same negative direction and they operate in their reverse power direction,
with the “generator” working as a motor and the “motor” as a generator. As
the vehicle speed increases, K(1)

1 < K < K2, the machines rotate in opposite
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Fig. 4.50. Power split ratio (top), generator and motor speed (bottom) as a function
of the speed transmission ratio. In (a) the solid curve is the resulting superimposition
of curve A for the first mode and curve B for the second mode, with a switching
occurring at K2. Numerical values: K

(1)
1 = 0.05, K2 = 0.25, K

(2)
1 = 0.5.

directions and in their positive power direction. Thus, the “generator” works
as a generator and the “motor” as a motor. ForK2 < K < K

(2)
1 both machines

rotate in the same positive direction; their power directions are inverted again.
Finally, for K > K

(2)
1 , the two machines counter-rotate again, while keeping

their positive power direction.
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Non-electric Hybrid Propulsion Systems

The introductory section of this chapter describes several devices that may
all be classified as short-term storage systems. The use of short-term storage
systems in powertrain applications and the possible powertrain configurations
are discussed first.

The next sections analyze the modeling approaches of hybrid-inertial,
hybrid-pneumatic, and hybrid-hydraulic powertrains. Specific components such
as flywheel accumulators, continuously-variable transmissions, pneumatic and
hydraulic accumulators, pumps/motors are all described in accordance with the
quasistatic and the dynamic modeling approach.

5.1 Short-Term Storage Systems

Aside from energy carriers encountered in Chap. 3 (fossil fuels) and in Chap. 4
(electrochemical batteries), other methods are suitable for storing energy on-
board. Due to their lower specific energy, these systems are referred to as
short-term storage systems (3S). Their very limited energy density does not
allow the use of short-term storage systems as the sole energy storage devices.
Instead, these devices may be used in hybrid vehicles, in combination with a
main prime mover, with two main goals. On the one hand, they are aimed
at recuperating the energy made available by the vehicle’s deceleration and
to make it utilizable for subsequent traction phases (regenerative braking).
On the other hand, they allow for the implementation of cyclic operations
(duty-cycle operation, DCO), in which the main prime mover operates in
a high-efficiency full-load point or is turned off, including engine start/stop
strategies. In the off phase, the short-term storage system provides the energy
for traction, while in the engine-on phase it is recharged. This operation is
made convenient by the circumstance that short-term storage systems exhibit
a higher specific power than most long-term energy carriers.1 Of course, the
1 Typically, the energy available for recuperation, Ev = 1

2
mvv2 (order of magni-

tude, 10–100Wh), is commonly stored at a power of 10–50 kW.
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overall benefit obtained with a 3S-based hybridization is partially overcome
by the additional mass installed on-board, which therefore has to be carefully
limited at a reasonable fraction (e.g., 10%) of the vehicle mass, see Chap. 2.

In general, several principles are conceivable for 3S-based power trains, for
instance:

1. electrochemical, generator/motor and battery;
2. electrostatic, generator/motor and supercapacitor;
3. electromagnetic, generator/motor and superconductor coil;
4. inertial, CVT and flywheel;
5. potential, CVT and torsion spring;
6. pneumatic, pneumatic pump/motor and accumulator; and
7. hydraulic, hydraulic pump/motor and accumulator.

Technically, only the solutions (1), (2), (4) and (7) are currently employed,
though also (3) has been proposed [237]. The solution (6) has been analyzed
using simulations [111] and is the topic of ongoing research. The first two
electric solutions are used in hybrid-electric vehicles and have been discussed
already in Chap. 4, while solutions (4), (6), and (7) will be treated in more
detail below. Of course, many other classes of hybrid powertrains have been
proposed in the literature.

Figure 5.1 shows the typical ranges of specific energy and specific power
of the most common short-term storage systems (Ragone plot).
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Fig. 5.1. Specific power versus specific energy for various short-term energy storage
systems.

Usually the vehicular concepts with short-term storage systems are series
hybrids, according to the classification of Chap. 4. In engine–supercapacitor
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systems the linking energy is electrical, while in engine–accumulator systems
it is hydraulic energy or enthalpy. The propulsion system in these cases (see
Fig. 5.2) implies three prime movers and two main energy conversion steps.
Parallel concepts are also possible and actually there are some applications,
especially of hydraulic hybrids, mainly aimed at stop-and-go operation (mild
hybrids). In engine–flywheel systems the linking energy is mechanical, so there
is no difference in principle between the parallel and the series configuration.
However, these concepts also can be conveniently regarded as series hybrids.

hydraulic
pump

hydraulic
accumulator

driveline

hydraulic
motor/pump

engine

flywheel

driveline

CVT

engine

generator

driveline

motor/generator

engine

supercapacitor

Fig. 5.2. Series hybrid concepts with short-term energy storage systems. For a
description of a pneumatic hybrid, see Fig. 5.24

The design of models of hybrid-hydraulic and hybrid-inertial systems is
based on the basic ideas introduced in the previous chapters. In particular, the
concepts of modularity and of quasistatic versus dynamic models are still valid.
Figures 5.3–5.4 show the flow of power factors in quasistatic and dynamic
simulations of a hybrid-inertial and a hybrid-hydraulic vehicle. Notice that
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the power flow of Fig. 5.3 describes also configurations in which the flywheel
is mounted on the engine transmission shaft, as shown in Fig. 5.2.

FW CVT T V

E
ωT

F

vω

T

(a) quasistatic approach

(b) dynamic approach

FW CVT T V

E
ωT

F

vω

T

P

ω

T

Fig. 5.3. Flow of power factors for a hybrid-inertial propulsion system, with the
quasistatic approach (a) and the dynamic approach (b). F : force, P : mechanical
power, T : torque, v: speed, ω: rotational speed. Nomenclature of blocks as in Chap. 4,
plus CVT: continuously-variable transmission, FW: flywheel.

5.2 Flywheels

Low-speed flywheels have been used in various forms for centuries, and they
have a long history of use in automotive applications. Early passenger cars fea-
tured a hand crank connected to a flywheel to start the engine, whereas all of
today’s internal combustion engines use flywheels to store energy and deliver
a smooth flow of power despite the reciprocating nature of the combustion
torque.

In hybrid-inertial concepts a flywheel is combined with a downsized engine,
thus playing the same role as chemical batteries in HEVs [124, 264]. The
flywheel rotational speed must vary independently of the vehicle speed, in
order to allow for duty-cycle operation. Therefore a continuously variable
transmission (CVT) system with a very wide range is necessary between the
flywheel shaft and the drive train. The case study in Sect. 8.3 describes the
optimization of the duty-cycle parameters. Section 5.3 treats CVT systems in
more detail.
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(a) quasistatic approach

(b) dynamic approach
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Fig. 5.4. Flow of power factors for a hybrid-hydraulic propulsion system, with the
quasistatic approach (a) and the dynamic approach (b). F : force, p: pressure, P :
mechanical power, Q: flow rate, T : torque, v: speed, ω: rotational speed. Nomencla-
ture of blocks as in Chap. 4, plus HA: hydraulic accumulator, HM: hydraulic motor,
HP: hydraulic pump, L: hydraulic line.

Mixed inertial/electrical hybrid concepts employ a high-speed flywheel2

to load-level electrochemical batteries [274, 166] or as the only energy storage
system [254]. An electric motor/generator is mounted on the rotor shaft both
to spin the rotor (charging) and to convert the rotor kinetic energy to elec-
trical energy (discharging), while the traction power is provided by a second
electric machine. Regenerative braking is possible through the conversion of
mechanical energy to kinetic energy through electric energy. Since typically,
the built-in motor/generator is an AC machine, it needs a proper converter
to interface with the traction motor when that is a DC machine, as it is usual
in battery–flywheel applications.

With respect to electrochemical batteries, the potential of flywheels is
comparable (but usually lower) in terms of specific energy and higher (up to 10
times or more) in terms of specific power. The advantages of flywheels are that
they contain no acids or other potentially hazardous materials, that they are
not affected by extreme temperatures, and that they usually exhibit a longer
life. So far, flywheel batteries have only been used in some bus applications
[171]. For flywheels to be successful in passenger cars, they would need to

2 Often referred to as “electromechanical batteries” in these applications.
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provide a specific energy higher than the levels currently available. In addition,
there are some concerns regarding the complexity and the safety of a device
that spins mass at very high speeds. The latter aspect strongly limits the
flywheel mass that can be installed on board, thus limiting maximum power
and energy capacity.

Flywheels store kinetic energy within a rapidly spinning wheel-like rotor
or disk. In order to achieve a sufficient amount of specific energy, modern fly-
wheel rotors must be constructed from materials of high specific strength, lead-
ing to the selection of composite materials employing graphite fibers rather
than metals. This also increases rotor speed, which ranges from typical en-
gine speeds up to very high speeds of about 3000 rev/s. The reduction of the
aerodynamic losses associated with such high rotor speeds requires spinning
the rotor in a vacuum chamber. This in turn leads to additional design re-
quirements for the rotor bearing. These bearings must have low losses and
must be stiff to adequately constrain the rotor and stabilize the shaft. These
requirements frequently lead to choosing magnetic bearings with losses on the
order of 2% per hour. In order to reduce the gyroscopic forces transmitted to
the magnetic bearings during pitching and rolling motions of the vehicle, a
gimbal mount is often adopted [108]. The alternative of using counter-rotating
rotors, which do not transmit any gyroscopic forces to the outside, is burdened
by the fact that internally they transmit very large forces that are not easily
supported by the magnetic bearings.

The specific energy of a flywheel is calculated as the ratio of the energy
stored Ef to the flywheel massmf . The kinetic energy stored is Ef = 1

2 ·Θf ·ω2,
with Θf being the moment of inertia of the flywheel and ω its rotational speed.
Using the notation of Fig. 5.5 the moment of inertia is calculated as [74]

Θf = ρ ·b ·
∫
r2 ·2 ·π ·r dr = 2 · π · ρ · b · r

4

4

∣∣∣∣d/2

q·d/2

=
π

2
·ρ ·b · d

4

16
·(1−q4) , (5.1)

where ρ is the material’s density and q the ratio between the inner and the
outer flywheel ring. The flywheel mass is given by

mf = π · ρ · b · d
2

4
·
(
1− q2

)
. (5.2)

Consequently, the energy-to-mass ratio is evaluated as

Ef

mf
=
d2

16
· (1 + q2) · ω2 =

u2

4
· (1 + q2) , (5.3)

where u = d · ω/2 is the flywheel speed at the outer radius. Equation (5.3)
may be written in a more compact way, as

Ef

mf
= kf · u2 , (5.4)
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where the coefficient kf typically ranges from 0.5 to 5, according to the type
of construction.

The specific energy is limited by several factors, such as the maximum
allowable stress and the maximum allowable rotor speed.3 Small units that
are technically feasible today reach 30 Wh/kg, including housing, electronics,
etc. Much higher values of up to 140Wh/kg are predicted by some authors
for advanced rotor materials [257].

u = d
2 ω

dw

d

q d.
0.05   d

β d. .

ω

.

Fig. 5.5. Flywheel accumulator for duty-cycle operation and regenerative braking.

5.2.1 Quasistatic Modeling of Flywheel Accumulators

The causality representation of a flywheel accumulator in quasistatic simula-
tions is sketched in Fig. 5.6. The input variable is the power P2(t) required
at the output shaft. A positive value of P2(t) discharges the flywheel, a nega-
tive value of P2(t) charges it. The output variable is the flywheel speed ω2(t),
sometimes regarded as the “state of charge” of the flywheel.

FW
P     2 ω2

Fig. 5.6. Flywheel accumulators: causality representation for quasistatic modeling.

Models of flywheel accumulators may be derived on the basis of Newton’s
second law for a rotational system. The resulting equation is

Θf · ω2(t) ·
d

dt
ω2(t) = −P2(t)− Pl(t) , (5.5)

3 This is usually limited by the first critical speed of the flywheel [257].
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from which the flywheel speed can be calculated. The term Pl describes the
power losses.

For flywheel accumulators, two main loss contributions are usually consid-
ered, namely air resistance and bearing losses, Pl(t) = Pl,a(t) + Pl,b(t). Both
terms are functions of ω2(t), i.e., of the peripheral velocity u(t). The general
expression for the air resistance force is proportional to the air density ρa,
to u2(t), and to d2, through a coefficient that is a function of the Reynolds
number and of the geometric ratio β = b/d. For Reynolds numbers above
3 · 105, an expression for the power losses due to air resistance [74] is

Pl,a(t) = 0.04 · ρ0.8
a · η0.2

a · u2.8(t) · d1.8 · (β + 0.33) , (5.6)

where ηa is the dynamic viscosity of air.
For the bearing losses, a general expression frequently used [74] is

Pl,b(t) = µ · k · dw

d
·mf · g · u(t) , (5.7)

where the physical quantities involved are a friction coefficient µ, a corrective
force factor k that models unbalance and gyroscopic forces, etc., and the ratio
of the shaft diameter dw to the wheel diameter d.

A first estimation of the power losses may be obtained using the values for
the physical parameters listed in Table 5.1. Figure 5.7 shows the variation of
the bearing losses and the air resistance losses as a function of the flywheel
rotational speed for an optimized flywheel construction [74]. The figure clearly
shows the dependency of the power losses on the speed as given by (5.6). With
the same data it is possible to obtain a value for the time range of the flywheel,
i.e., the time that the flywheel speed remains above a certain threshold without
any external torque. Typical values are about 10 min.

The main design task in designing flywheels consists of assigning values to
the flywheel dimensions b, d in order to obtain the desired kinetic energy at
a given rotational speed (thus, a given moment of inertia), while minimizing
weight and power losses. A typical value for the stored energy may be esti-
mated considering the kinetic energy of a vehicle with a mass of 910 kg and
a speed of 80 km/h. The energy to be recuperated in the flywheel during a
braking until stop is 247 kJ, having assumed a first tentative value of the fly-
wheel mass equal to 10% of the vehicle mass. The moment of inertia is related
to dimensions and mass by (5.1)–(5.2). Figure 5.8 shows that the dimension
b of the flywheel increases as m2

f , while the diameter d decreases as 1/√mf .
Consequently, the power losses and the peripheral speed u decrease as well
(the rotational speed is 100 rev/s). A possible compromise between flywheel
weight and power losses can be obtained with a flywheel mass of about 50 kg.

5.2.2 Dynamic Modeling of Flywheel Accumulators

The physical causality representation of a flywheel accumulator is sketched
in Fig. 5.9. The model input variable is the rotational speed at the output
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Fig. 5.7. Power losses as a function of the rotational speed. Flywheel data: d =
0.36m, b = 0.108m, β = 0.3, q = 0.6, mf = 56.33 kg.
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Table 5.1. Numerical values for the flywheel parameters.

µ 1.5 · 10−3

k 4

dw/d 0.08

ρa 1.3 kg/m3

ηa 1.72 · 10−5 Pa s

ρ 8000 kg/m3

or downstream shaft, ω2(t). The model output variable is the torque at the
output shaft, T2(t).

FW
T     2ω2

Fig. 5.9. Flywheel accumulators: physical causality for dynamic modeling.

The equations developed in the previous section are suitable also for dy-
namic modeling. The only dynamic term is related to the derivative of the
flywheel speed. It can be easily estimated since ω2(t) is an input variable.

5.3 Continuously Variable Transmissions

The use of continuously variable transmissions (CVT) is a promising technol-
ogy to increase the energy efficiency of conventional and hybrid vehicles [81].
Due to higher transmission losses in the hydraulic part of the CVT system4

as well as to slip in the CVT power transmitter device, the efficiency of CVTs
is inherently lower than that of conventional fixed-ratio gear boxes. Never-
theless, since CVTs allow for the optimization of the power flows, the overall
energy consumption of the vehicle can be smaller.

In conventional vehicles, the use of a CVT permits the selection of that
combination of engine speed and torque which delivers the output power re-
quired with the best efficiency possible. In contrast, multi-step transmissions
allow only for a limited number of combinations, usually five or six according
to the number of gear ratios (see Chap. 3). A CVT therefore increases the ef-
ficiency of the engine and thus the efficiency of the overall propulsion system.
An additional advantage of CVTs is the fact that the gear shifting mechanism
exhibits a smooth and comfortable behavior that cannot be achieved – or only
with additional clutches – by conventional transmissions.
4 For this reason CVTs actuated by electromechanical devices [260] are being stud-

ied, with the goal of reducing the power losses by 25%.
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Continuously variable transmissions are key components in hybrid-inertial
vehicles, where the rotational speed of the flywheel accumulator must be de-
coupled from that of the drive train. In hybrid-electric vehicles, though not
strictly necessary, the use of CVTs is gaining a notable amount of attention
as an additional control device [232, 55].

The core of a modern CVT (see Fig. 5.10) consists of a transmitter element
and two V-shaped pulleys. The element that transmits power between the
pulleys can be a metal belt [81] or a chain [190]. The pulley linked to the
prime mover is referred to as primary pulley, while the one connected to the
drive train is the secondary pulley. Each pulley consists of a fixed and an
axially slidable sheave. Each of the two moving pulley halves is connected to
a hydraulic actuation system, consisting of a hydraulic cylinder and piston. In
the simplest hydraulic configuration the secondary pressure is the hydraulic
supply pressure. The primary pressure is determined by one or more hydraulic
valves, actuated by a solenoidal (electromagnetic) valve, which connect the
two circuits with the pump return line [264].

In the i2-CVT used in the ETH-III propulsion system [65], the range of the
CVT alone (typically 1:5) is substantially increased by combining the CVT
core (a chain converter) with a two-ratio gear box. In the “slow” gear arrange-
ment, the overall transmission ratio is given by the product of the CVT ratio
and the gear ratio. In the “fast” gear arrangement, the power flow through
the CVT is inverted, thus the overall transmission ratio is proportional to
the reciprocal of the CVT ratio. This allows for reaching transmission ratios
higher than 1:20.

5.3.1 Quasistatic Modeling of CVTs

The causality representation of CVTs in quasistatic simulations is sketched in
Fig. 5.11. The input variables are the torque T2(t) and the speed ω2(t) at the
downstream shaft. The output variables are the torque T1(t) and the speed
ω1(t) required at the input shaft.

A simple quasistatic model of a CVT can be derived neglecting slip at the
transmitter but considering torque losses [101, 232, 155]. The definition of the
transmission (speed) ratio ν implies that

ω1(t) = ν(t) · ω2(t) . (5.8)

Newton’s second law applied to the two pulleys yields

Θ1 ·
d

dt
ω1(t) = T1(t)− Tt1(t) , (5.9)

Θ2 ·
d

dt
ω2(t) = Tt2(t)− T2(t) , (5.10)

where Tt1(t) and Tt2(t) represent the torque transmitted by the chain or the
metal belt to the pulleys. The torque losses may be taken into consideration
by applying them to the primary pulley, as



142 5 Non-electric Hybrid Propulsion Systems

primary pulley

secondary 
pulley

pump

reservoir

return
line

hydraulic valve

electrovalve

uCVT

Fig. 5.10. Scheme of a CVT system.
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Fig. 5.11. CVTs: causality representation for quasistatic modeling.

Tt2(t) = ν(t) · (Tt1(t)− Tl(t)) . (5.11)

Combining (5.8)-(5.11) and recalling that ν is a variable quantity, the final
expression for the input torque obtained is

T1(t) = Tl(t) +
T2(t)
ν(t)

+
ΘCV T

ν(t)
· d
dt
ω2(t) + Θ1 ·

d

dt
ν(t) · ω2(t) , (5.12)

where the secondary reduced inertia is defined as ΘCV T = Θ2 + Θ1 · ν2(t).
The variation of the gear ratio ν(t) is determined by the CVT controller,

ν̇(t) = uCV T (t), thus it is an input variable for the model.
The evaluation of the torque losses requires the evaluation of the losses in

the hydraulic part of the CVT, which are dominated by the pump losses, and
the friction losses at the mechanical contacts between various CVT compo-
nents. Analytical expressions for Tl(t) are derived by fitting experimental data,
but due to the complexity of the processes involved, at least a second-order
dependency of Tl(t) on ν(t), ω1(t) and on the input power P1(t) is required
[265, 65].



5.3 Continuously Variable Transmissions 143

An alternative approach is based on the definition of the CVT efficiency
ηCV T (ω2, T2, ν), according to which the torque required at the input shaft is
evaluated as

T1(t) =
T2(t)

ν(t) · ηCV T (ω2(t), T2(t), ν(t))
, T2(t) > 0 , (5.13)

T1(t) =
T2(t)
ν(t)

· ηCV T (ω2(t), T2(t), ν(t)), T2(t) < 0 . (5.14)

The typical dependency of ηCV T on output speed and torque as well as
on the transmission ratio is depicted in Fig. 5.12. The efficiency of the CVT
increases with torque at constant speed and ν, exhibiting a maximum that is
more pronounced at higher speeds. Higher transmission ratios also favorably
affect the efficiency. Values around 90% can be reached for high-load, low-
speed conditions. Values lower than 70% are typical during low-load operation
[265, 190].

ηCVT

2T

ν

100%

0% ω2

ν

ηCVT

100%

Fig. 5.12. Qualitative dependency of CVT overall efficiency on torque, speed, and
transmission ratio.

As an example, Fig. 5.13 shows the result of a detailed model of a push-belt
CVT [189] of the type discussed in the next section.

The efficiency of CVTs can be approximated using Eqs. (3.13) and (3.14)
as well. However, in this case the factor egb is smaller than in conventional
gear boxes and depends on the speed and gear ratio of the CVT. At a gear
ratio ν = 1, typical values are egb = 0.96 and P0,gb = 0.02 · Pmax at the
rated speed and egb = 0.94 and P0,gb = 0.04 · Pmax at 50% of the rated
speed. At the maximum or minimum gear ratio, the idling losses increase, i.e.,
P0,gb = 0.04 · Pmax at the rated speed and P0,gb = 0.06 · Pmax at 50% of the
rated speed.
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Fig. 5.13. Efficiency of a push-belt CVT as a function of input speed ωe, input
torque T1, and gear ratio ν [189].

5.3.2 Dynamic Modeling of CVTs

The physical causality representation of a CVT is sketched in Fig. 5.14. The
model input variables are the rotational speed at the output or downstream
shaft, ω2(t), and the torque at the input or upstream shaft, T1(t). The model
output variables are the torque at the output shaft, T2(t), and the speed at
the input shaft, ω1(t).

ω2

T2

CVT
ω     1

T1

Fig. 5.14. CVTs: physical causality for dynamic modeling.

Dynamic CVT models calculate the rate of change of ν(t), and conse-
quently the output variables, as a result of a fundamental hydraulic and me-
chanical modeling of the system. The hydraulic submodel calculates the forces
acting on the primary and secondary pulley halves, F1(t) and F2(t), which ba-
sically depend on pressure in the corresponding circuits and pulley speed (via
a centrifugal term). The pressure is modeled according to continuity equations
in the various branches of the hydraulic circuit, whose geometrical characteris-
tics depend on the status of the hydraulic valves and ultimately on the electric
control signal uCV T (t) [265].
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The mechanical submodel calculates the speed transmission ratio and its
time derivative as a function of F1(t) and F2(t), usually neglecting slip but
considering the variable pulley inertia and, in some cases, the lumped belt
mass. A model of the latter type [233] results in the following equation for the
rate of change of the transmission ratio [265],

d

dt
ν(t) = k(ν(t)) · (F1(t)− κ(ν(t), T1(t), F2(t)) · F2(t)) , (5.15)

where F1(t) and F2(t) are the forces acting on the primary and the secondary
pulley, respectively, while k and the so-called pulley thrust ratio κ are func-
tions that have to be determined experimentally. Other models, mainly pro-
posed for metal-belt CVTs, although based on a different derivation, show a
final dependency similar to that of (5.15) [117, 96].

Once ν̇(t) is calculated or assumed, the output model variables are eval-
uated using the equations derived in the previous section. In particular (5.8)
can be used to evaluate ω1(t) and (5.12) to evaluate T2(t), since both ω2(t)
and its derivative are known as input variables.

5.4 Hydraulic Accumulators

Besides supercapacitors, flywheels, and pneumatic systems, a fourth type
of short-term storage system is represented by hydraulic accumulators. Like
the other concepts mentioned, hydraulic accumulators are characterized by a
higher power density and a lower energy density than electrochemical batter-
ies. Due to the high power flow that can be recuperated during deceleration
and then made available, the application of hydraulic hybrid concepts has
been of interest so far for use in heavy vehicles, i.e., sport utility vehicles, ur-
ban delivery vehicles, trucks, etc. As the energy storage system, the hydraulic
accumulator has the ability to accept both high frequencies and high rates of
charging/discharging, both of which are not possible for electrochemical bat-
teries. However, the relatively low energy density of the hydraulic accumulator
requires a carefully designed control strategy if the fuel economy potential is
to be realized to its fullest.

In this context, both series and parallel hybrid architectures have been
proposed. The parallel architecture (EPA’s Hydraulic Launch Assist [132],
Ford’s Hydraulic Power Assist [82]) includes an engine (often a Diesel en-
gine) and a hydraulic reversible machine (pump/motor). Besides regenerative
braking, typically the hydraulic motor is used alone at low loads (stop-and-
go) and for the first few seconds during acceleration. The hydraulic motor
also provides additional torque during hill climbing and heavy acceleration,
thus covering many of the possibilities already illustrated for hybrid-electric
vehicles. Expected benefits are in terms of fuel consumption in stop-and-go op-
eration (20-30%), exhaust emissions, and acceleration time. The series hybrid
configuration (EPA [132]) requires two hydraulic pumps/motors. It is often
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referred to as “full hybrid,” since larger degrees of hybridization are used,
with larger improvements (70% and more) in reducing fuel consumption than
with parallel “mild” concepts.

All types of hybrid-hydraulic propulsion systems include a high-pressure
accumulator and a low-pressure reservoir. The accumulator contains the hy-
draulic fluid and a gas such as nitrogen (N2) or methane (CH4), separated
by a membrane (see Fig. 5.15). When the hydraulic fluid flows in, the gas
is compressed. During the discharge phase, the fluid flows out through the
motor and then into the reservoir. The state of charge is defined as the ratio
of instantaneous gas volume in the accumulator, Vg, to its maximum capacity.
Typical data of an accumulator designed for a truck are listed in Table 5.2.
The reservoir can be regarded as an accumulator working at a much lower
pressure, e.g., 8.5–12.5 bar.

wd/2mm

mg

momembrane

oil

Vg

Fig. 5.15. Schematic of a hydraulic accumulator.

Table 5.2. Typical data of hydraulic accumulators.

fluid capacity 50 l

maximum gas volume 100 l

minimum gas volume 50 l

pre-charge pressure (at 320 K) 125 bar

maximum pressure 360 bar

5.4.1 Quasistatic Modeling of Hydraulic Accumulators

The causality diagram of a simple hydraulic accumulator used for quasistatic
simulations is sketched in Fig. 5.16. The input variable is the mechanical
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power P2(t) = p2(t) ·Q2(t) required at the shaft. Here p2(t) is the pressure in
and Q2(t) is the volumetric flow from the accumulator. The output variable
is the state of charge of the accumulator, i.e., the volume occupied by the gas,
Vg(t).

HA
P     2 Vg

Fig. 5.16. Hydraulic accumulators: causality representation for quasistatic model-
ing.

Thermodynamic Model

A basic physical model of a hydraulic accumulator can be derived from the
mass and energy conservation laws and the ideal gas state equation for the
charge gas [197, 79]. The resulting set of nonlinear equations includes an
energy balance

mg · cv ·
d

dt
ϑg(t) = −pg(t) ·

d

dt
Vg(t)− h ·Aw · (ϑg(t)− ϑw) , (5.16)

a mass balance
d

dt
Vg(t) = Q2(t) , (5.17)

and the ideal gas law

pg(t) =
mg ·Rg · ϑg(t)

Vg(t)
, (5.18)

where Aw is the effective accumulator wall area for heat convection, h is the
effective heat transfer coefficient,mg is the gas mass, cv is the constant-volume
specific heat of the gas, ϑg(t) is the gas temperature, pg(t) the gas pressure,
Vg(t) the gas volume, ϑw the wall temperature, and Rg is the gas constant.
More detailed models [197] may describe the charge gas with a nonlinear state
equation (Benedict–Webb–Rubin equation of state) and may take into account
the heat exchange between the charge gas and the elastomeric foam that is
usually inserted on the gas side of the accumulator to reduce the thermal loss
to the accumulator walls.

In a first approximation the gas pressure pg(t) equals the fluid pressure
at the accumulator inlet, p2(t). Frictional losses caused by flow entrance ef-
fects, viscous shear, and piston-seal friction or bladder hysteresis can hardly
be accounted for in an analytical fashion. Usually the pressure loss term is
evaluated as a fraction of p2(t) (e.g., 2%) [197].

A relationship between fluid flow rate, charge volume, and power can be
derived by solving (5.16)–(5.18) at steady state. Assuming that pg(t) = p2(t),
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i.e., no pressure losses at the accumulator inlet, the resulting equation for fluid
pressure is written as

p2(t) =
h ·Aw · ϑw ·mg ·Rg

Vg(t) · h ·Aw +mg ·Rg ·Q2(t)
. (5.19)

Combining (5.19) with the definition of output power, the fluid flow rate is
obtained,

Q2(t) =
Vg(t)
mg

· h ·Aw · P2(t)
Rg · ϑw · h ·Aw −Rg · P2(t)

. (5.20)

The state of charge is thus given by integrating (5.17). With only one state
variable, this quasi-stationary model has a complexity that is equivalent to
that of most battery models. Thus it can easily be embedded, for instance,
in a dynamic programming algorithm [278] and also generally in quasistatic
algorithms.

Accumulator Efficiency

The efficiency of a hydraulic accumulator may be defined as the ratio of the
total energy delivered during a complete discharge to the energy that is nec-
essary to charge up the device. This definition is conceptually identical to the
“global efficiency” introduced in Chap. 4 for electrochemical batteries. The en-
ergy spent to charge the accumulator depends on the type of process assumed
for the accumulator charge/discharge cycle. Similarly to electrochemical bat-
teries, constant flow rate or constant power processes may be assumed. For
hydraulic accumulators, however, the usual definition of efficiency is based on
a reference cycle consisting of isentropic compression and expansion from the
maximum to the minimum volume and vice versa.

The thermodynamic transformations followed by the gas in the reference
cycle are represented in the temperature/entropy (ϑ–s) diagram of Fig. 5.17.
The transformation AB is an isentropic compression from an initial state A,
which is characterized by a maximum volume and a temperature that equals
that of the surrounding ambient (ϑA = ϑw). The transformation BC is an
isochoric cooling of the gas, which loses thermal energy5 to the ambient until
ϑC = ϑA. The transformation CD is an isentropic expansion that ends when
pD = pA. The transformation DE is a further expansion that ends when
VE = VA.

By definition, the isentropic transformation yields the following equations

pB

pA
=
(
VA

VB

)γ

= r−γ ,
ϑB

ϑA
=
(
pB

pA

) γ−1
γ

= r1−γ , (5.21)

5 This corresponds to a worst-case scenario in which the device is left to cool for a
long time.
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Fig. 5.17. Temperature–entropy (ϑ–s) diagram of the accumulation process.

where r is the expansion ratio and γ is the ratio of the specific heats. The
compression work is calculated along the path AB. For a closed, adiabatic
system, the work exchanged equals the variations of the internal energy. Thus
the work WAB is calculated as

WAB = mg · cv,g · ϑA ·
(
ϑB

ϑA
− 1
)

= mg · cv,g · ϑA ·
(
r1−γ − 1

)
. (5.22)

The transformation BC is isochoric, i.e., the volume VC is equal to VB .
Moreover, since ϑC = ϑA, the pressure can be calculated as

pC =
mg ·Rg · ϑC

VC
=
mg ·Rg · ϑA

VB
=
pA · VA

VB
=
pA

r
. (5.23)

For the reference cycle ABCDA, the expansion ends at the state D, which
is characterized by a pressure pD = pA, and a temperature ϑD evaluated as

ϑD

ϑC
=
(
pD

pC

) γ−1
γ

=
(
pA

pA
r

) γ−1
γ

= r
γ−1

γ . (5.24)

The expansion work is thus calculated as

WCD = mg · cv,g · ϑC ·
(
ϑD

ϑC
− 1
)

= mg · cv,g · ϑA ·
(
r

γ−1
γ − 1

)
. (5.25)

For the reference cycle ABCEA, the expansion ends at the state E, which is
characterized by a volume VE = VA, and a temperature evaluated as

ϑE

ϑC
=
(
VE

VC

)1−γ

= rγ−1 . (5.26)

The expansion work is thus
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WCE = mg · cv,g · ϑC ·
(
ϑE

ϑC
− 1
)

= mg · cv,g · ϑA ·
(
rγ−1 − 1

)
. (5.27)

The accumulator efficiency is the ratio between the discharge energy and
the charge energy. For the isochoric reference cycle ABCEA, the efficiency is
evaluated as

ηha,V =
−WCE

WAB
=

1− rγ−1

r1−γ − 1
. (5.28)

For the “isobaric” reference cycle ABCDA, the efficiency is evaluated as

ηha,P =
−WCD

WAB
=

1− r
γ−1

γ

r1−γ − 1
. (5.29)

The variations of WAB , WCD, WDE and ηha with the expansion ratio r are
shown in Fig. 5.18. The plots clearly show that the efficiency of the isobaric
cycle is always lower than the efficiency of the isochoric cycle which reaches
the 100% value for r = 1. In both cases, the efficiency is a monotonically
increasing function of r.
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Fig. 5.18. Compression work WAB , expansion works WCD, WCE (top), and effi-
ciency ηha (bottom) as a function of the expansion ratio r.

Specific Energy of Accumulators

The results of the analysis developed in the previous section allow for the
evaluation of the specific energy of a hydraulic accumulator. The compression
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work given by (5.22) must be divided by the accumulator mass. This is given
by the sum of three terms, viz. the mass of the charge gas, the mass of the
hydraulic fluid, and the mass of the housing. The latter term may be evaluated
as the mass of a spherical shell designed to bear a pressure pB , the maximum
gas pressure. The thickness of the housing (see Fig. 5.15) may be evaluated
using the formula:

w =
pB · d
4 · σ

, (5.30)

where d is the diameter of the accumulator shell and σ is the maximum tensile
stress. The housing mass is thus

mm = ρm · π · d2 · w =
3
2
· VA · pB ·

ρm

σ
, (5.31)

since VA, the maximum volume occupied by the gas, by definition is the
accumulator volume. The fluid mass to be considered in the calculation is
the mass that occupies the maximum volume left by the gas, i.e., the volume
VA − VB . The mass of the charge gas is the constant mg already introduced
in the previous section. The orders of magnitude of such masses are rather
different. Evaluating the gas mass as mg = VA · pA/(Rg · ϑA), the ratios of
fluid to gas mass and of housing to gas mass are

mo

mg
= ρo ·

Rg · ϑA

pA
· (1− r),

mm

mg
=

3
2
·Rg · ϑA · r−γ · ρm

σ
. (5.32)

Using typical data for the materials, such as the ones listed in Table 5.3,
clearly shows that mg can be neglected when compared with mo and mm. For
higher pressures, even mo can be neglected when compared with mm.

Table 5.3. Typical parameter values for hydraulic accumulator models (methane
as compressed gas).

ρm/σ 10−5 kg/J

ρo 900 kg/m3

ϑA 300K

Rg 520 J/(kg K)

pB 400–800 bar

In the latter case, the expression for the specific energy is written as

Eha

mha
≈ WAB

mm
= α · rγ ·

(
r1−γ − 1

)
, (5.33)

with α = 2 · cv,g · σ/(3 · ρm · Rg). The variation of the specific energy as a
function of the compression ratio r is shown in Fig. 5.19.
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The specific energy of (5.33) can be maximized with respect to r by setting
the relevant derivative to zero. This condition yields the optimal compression
ratio

ropt =
(

1
γ

) 1
γ−1

. (5.34)

With γ = 1.31 (methane), the optimal compression ratio is ropt = 0.42, and
the corresponding efficiency is ηha,P = 0.60.
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Fig. 5.19. Specific energy of a hydraulic accumulator as a function of the compres-
sion ratio with methane as a hydraulic fluid.

5.4.2 Dynamic Modeling of Hydraulic Accumulators

The physical causality representation of a hydraulic accumulator is sketched
in Fig. 5.20. The model input variable is the flow rate of the hydraulic fluid
Q2(t). A positive Q2(t) discharges the accumulator, a negative Q2(t) charges
it. The model output variables are the hydraulic fluid pressure p2(t) and the
state of charge Vg(t).

The state of charge is calculated by directly integrating (5.17), while in
a first approximation the fluid pressure equals the gas pressure pg(t), which
may be integrated using (5.16) and (5.18).
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Fig. 5.20. Hydraulic accumulators: physical causality for dynamic modeling.

5.5 Hydraulic Pumps/Motors

In hybrid-hydraulic propulsion systems, hydraulic motors convert pressure
energy of a fluid into mechanical energy available at the motor shaft. Con-
versely, the machine can act as a pump, converting mechanical energy back
into hydraulic energy.

Hydraulic motors are rotary or reciprocating volumetric machines with
a fixed or a variable displacement volume. Different applications may require
different types of machine, according to the maximum pressure required (100–
600 bar), the displacement volume, and the rotational speed. Rotary machines
handle the fluid in chambers whose volume cyclically changes for the design
of the walls (vane machines) or the action of teeth (gear machines). However,
most types have a fixed displacement volume. Reciprocating machines are
characterized by the cyclic variation of the chamber volume for the action
of a piston. Variable displacement operation is usually possible by changing
the geometry of the driving mechanism. Reciprocating machines are further
classified into radial piston and axial piston machines.

In the former type, the cylinder axes are perpendicular to the shaft. In
pump operation, as the cylinder block rotates, the pistons are pressed against
the rotor and are forced in and out of the cylinders, thereby receiving fluid
and pushing it out into the system. The motor operation is the reverse.

In axial piston machines, the cylinder axes are parallel to the shaft (see
Fig. 5.21). In the swash-plate type, the reciprocating motion is created by
a plate mounted on the shaft at a fixed or variable angle. One end of each
piston rod is held in contact with the plate as the cylinder block and piston
assembly rotates with the drive shaft. This causes the pistons to reciprocate
within the cylinders. In bent-axis units, it is the pistons that are bent with
respect to the shaft and plate axes.

In automotive applications, the faster axial piston machines of the bent-
axis or swash-plate types, with typical speeds of 300–3000 rpm, are preferred
to slower radial piston machines, which are used instead for very high pressure
applications. The displacement per revolution of the machine is adjusted to
control the power delivered or absorbed, thus letting the machine operate as
a pump or as a motor. Both in bent-axis units and in swash-plate units, the
adjusted quantity is the swivel angle, i.e., the angle between the pistons’ axes
and the connecting plate axis. Typical values of this angle are 20–25◦.
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Fig. 5.21. Schematics of piston pumps/motors: swash-plate (a), bent-axis (b).

5.5.1 Quasistatic Modeling of Hydraulic Pumps/Motors

The causality representation of a hydraulic pump/motor in quasistatic simu-
lations is sketched in Fig. 5.22. The input variables are the torque T2(t) and
speed ω2(t) required at the shaft. The ouput variable is the hydraulic power
P1(t) = p1(t) ·Q1(t).

1P   
HPM

2T     

ω2

Fig. 5.22. Hydraulic pumps/motors: causality representation for quasistatic mod-
eling.

The relationship between P2(t) = T2(t) ·ω2(t) and P1(t) may be described
by defining a pump/motor efficiency ηhm(ω2, T2) such that

P1(t) =
P2(t)

ηhm(ω2(t), T2(t))
, P2(t) > 0 , (5.35)

P1(t) = P2(t) · ηhm(ω2(t),−|T2|(t)), P2(t) < 0 . (5.36)

Of course, as for other energy converters, an alternative quasi-stationary
description for hydraulic pumps/motors is the Willans approach
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P1(t) =
P2(t) + P0

e
, (5.37)

where e is the efficiency of the energy conversion process and P0 represents
the friction losses of the pump/motor.

A basic physical model of variable-displacement piston pumps/motors can
be derived by following the classic Wilson’s approach [197]. The volumetric
flow rate of the hydraulic fluid through a pump is given by

Q1(t) = −ηv(t) · x(t) ·D · ω2(t), T2(t) < 0 , (5.38)

whereD is the maximum displacement and x is the fraction ofD available. For
a bent-axis unit, x(t) is related to the swivel angle, i.e., the control input of the
machine. The negative sign in (5.38) is necessary because usually for pumps
x(t) is considered to be a positive quantity. The volumetric efficiency ηv(t)
accounts for various phenomena, including leakage (turbulent and laminar)
and fluid compressibility [197]. For motors, (5.38) is modified as

Q1(t) = −x(t) ·D · ω2(t)
ηv(t)

, T2(t) > 0 , (5.39)

with x(t) that is now a negative quantity.
The fluid pressure in a pump (p1(t) is defined as the differential between

fluid pressure in the machine and in the reservoir) is calculated from a basic
energy balance

p1(t) = −ηt(t) · T2(t)
x(t) ·D

, T2(t) < 0 . (5.40)

The mechanical efficiency ηt(t) accounts for viscous, frictional, and hydrody-
namic torque losses. The corresponding equation for the motor mode is

p1(t) = − T2(t)
ηt(t) · x(t) ·D

, T2(t) > 0 . (5.41)

A semi-physical approach to evaluate the volumetric and the torque effi-
ciency is now illustrated [197]. The volumetric efficiency in the pump mode is
evaluated as

ηv(t) = 1− Cs

x(t) · S(t)
− p1(t)

β
− Cst

x(t) · σ(t)
, x(t) > 0 , (5.42)

where Cs and Cst are the laminar and the turbulent leakage coefficients, re-
spectively, and β is the bulk modulus of elasticity (1660MPa for most hy-
draulic fluids). Cavitation losses, small in most modern pumps, are neglected
in this model. The variables S(t) and σ(t) are defined by

S(t) =
µo · ω2(t)
p1(t)

, (5.43)
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σ(t) =
ω2(t) ·D1/3 · ρ1/2

o

(2 · p1(t))
1/2

, (5.44)

where µo is the fluid viscosity and ρo its density. The volumetric efficiency in
the motor mode is calculated from simple considerations as

ηv(T2, ω2) =
1

2− ηv(−|T2|, ω2)
. (5.45)

By accounting for the viscous torque, the frictional torque, and the hydro-
dynamic loss with the three coefficients Cv, Cf and Ch, respectively, it can
be shown that for a motor the mechanical efficiency is

ηt(t) = 1− Cs · S(t)
x(t)

− Cf

x(t)
− Ch · x2(t) · σ2(t), x(t) < 0 . (5.46)

In the pump mode, the following relationship can be easily proven,

ηt(−|T2|, ω2) =
1

2− ηt(T2, ω2)
. (5.47)

The overall machine efficiency is the product of the volumetric efficiency
and the torque efficiency

ηhm(t) = ηv(t) · ηt(t) . (5.48)

Thus (5.45)–(5.47) can be used to estimate the motor efficiency from pump
data and vice versa, at least for normal operation. At very low loads, the
difference between the loss coefficients of the same unit operating as a motor
and a pump may be substantial [197].

5.5.2 Dynamic Modeling of Hydraulic Pumps/Motors

The physical causality representation of a hydraulic pump/motor is sketched
in Fig. 5.23. The model input variables are the rotational speed ω2(t) and the
fluid pressure p1(t). The model output variables are the shaft torque T2(t)
and the fluid flow rate Q1(t).

HPM
2T     

ω2 Q1

p1

Fig. 5.23. Hydraulic pumps/motors: physical causality for dynamic modeling.

The quasistatic model derived in the previous section can easily be used
also for dynamic simulations. The output torque is calculated from (5.40)–
(5.41) as a function of the fluid pressure, while (5.38)–(5.39) serve to calculate
the fluid flow rate. The behavior of the machine as a pump (T2(t) < 0) or as
a motor (T2(t) > 0) is determined by the sign of the fractional capacity x(t),
which is the control input to the machine.
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5.6 Pneumatic Hybrid Engine Systems

The combination of a conventional IC engine with a pneumatic short-term
storage system is an interesting approach to achieve a lower fuel consumption.
The key idea is to use the IC engine as pneumatic pump and pneumatic motor
[221, 111]. This allows the recuperation of some of the energy otherwise lost
when braking and the elimination of the most inefficient engine operating
points, i.e., idling and very low loads. Moreover, such a pneumatic hybrid
system ideally complements a down-sized and supercharged engine [103, 259].

In fact, turbocharged engines usually have a reduced drivability due to the
relatively slow acceleration of the compressor-turbine during load steps. This
leads to the choice of small turbines, which minimize the delays but which have
a rather low efficiency. In pneumatic hybrid systems, the fresh air available in
the pressure tank can be used to provide the air necessary for supercharging
the engine in heavy transients and, therefore, the turbines can be designed
for optimal fuel economy. Since the air is provided to the cylinder by a fully
variable charge valve, the torque can be raised from idling to full-load from
one engine cycle to the next, i.e., in the shortest time possible. Moreover, the
combustion with the larger amount of fresh air and fuel accelerates the tur-
bocharger much faster, resulting in a fast pressure rise in the intake manifold.
Therefore, the additional air from the pressure tank is needed only for a very
short time such that relatively small air tanks can be used.

Fig. 5.24. Pneumatic hybrid engine system.

The hardware configuration necessary for a pneumatic hybrid operation
includes an additional valve in the cylinder head, which is connected to a
pressure tank. A fully variable actuation of this valve is mandatory. To achieve
maximum efficiency in the pneumatic modes, fully variable intake and exhaust
valves are necessary as well. An illustration of the hardware configuration
which corresponds to the discussed system is shown in Fig. 5.24.
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The combination of mainly mechanical components makes this engine sys-
tem a very cost-efficient alternative to hybrid-electric propulsion systems. The
additional weight can be kept very small since only a low-pressure air tank is
used. Of course the fuel economy potential offered by the additional degrees
of freedom can only be realized by a well-designed supervisory control system.
In Chap. 8.8 a case study is presented in which this problem is analyzed.

5.6.1 Modeling of Operation Modes

Basically, two independent groups of operation modes of the engine system
have to be investigated:

• combustion engine mode, and
• several pneumatic modes.

All the modes can be best explained by plotting the thermodynamic cycle
in a p–V diagram [137]. Since for any polytropic expansion p ·vγ is constant, a
double logarithmic p–V diagram is used in Figs. 5.25 – 5.30. In these figures,
all polytropic processes are represented by a straight line. The dashed lines
represent operating cycles with a higher torque than those depicted with solid
lines.

Conventional ICE Mode

The cyclic operation in conventional ICE mode (throttled operation) is rep-
resented in Fig. 5.25 as a succession of eight ideal transformations: (i) a poly-
tropic compression from bottom dead center (BDC) to top dead center (TDC),
(ii) an isochoric combustion at TDC, followed by (iii) an isobaric part of the
combustion, (iv) a polytropic expansion from end of combustion to BDC, (v)
an isochoric expansion at BDC from cylinder pressure to exhaust pressure,
(vi) an isobaric exhaust stroke from BDC to TDC, (vii) an isochoric expan-
sion at TDC from exhaust pressure to intake manifold pressure, and (viii) an
isobaric intake stroke from TDC to BDC.

The manifold pressure varies from levels below ambient to higher than
ambient if the turbocharger supplies enough fresh air. For a comparison with
a typical efficiency map of the conventional combustion mode the reader is
referred to Fig. 3.2.

Pneumatic Supercharged Mode

The pneumatic supercharged mode is used for operating points at which the
turbocharger does not yet provide enough air. As schematically shown in
Fig. 5.26, during compression the charge valve is opened (CVO) and closed
again (CVC), at the latest when the tank pressure is reached. The tank pres-
sure and the timing of this short opening determines the amount of additional
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Fig. 5.25. Double logarithmic p–V diagram of the conventional engine mode. IVO:
intake valve opening, IVC: intake valve closing, EVO: exhaust valve opening, EVC:
exhaust valve closing. Dashed line: cycle with higher torque.

air in the cylinder. The amount of fuel in the cylinder has to be metered to
match the amount of air coming both from the intake manifold and from the
tank.
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Fig. 5.26. Double logarithmic p–V diagram of the pneumatic supercharged mode.
Nomenclature as in Fig. 5.25, plus CVO: charge valve opening, CVC: charge valve
closing.

Pneumatic Undercharged Mode

For a demanded engine torque lower than that achieved at naturally aspirated
full load conditions, the excess air can be used to fill the tank. As shown
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schematically in Fig. 5.27, during the compression stroke the charge-valve
is opened at a crank angle where the cylinder pressure is equal to the tank
pressure. The duration of the opening determines the amount of air remaining
in the cylinder. For this mode, a direct fuel injection system is crucial because
for safety reasons no fuel is allowed to enter the air tank. Accordingly, fuel
injection can start only after CVC.

EVO

TDC BDC
logV

log p

IVO
EVC

IVC

CVO
CVC

tp

Fig. 5.27. Double logarithmic p–V diagram of the pneumatic undercharged mode.
Nomenclature as in Fig. 5.26.

Pneumatic Pump Mode

The pneumatic pump mode is used for recuperating energy during braking.
A two-stroke operation, illustrated in Fig. 5.28, yields the highest braking
torque. The pressure tank is provided with enthalpy which can be used later
in the pneumatic motor mode. The braking torque can be varied by changing
the timing of the charge valve and of the intake valve simultaneously. For
instance, the dashed-line cycle of Fig. 5.28 provides a less negative torque at
the crankshaft than the solid-line cycle, thus a smaller braking torque results.
Starting with ambient pressure at BDC, a polytropic compression brings the
cylinder pressure up to the pressure of the tank. Then, the charge valve opens
and an enthalpy flow into the tank starts. The timing of the charge valve
closing (CVC) determines the braking torque. The highest braking torque is
reached if CVC is at TDC. Leaving the charge valve open for a longer period
reduces the braking torque because the tank pressure acts on the piston down-
stroke again. When the cylinder pressure again reaches manifold pressure, the
intake valve remains open until it closes at BDC.

The thermodynamic performance of the pneumatic pump operation is de-
scribed by the coefficient of performance (COP). The COP is defined as the
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Fig. 5.28. Double logarithmic p–V diagram of the pneumatic pump mode. Nomen-
clature as in Fig. 5.26.
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Fig. 5.29. Iso-COP lines for the pneumatic pump mode.

variation of the internal energy in the air tank divided by the engine work out-
put per cycle. The latter is normalized as mean indicated pressure, in analogy
to the approach of Sect. 3.1.2. Thus the COP is calculated as

COP =
∆Ut

pmi · Vd
. (5.49)

The variation of the internal energy in the air tank is, by definition,

∆Ut = cv ·∆(ϑt ·mt) , (5.50)
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where ϑt is the temperature of the air accumulated in the tank and mt its
mass. Using the ideal gas law pt · Vt = mt · R · ϑt, the value of ∆Ut can be
related to the variations of pressure

∆Ut = Vt
∆pt

γ − 1
, (5.51)

where γ = cp/cv = (cv + R)/cv is the ratio of specific heats (approximately
1.4 for air). Since the increase of internal energy is not only caused by the
engine work output, but also by the “free” enthalpy of fresh air inducted by
the engine, the term coefficient of performance is chosen rather than efficiency.
This definition corresponds to that used for heat pumps.

Figure 5.29 shows typical values of the COP of the pneumatic pump mode
as a function of pmi (i.e., indicated torque). For a given tank pressure, only
a limited range of brake torques can be applied in an efficient way. Higher
torques would be possible, but then the additional work would not lead to a
higher enthalpy flow to the tank, but rather would be lost by throttling, back-
flow, or heat transfer. Depending on the temperature of the engine, it might
thus be preferable to use the conventional brakes to provide this additional
braking torque. Highest levels of COP can be achieved when the tank is empty.

Pneumatic Motor Mode

The pneumatic motor mode enables a fast start of the engine and even the
launch of the vehicle. High and smooth torque transients can be provided
running the motor in two-stroke mode. The pneumatic motor mode enables
fast stop–start, stop-and-go operations without causing any emissions and
launching the vehicle without using the clutch.

The load control in this mode is effected by varying the charge valve closing
(CVC) and exhaust valve closing (EVC) simultaneously, as shown in Fig. 5.30.
The efficiency-optimal timing is discussed in [242].

Figure. 5.31 shows the COP of the pneumatic motor mode as a function of
tank pressure and pmi. In contrast to the pump mode operation, the range of
feasible torques is much larger. Since the pneumatic motor is running in two-
stroke mode, a very high torque can be applied on the crankshaft. An average
charge-discharge efficiency of ≈ 70% can be assumed, neglecting mechanical
friction.
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Fig. 5.30. Double logarithmic p–V diagram of the pneumatic motor mode. Nomen-
clature as in Fig. 5.26.
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Fig. 5.31. Iso-COP lines for the pneumatic motor mode.



6

Fuel-Cell Propulsion Systems

This chapter contains three sections. The first section briefly describes the
application of fuel-cell systems as stand-alone energy sources for powertrains
or, in combination with a storage system, as fuel-cell hybrid powertrains. The
second section introduces some thermodynamic and electrochemical models of
fuel cells, as well as some fluid dynamic models of the complete fuel-cell sys-
tem. The last section introduces the on-board production of hydrogen through
fuel reforming and presents some system-level models of methanol reformers.

The main objective of this chapter is to introduce models that are useful in
the context of energy management. Readers interested in the low-level control
of fuel-cell systems are referred to [203].

6.1 Fuel-Cell Electric Vehicles and Fuel-Cell Hybrid
Vehicles

Fuel cells are electrochemical devices that convert chemical energy directly
into useful electrical energy. In contrast to internal combustion engines, there
is no intermediate conversion into thermal energy and from that to mechanical
energy. The efficiency of a fuel cell is thus not limited by the Carnot efficiency,
and its work output theoretically can reach values that are higher than the
lower heating value of the fuel.

Fuel cells deliver electrical energy, i.e., pure exergy, without any combus-
tion products. This is the reason why, along with purely electric vehicles,
fuel-cell vehicles are classified as zero-emission vehicles. As shown in Chap. 1,
the specific energy of hydrogen as a fuel is substantially better than that of
electrochemical batteries. Therefore, fuel-cell vehicles seem to be able to com-
bine the best features of EVs and of ICE-based vehicles, namely zero local
emissions, high efficiency, and a reasonable range. However, the operation of
the on-board auxiliaries and all the conversion steps required to obtain and
store the fuel (see Chap. 1) strongly affect the performance of fuel-cell sys-
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tems. These shortcomings thus must be carefully taken into account when
comparisons with other propulsion systems are made.

In principle, fuel cells can convert all fluid oxidable substances. However,
from a technical point of view, only hydrogen, natural gas, and methanol
are currently of practical use. Other liquid fossil fuels, such as ethanol and
gasoline, can be used as energy carriers that are converted (“reformed”) on-
board into hydrogen. Hydrogen has the decisive advantage that the reaction
product is pure water. Table 6.1 presents a comparison of the most important
data for hydrogen and gasoline.

Table 6.1. Comparison of fuel data for hydrogen and gasoline.

Hydrogen Gasoline

Molecular weight 2.016 107

Boiling point (K) 13.308 310–478

Vapor density at normal conditions (g/m3) 84 4400

Liquid density (kg/m3) 70.8 700

Higher heating value (MJ/kg) 141.86 48

Lower heating value (MJ/kg) 119.93 43.5

Gas constant (J/kg/K) 4124 78.0

Flammability limit in air (vol. %) 4.0–75 1.0–7.6

Detonation limit in air (vol. %) 18.3–59.0 1.1–3.3

Auto-ignition temperature (K) 858 501–744

Adiabatic flame temperature in air (K) 2318 2470

Flame front speed in air (cm/s) ≈ 300 37–43

The integration of a fuel cell in a propulsion system seems simple in prin-
ciple, and various prototypes have already been developed [280]. Since the
fuel cell delivers energy in electrical form, the final power train is reduced
to that of an electric vehicle (fuel-cell electric vehicles, FCEV). However, the
resulting system is rather complex due to the multiple energy storage systems
and load-levellers, various auxiliary devices, etc. that are required.

The combined problems of on-board hydrogen storage and of the lack of
a hydrogen refuelling infrastructure so far have represented an impediment
to the wide-scale adoption of FCEVs. On-board fuel processors that gen-
erate hydrogen from on-board hydrocarbons (methanol, gasoline, diesel, or
natural gas) have therefore been proposed as an alternative hydrogen source
for FCEVs. Although the energy density is much higher than for hydrogen
storage, these systems are rather complex and introduce additional efficiency
losses related to the various stages of fuel preparation, reforming, and hy-
drogen cleaning. Moreover, they produce CO2 emissions and a poor dynamic
response that makes control a difficult task.
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The drivability and the power performance of an FCEV may be improved
by the addition of a short-term storage system, resulting in a fuel-cell hybrid
vehicle (FCHEV) [208]. A promising option consists of using supercapaci-
tors, the alternative being represented by electrochemical batteries. Superca-
pacitors (see Sect. 4.5) have an extremely high power density and a higher
efficiency than batteries for energy charge and discharge. They are used to
cover power peaks, typically during accelerations, and for regenerative brak-
ing, while the fuel cell is operated almost stationarily. There are many advan-
tages associated with this operation. First, the prime mover can be downsized
with respect to the peak power and thus it can be a smaller and cheaper unit.
Secondly, the stationary operation increases not only the efficiency of the fuel
cell but also its lifetime.

6.1.1 Concepts Realized

In the 1990s and 2000s many prototypes of passenger cars and other types of
vehicles equipped with a fuel cell have been demonstrated by research institu-
tions and major car manufacturers. Some of these concepts, already realized in
small series, e.g., for car sharing, can be considered to be at a pre-commercial
stage. Concerning the propulsion architecture, purely fuel-cell vehicles must be
distinguished from fuel-cell hybrid-electric vehicles. After pioneering attempts
in the preceding decades, the development of FCEVs received a renewed im-
pulse in the mid 1990s. Often the same manufacturer explored various hy-
drogen storage scenarios, i.e., gaseous, liquid, metal hydride, methanol, or
gasoline reforming, in successive prototypes (e.g., DaimlerChrysler Necar se-
ries [61], Ford Focus FCV/FC5 [85], Opel HydroGen3 series [181]), although
commercial or pre-commercial projects mostly employ compressed gaseous
hydrogen (DaimlerChrysler F-Cell [60], GM’s Hy-Wire [93] and Citaro Bus
[58]). A recent concept uses sodium borohydride as a hydrogen storage system
(DaimlerChrysler Natrium [59]).

Fuel-cell hybrids with a secondary battery as an energy storage system
have been similarly investigated with various solutions for hydrogen storage
(Toyota FCHV series [249], Ford Focus FCV Hybrid [84], Nissan X-Trail FCV
[176], Daihatsu FC-EV series [56]). More recently, hybrid fuel-cell systems us-
ing a supercapacitor have been introduced. From being the subject of research
and development projects [213, 144], this solution has become an approach
adopted by several car manufacturers (Mazda Demio FCEV [165], Honda FCX
[114]).

6.2 Fuel Cells

Hydrogen Storage Systems

As mentioned above, one of the main problems for the development of fuel
cells as prime movers in passenger cars arises from the usage of hydrogen as a
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fuel. The lower energy density of hydrogen in comparison with gasoline makes
its storage a difficult task. Various hydrogen storage technologies are the sub-
ject of research and testing [255]. Example technologies are pressure vessels,
cryogenic accumulators, and metal sponges (chemical adsorption). These tech-
nologies lead to a specific energy which is significantly lower than that of
gasoline. However, in consideration of the higher system efficiency of fuel-cell
power sources, the range of such vehicles is comparable to that of ICE-based
passenger cars. Additional disadvantages are generally higher cost and weight,
aside from a more complicated fuel management.

Storage under pressures of up to 350 bar is achieved in conventional pres-
surized vessels. High-pressure tanks must be periodically tested and inspected
to ensure their safety. However, this technology is widely developed, efficiently
controllable, and relatively inexpensive. Therefore most of the current fuel-cell
vehicle applications use compressed gaseous hydrogen. The specific energy of
the fuel stored in a pressurized vessel is

Eht

mht
≈ Eht

mm
= Hh · ρh · γht , (6.1)

where mht is the mass of the fully charged hydrogen tank, practically coinci-
dent with the mass of the vessel mm, Hh is the lower heating value (120 MJ/kg
or 33.3 kWh/kg) of hydrogen, ρh its density (depending on the pressure in the
vessel), and γht is the storage capacity of the vessel, i.e., the volume stored
per unit mass. The energy density Eht/Vht is given by the product Hh · ρh.

Hydrogen can be liquefied, but only at extremely low temperatures. Liquid
hydrogen typically has to be stored at 20K or –253◦C. The storage tanks are
insulated to preserve that low temperature and reinforced to store the liquid
hydrogen under pressure. The energy density is still evaluated with (6.1).
It is higher than with pressurized vessels, but energy losses of about 1% of
the lower heating value are typical during vehicle operation, aside from those
occurring in the liquefaction and compression process (typically, 30% of the
lower heating value). Moreover, the cryogenic hydrogen must be heated before
supplying the fuel cell, which causes additional losses and possibly further
problems, especially in transient operation. However, the cryogenic storage has
already found some application in fuel-cell vehicles (DaimlerChrysler Necar 4
[61]).

Metal hydride storage systems (metal sponges) represent a relatively new
technology, although they have already been used in various fuel-cell vehi-
cle prototypes (Toyota FCHV-3 [249], Mazda Demio [165]). The structure
of metal hydrides causes hydrogen molecules to be decomposed and hydrogen
atoms to be incorporated in the interstices of specific combinations of metallic
alloys. During vehicle operation, these hydrogen atoms are liberated through
the addition of heat. The energy density is comparable to that of liquid hy-
drogen. However, the overall specific energy drops to lower values due to the
additional weight of the metal hydride material. The main advantage of metal
hydride storage is a relatively simple and safe fuel handling and delivery. This
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technology avoids the risks due to high pressure or low temperature and, due
to chemical bonds, it liberates only very little hydrogen in case of an accident.
A serious drawback is the higher cost that originates on the one hand from
the material and on the other hand from the complicated thermal manage-
ment. The life of a metal hydride storage system is directly related to the
purity of the hydrogen. The specific energy of metal hydride storage systems
is calculated differently from (6.1), i.e.,

Eht

mht
≈ Eht

mm
= Hh · ξht , (6.2)

where ξht is the mass fraction of hydrogen stored in the system. This value is
typically 1–2%, though some alloys (e.g., MgH2) are capable of storing up to
8% hydrogen, but only at high temperatures. The energy density of a metal
hydride system is obtained from the specific energy by dividing it by γht.

Carbon nanotubes are microscopic tubes of carbon with a diameter of ap-
proximately 2 nm that store hydrogen within microscopic pores in the tube
structure. Similar to metal hydrides in their mechanism for storing and re-
leasing hydrogen, carbon nanotubes are expected to be capable of a storage
efficiency of 4–8%. However, this hydrogen storage capacity is still in the re-
search and development stage.

Another promising technology is represented by glass microspheres, which
are tiny hollow glass spheres warmed and filled by being immersed in high-
pressure hydrogen gas. The spheres are then cooled, locking the hydrogen
inside. A subsequent increase in temperature releases the hydrogen trapped
in the spheres. Microspheres have the potential to be very safe, resistant to
contamination, and able to store hydrogen at a low pressure, thus increasing
the margin of safety. However, this technology is still at a very early stage of
development.

Another technology that has found some application (DaimlerChrysler
Natrium [59]) consists of storing hydrogen in sodium borohydride (NaBH4).
When this chemical is combined with a specific catalyst, liquid borax and
pure hydrogen gas are produced. The former subsequently can be recycled
back into sodium borohydride. This technology is rather expensive due to
the costs of the catalyst (ruthenium) and of the processes to produce sodium
borohydride and to recycle borax. Moreover, the energy losses associated with
the several conversion steps are substantial.

Table 6.2 lists typical1 values of the storage parameters of current storage
technologies together with reference values for conventional gasoline storage.
Also shown are the technical targets set by the US Department of Energy
(DOE) for the year 2015 [256]. Note that these data do not include the con-
version efficiencies as was the case in Fig. 1.7.
1 The research efforts in this field are currently very active such that a reasonable

and updated estimation of the average values is very difficult.
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Table 6.2. Typical storage parameters of current storage technologies; a: for a steel
tank, aluminium 1.5 l/kg, composite 3–4 l/kg, b: see [253], c: the mass of gasoline is
not negligible when compared with that of the tank.

γht ρh Eht/mht Eht/Vht ξht

(l/kg) (kg/m3) (kWh/kg) (kWh/l) (%)

Pressure vessel 1a 15 0.5 0.5

Cryogenic storage 1.7 71 4.0 2.4

Metal hydride storageb 0.3 60 0.6 2.0 1.8

Gasoline 1.2c 750 10.8 8.8

DOE target, 2015 3.0 2.7 4.5

Types of Fuel Cells

The classification of fuel cells follows the type of electrolyte. The main types
are listed in Table 6.3.

Table 6.3. Types of fuel cells. See below for the definition of the fuel cell efficiency
ηfc.

Type Electrolyte ηfc(%) ϑ (◦C) Use

AFC Alkaline (NaOH, KOH) 50–65 80–250 aerospace

PEM Ionic membrane (Nafion) 50–60 40–100 automotive

PAFC Phosphoric acid (H3PO4) 35–45 160–220 power

MCFC Molten carbonate (KLiCO3) 40–60 600–650 power

SOFC Solid oxides (ZrO2, Y2O3) 50 850–1000 power

Alkaline fuel cells (AFC) use an aqueous solution of alkaline (e.g., potas-
sium or sodium) hydroxide soaked in a matrix as the electrolyte. The cathode
reaction is faster than in other electrolytes, which means a higher performance.
In fact, AFCs yield the highest electrochemical efficiency levels, up to 65%.
Their operating temperature ranges from 80 to 250◦C, although newer, low-
temperature designs can operate below 80◦C. They typically have an output
of 300 to 5000 W. This technology is widely developed since it was initially
used in aerospace applications as far back as the 1960s, to provide not only the
power but also the drinking water for the astronauts. Although some exper-
imental vehicles (e.g., ZEVCO London hybrid taxi, 1998, Lada Antel, 2001)
were powered by AFCs, this technology is not considered to be suitable yet
for automotive applications. On the one hand, the caustic electrolyte is highly
corrosive and thus high standards are demanded from the material and the
safety technology. On the other hand, this type of cell is very sensitive to con-
taminations in the supply gases, thus requiring very pure hydrogen to be used.
Moreover, until recently AFCs were too costly for commercial applications.
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Proton-exchange membrane fuel cells (PEM) use a thin layer of solid or-
ganic polymer2 as the electrolyte. This ion-conductive membrane is coated
on both sides with highly dispersed metal alloy particles (mostly platinum,
an expensive material) that are active catalysts. The PEM fuel cell basically
requires hydrogen and oxygen as reactants, though the oxidant may also be
ambient air, and these gases must be humidified to prevent membrane dehy-
dration. Hydrogen must be as pure as possible, since CO poisons platinum
catalysts (up to 100 ppm of CO are tolerated). Methane and methanol reform-
ing is possible only for low loads. Because of the limitations imposed by the
thermal properties of the membrane, PEM fuel cells operate at relatively low
temperatures of about 80◦C, which permits a quick start-up. Thanks to this
fact and to other advantages such as higher power density and higher safety
with the solid electrolyte, PEM fuel cells are particularly suitable for auto-
motive applications. Further improvements are required in system efficiency,
the goal being an efficiency level of 60%.

Direct methanol fuel cells (DMFC) are similar to the PEM fuel cells in
that their electrolyte is also a polymer membrane. However, in the DMFC the
anode catalyst itself draws the hydrogen from the liquid methanol, eliminating
the need for a fuel reformer. That is quite an advantage in the automotive
area where the storage or generation of hydrogen is one of the main obstacles
for the introduction of fuel cells. Another field of application is in the very
small power range, e.g., laptops. There are principal problems, including the
lower electrochemical activity of the methanol as compared with hydrogen,
giving rise to lower cell voltages and efficiency levels. Efficiencies of only about
40% may be expected from the DMFC, at a typical temperature of operation
of 50–100◦C. Also, DMFCs use expensive platinum as a catalyst and, since
methanol is miscible in water, some of it is liable to cross the water-saturated
membrane and cause corrosion and exhaust gas problems on the cathode side.

Phosphoric-acid fuel cells (PAFC) use liquid phosphoric acid soaked in a
matrix as the electrolyte. This type of fuel cell is the most commercially de-
veloped and is used particularly for power generation. Already various man-
ufacturers are represented on the market with complete power plants that
generate from 100 to 1000 kW. The efficiency of PAFCs is roughly 40%. The
fact that they can use impure hydrogen as a fuel allows the possibility of re-
forming methane or alcohol fuels. Nevertheless, due to the higher operating
temperatures of 160–220◦C and the associated warm-up times, for automo-
tive applications this type is suitable only for large vehicles such as buses.3

Moreover, PAFCs use expensive platinum as a catalyst and their current and
power density is small compared with other types of fuel cells.

Molten-carbonate fuel cells (MCFC) use a liquid solution of lithium,
sodium, and/or potassium carbonates, soaked in a matrix as the electrolyte.
This cell operates at a temperature of about 650◦C, which is required in or-
2 The most commonly used material is Nafion by DuPont.
3 In 1994 a prototype PAFC bus was demonstrated by Georgetown University.
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der to achieve a sufficiently high conductivity of the electrolyte. The higher
operating temperature provides the opportunity for achieving higher overall
system efficiencies (up to 60%) and greater flexibility in the use of available
fuels and inexpensive catalysts, although it imposes constraints on choosing
materials suitable for a long lifetime. As of this writing, MCFCs have been
operated with various fuels in power plants ranging from 10 kW to 2 MW.
The necessity for large amounts of ancillary equipment would render a small
operation, such as an automotive application, uneconomic.

Solid-oxide fuel cells (SOFC) use solid, nonporous metal oxide electrolytes.
The metal electrolyte normally used in manufacturing SOFCs is stabilized zir-
conia. This cell operates at a temperature of about 1000◦C, allowing internal
reforming and/or producing high-quality heat for cogeneration or bottoming
cycles. Thus this type is used in large power plants of up to 100 kW, where it
reaches efficiency levels of 60% or even as high as 80% for the combined cycle.
However, high temperatures limit the use of SOFCs to stationary operation
and impose severe requirements on the materials used. On the other hand,
SOFCs do not need expensive electrode materials. Moreover, various fuels can
be used, from pure hydrogen to methane to carbon monoxide. Some developers
are testing SOFC auxiliary power units for automotive applications.

Electrochemistry of Hydrogen Fuel Cells

In electrochemical cells, the reaction consists of two semi-reactions, which take
place in two spatially separated sections. These two zones are connected by an
electrolyte that conducts positive ions but not electrons. The electrons that are
released by the semi-reaction of oxidation can arrive at the reduction electrode
(cathode) only through an external electric circuit. This process yields an
electric current, which is the useful output of the cell. The normal direction of
the external current is from the reduction side (cathode, positive electrode) to
the oxidation side (anode, negative electrode). In Fig. 6.1 a simple PEM fuel
cell is depicted. It consists of a particular membrane that does not conduct
electrons but in rather lets ions pass. This membrane, impermeable for neutral
gas, serves as an electrolyte. At both sides of the membrane porous electrodes
are mounted. The electrodes allow for the gas diffusion, and they accomplish
a triple contact gas–electrolyte–electrode. As described below, at the anode
and the cathode sides of the membrane hydrogen and oxygen are supplied,
respectively.

At the anode, molecular hydrogen is in equilibrium with simple protons
and electrons. The anode reaction is written as

H2 → 2H+ + 2e− . (6.3)

Under standard operating conditions, the dissociation rate is small, such that
most of the hydrogen is present in the form of electrically neutral molecules.
The equilibrium can be modified with a change in the boundary conditions,
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Fig. 6.1. Principle of operation of a fuel cell.

e.g. the adoption of a catalyst or an increase in temperature. Since the H+ ions
are formed at the anode, a concentration gradient is established between the
two ends of the membrane, generating an ion diffusion toward the cathode.
Such an H+ ion current transports a positive charge from the anode to the
cathode. As a consequence, a difference of potential arises across the mem-
brane, with the anode as a negative electrode and the cathode as a positive
electrode. Since the free electrons cannot follow the electric field through the
membrane, they flow through the external circuit.

The electron current dissipates energy across an external resistance. This
energy is generated by the chemical reaction that takes place at the cathode,
where electrons (from the external path), protons (through the membrane),
and oxygen from an external source are combined to yield water. The cathode
reaction is

2H+ + 2e− +
1
2
O2 → H2O . (6.4)

The water product is at a lower energetic state than the original combination
of protons, electrons, and oxygen molecules. The difference is the energy de-
livered by the fuel cell. The overall reaction is the combination of (6.3) and
(6.4),

H2 +
1
2
O2 → H2O . (6.5)

Equations (6.3)–(6.5) only show the chemical transformations. But to-
gether with chemical species the reactions also involve energy. In contrast to
a combustion process, the energy generated is not accumulated as thermal
energy, but it is directly converted into exergy in the form of electric energy.
The limits of such a conversion are described in terms of “free energy” (or
Gibbs’ potential), as the following sections will show more clearly.
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Thermodynamics of Hydrogen Fuel Cells

When a mixture of O2 and H2 burns, for every kmole of H2O a defined quantity
of heat known as formation energy is liberated. If the reaction takes place at
constant pressure, this heat equals the decrease of enthalpy H and is often
referred to as “heating value,”

QH = −∆H = − (Hproducts −Hreactants) . (6.6)

The heating value is a function of the temperature and the pressure at which
the reaction takes place. For a reaction such as that of (6.5), QH also depends
on the state of water in the products. If water occurs in the form of vapor,
the lower heating value is obtained. Vice versa, condensated water frees an
additional amount of energy that leads to the higher heating value. Since the
enthalpy of all pure substances in their natural state is zero by definition, the
enthalpies of H2 and O2 are zero, thus Hreactants = 0 in (6.6). The enthalpy of
water thus corresponds to the heating value of the reaction. For vapor water
at 1 atmosphere and 298.15 K (reference temperature and pressure, RTP),
∆HH = −241.8 MJ/kmol. For liquid water at RTP, ∆Hl = −285.9 MJ/kmol.
The difference corresponds to the enthalpy of the vaporization of water.

If the system where the reaction takes place was an isolated system, all the
fuel heating value in principle could be converted into useful electrical work.
In fact, in a system without any heat exchange with the surrounding ambient,
the work not related to variations of volume equals the variations of enthalpy,

Wid = −∆H = QH . (6.7)

However, it is theoretically impossible to collect all the work Wid from a
fuel cell. One limiting condition playing a role similar to that of the Carnot
efficiency for thermal systems arises when the entropy is taken into account.

Besides its internal energy each substance is also characterized by a certain
entropy level that depends on the particular thermodynamic state. In a closed
system and in the ideal case of a reversible reaction, the heat dissipated to
the surrounding ambient equals the entropy variation,

QS = −ϑ ·∆S , (6.8)

where QS is positive if released and negative if absorbed. In the general case,
(6.8) is transformed into the well-known Clausius inequality. For the sub-
stances involved in an H2–O2 fuel cell, the entropy values are listed in Ta-
ble 6.4 [73]. If 1 kmol of H2O is formed, 1 kmol of H2 and 0.5 kmol of O2

disappear with their entropy. In the balance, 44.4 kJ/(kmol K) are missing.
Thus the fuel cell releases the heat QS = 298 · 44.4 = 13.2 MJ/kmol to the
ambient.

The fact that in association with the entropy variations there is always a
certain amount of heat liberated limits the useful work available. In fact, for
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Table 6.4. Thermodynamic data for hydrogen fuel cells at RTP.

H2 (gaseous) H = 0MJ/kmol S = 130.6 kJ/(kmol K)

O2 (gaseous) H = 0 MJ/kmol S = 205.0 kJ/(kmol K)

H2O (vapor) H = –241.8MJ/kmol S = 188.7 kJ/(kmolK)

a reversible reaction at a constant temperature ϑ, a simple energy balance
yields

−Wrev −QS = ∆H →Wrev = −∆H + ∆(ϑ · S) = −∆G , (6.9)

where G is the state function known as “free energy”

G = H − ϑ · S . (6.10)

The quantity Wrev in (6.9) is the maximum electrical work that can be ob-
tained from a fuel cell operating at constant pressure and temperature. When
non-reversible processes are taken into account, the value of (6.9) is further
diminished by a quantity corresponding to the non-reversible entropy sources.

Equation (6.9) can also be written as

Wrev = QH −QS , (6.11)

clearly showing that not all the heating value can be converted into useful
work. Thus the highest possible cell efficiency for an ideal electrochemical
cell (“electrochemical Carnot efficiency”) is given by the ratio between the
maximum work available in the case of a reversible process and the heating
value of the single energy carriers,

ηid =
−∆G
−∆H

= 1− ϑ ·∆S
∆H

= 1− QS

QH
. (6.12)

Table 6.5 shows a collection of theoretical efficiency levels for various fuels
that may be used in fuel cells.

The work available per unit quantity of reactants with the cell voltage
is calculated as follows. Each kmol of hydrogen contains N0 = 6.022 · 1026

molecules. Equation (6.3) shows that for each molecule of hydrogen two elec-
trons circulate in the external circuit. In general, the useful work W can be
expressed in terms of cell voltage Ufc as

W = ne · q ·N0 · Ufc = ne · F · Ufc , (6.13)

where ne is the number of free electrons for every kmol of hydrogen, with
q = 1.6 · 10−19 C being the charge of an electron and F = q · N0 = 96.48 ·
106 C/kmol being the Faraday constant. Assuming that the cells work in a
reversible way, (6.13) can be written as

Wrev = ne · q ·N0 · Urev = ne · F · Urev = −∆G , (6.14)
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Table 6.5. Reversible voltage and efficiency for various fuel cell types; a: vapor
water.

Fuel Reaction Urev (V) ηid

Hydrogen H2 + 0.5 O2 → H2O 1.18 0.94a

Methane CH4 + 2 O2 → CO2 + 2 H2O 1.06 0.92

Methanol CH3OH + 0.5 O2 → CO2 + 2 H2O 1.21 0.97

Propane C3H8 + 5 O2 → CO2 + 2 H2O 1.09 0.95

Carbon monoxide CO + 0.5 O2 → CO2 1.07 0.91

Formaldehyde CH2O + O2 → CO2 + H2O 1.35 0.93

Formic acid HCOOH + 0.5 O2 → CO2 + H2O 1.48 1.06

Carbon C + 0.5 O2 → CO 0.71 1.24

C + O2 → CO2 1.02 1.00

Ammonia NH3 + 0.75 O2 → 0.5 N2 + 1.5 H2O 1.17 0.88

where Urev is the reversible cell voltage. Solving (6.14) for Urev, the expression
for the cell voltage obtained is

Urev = − ∆G
ne · F

. (6.15)

If water is in its vapor form, Wrev = 228.6 MJ/kmol and the cell voltage is
Urev = 1.185 V (see Table 6.5). If in contrast the fuel cell produces liquid
water, the higher heating value leads to Wrev = 237.2 MJ/kmol and thus the
ideal open-circuit voltage is 1.231V.

Besides that of the reversible voltage Urev, an important role for further
considerations is played by the “caloric voltage” Uid. This voltage is defined
by

Uid = − ∆H
ne · F

(6.16)

and it measures the voltage (impossible to reach) that would be provided by a
total conversion of enthalpy into electrical energy. From (6.12), Urev = ηid ·Uid

follows.
Under load (Ifc(t) > 0), real cells deliver a voltage Ufc(t), which is lower

than Urev. The power lost in the form of heat is evaluated as [173]

Pl(t) = Ifc(t) · (Uid − Ufc(t)) (6.17)

This heat has to be removed by means of a dedicated cooling device (see
Sect. 6.2.1).

Fuel-Cell Systems

For typical automotive applications, the voltage yielded by a single cell is too
low. Higher voltages can be obtained by arranging several cells in series. This
combination, often referred to as a “stack”, is depicted in Fig. 6.2.
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Fig. 6.2. Typical arrangement of a PEM fuel-cell stack. White fields represent the
membrane–electrode arrangement (MEA), gray fields are the flow fields of reactant
gases, black fields are bipolar plates.

The core of a single PEM cell consists of the membrane, the catalyst layers,
and the porous electrodes (often referred to as “diffusion layers” or “backing
layers”). Together, these layers form the membrane–electrode arrangement,
MEA. Single cells are separated by flow fields that supply reactant gas to
each electrode. Flow fields are arranged in bipolar plates as parallel flow chan-
nels (in coflow or counterflow form), a serpentine channel (one long channel
with many passes over the diffusion layer), and interdigitated channels that
force the flow through the diffusion layer. Bipolar plates also have to conduct
electricity to the external circuit and allow for water flow to remove heat gen-
erated by the reaction. An alternative possibility is the use of porous plates
[28].

A fuel-cell stack needs to be integrated with other components to form
a fuel-cell system able to power a vehicle. Figure 6.3 shows a typical fuel-
cell system with such components. These are grouped in four subsystems or
circuits: (i) hydrogen circuit, (ii) air circuit, (iii) coolant circuit, and (iv)
humidifier circuit. Most fuel cells use deionized water as a coolant, so that
the subsystems (iii) and (iv) can be combined in a single water circuit [53].
The description in the following refers to a system with hydrogen storage. For
systems fed by a fuel reformer, see Sect. 6.3.

Hydrogen is supplied to the fuel cell anode from its storage system, e.g.,
a pressurized tank, through a regulating valve that adjusts the pressure to
the fuel cell level. A pressure tap from the air circuit serves as the reference
pressure for the regulator. In some applications the hydrogen flow is humidified
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Fig. 6.3. Typical fuel-cell system, with distinct circuits for the humidification and
the cooling.

(see below) in a chamber with a water injector. At the outlet of the fuel cell,
hydrogen is recirculated by a pump to form a closed loop. This prevents the
hydrogen from being consumed when the fuel cell is not absorbing current. In
such a case the tank can be isolated by closing a shutoff valve located at the
exit of the tank. A manual shutoff valve is also present in the recirculation
loop to purge hydrogen during a shut-down.

The air supply system provides the fuel cell with clean air at a high relative
humidity (>80%). A motor-driven volumetric (screw, scroll, rotary piston) or
dynamic (centrifugal) compressor raises the air pressure typically by 70 kPa
[271, 179]. The air is humidified (see below) and then fed to the fuel cell
cathode. The exhaust air flow from the fuel cell outlet is regulated by a valve.

Due to the high flow rates and water carrying capacity of the reactants,
current PEM fuel cells are quite sensitive to humidity. Humidification is for
example accomplished by a controlled water injection system. Liquid water
accumulates inside the humidity chamber as the humidified air passes through
it and cools down. A reservoir collects this condensate and supplies it to
the injection system and the cooling circuit. The exhaust stream from the
fuel cell contains air, water droplets, and steam. To keep the water level in
the deionized water tank even, the water in the air exhaust stream must be
captured. This is accomplished by using an air–water separator in the exhaust
stream [179].

The coolant circuit provides cooling for the fuel cell and some auxiliaries,
such as the motor that drives the compressor. The coolant circuit includes a
radiator, often of the multi-stage type, a radiator fan, a coolant pump, a water
reservoir, and often a deionizer. If deionized water is used, the coolant circuit
is strongly integrated with the humidifier circuit, since both use the same
water reservoir. Unlike most ICE-based vehicles, fuel-cell vehicles have an
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electrically driven coolant pump whose speed can be varied independently of
the operating conditions of the prime mover. Strategies of “intelligent cooling”
can be used to minimize power consumption [215].

6.2.1 Quasistatic Modeling of Fuel Cells

The causality representation of a fuel cell in quasistatic simulations is sketched
in Fig. 6.4. The input variable is the terminal power P2(t). The output variable
is the hydrogen consumption

∗
mh(t).

PA
P     2

FC
I     FA

P   1 m   *
h

U2

2

Fig. 6.4. Fuel cells: causality representation for quasistatic modeling.

First, the behavior of a single cell is discussed, then the arrangement of
multiple cells in a “stack” and the related system. In the following, PEM fuel
cell behavior is assumed where not explicitly stated otherwise. Fundamen-
tal fuel cell models that describe multi-phase, multi-dimensional flows in the
electrodes, membrane, and catalyst layers, are not discussed here. The reader
can find additional information in the bibliographies of the cited works, which
deal with system-level, lumped-parameter modeling of PEM fuel cells.

Cell Voltage

The behavior of a single cell is characterized in terms of cell voltage Ufc(t)
and current density, ifc(t), which is defined as the cell current per active area,

ifc(t) =
Ifc(t)
Afc

. (6.18)

Figure 6.5 shows a typical polarization curve of a fuel cell, i.e., its static
dependency between Ufc(t) and ifc(t). The curve is depicted for given operat-
ing parameters such as partial pressure, humidity, and temperature. Increasing
operating pressure or air humidity would lift the curve up [98, 271, 159]. The
effect of stack temperature may be more difficult to predict [211].

The cell voltage is given by the equilibrium potential diminished by irre-
versible losses, often called overvoltages or polarizations. These may be due
to three sources: (i) activation polarization, (ii) ohmic polarization, (iii) con-
centration polarization,

Ufc(t) = Urev − Uact(t)− Uohm(t)− Uconc(t) . (6.19)
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Fig. 6.5. Polarization curve of a hydrogen fuel cell with major loss contributions.

The reversible cell potential Urev is a function of cell temperature and
partial pressure of reactants and products, but not of cell current. The poten-
tial at standard conditions depends only on the reaction stoichiometry and is
given in the previous section. The classical Nernst equation provides a cor-
rection for any temperature and pressure values different from the standard
values [73]. Sometimes it is necessary to modify the theoretical coefficients of
the Nernst equation to take into account other phenomena, e.g., the liquid
water flooding the cathode [211].

The activation polarization Uact(t) is a result of the energy required to
initiate the reaction, which depends on the type of catalyst used. A better
catalyst causes lower activation losses. The limiting reaction is that occurring
at the cathode, which is inherently slower than the anode reaction. Activation
losses increase as current density increases. The relation between Uact(t) and
ifc(t) is described by the semi-empirical Tafel equation [73, 159, 3, 163],

Uact(t) = c0 + c1 · ln(ifc(t)) , (6.20)

where c0 and c1 are temperature-depending coefficients (c0 also depends on
reactant partial pressure). However, such a model is not valid for very small
current densities, i.e., where the influence of the activation polarization is dom-
inant. Therefore, a convenient empirical approximation of the Tafel equation
can be derived [98] as

Uact(t) = c0 ·
(
1− e−c1·ifc(t)

)
, (6.21)

where c0 and c1 depend on the partial pressure of the reactants and on the cell
temperature. Equation (6.21) describes the fact that beyond a certain current
density the activation polarization can be considered as a constant added to
ohmic losses (see Fig. 6.5).



6.2 Fuel Cells 181

The ohmic losses Uohm(t) are due to the resistance to the flow of ions in the
membrane and in the catalyst layers and of electrons through the electrodes,
the former contributions being dominant. Assuming that both membrane and
electrode behavior may be described by Ohm’s law, the ohmic losses are ex-
pressed in terms of an overall resistance Rfc as

Uohm(t) = ifc(t) · R̃fc , (6.22)

where R̃fc = Rfc · Afc. The ohmic resistance Rfc includes electronic, mem-
brane (ionic), and contact resistance contributions. Usually, only the dominant
membrane resistance is taken into account, which is related to the membrane
conductivity [202]. This resistance depends strongly on the cell temperature
and the membrane humidity. A minor nonlinear influence of current density
may be included as well [159, 3], though it is often small enough to be negli-
gible [163].

The concentration polarization Uconc(t) results from the change in concen-
tration of the reactants at the electrodes as they are consumed in the reaction.
This loss becomes important only at high current densities. Its dependency
on ifc(t) may be described [98] by the law

Uconc(t) = c2 · ic3
fc(t) , (6.23)

where c2 and c3 are complex functions of the temperature and the partial pres-
sure of the reactants. A different formulation [146] expresses the concentration
polarization as

Uconc(t) = c2 · ec3·ifc(t) . (6.24)

The measured polarization curve of a 100-cell stack is shown in Fig. 6.6.
In the operating range of useful current densities, the figure clearly shows the
effects of the activation losses and of the ohmic losses. With the exclusion of
very low current densities (ifc(t) < 0.1 A/cm2), the curve can be conveniently
linearized [98, 16], i.e., fitted by the equation

Ufc(t) = Uoc −Rfc · Ifc(t) . (6.25)

In this equation, Uoc is the voltage at which the linearized curve crosses the
y axis with ifc = 0 (no-current state). Thus Uoc should not be confused
with the reversible voltage Urev that is the voltage value corresponding to the
nonlinear curve at ifc = 0. The “resistance” Rfc is constant for a given type of
cell and at constant operating conditions (pressure, temperature, humidity).
Equation (6.25) is equivalent to the electrical circuit depicted in Fig. 6.7,
which will be used in the following to describe fuel cells.

Fuel-Cell System

The voltage of a stack is obtained by multiplying the cell voltage by the
number N of single cells in series,
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Fig. 6.6. Linear fitting of the polarization curve of a PEM fuel cell. Experimental
data (circles) are from measurements taken on a stack of N = 100 cells with an active
area of Afc = 200 cm2 [211]. Operating conditions: ϑfc = 60◦C, pca,in = 2.0 bar,
pan,in = 2.2 bar, λa = 2.2. Voltage values: Urev = 0.95V, Uoc = 0.82V.
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Fig. 6.7. Equivalent circuit of a fuel cell.

U2(t) = N · Ufc(t) , (6.26)

while the stack current equals the cell current Ifc(t). The parallel arrangement
of several stacks is also possible. In the model introduced above it corresponds
to an increase of the cell surface, since the output current increases.

The output power of a fuel-cell stack is

Pst(t) = Ifc(t) · Ufc(t) ·N . (6.27)

This power must cover the load demand P2(t) and the requirements of the
auxiliaries Paux(t) (Fig. 6.3),

P2(t) = Pst(t)− Paux(t) . (6.28)
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The auxiliary power Paux(t) is the sum of various contributions,

Paux(t) = P0 + Pem(t) + Pahp(t) + Php(t) + Pcl(t) + Pcf (t) , (6.29)

where Pem(t) is the power of the compressor motor, Php(t) is the power of
the hydrogen circulation pump, Pahp(t) is the power of the humidifier water
circulation pump, Pcl(t) is the power of the coolant pump, and Pcf (t) is the
power of the cooling fan motor. The term P0 is the value of the bias power
that covers the linkage current necessary to keep a minimum flow of reactants
throughout the whole operating range of the cell in order to keep it from
shutting down. All the other power contributions will be described in the
following sections.

Hydrogen Circuit

A sketch of the hydrogen circuit is shown in Fig. 6.8. Four branches can be
distinguished: a supply branch regulated by a supply valve with a hydrogen
mass flow rate

∗
mh,c(t), an inlet branch with a mass flow rate

∗
mh,in(t), a

circulation branch with a mass flow rate
∗
mh,out(t), and another one with a

reacting mass flow rate
∗
mh,r(t). The gas pressure at the node is pan,in(t) and

at the outlet side of the cell is pan,out(t).

anode

m* h,r

an,in
p

h,cm*
h,inm* h,outm*

an,outpp
tank

M

Fig. 6.8. Relevant variables in the hydrogen circuit.

The electric current intensity Ifc(t) is given by the product of the quantity
flow rate of the electrons,

∗
ne(t) =

∗
nh(t) · ne, the electron charge q, and the

Avogadro constant N0,

Ifc(t) =
∗
nh(t) · ne · q ·N0 =

∗
nh(t) · ne · F , (6.30)

where F is the Faraday constant and ne = 2 for hydrogen.
From the molar flow rate of hydrogen,

∗
nh(t) = Ifc(t)/(ne ·F ), the hydrogen

mass flow rate
∗
mh,r(t) = Mh ·

∗
nh(t) follows, where Mh is the hydrogen molar

mass. By substitution, the relationship between the hydrogen mass flow rate
and the fuel cell current for N cells is obtained as
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∗
mh,r(t) =

N · Ifc(t) ·Mh

ne · F
. (6.31)

To obtain a uniform feeding of hydrogen on the cell surface, particularly in
transient operation, the system must be fed with a hydrogen excess quantified
by the variable λh(t). The actual hydrogen entering the fuel cell is usually
expressed as

∗
mh,in(t) = λh(t) · N · Ifc(t) ·Mh

ne · F
= λh(t) · κh · Ifc(t) . (6.32)

The value of λh(t) is regulated by adjusting the opening of the hydrogen supply
valve, since the mass flow rate

∗
mh,in(t) is the sum of a quantity recirculated

∗
mh,rec(t) and a quantity extracted from the hydrogen tank,

∗
mh,in(t) =

∗
mh,rec(t) +

∗
mh,c(t) . (6.33)

The mass flow rate recirculated may differ from the anode output for a
quantity that is periodically purged,4

∗
mh,rec(t) =

∗
mh,out(t)−

∗
mh,pur(t) . (6.34)

The output mass flow rate is in turn given by

∗
mh,out(t) =

∗
mh,in(t)− ∗

mh,r(t) = (λh(t)− 1) · κh · Ifc(t) , (6.35)

so that if there is no purge the mass flow rate extracted must equal the mass
flow rate consumed in the cell reaction.

The hydrogen mass flow rate is related to the pressure difference between
the cell inlet and outlet. Such a relationship depends on the type of flow
fields that distribute the reactant gas to the electrodes. Graphite or carbon
composite plates with small grooves (dimensions of ≈ 0.5 mm) for gas flow are
extensively used in commercial fuel-cell stacks. For these flow fields, assuming
laminar gas flow with continuous, uniform subtraction of mass due to the cell
reaction, it is possible to write [98, 246]

∗
mh,in(t) = Kh · (pan,in(t)− pan,out(t)) +

1
2
· ∗mh,r(t) , (6.36)

that is, to assume a linear dependency between mass flow rate and pressure
drop. For other types of flow fields, e.g., porous plates, a quadratic dependency
described by Darcy’s law arises [246, 112].

The mass extracted from the tank flow rate is related to the hydrogen
tank pressure and the cell pressure through the opening of the supply control
valve. Such a dependency can be simplified as
4 Purging prevents the accumulation of impurities in the hydrogen feed and N2 ac-

cumulation due to diffusion from the cathode and, if done properly [214], removes
excess water.
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pan,in(t) = ptank − ξh(t) · ∗m
2

h,c(t) . (6.37)

The circulation mass flow rate
∗
mh,rec(t) as well as the pressure levels

pan,out(t) and pan,in(t) are related to the operation of the hydrogen circulation
pump. The performance of the hydrogen pump is expressed by quasistatic
characteristic curves, which represent the dependency

fhp

(
ωhp(t),

∗
mh,rec(t),Πhp(t)

)
= 0 , (6.38)

where Πhp(t) = pan,in(t)/pan,out(t) is the pump pressure ratio. The power
absorbed by the motor-driven hydrogen pump is calculated as

Php(t) =
∗
mh,rec(t) · cp,h · ϑfc ·

(
Πhp(t)

γh−1
γh − 1

)
· 1
ηhp · ηem

, (6.39)

where ηem is the efficiency of the drive motor and ηhp is the efficiency of the
pump. Equation (6.39) can be approximated for small pressure drops as

Php(t) ≈
∗
mh,rec(t) · (pan,in(t)− pan,out(t))

ρh · ηhp · ηem
, (6.40)

where ρh is the average hydrogen mass density.
The system represented by equations (6.31)–(6.39) is a system of nine

equations with the thirteen unknowns
∗
mh,r(t),

∗
mh,in(t),

∗
mh,out(t),

∗
mh,rec(t),

∗
mh,pur(t),

∗
mh,c(t), Ifc(t), pan,in(t), pan,out(t), λh(t), ξh(t), Php(t), and ωhp(t).

Since the cell current Ifc(t) is the independent variable, three other variables
must be specified for the system equations to be solved. In quasistatic sim-
ulations, system outputs are prescribed and control variables are calculated
therefrom.

The hydrogen circuit control system is usually designed to keep the an-
ode pressure pan,in(t) and the hydrogen circulation ratio λh(t) at prescribed
values. In particular, the anode pressure is prescribed as a function of the
cathode pressure pca,in(t), usually with a constant pressure difference (e.g.,
0.2 bar) between the two sides. To meet the control requirements, the control
system acts on the power of the hydrogen pump motor Php(t), on the supply
valve opening ξh(t), and, if necessary, on the purge mass flow rate

∗
mh,pur(t).

Based on (6.36) and (6.32), the pressure drop pan,in(t)− pan,out(t) is pro-
portional to the reacting mass

∗
mh,r(t). As given by (6.35) the hydrogen cir-

culating mass flow rate
∗
mh,out(t) is also proportional to

∗
mh,r(t). The pump

power calculated with the approximation of (6.40) may thus be expressed as

Php(t) = κhp · I2
fc(t) . (6.41)



186 6 Fuel-Cell Propulsion Systems

Air Circuit

The oxygen mass flow rate that reacts with hydrogen is calculated from the
cell electrochemistry. For each mole of hydrogen converted, 0.5 mol of oxygen
is needed. Thus the molar flow rate of air that is strictly necessary for the
reaction is given by

∗
no(t) =

1
2
· ∗nh(t) . (6.42)

The reacting air mass flow rate thus can be calculated for the whole stack as
a function of the fuel cell current,

∗
mo,r(t) =

N · Ifc(t) ·Mo

2 · ne · F
, (6.43)

where Mo is the molar mass of oxygen.
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Fig. 6.9. Relevant variables in the air circuit.

For a stack that operates with excess air quantified by the variable
λa(t) > 1, the effective air mass flow rate needed is given by

∗
ma,in(t) = λa(t) · N · Ifc(t) ·Mo

2 · ne · F
100
21

= λa(t) · κa · Ifc(t) , (6.44)

assuming the mass fraction of oxygen in dry inlet air to be 21%. The relation-
ship between mass flow rate and pressure drop in the air circuit (see Fig. 6.9)
is similar to (6.36) for laminar flow in the cathode channel,

∗
ma,in(t) = Ka · (pca,in(t)− pca,out(t)) +

1
2
· ∗mo,r(t) . (6.45)

This relationship can be properly adapted to represent a nozzle-type behavior
(see below).

The mass flow rate
∗
ma,in(t) and the supply manifold pressure pca,in(t) are

related to the air compressor operation. In fact, the performance of the air
compressor is expressed by quasistatic characteristic curves, which represent
the dependency

fcp

(
ωcp(t),

∗
ma,in(t),Πcp(t)

)
= 0 , (6.46)
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where Πcp(t) = pca,in(t)/p0 is the compressor pressure ratio. Various ap-
proaches are available in the literature to fit steady-state compressor data
and to derive the analytical expression of (6.46) [246]. The power absorbed
by a motor-driven air compressor is calculated as

Pcp(t) =
∗
ma,in(t) · cp,a · ϑa ·

(
Πcp(t)

γa−1
γa − 1

)
· 1
ηcp

, (6.47)

where ϑa is the supply air temperature and ηcp is the compressor efficiency.
At the output side of the cell, there are residual air mass flow rates, given

by
∗
ma,out(t) =

∗
ma,in(t)− ∗

mo,r(t) . (6.48)

In the case where the mass flow
∗
ma,out(t) is discharged to the ambient, it

is related to the cathode outlet pressure through the law that describes the
pressure losses in the circuit,

pca,out(t)− p0 = ξa(t) · ∗m
2

a,out(t) . (6.49)

In the presence of an expander to recuperate part of the enthalpy contained
in the exhaust air, (6.49) is substituted by the dependency expressed by the
expander characteristic curves,

fex

(
ωcp(t),

∗
ma,out(t),Πex(t)

)
= 0 , (6.50)

where Πex(t) = pca,out(t)/p0 is the expansion ratio. The power recuperated
through the expander is given by

Pex(t) =
∗
ma,out(t) · cp,a · ϑfc ·

(
1−Πex(t)−

γa−1
γa

)
· ηex , (6.51)

where ηex is the expander efficiency. Unfortunately, expanders often have a
rather small efficiency. Moreover, the available enthalpy is small as well. For
these reasons, expanders are rarely installed, and controllable outlet valves
(acting on ξa(t)) are used instead. Notice that the composition of the outlet
air is different from that of the inlet air, since oxygen is consumed in the fuel
cell. In some cases, it may be necessary to take this effect into account by
properly modifying the specific heat cp,a.

At steady state, a relationship exists between the compressor power, the
expander power (if any), and any additional power provided by an external
source, e.g., an electric motor,

−Pcp(t) + Pex(t) + Pem(t) · ηem = 0 , (6.52)

where ηem is the efficiency of the electric motor.
The system represented by (6.43)–(6.52)5 is a system of nine equations

with the twelve unknowns ωcp(t), pca,in(t), pca,out(t), Pcp(t), Pex(t),
∗
ma,in(t),

5 With (6.49) in alternative to (6.50).
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∗
ma,out(t),

∗
mo,r(t), λa(t), Ifc(t), ξa(t), and Pem(t). Since the cell current Ifc(t)

is the independent variable, two other variables must be specified for the
system equations to be solved. In quasistatic simulations, system outputs are
prescribed and control variables are calculated therefrom.

The air circuit control system is usually designed such as to keep the
excess air λa(t) and the cathode pressure pca,in(t) – and thus Πcp(t) – at
prescribed constant values, acting on the purge valve opening ξa(t) and on the
compressor motor power Pem(t). Based on (6.52) and (6.47), with constant
motor efficiency ηem and omitting the possibility of an expander, it is possible
to express Pem(t) as

Pem(t) = κcp · Ifc(t) . (6.53)

Water Circuit

To prevent the dehydration of the fuel cell membrane, the air flow and in
some cases also the hydrogen flow are humidified by the injection of water.
The humidifier can act also as an air cooler, to reduce the temperature of the
air entering the cell. Even if the hydrogen is not humidified, there still may
be some water content at the anode outlet, due to the water diffusion through
the fuel cell membrane. In the following, the presence of liquid water flooding
the electrodes will not be taken into consideration for simplicity, though its
influence is treated in the literature [211].

pwt

u an,in

w,injm*
w,ca,inm* w,ca,outm*

w,mbrm*

w,genm*

w,an,inm*

w,an,outm*

ca,inu

water
tank

M

M

Fig. 6.10. Relevant variables in the humidification water circuit.

The water mass entering the cathode is calculated as the sum (see
Fig. 6.10)

∗
mw,ca,in(t) = u0 ·

∗
ma,in(t) +

∗
mw,inj(t) , (6.54)
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where u0 is the humidity mass fraction in the ambient air and
∗
mw,inj(t) is the

injected water mass flow rate. This is regulated by the water pump to achieve
a specified humidity uca,in(t) at the cathode inlet. This humidity is given by

uca,in(t) =
∗
mw,ca,in(t)
∗
ma,in(t)

. (6.55)

At the cathode outlet, the water mass flow rate is increased by the water
production in the reaction and by the water flow rate across the membrane,

∗
mw,ca,out(t) =

∗
mw,ca,in(t) +

∗
mw,gen(t) +

∗
mw,mbr(t) . (6.56)

The humidity at the cathode outlet thus is

uca,out(t) =
∗
mw,ca,out(t)
∗
ma,out(t)

. (6.57)

The water production rate is a consequence of the cell reaction in (6.4)
and it is evaluated as

∗
mw,gen(t) =

∗
mh,r(t) ·

Mw

Mh
. (6.58)

The water mass flow rate across the membrane is due to various phenom-
ena [211]. First, the electro-osmotic drag phenomenon is responsible for the
water molecules dragged across the membrane from anode to cathode by the
hydrogen ions. Second, the gradient of the water concentration across the
membrane causes a back diffusion of water from cathode to anode. Another
source of back diffusion is the presence of a gradient in the partial pressure of
water across the membrane. Since the membrane is usually very thin (approxi-
mately 50 µm) the gradients can be approximated as constant. Neglecting the
third term, which depends on the concentration of water in the membrane
[202], the water flux is evaluated as

∗
mw,mbr = Mw ·N ·

(
nd ·

Ifc(t)
F

−Afc ·Dw ·
φca(t)− φan(t)

δmbr

)
, (6.59)

where δmbr is the membrane thickness, nd is the electro-osmotic drag coeffi-
cient, and Dw is the diffusion coefficient, the latter two being functions of the
membrane water content and of the stack temperature [211]. The membrane
water content (related to concentration of water in the membrane) in turn can
be expressed as a function of φca(t) and φan(t), which are the relative humid-
ity of the cathode and of the anode, respectively. The relationship between
the u’s (absolute humidity) and the φ’s (relative humidity) is generally

u =
Mw

Ma
· φ · psat(ϑ)
p− φ · psat(ϑ)

. (6.60)
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It is possible to approximate uca(t) as an average of the values uca,in(t) and
uca,out(t), from which φca(t) to be used in (6.59) follows. The evaluation of
φan(t) for the anode side is analogous.

The mass flow
∗
mw,ca,out(t) is purged and recuperated in the air/water

separator. An additional mass flow to compensate inevitable losses is provided
by a water pump. The power for the air humidifier water pump is given by

Pahp(t) =
∗
mw,inj(t) ·∆pahp(t)

ρw · ηahp
= κahp ·

∗
mw,inj(t) , (6.61)

where ∆pahp(t) = pca,in(t)−pwt is the pressure rise of the air humidifier pump,
pwt is the constant pressure in the water tank, and ηahp is the efficiency of
the pump.

If there is no hydrogen humidifier, at the anode inlet only the vapor in the
supply hydrogen is present. The water mass flow rate entering the anode is
given by

∗
mw,an,in(t) =

∗
mh,c(t) · uan,c +

∗
mw,an,out(t) , (6.62)

with uan,c usually assumed to correspond to a relative humidity of 100%. At
the anode outlet, the water flow rate across the membrane is lost. Thus the
remaining flow rate, assuming no additional water purge, is given by

∗
mw,an,out(t) =

∗
mw,an,in(t)− ∗

mw,mbr(t) . (6.63)

The humidity levels at the anode inlet and outlet stages, useful to evaluate
the quantity

∗
mw,mbr(t), are

uan,in(t) =
∗
mw,an,in(t)
∗
mh,in(t)

, (6.64)

uan,out(t) =
∗
mw,an,out(t)
∗
mh,out(t)

. (6.65)

The system of (6.54)–(6.65) is a system of eleven equations with the twelve
unknowns

∗
mw,ca,in(t),

∗
mw,ca,out(t),

∗
mw,inj(t),

∗
mw,gen(t),

∗
mw,mbr(t), uca,in(t),

uca,out(t), Pahp(t),
∗
mw,an,out(t),

∗
mw,an,in(t), uan,in(t), and uan,out(t). Thus,

one of the variables must be specified for the system to be solved. In quasistatic
simulations, system outputs are prescribed and control variables are calculated
therefrom.

The water circuit control system is designed such as to keep the humidity
of the inlet air uca,in(t) at a prescribed constant value, acting on the water
injected mass flow rate

∗
mw,inj(t). Based on (6.55) and (6.61),

∗
mw,inj(t) must

be proportional to the inlet air mass flow rate. This is in turn related to the
cell current, so that it is possible to express Pahp(t) as

Pahp(t) = κahp · Ifc(t) . (6.66)
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Coolant Circuit

The power for the coolant pump is evaluated as

Pcl(t) =
∗
mcl(t) ·∆pcl

ρcl · ηcl
. (6.67)

The coolant mass flow rate is calculated as a function of the heat to be
removed, as

∗
mcl(t) =

Pl,st(t)
cp,cl ·∆ϑcl

, (6.68)

where cp,cl and ∆ϑcl are the specific heat and the temperature rise of the
coolant.

The heat power to be removed by the coolant, Pl,st(t), is practically coinci-
dent with the amount of heat generated by the cells, since exhaust gas contains
only a very limited amount of enthalpy. Thus the evaluation of Pl,st(t) for a
stack may be derived from (6.17) for a single cell,

Pl,st(t) = (Uid − Ufc(t)) ·N · Ifc(t) . (6.69)

The temperature difference in (6.68) cannot exceed an admissible value
which is a characteristic value of the cooling system. Equation (6.67) may
thus be written as Pcl(t) = κcl · Pl,st(t).

The thermal power must be removed from the water with the help of cool-
ing fans, usually capable of an on/off operation, such as in internal combustion
engines. The power required for the cooling fan Pcf (t) is proportional to the
mass flow rate of the cooling air, by an expression similar to (6.47). In turn,
the cooling air mass flow rate is proportional to the coolant mass flow rate,
so that it is possible to write Pcf (t) = κ′cf ·

∗
mcl(t) = κcf · Pl,st(t).

The coolant control system regulates the coolant mass flow rate and the
cooling fan operation in order to remove the heat generated by the fuel cell. If
(6.69) is combined with (6.25), it is possible to express the power requirement
of the cooling system as

Pcl(t) + Pcf (t) = κcl,1 · Ifc(t) + κcl,2 · I2
fc(t) . (6.70)

Overall Model

Now the total auxiliary power can be evaluated as a function of the fuel cell
current. Using the simplified expressions derived above, i.e., (6.41), (6.53),
(6.66), and (6.70), equation (6.29) may be written as

Paux(t) = P0 + κhp · I2
fc(t) + κahp · Ifc(t) + κcp · Ifc(t) + κcl,1 · Ifc(t)+

+ κcl,2 · I2
fc(t) = P0 + κ1 · Ifc(t) + κ2 · I2

fc(t) .
(6.71)
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On the other hand, the stack output power Pst(t) has a quadratic dependency
on Ifc(t), as described by (6.25) and (6.27). Thus, the result of (6.71) agrees
with semi-empirical data that suggest a linear dependency between auxiliary
power and stack output power [248]. For a larger output power the dependency
may be less than linear, thus a nonlinear approximation should be used, e.g.,
exponential [231]. Other formulations were derived leading to a quadratic
dependency between Paux(t) and Pst(t) [16].

In a first approximation, (6.71) can be further simplified using a linearized
accessory power [99],

Paux(t) = P0 +N · κaux · Ifc(t) , (6.72)

which explicitly takes into account multiple cells.
Equation (6.72) can be combined with (6.28), (6.27), and (6.25), or gen-

erally with (6.19), to obtain the quadratic expression for Ifc(t)

N ·Rfc · I2
fc(t)− (N · Uoc −N · κaux) · Ifc(t) + P2(t) + P0 = 0 , (6.73)

from which the final equation for the cell current may be written as [99]

Ifc(t) =
N · (Uoc − κaux)−

√
N2 · (Uoc − κaux)2 − 4 ·N ·Rfc · (P2(t) + P0)

2 ·N ·Rfc
.

(6.74)
Once the cell current is known, the hydrogen consumption can be calcu-

lated using (6.33),

∗
mh,c(t) = N · Ifc(t) ·Mh

ne · F
= kh · Ifc(t) . (6.75)

Fuel Cell Efficiency

Besides the electrochemical efficiency ηid = Urev/Uid, various other efficiencies
can be defined for fuel-cell stacks. The voltage efficiency for a single cell is
defined as

ηV (Ifc) =
Ufc(Ifc)
Urev

. (6.76)

In the affine approximation (6.25), the voltage efficiency also is an affine
function of the cell current. It decreases linearly as Ifc(t) increases, show-
ing its higher values at low loads. Another possible efficiency is the current
or Faradaic efficiency that compares the effective current with the current
theoretically delivered,

ηI(λh) =
Ifc

Ith
=

1
λh

. (6.77)

The global efficiency of a fuel cell ηfc(Ifc) = ηV (Ifc) · ηI has the same
dependency as ηV (Ifc) on the cell current, since ηI typically is a constant.
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The system efficiency takes into account also the auxiliary power. The
effective power delivered is compared with the theoretically deliverable power,

ηst(Ifc) =
P2(Ifc)

N · Uid · Ifc
, (6.78)

thus the total stack efficiency is ηst,tot(Ifc) = ηst(Ifc) · ηI . From (6.73) and
(6.12), an expression for the efficiency may be derived

ηst(Ifc) = ηid ·
Uoc

Urev
·
(

1− Rfc · Ifc

Uoc
− P0

Uoc · Ifc ·N
− κaux

Uoc

)
. (6.79)

Obviously, this expression has a maximum for ηst at Ifc,max =
√
P0/(N ·Rfc).

Figure 6.11 illustrates the dependency of various power terms and effi-
ciency values on the fuel cell current.
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Fig. 6.11. Fuel cell power (top) and efficiency (bottom) as a function of fuel cell
current. Fuel cell data: N = 250, Urev = 1.23V, Uoc = 0.82 V, Afc = 200 cm2,
Rfc = 0.0024Ω, λh = 1.1, P0 = 100W, κaux = 0.05V.

6.2.2 Dynamic Modeling of Fuel Cells

The physical causality representation of a fuel cell is sketched in Fig. 6.12.
The model input variable is the stack current I2(t) = P2(t)/U2(t). The model
output variables are the stack voltage U2(t) and the fuel consumption

∗
mh,c(t).
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Fig. 6.12. Fuel cells: physical causality for dynamic modeling.

The dynamic model of a PEM fuel cell that will be discussed here is a
system-level, lumped-parameter model based on the ideas presented in the
previous section. The dynamic effects include in principle electrochemical,
fluid dynamic, and thermal effects. However, the order of magnitude of the
relevant time constants of such processes is quite different [98],

• Hydrogen and air manifolds: O(10−1 s)
• Membrane water content: O(100 s)
• Control system: O(100 s)
• Stack temperature: O(102 s)

where O(·) denotes the order of magnitude.
The fastest transient phenomena are the electrochemical ones. These dy-

namics are due to charge double layers at the membrane/electrode interfaces.
The ion/electron charge separation at these interfaces creates a charge storage
that can be described by a double-layer capacitance Cdl [185]

d

dt
Uact(t) =

ifc(t)
Cdl

− Uact(t)
Ract · Cdl

, (6.80)

where Ract is defined as the ratio of the steady-state activation polarization,
given by (6.20) or (6.21) and the current density ifc(t). The equivalent cir-
cuit of a cell is modified accordingly, as depicted in Fig. 6.13. For simplicity,
the concentration polarization is not considered. However, the resulting time
constants Ract · Cdl are so small that this class of dynamic effects may be
neglected without causing any substantial errors.

U2

I fc

Urev =

Ract Rfc

Cdl

Fig. 6.13. Equivalent dynamic electric circuit for a fuel cell.

The fluid dynamic transient effects taken into consideration are usually
of the capacitive type, i.e., they describe the variation of gas pressure in a
reservoir as a consequence of mass flows entering and leaving the reservoir.
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The models available in the literature differ in the number of pressure levels
introduced.

The most immediate extension of the quasistatic equations presented in
the previous section consists of keeping the same pressure levels, i.e., pca,in(t)
and pca,out(t) for the cathode channel, pan,in(t) and pan,out(t) for the anode
channel, but letting them vary as a function of the mass flow rates

∗
ma,in(t),

∗
ma,out(t),

∗
mh,in(t),

∗
mh,out(t), etc. Assuming that the supply manifold tem-

perature is kept close to the operating stack temperature ϑst by means of a
cooling device,6 the state equation for pca,in(t) is

d

dt
pca,in(t) =

Ra · ϑst

Va,sm
·
(
∗
ma,cp(t)−

∗
ma,in(t)

)
, (6.81)

where Ra is the air gas constant and Va,sm is the volume of the air supply
manifold. Analogously, the state equation for pca,out(t) is

d

dt
pca,out(t) =

Ra · ϑst

Va,rm
·
(
∗
ma,out(t)−

∗
ma,rm(t)

)
, (6.82)

where Va,rm denotes the return manifold volume.
Equations (6.81)–(6.82) introduce two additional variables, namely

∗
ma,cp(t)

and
∗
ma,rm(t), representing the air mass flow rate delivered by the compres-

sor and the one discharged through the control valve or the expander. These
quantities replace

∗
ma,in(t) and

∗
ma,out(t) in (6.46)–(6.47) and (6.49)–(6.51),

respectively.
Substituting its quasistatic counterpart (6.52), an additional state equa-

tion can be written for the compressor speed as

d

dt
ωcp(t) =

Pem(t) · ηem − Pcp(t) + Pex(t)
Θcp · ωcp(t)

. (6.83)

Inertial effects in the connecting pipes, particularly at the compressor out-
put [211], also may be taken into account in a lumped-parameter fashion,
using the approach of the quasi-propagatory model [52]. This model describes
the mass flow rates in the pipes as new state variables, evaluated as a function
of the pressure levels at the manifolds using equations of the type

d

dt

∗
m(t) =

κ ·∆p− ∗
m(t)

τ
, (6.84)

where κ · ∆p is the steady-state mass flow rate and τ is the time constant
of the process that depends primarily on the pressure levels and on the pipe
lengths [52].

Compared with the quasistatic case, if inertial effects are not modeled
there are two more variables, namely

∗
ma,cp(t), and

∗
ma,rm(t), balanced by two

6 The humidifier can perform this function.
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additional equations. The cell current Ifc(t) is still the independent variable,
while Pem(t) is the main control variable of the air circuit. An additional
control input that may contribute to the regulation of the cathode pressure
is ξa(t), although in most applications this valve opening is kept constant.
Consequently, all the remaining quantities are determined, in particular the
excess air λa(t) by (6.44).

A similar modeling approach can be used for the anode channel. The state
equation for pan,in(t) is

d

dt
pan,in(t) =

Rh · ϑst

Vh,sm
·
(
∗
mh,c(t)−

∗
mh,in(t)− ∗

mh,rec(t)
)
, (6.85)

with obvious meaning of the variables. The state equation for pan,out(t) simi-
larly is

d

dt
pan,out(t) =

Rh · ϑst

Vh,rm
·
(
∗
mh,out(t)−

∗
mh,rec(t)−

∗
mh,pur(t)

)
. (6.86)

As in the quasistatic case, the number of variables exceeds the number of
relationships by four. The cell current Ifc(t) is still the independent variable,
while Php(t), ξh(t), and

∗
mh,pur(t) are the control variables of the hydrogen

circuit. Therefore, all the remaining quantities are determined, in particular
the excess hydrogen λh(t) by (6.32) and the hydrogen consumption

∗
mh,c(t)

by (6.33).
As for the water circuit, usually no dynamic effects are introduced in the

manifolds. Therefore, as in the quasistatic case, the number of variables ex-
ceeds the number of relationships available by one. Since the control variable
is the injected mass flow rate

∗
mw,inj(t), all the remaining quantities are de-

termined, in particular the inlet air humidity uca,in(t) by (6.55).
A different method of lumping the capacitive properties may lead to recog-

nizing distinct pressure levels for the anode and the cathode channels, pan(t)
and pca(t), respectively [281, 185, 202, 204]. Mass flow rates entering and
leaving the channels are evaluated according to some “nozzle-type” equation
as a function of the pressure difference between the channels and the supply
and return manifolds introduced above, which are characterized by their own
pressure levels as described earlier.

This model structure allows a generalization of the equations above to the
non-isothermal case. The energy conservation law must be invoked together
with the mass conservation law to derive at least two additional equations (one
for the cathode, one for the anode) at the two additional variable temperature
levels ϑan(t) and ϑca(t). Energy fluxes to be considered are the enthalpy flows
associated with mass fluxes and heat exchanged with the solid walls facing
the gas flows. An additional state equation may be written for the solid body
temperature ϑst(t), which may vary due to heat exchanged with fluids, heat
produced by the electrochemical reaction, or converted electric power [281,
185, 5].



6.3 Reformers 197

m* h,r

an,in
p

h,cm*

h,inm*

h,outm*

an,outp
p
tank

quasistatic

m* h,r

an,in
p

h,cm*

h,inm*

h,outm*

an,outp
p
tank

anp

dynamic

h,rmm*

Fig. 6.14. Fluid dynamics modeling of anode circuit, quasistatic and dynamic cases.

Another model refinement possible consists of introducing two more state
variables representing the vapor water masses mw,ca(t) and mw,an(t) in the
cathode and in the anode, respectively. The corresponding state equations
express the conservation of water mass in the electrode channels – thus re-
placing (6.56) and (6.63) – including the terms due to membrane transport
and reaction. This allows a diract evaluation of the absolute humidity uca(t),
uan(t) to be used, e.g., in (6.59) [202, 204].

In summary, in dynamic simulation U2(t) is calculated using (6.19), pos-
sibly combined with (6.80) and (6.26). The hydrogen consumption rate is
calculated by solving the coupled system of differential equations for the an-
ode, the cathode, and the water circuit, taking the various control variables
as inputs (Php(t), ξh(t),

∗
mw,inj(t), Pem(t), and ξa(t)).

6.3 Reformers

In view of the problems concerning the hydrogen storage, the use of different
energy carriers that are easier to handle is a significant and still open research
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task. The main interest of current research efforts for automotive applications7

is concentrated on liquid hydrocarbons, although they require an additional
on-board process to extract from the supply fuel the hydrogen to operate the
fuel cell (“reforming”). The advantages are that (i) there is no need for special
storage systems, (ii) until the production and distribution of hydrogen is better
established, the existing infrastructure for fossil fuels can be used, and (iii) the
consumer acceptance is surely higher. The refueling operation does not change
for the user from how it is today. This would clearly favor the adoption of this
new technology. Disadvantages are that (i) the resulting vehicle is not a zero-
emission vehicle (CO2 emissions), (ii) higher complexity and costs, (iii) lower
system efficiency since the reformer block requires energy, (iv) a lower life span
due to the impurities in the reformer gas, and especially (v) poor response
times, which makes the use of reformers critical during transient operation.
These major drawbacks limit the application of fuel reforming in vehicles,
although some prototypes of fuel-cell vehicles have adopted this technology
(DaimlerChrysler Necar 5 [61]). The use of reforming-based fuel-cell systems
as small, stationary auxiliary power units for trucks and camper vans, where
efficiency and response time is not an issue, seems to be more promising.

Among liquid hydrocarbons, gasoline, diesel, and methanol are the most
common reforming fuels for vehicles. The advantages of methanol (methyl
alcohol), CH3OH, are that (i) methanol can be obtained from various renew-
able resources (e.g., biomass), (ii) the conversion of natural gas into methanol
allows the use of remote natural gas sources, (iii) due to its simpler molecu-
lar structure, it is technically easier to reform, which simplifies the hydrogen
production and yields a very high H2/CO2 ratio for liquid fuel, and (iv) there
exist already prototypes of fuel cells (DMFCs) that allow for a direct elec-
trochemical conversion of methanol and thus render an upstream on-board
reformer superfluous. However, methanol needs a dedicated distribution in-
frastructure and corrosion-resistant refuelling and storage equipment, it is
poisonous if swallowed, and it burns with an invisible flame. Methanol is also
water soluble, which makes it more dangerous.

For the on-board production of hydrogen from methanol there are basically
three methods, the “steam reforming,” the partial oxidation (POx), and the
methanol scission. Steam reforming is generally used for methanol reforming.
Together with carbon dioxide, hydrogen is produced from methanol and water
vapor. The overall reaction can be written as

CH3OH + H2O → CO2 + 3H2, ∆hR = 58.4 kJ/mol . (6.87)

In real reactions another product is carbon monoxide CO. The CO formation
is due to the direct decomposition of methanol. Its concentration is affected
by the water-gas shift reaction

CH3OH → CO + 2H2, ∆hR = 97.8 kJ/mol , (6.88)
7 There is also a deep interest in methane reforming, however, not for mobile ap-

plications.
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CO + H2O → CO2 + H2 ∆hR = −39.4 kJ/mol . (6.89)

However, even this model is a very simplified approximation of the reality.
Reforming is a complex mechanism with many side reactions.

With the partial oxidation method the methanol is directly oxidized with
the aid of oxygen. The overall reaction can be written as

CH3OH + 1/2O2 → CO2 + 2H2, ∆hR = −193 kJ/mol , (6.90)

and it can be regarded as the result of the two partial reactions

CH3OH + 1/2O2 → CO + H2 + H2O, ∆hR = −153.6 kJ/mol , (6.91)

CO + H2O → CO2 + H2, ∆hR = −39.4 kJ/mol , (6.92)

with the possible formation of formaldehyde as another byproduct. Although
partial oxidation allows an exothermal reaction, for proper methanol–oxygen
ratios, the quality of the exhaust gas is not suitable for low-temperature fuel
cells. Lower hydrogen concentrations, a higher carbon monoxide content, and
an incomplete methanol conversion make a complex aftertreatment necessary.
The same problems arise also with the methanol scission method, in which
basically a thermal cracking takes place. Combinations of steam reforming
and POx are also studied, since in this way autothermal reformers can be
obtained.

Figure 6.15 shows a schematic of the methanol steam reforming process.
Steam reforming is typically carried out over a catalyst bed containing ox-
ides of copper, zinc, and aluminum (CuO/ZnO/Al2O3). With this catalyst,
reformer operation is limited at low temperature by the formation of water
condensate on the catalyst and at high temperature by sintering of the cata-
lyst.

Since the methanol reforming reaction (6.87) is endothermic, external heat
must be supplied to the reformer. Usually heat is transferred directly to the
reformer reactants though, to avoid excess temperatures, certain solutions
have been proposed with an intermediate heat transfer fluid (oil) heated in
a separate heat exchanger. Heat is mostly produced in a burner by com-
bustion or catalytic oxidation of excess hydrogen leaving the fuel cell anode,
or by combustion of methanol extracted from the main feedstock. Of course
the former solution is preferable, since the combustion of methanol is not
pollution-free. Besides the recuperation of heat from the anode outlet (

∗
mh,pur

of Sect. 6.2), other thermal integrations with the fuel-cell system are possible,
including recovery of low-temperature heat from the stack cooling system [2].
Additional heat is required to preheat, vaporize, and superheat the reactant
steam–methanol mixture fed to the reformer at its operating temperature.
This heat can be recovered from the anode outlet as well, or from the re-
former outlet, which is at a temperature normally higher than the operating
temperature of a (PEM) fuel cell.
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Reformate gas produced by the reformer has a small content of CO (typi-
cally, 2% by volume [2]), which, being a severe poison to the platinum catalyst
used in the fuel cell, must be eliminated. Various methods to clean CO from
hydrogen exist, including selective oxidation on a catalyst (platinum on alu-
mina) bed.

boiler

bu
rn
er

SR

methanol
hydrogen

hydrogen

after-
treatment

water

air

Exhaust

Fig. 6.15. Schematic of methanol steam reforming process.

Autothermal reforming is essentially a combination of POx and steam
reforming, consisting of adding air (thus oxygen) to the steam reforming reac-
tion. Steam reforming is an endothermal reaction, while POx is an exothermal
reaction. Under adiabatic conditions (insulated reformer) the equilibrium tem-
perature is given by the relative ratios of steam and air fed into the reformer.

In autothermal reformers, the burner is only responsible for the preheating,
vaporization, and superheating of methanol. The construction of the reactor
itself is similar to that in steam reforming systems, but inherently less com-
plicated. However, an additional complexity is due to the handling of reactant
air, for which a compressor is required [247].

6.3.1 Quasistatic Modeling of Fuel Reformers

The causality representation of a fuel reformer in quasistatic simulations is
sketched in Fig. 6.16. The model input variable is the hydrogen mass flow rate
∗
mh,c. The model output variable is the methanol consumption rate

∗
mm.

Conversion Ratio

A simple model of a methanol steam reformer can be derived [4, 205] consider-
ing the reactions taking place in a tube (plug-flow reactor) filled with a porous



6.3 Reformers 201

RF
m   m
*m   h,c

*

Fig. 6.16. Fuel reformers: causality representation for quasistatic modeling.

catalyst bed. Input flows to the catalyst tube are pre-vaporized methanol and
steam. An isothermal process without pressure losses is assumed here. More
complex, one-dimensional models accounting for detailed heat transfer, diffu-
sion of species, and friction, are available in literature both for steam reformers
[174] and for autothermal reformers [44].

For the range of conditions of interest to vehicle applications, the water-gas
shift reaction (6.89) is usually neglected without a substantial loss of accuracy
[4]. Experimental work has shown that the reaction rate of the reforming
reaction is linear with the concentration of methanol, while the reaction rate of
the gas-shift reaction is affected only slightly by the concentration of methanol
or water, and thus it can be regarded as a constant [4]. Introducing the reaction
rate constants k1 for (6.87) and k2 for (6.88), which are both functions of
temperature and pressure (and k1 also of the steam-to-methanol ratio of the
feed gas σ), the rate equations for methanol and hydrogen inside the reformer
(see Fig. 6.17) are

d
∗
nm = − (k1 · Cm(x) + k2) · dmc = −∗

nm(0) · dx , (6.93)

d
∗
nh = (3 · k1 · Cm(x) + 2 · k2) · dmc , (6.94)

where x is the fraction of methanol converted (methanol conversion ratio),
mc(x) is the mass of the catalytic bed, and Cm(x) is the molar concentration
of methanol. The latter is a function of x and of σ and can be calculated
considering that for each mole of methanol that reacts, the total number
of moles increases by two. Hence, at constant pressure and temperature the
concentration of methanol is given by [205]

Cm(x) = (1− x) · 1 + σ

1 + σ + 2 · x
· Cm(0) , (6.95)

where Cm(0) is the initial concentration of methanol (see below) and σ is the
steam-to-methanol ratio of the feed gas (typically ranging from 0.67 to 1.5).
The integration of (6.93) yields the catalyst mass that is necessary to achieve
a certain conversion ratio x,

mc(x) =
∫ x

0

∗
nm(0)

k1 · Cm(ξ) + k2
dξ , (6.96)

which, after substitution of (6.95), is solved as

mc(x) =
∗
nm(0) ·

(
c1 · ln

c2
c2 − c3 · x

− c4 · x
)
, (6.97)
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where c1 = (U ·c3+2·c2)/c23, c2 = U ·(k1 ·Cm(0)+k2), c3 = U ·k1 ·Cm(0)−2·k2,
c4 = 2/c3, and U = 1 + σ. Now, (6.94) is integrated, yielding

∗
nh(x) =

∗
nm(0)·

∫ x

0

3 · k1 · Cm(ξ) + 2 · k2

k1 · Cm(ξ) + k2
dξ = 3·x· ∗nm(0)−k2 ·mc(x) . (6.98)

The latter equation describes the fact that the hydrogen output molar rate is
a fraction x of the theoretical value 3 · ∗nm(0), diminished by the molar rate
k2 ·mc(x) of the CO production.8

Now, for a given reformer, mc is given and
∗
nh(x) is calculated from the

hydrogen mass flow rate required, as

∗
nh(x) =

∗
mh,c

Mh
, (6.99)

where Mh is the molar mass of hydrogen. Therefore, the system of highly
nonlinear coupled equations (6.97)–(6.98), which has to be solved iteratively,
yields the corresponding values of x and

∗
nm(0). Notice that Cm(0) is also a

function of the unknown quantity
∗
nm(0),

Cm(0) =
∗
nm(0)
1 + U

· pref

R · ϑref
, (6.100)

where R, pref and ϑref are the universal gas constant, the pressure, and the
temperature of the reformer. Typical values of pref range from 1 to 3 bar and
of ϑref from 430 to 570 K.

Finally, the methanol mass flow rate consumed is evaluated as

∗
mm =

∗
nm(0) ·Mm , (6.101)

where Mm is the molar mass of methanol (Mm = 32 kg/kmol).

Fuel Processing Efficiency

A clear definition of a (steam) reformer efficiency that is independent of the
fuel cell operation is complicated by the critical feedback loop, in which the
anode exhaust is burned to partially satisfy the heat requirements for the
steam reforming reaction. If the hydrogen excess ratio (or utilization factor)
λh is taken as a measure of the hydrogen exhaust burned, then the related
losses are taken into account in the fuel cell utilization factor ηI (6.77) that
can now be rewritten as
8 This model does not consider the hydrogen lost during CO removal. If, for in-

stance, selective oxidation is used, typically about the same number of moles of
hydrogen as of CO are lost.
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Fig. 6.17. Schematic of a catalyst bed steam reformer tube.

ηI(t) =
∗
mh,r(t)
∗
mh,c(t)

=
1

λh(t)
. (6.102)

The reformer efficiency is defined as the ratio of chemical output power to
total input power, which is the sum of the methanol chemical power and the
fraction of the external power required9 that is not recuperated within the
fuel-cell system. This fraction is usually rather complicated to estimate, the
calculation involving various chemical, thermal, and fluid dynamic aspects. In
a first approximation, it is convenient to assume that the total external power
is proportional to the methanol mass flow rate,

Pref (t) = κref ·
∗
mm(t) . (6.103)

Now, if a fraction µ of Pref (t) is recuperated from the anode outlet, from the
cooling system, or within loops internal to the reformer circuits, the reformer
efficiency is

ηref (t) =
∗
mh,c(t) ·Hh

∗
mm(t) ·Hm + (1− µ) · κref ·

∗
mm(t)

, (6.104)

with Hh and Hm being the lower heating values of hydrogen (120 MJ/kg)
and methanol (19.9 MJ/kg), respectively. Of course, if µ = 1, the reformer
efficiency is simply a ratio of the energy flows across the reformer. This may
be the case of POx reformers, where the exhaust anode energy is not necessary
for the catalytic reformer since the reaction is exothermal, although it may
be useful, e.g., to vaporize the reactants. Typical values for ηref are 0.62 for
steam reforming and 0.69 for POx [180].

Using the conversion ratio x as in (6.98), the reformer efficiency becomes

9 That is the sum of the heat power required for the steam reforming process and
the power required to drive the auxiliaries.
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ηref (t) =
Hh ·Mh

Mm
·
3 · x− k2

(
c1 · ln

c2
c2 − c3 · x

− c4 · x
)

Hm + (1− µ) · κref
. (6.105)

The overall efficiency of the fuel-cell system with reforming is finally eval-
uated as

ηfcr = ηst · ηI · ηref . (6.106)

6.3.2 Dynamic Modeling of Fuel Reformers

The physical causality of a fuel reformer is the reverse of that sketched in
Fig. 6.16. The input side is represented by the control variables of the various
circuits, while the output variables are the hydrogen mass flow rate

∗
mh,c

and the methanol mass flow rate
∗
mm. Notice that this changes the physical

causality of the dynamic model of the fuel cell alone as sketched in Fig. 6.12.
The fuel cell submodel now is not controlled on the hydrogen side.10 Thus it
receives the hydrogen mass flow rate as an input variable.

A simple dynamic model of a fuel processor system uses the conversion
ratio defined in the previous section and describes the reformer dynamics,
including the vaporizer/superheater and the gas clean-up stage, by assuming
a second-order behavior [107],

τ2 · d
2

dt2
∗
nh(t) + 2 · τ · d

dt

∗
nh(t) +

∗
nh(t) = 3 · x ·

∗
mm(t)
Mm

− k2 ·mc(x), (6.107)

where τ is the time constant of the process and x is a static function of
∗
nm and

mc, as described in the previous section. This model describes the response
to an input positive step of methanol flow as a critically damped (essentially,
exponential) increase over time. The response to a decrease in methanol flow
is also modeled with a second-order differential equation. However, due to the
fact that the decrease of hydrogen flow requires no heat, these dynamics are
much faster than the positive step. Typical values of τ are 2 s for step-up
transients and 0.4 s for step-down transients [107].

10 The recirculation loop is usually deactivated and the control valve is moved to
the methanol side.
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Supervisory Control Algorithms

In all types of hybrid vehicles, a supervisory controller must determine how
to operate the single power paths, in order to satisfy the power demand of
the drive line in the most convenient way. The main objective of that opti-
mization is the reduction of the overall energy use, usually in the presence of
various constraints due to driveability requirements and the characteristics of
the components.

Based on the review article [225], this chapter describes the theoretical
concepts of various types of control strategies for parallel hybrid-electric vehi-
cles. Appendix I contains examples of the application of these ideas. Similar
approaches that have been investigated also for series hybrids [272, 19, 40],
combined hybrids [209, 51], and fuel-cell hybrids [184, 213] are not treated in
this book.

7.1 Introduction

A parallel hybrid-electric vehicle can be operated in any of the modes sum-
marized in Table 7.1. Besides the power split ratio u (see Chap. 4 for its
definition), additional control variables are the clutch status and the engine
status. Both are Boolean, clutch engaged (Bc = 1) or disengaged (Bc = 0),
engine on (Be = 1) or off (Be = 0). Both zero-emission (ZEV) and regen-
erative braking modes (u = 1) can be operated in principle either with the
engine shut down and disengaged or shut down but still engaged. The other
modes (ICE, power assist, battery recharge) all require the engine to be on
and engaged. In the trivial case of no power demand, these values are always
zero, of course (u = 0, Be = 0, Bc = 0).

In relation to the torque and speed values required at the drive line the
supervisory controller determines at each instant the operating mode to be
adopted and the value of the ratio u(t). In all practical control strategies, the
engine is shut down when the torque at the wheels is negative or zero, i.e.,
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Table 7.1. Control parameters for different parallel hybrid operating modes.

Mode u Be Bc

1 ICE 0 1 1

2a ZEV 1 0 0

2b ZEV 1 0 1

5a Regenerative braking 1 0 0

5b Regenerative braking 1 0 1

3 Power assist ∈ (0, 1) 1 1

4 Recharge < 0 1 1

when the vehicle is coasting or braking. The control strategies in the literature
differ for the choice of u(t) and of Be(t) when the power required is positive.

Control strategies may be classified according to their dependency on the
knowledge of future situations. Non-causal controllers require the detailed
knowledge of the future driving conditions. This knowledge is available when
the vehicle is operated along regulatory drive cycles, or for public transporta-
tion vehicles that have prescribed driving profiles. In all other cases, driving
profiles are not predictable in advance, at least not in the sense that the exact
speed and altitude profiles as a function of time would be known a priori. In
these cases, causal controllers must be used.

A second classification can be made among heuristic, optimal, and sub-
optimal controllers. The first class of controllers represents the state of the
art in most prototypes and mass-production hybrids. Optimal controllers are
inherently non-causal, although the next sections will show how to substan-
tially reduce the amount of information required. Sub-optimal controllers are
often causal.

7.2 Heuristic Control Strategies

Heuristic controllers are based on Boolean or fuzzy rules involving various
vehicular variables. A typical heuristic approach, sometimes called “electric
assist” strategy [272, 273, 150, 207], is based on the torque demand and on
the vehicle speed:

• below a certain vehicle speed the motor is used alone (u = 1);
• above this speed threshold and below the maximum engine torque at the

current engine speed, the engine alone is used (u = 0);
• however, if the battery state of charge is too low, the engine is forced to

deliver excess torque to recharge the battery (u < 0);
• if the state of charge is too high, the motor is used alone (u = 1); and
• above the engine maximum torque at the current engine speed, the motor

is used to assist the engine (0 < u < 1).
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In the baseline “electric assist” strategy the key control parameter is the
speed threshold at which the choice is made between motor or engine oper-
ation (see Fig. 7.1). Other strategies may define different thresholds based
on different combinations of vehicular variables. One possibility is to oper-
ate the engine only above a specified fraction of the maximum torque of the
engine at the current engine speed [272]. Another strategy consists of using
an acceleration threshold at which the choice is made between the quasi-
stationary, ICE-based (u = 0) mode, and the transient, electrical (u = 1)
mode [35]. Also power thresholds are often used. They offer the advantage
of being immediately comparable with the power limits of the prime movers
[151, 33, 269, 29, 80]. More complex combinations of power demand, speed,
and possibly other variables may also be used [14].

0 < u < 1

u = 1

u = 0

u = 1
active braking

v

T

0 < u < 1

u < 0 u = 0
u = 1

active braking

q

P

(a)

(b)

u = 1

Fig. 7.1. Typical heuristic power management control for parallel hybrids, in terms
of motor torque and vehicle speed (a) or motor power and state of charge of the
battery (b).
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When both prime movers are on, the value of u is mainly determined by
the battery state of charge. In the baseline “electric assist” strategy, the engine
delivers excess torque only when the state of charge reaches a specified lower
bound. In contrast, the strategy sometimes referred to as “balanced electric
assist” [272] continuously modulates the power split ratio to keep the state of
charge at a constant level.

In other control systems, the value of u varies continuously as a function
of two to four vehicular parameters, based on a “fuzzy” set of rules. Vehicular
variable sets may include vehicle speed and engine speed [142], state of charge,
power demand and motor speed [223, 218], temperature, and vehicle accel-
eration and speed, state of charge [88], torque demand and state of charge
[11, 24], vehicle acceleration and engine speed [148].

The main advantage of heuristic controllers is that they are intuitive to
conceive and rather easy to implement. If properly tuned, they can provide
good results in terms of fuel consumption reduction and charge sustainability.
Unfortunately, the behavior of heuristic controllers strongly depends upon the
choice of the thresholds involved, which actually can vary substantially with
the driving conditions [227]. The resulting limited robustness of heuristic con-
trollers, in addition to the tuning effort required, motivates the development
of model-based controllers that optimize the power flows.

7.3 Optimal Control Strategies

7.3.1 Optimal Behavior

The main objective of the energy-management controller is to minimize fuel
consumption along a route. Obviously, it is not necessary to minimize the fuel
mass-flow rate at each instant of time, but rather the total fuel consumed
during a driving mission.

Possible missions are single or multiple repetitions of the governmental
test-drive cycles, see Chap. 2. Alternatively, missions can be driving patterns
recorded on typical routes. During operation, an HEV energy-management
controller can explicitly use all of the available information about the mission.
The mission information is either provided by the driver or identified implicitly
by the control algorithm.

The energy-management controller must respect various hard and soft
constraints. For instance, the battery must never be depleted below a specified
threshold, while the torque provided by the engine is limited.

Performance Index

As illustrated in Figure 7.2, the simplest performance index J = mf (tf ) is
the fuel mass mf consumed over a mission of duration tf . Hence, J can be
written as [62, 20, 172, 236, 143, 245, 268, 276, 140, 282]
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J =
∫ tf

0

∗
mf (t, u(t)) dt. (7.1)

Pollutant emissions can also be included in the performance index J by
considering the more general expression

J =
∫ tf

0

L(t, u(t)) dt, (7.2)

where L(·) is the cost function. The emission rates of the regulated pollutants
can be included in the performance index (7.1) by introducing a weighting
factor for each pollutant species [125, 31, 153]. However, if the ICE is a spark-
ignited engine operated with stoichiometric air/fuel ratios, its pollutant emis-
sions can usually be reduced to negligible levels using a three-way catalytic
converter. Accordingly, the pollutant emission is not considered as part of the
optimization problem, although in practice “duty-cycle” (on/off operation) or
engine shutoff at idle can cause problems due to excessive pollutant emissions
caused by engine or catalyst cooling.

Drivability issues are sometimes included in the optimality criterion. For
example, the cost function in [284] includes an anti-jerk term, which consists of
the engine acceleration squared, multiplied by an arbitrary weighting factor.
Smoothness and driver-acceptance considerations are included in [268] among
the local constraints discussed below.

q

t

qmin

net storage

0

mf

q(0)

q(t  )f

J

Mission ft

net depletion

Fig. 7.2. Typical trajectories of the state variable q(t) and consumed fuel mass
mf (t) (bold) along a mission.
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Integral Constraints

Obviously, the drive mode that minimizes the performance index (7.1) cor-
responds to a purely electrical strategy in which all of the traction power
is provided by the battery. However, if the energy recovered by regenerative
braking is not sufficient to sustain the battery charge, this choice can leave
the battery completely discharged at the end of the mission.

The sustenance of the energy-storage system is required for the vehicle
certification process. Since only small deviations from the nominal value of
the state of charge (SoC) are permitted at the end of tests to assess vehicle
energy consumption, energy-management controllers must ensure small SoC
variations over drive cycles.

In principle, the sustenance constraint can be taken into account in two
different ways, namely, as a soft constraint, that is, by penalizing deviations
from the initial value of the energy stored at the end of the mission, or as a
hard constraint, by requiring that the energy stored at the end of the mission
equal the value at the start of the mission.

To represent constraints on the final SoC q(tf ), a penalty function φ(q(tf ))
is added to the performance index (7.2) to obtain a charge-sustaining perfor-
mance index of the form

J = φ(q(tf )) +
∫ tf

0

L(t, u(t)) dt. (7.3)

A hard constraint, in which q(tf ) must exactly match the initial value q(0),
is often explicitly assumed [62, 20, 172, 236, 143, 245, 268, 140, 282].

Soft constraints can be added as functions of the difference q(tf )− q(0).
In [152] the quadratic penalty function φ(q(tf )) = α · (q(tf )− q(0))2 is used,
where α is a positive weighting factor. In [153], the term α · (q(t)− q(0))2 is
included in the cost function.

A quadratic penalty function tends to penalize deviations from the target
SoC, regardless of the sign of the deviation. In contrast, a linear penalty
function of the type

φ(q(tf )) = w · (q(0)− q(tf )) , (7.4)

where w is a positive constant, penalizes battery use, while favoring the energy
stored in the battery as a means for saving fuel in the future. Since the penalty
function (7.4) can be expressed as

φ(q(tf )) = w ·
∫ tf

0

q̇ dt, (7.5)

the variable w · q̇(t) can be added to the cost function of (7.3) to yield the
performance index

J =
∫ tf

0

(L(t, u(t)) + w · q̇(t)) dt. (7.6)
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The parameter w is often chosen arbitrarily [125, 284, 276], while in the reg-
ulatory standard SAE J1711 [216], w = 38 kWh per gallon of gasoline. Other
physically meaningful definitions of w are discussed below.

The piecewise-linear penalty function

φ(q(tf )) =

{
wdis · (q(0)− q(tf )), q(tf ) > q(0),
wchg · (q(0)− q(tf )), q(tf ) < q(0),

(7.7)

is at the core of equivalent-consumption minimization strategies (ECMS)
[183], which represent real-time implementations of optimal control algo-
rithms. Their formulation is presented in the next section.

Local Constraints

Local constraints can also be imposed on the state and control variables. These
constraints mostly concern physical operation limits, notably the maximum
engine torque and speed, the motor power, or the battery state of charge. Con-
straints on the control variables are imposed in [268] to enhance smoothness
and driver acceptance.

7.3.2 Optimization Methods

This section presents various approaches to evaluating optimal control laws.
These approaches are grouped into three subclasses, namely, static optimiza-
tion methods, numerical dynamic optimization methods, and closed-form dy-
namic optimization methods.

Static Optimization

Since a mission usually lasts hundreds to thousands of seconds, while, at each
time t, multiple values of u(t) must be evaluated, finding the optimal con-
trol law by inspecting all possible solutions requires excessive computational
and memory resources. The simplified approach described in [20] for a series
HEV can easily be extended to parallel HEVs. This approach does not re-
quire detailed knowledge of the actual power demand at the wheels Pm(t),
but only its average and root mean square values. The charge sustenance is
guaranteed only when duty-cycle operations are performed. For continuous
operation of the primary energy source, charge sustenance must be achieved
using an additional slow, integrative controller, which makes the controller
inherently suboptimal. Dynamic optimization techniques, as presented in the
next section, avoid this drawback.
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Numerical Optimization Methods

Dynamic programming is commonly used for optimization over a given time
period [172, 284, 152, 153, 13]. This method can be used to minimize the
performance index (7.1) in the presence of a hard or a soft constraint on the
terminal value of the SoC.

Dynamic programming requires gridding of the state and time variables,
and thus the optimal trajectory is calculated only for discretized values of
time and SoC. Consequently, the integral (7.3) and the state dynamics

q̇(t) = f(t, q(t), u(t)) (7.8)

are replaced by discrete counterparts. A useful property of all dynamic pro-
gramming algorithms is that their computational burden increases linearly
with the final time tf . Since the computational burden increases exponen-
tially with the number of state variables, however, reasonably long missions
can be analyzed only if the number of state variables is small. Conveniently,
(7.8) is a scalar equation.

The cost-to-go function Γ (t, q) is the cost over the optimal trajectory pass-
ing through the point (t, q) in the time-state space, up to the terminal time
tf , as shown in Fig. 7.3. Based on this definition, the value of J = Γ (0, q(0)).
To evaluate Γ (t, q), the computation proceeds with a time-discretization step
∆t backward from time tf −∆t to time t = 0 [30, 27]. The cost-to-go function
is then evaluated from the recursion

Γ (t, q(t)) = min
u
{Γ (t+∆t, q(t) + q̇(t, q(t), u(t)) ·∆t) + L(t, u(t)) ·∆t} .

(7.9)
The initial condition for (7.9) is imposed at time tf by

Γ (tf , q(tf )) = φ(q(tf )). (7.10)

The feedback function

U(t, q(t)) = arg min
u
{Γ (t+∆t, q(t) + q̇(t, q(t), u(t)) ·∆t) + L(t, u(t)) ·∆t}

(7.11)
represents the control strategy to be stored for real-time operation.

Due to the discretization of the state, the values of q are either inter-
polated or approximated by the nearest available values on the grid. In the
latter case, rounding can artificially increase or decrease the battery energy
calculated over the optimal trajectory. The energy artificially introduced or
deleted by rounding determines whether the adopted state-space discretiza-
tion is acceptable or the number of grid points must be increased.

Improved algorithms with reduced computational time are available. They
will be discussed in detail in Appendix III. For example, the iterative dynamic
programming algorithm in [13] is based on the adaptation of the state space.
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Fig. 7.3. Illustrative cost-to-go function Γ given by (7.9). The data are calculated
for the operation of an A-class HEV in the ECE cycle, for a terminal time of 196 s,
a target terminal SoC of 0.7, a time step of 1 s, and an SoC discretization of 0.01%
of full charge. The target terminal SoC can be reached starting from an initial SoC
lower than 0.753 and greater than 0.648.

At each iteration, the state space is selected as a small fraction of the en-
tire space, centered around the optimal trajectory evaluated in the previous
iteration. Another approach, used in [282], reduces the computing time by
splitting the mission into a series of time sections and solving an optimiza-
tion problem for each of those sections. This approach generally produces a
suboptimal solution.

Approximations of the original optimization problem can substantially re-
duce the computational burden. For instance, if the cost function is linearized
with respect to the control variable, a standard linear programming method,
such as the simplex algorithm, can be used [236, 245]. Alternatively, quad-
ratic programming [143, 282] requires a quadratic cost function with linear
constraints. Of course, all of these simplifications yield suboptimal solutions.

Analytical Optimization Methods

Direct numerical optimization methods require substantial amounts of com-
putational time. One approach that often permits a reduction of the compu-
tational effort is based on the minimum principle [62, 236, 140]. This method
introduces a Hamiltonian function to be minimized at each time, that is,

u(t) = arg min
v
{H(t, v, µ(t))}, (7.12)
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where
H(t, q, u, µ) = L(t, u) + µ · f(t, q, u). (7.13)

In this formulation, t is a continuous variable, and the dynamics of the SoC are
given by (7.8). The parameter µ(t), which corresponds to the adjoint state in
classical optimal control theory, is described by the Euler-Lagrange equation

µ̇(t) = − ∂

∂q
f(t, q(t), u(t)). (7.14)

The approximation
q̇(t) ≈ f̃(t, u(t)) (7.15)

of (7.8) is introduced in [62, 236], where the influence of the SoC q(t) on the in-
ternal battery parameters, such as open-circuit voltage and internal resistance,
is neglected. Consequently, (7.14) becomes µ̇ ≈ 0. This assumption may be
not valid in, e.g., hydraulic hybrids [79], but it is reasonable for hybrid electric
HEVs, where only large deviations of the SoC can cause substantial variations
of the internal battery parameters. With this assumption, the adjoint state
µ(t) remains approximately constant along the optimal trajectory. The opti-
mization problem is thus reduced to searching for a constant parameter µ0

that approximates µ(t) for a given mission.
This optimization problem is straightforward. For every time t the Hamil-

tonian must be minimized with respect to the control variable u(t). A further
simplification is possible when the Hamiltonian can be expressed as an explicit
function of the control variable. This approach requires an explicit descrip-
tion of L(t, u(t)) and the SoC deviation rate q̇(t), which can be obtained using
simple, but accurate modeling tools [210].

In some special applications, the Hamiltonian turns out to be an affine
function of the control variable [231]. In this case, the minimum principle
states that the optimal control variable is found at its extreme values, de-
pending on the sign of the switching function ∂H/∂u. When the switching
function is zero, determining the optimal trajectory requires additional infor-
mation, typically the second derivative of the Hamiltonian with respect to the
variable u.

Equivalent-Consumption Minimization Strategies

The value of the adjoint state µ(t) depends primarily on the choice of φ(q(tf )).
In the case of a hard constraint, µ0 guarantees the fulfillment of the constraint.
This value must be determined iteratively, using numerical methods.

In the case of a linear soft constraint such as (7.4), the value of µ0 is [62]

µ0 =
∂φ

∂q(tf )
= −w . (7.16)
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If the soft constraint on the final SoC is of the piecewise-linear type (7.7),
then the value of the constant adjoint state must be consistent with the final
sign of the SoC deviation [230], in particular,

µ0 =
∂φ

∂q(tf )
=

{
−wdis, q(tf ) > q(0) ,
−wchg, q(tf ) < q(0) .

(7.17)

A meaningful expression for the ECMS is obtained when both terms in
(7.13) are reduced to power terms, namely,

H(t, s(t), u(t)) = Pf (t, u(t)) + s(t) · Pe(t, u(t)) . (7.18)

In this equation, Pf (t, u(t)) = HLHV ·
∗
mf (t, u(t)) is the fuel power (withHLHV

being the lower heating value of the fuel) and Pe(t, u(t)) = −q̇(t, u(t))·Vb·Qmax

is the battery power. The equivalence factor

s(t) = −µ(t) · HLHV

Vb ·Qmax
(7.19)

represents a nondimensional scaling of the adjoint state. The equivalence fac-
tor thus converts battery power to an equivalent fuel power that must be
added to the actual fuel power to attain a charge-sustaining control strategy
[230, 172]. Under the assumption (7.15), (7.18) can be reduced to

H(t, u(t)) = Pf (t, u(t)) + s0 · Pe(t, u(t)) , (7.20)

where s0 is a constant equivalence factor. The ECMS approach is also referred
to as a cost-based strategy [31], real-time control strategy [128], or online opti-
mization strategy [140].

Alternative definitions of Hamiltonian-like functions, often derived on a
purely heuristic basis, can be reduced to (7.18). In [140] the Hamiltonian to
be minimized is

H(t, u(t), α(t)) = Pdiss(t, u(t)) + α(t) · Pe(t, u(t)) +Kcond(u(t)). (7.21)

Similarly to (7.13), the main idea of (7.21) is to minimize the overall power
dissipation Pdiss(t, u(t)) = Pf (t, u(t)) + Pe(t, u(t)) − Pm(t). This minimiza-
tion does not guarantee SoC sustenance. Therefore, the weighted correction
α(t) · Pe(t, u(t)) is appended to the cost function to penalize the SoC devi-
ations. Moreover, a penalty term Kcond(u(t)) is added to prevent frequent
on/off switching of the engine, which leads to additional energy losses and
engine wear. Obviously Pm(t) does not depend on u(t) and, therefore, the
Hamiltonian function (7.21) is equivalent to (7.18) except for Kcond(u(t)).

The nondimensional performance measure of [125] is heuristically designed
to locally minimize the fuel-consumption rate and maximize the efficiency of
the electrical path. Thus this approach cannot be reduced to a form similar
to (7.18).
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In ECMS, the optimization problem is shifted to the evaluation of the
equivalence factor s(t). The simplest approach is to assume that a constant
value of s is approximately valid for every type of driving condition. In [276],
such a value is implicitly assumed to be equal to unity, since the Hamiltonian
is simply the sum of the fuel power and battery power. In [31], the objective
function is not explicitly shown, but is assumed to be a combination of higher
order polynomials based on fuel-conversion efficiency and battery SoC. In
general, the equivalence factor s depends on the driving conditions along the
mission.

Equivalence Factors

In general, the function φ(q(tf )) depends on the conversions occurring within
the system that transform fuel energy to electrical energy and vice versa. In
certain special cases, it is possible to evaluate φ(q(tf )) precisely. For example,
in a purely electric vehicle the fuel equivalent of a given battery energy use
can be evaluated easily. It equals the fuel necessary to reload the battery by
the same amount of energy, which can be calculated from the well-to-tank
(plug) efficiency of the electric grid.

In an autonomous HEV, the electric storage system (a battery, a superca-
pacitor, etc.) can only be recharged via regenerative braking, or by the fuel
converter (an engine, a fuel cell, etc.), without any external device. Therefore,
φ(q(tf )) cannot be evaluated as easily as for an electric vehicle. One case for
which it is rather simple to derive expressions for the fuel equivalent is the
case of constant efficiencies both of the electrical path and of the thermal path
(see Fig. 7.4a).

In this case, the fuel equivalent φ(Ee(tf )) of a positive amount of battery
energy used in the mission Ee(tf ) =

∫ tf

0
Pe(τ) dτ , i.e., provided by the storage

system, is the fuel energy necessary to reload the same amount. Figure 7.4b
shows that φ(Ee(tf )) = Ee(tf )/(ηe · ηf ). The fuel equivalent therefore is a
linear function of Ee(tf ). The proportionality coefficient, or equivalence factor,
for this case is calculated as

sdis =
1

ηe · ηf
. (7.22)

The fuel equivalent φ(Ee(tf )) of a negative amount of energy Ee(tf ), i.e.,
one that recharges the storage system, is the fuel energy that can be saved
by using Ee(tf ) in the future. Figure 7.4c shows that in this case ζ(Ee(tf ))
equals Ee(tf ) · ηe/ηf . Again, the fuel equivalent is a linear function of Ee(tf ).
The equivalence factor for this case is calculated as

schg =
ηe

ηf
. (7.23)

In general, schg < sdis holds. The values of sdis and schg are equal only in
the case in which there are no losses in the electrical path, i.e., ηe = 1.
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Fig. 7.4. Fuel equivalent of the electrical energy for constant efficiencies of the
parallel paths (a), for positive (b), and for negative (c) electrical energy.

The general case of variable path efficiencies has been analyzed in several
publications. Some authors used constant, average values for the fuel and elec-
trical efficiencies, further distinguishing between η̄

(d)
e in the discharge phase

and η̄(c)
e in the charge phase [283, 182, 183, 140, 37]. The equivalence factors

are thus
sdis =

1

η̄
(d)
e η̄f

, (7.24)

schg =
η̄
(c)
e

η̄f
. (7.25)

However, this approach is strongly dependent on the way the average effi-
ciencies are defined, and it often requires heuristic corrections to avoid exces-
sive SOC excursions [37].

A more consistent analysis has shown [226] that schg and sdis can be eval-
uated purely from energy considerations, without any assumption on the path
efficiencies. The procedure requires collecting data on the electrical energy use
Ee(tf ) and the fuel energy use Ef (tf ) over a mission of duration tf , obtained
with similarly structured control policies. A possible choice is to use various
constant values of the control variable, in the range u ∈ [−ul, ur] given by the
upper and lower bounds for the SOC that are admissible during the system
operation. Figure 7.5 illustrates such a procedure.
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Fig. 7.5. Typical dependency between Ef (tf ) and Ee(tf ) for a given vehicle con-
figuration and for a given drive cycle.

In the pure thermal case u = 0 the fuel energy used, Ef0, is also the
energy that would be used to drive the cycle if no electrical path were present.
The electrical energy use in the pure thermal case, Ee0, is not zero, due to
regenerative braking power (which provides a negative contribution) and idle
losses in the electrical path (i.e., the losses when the power at the output
stage of the electrical path is zero, which add a positive contribution to Ee0).
For many common scenarios, it has been observed that the pure thermal case
separates the curve Ef (tf ) = f(Ee(tf )) in two branches, which are nearly
linear in the range of interest. The slopes of these lines that fit the data are
the two equivalence factors sdis and schg.

The linear form of the curve Ef (tf ) = f(Ee(tf )) is observed even if the
efficiencies of the parallel paths vary depending on the operating point. This
may be explained by an averaging effect that is due to the large number
of operating points included in a drive cycle. A straightforward but tedious
analysis [229] shows that the average efficiencies of the thermal and electrical
paths over the drive cycle can be computed from the equivalence factors, but
not vice versa as in (7.24)–(7.25). The equivalence factors can be effectively
used to combine the fuel consumption and the state of charge variations in
an equivalent specific fuel consumption conveniently expressed, for instance,
in liter/100 km.
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7.3.3 Real-time Implementation

All of the optimization techniques discussed above require knowledge about
future driving conditions. This fact makes their implementation in real-time
controllers a challenging task. This section lists the level of information re-
quired by various control strategies and how such information can be achieved
during real-time operation.

Predictive Control

The highest level of information is available when the complete mission is
known at the outset. When this is the case, an optimization procedure, such
as dynamic programming, can be applied. For public transportation vehicles
along fixed routes, where the mission is known in advance, such an approach
may be viable. The resulting feedback function U(t, q(t)) given by (7.11) can
then be implemented in the powertrain control systems.

For passenger cars, the mission is usually unknown at the outset, and the
estimation of future driving conditions must be made online. The combination
of such an estimation with the application of dynamic programming follows
the model-predictive control (MPC) paradigm [143, 13], which requires esti-
mation of the power demand Pm(t) on a prediction horizon of duration tf .
Dynamic programming is then used to calculate the optimal control law, which
is applied for a shorter control horizon tc < tf . In [13] the power demand is
estimated using speed limit, curve radius, and road slope, as a function of the
distance along the route. These data are obtained by combining onboard and
GPS navigation. The vehicle speed is calculated using a dynamic model of the
vehicle as a function of the target speed, which is constrained by the speed
limit, maximum safe speed, especially in curves, and maximum speed allowed
by traffic conditions (a parameter that may be available in future applications
using radar sensors).

Prediction of the adjoint state

In strategies derived from optimal control theory, such as ECMS, uncertainty
about future driving conditions is transferred to uncertainty on the correct
(optimal) value of the constant adjoint state approximation µ0. The advan-
tage with respect to predictive control is that only one parameter must be
determined instead of a power demand Pm(t) as a function of time. Various
methods are available for the online estimation of µ0. These methods, which
are described below, can be classified into three approaches depending on the
information used, namely, past driving conditions, past and present driving
conditions, and past, present and future driving conditions.
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Past Driving Conditions

One technique for estimating µ0 is based on ideas borrowed from pattern
recognition [125]. Optimal values of µ0 are pre-calculated offline for a set of
representative driving patterns, which are composed of urban, expressway, and
suburban driving patterns. Up to 24 characteristic parameters, such as average
velocity, standstill time, and total time, can be chosen to characterize driving
patterns. During real-time operation, a neural network periodically decides
which representative driving pattern is closest to the current driving pattern.
Then, the energy-management controller switches to the corresponding value
of the parameter µ0.

Past and Present Driving Conditions

Pattern recognition methods use information only about past driving condi-
tions. Alternative controllers evaluate µ0 continuously by adapting µ0 to the
current driving conditions [143, 128, 123] or simply to the current value of the
SoC [140].

In some implementations, the equivalence factor s0(t) is calculated as the
partial derivative of the present fuel power with respect to the battery power,
that is,

s0(t) = −∂Pf

∂Pe
(t). (7.26)

In other words, by varying the control variable u(t), it is possible to obtain
a function Pf (t) = ϕ(Pe(t)) that is specific to the current driving conditions.
The function ϕ(·), which has a negative slope, is a measure of the fuel cost of
the replacement battery energy, which is the battery energy required in the
future to compensate use at the present rate Pe(t).

Consequently, the fuel equivalent of Pe(t) is simply ϕ(−Pe(t)), while the
corresponding Hamiltonian is

H(Pf (t), Pe(t)) = Pf (t) + ϕ(−Pe(t)), (7.27)

which is consistent with the definition (7.26).
Such an approach assumes that similar operating conditions will exist in

the future, that is, the replacement energy will “cost” the same amount of fuel
energy as it does in the current driving conditions. In general, this assump-
tion leads to trajectories that are neither fuel optimal nor charge sustaining.
For this reason, [128] includes an SoC-control factor in the cost function. A
modified adaptive strategy of the same type [123] assumes instead that the
missing battery energy will be replaced when the ICE operates under more
favorable conditions.

The strategy described in [140] mainly emphasizes the SoC-control factor.
The weighting factor α(t) of (7.21), which plays the role of an equivalence
factor, is chosen to be an affine function of the current SoC, that is,
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α(t) = α0 − β · (q(t)− q(0)), (7.28)

where α0 and β are constants. In other words, when the battery is depleted,
the value of α increases so that the use of fuel is favored. Some rules of thumb
are given to assign proper values to the parameters α0 and β. The former, in
particular, is calculated using energy considerations that are similar to those
underlying (7.26).

Past, Present, and Future Driving Conditions

Information about the present cannot guarantee optimality of the control
action, while the charge cannot be sustained with such an approach. There-
fore, future driving conditions must be predicted or estimated, although the
power demand profile cannot be estimated in detail. In particular, ECMS-
based strategies such as telemetry ECMS (T-ECMS) [230] or adaptive ECMS
(A-ECMS) [172] do not consider the complete future power demand profile
along the mission, but rather a few characteristic parameters to estimate the
optimal value of µ0. These two approaches are presented below.

A piece of information that is usually assumed to be available is the GPS-
derived altitude profile of the route that the vehicle intends to follow. The
altitude profile provides the road slope as a function of the distance covered.
To transform the altitude profile into a slope function of time, the future
vehicle speed profile must be estimated. Information on speed limits, which
is often considered to be available, can be used for such an estimation. With
regard to traffic conditions, future cars are expected to include radar and
other sensors that can be used to obtain this information [230].

T-ECMS

The T-ECMS controller is based on (7.17). Assuming a piecewise-linear soft
constraint for the final SoC, the value of the optimal adjoint state depends
on the final sign of the SoC deviation. In real-time conditions, this sign is not
known. Therefore, the equivalence factor s(t) varies in time between two limit
values, namely, schg and sdis, according to a probability factor p(t), that is,

s(t) = p(t) · sdis + (1− p(t)) · schg. (7.29)

The probability p(t) in turn is calculated as

p(t) =
E+

e (t)
E+

e (t)− E−
e (t)

, (7.30)

as a function of the two quantities E+
e and E−

e (see Fig. 7.6), which represent
the maximum positive and negative values of the electric energy use that
can result at the end of the mission. A mission is defined here as a trait
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of the vehicle’s route characterized by a given value Em(tf ) =
∫ tf

0
Pm(τ) dτ

of the required energy at the wheels (“energy horizon”), a quantity that is
independent of the control law.

The estimation of E+
e and E−

e strongly depends on the current value of
the electrical energy use, Ee(t) =

∫ t

0
Pe(τ) dτ . In detail, the quantity E+

e (t)
is given by the sum of three terms: (i) Ee(t), (ii) the electrical energy that
would be used for the traction with the system driven at a constant u = ur

(see Fig. 7.6) from t till the end of the mission, and (iii) a negative term due
to the “available energy,” i.e., the electric energy that will be stored from t till
the end of the mission. The term (ii) is calculated as ur ·(Em(tf )−Em(t))/η̄e.
In fact, Em(tf )−Em(t) is the mechanical energy that still must be delivered
before the end of the mission. When it is multiplied by ur, the mechanical
energy provided at the output stage of the electrical path is obtained. To
derive the energy at the input stage, the average efficiency of the electrical
path (7.24) is used. The term (iii) is evaluated assuming a constant ratio λ
between the available energy as a function of time and Em(t). This parameter
λ is calculated for various drive cycles as the ratio Ee0/Em(tf ). The final
expression for E+

e (t) is

E+
e (t) = Ee(t) +

ur · (Em(tf )− Em(t))
ηe

− λ · (Em(tf )− Em(t)) . (7.31)

The (negative) quantity E−
e (t) is also given by three terms: (i) the current

value of Ee(t), (ii) the electrical energy that would be recharged during the
traction with the system driven at constant u = −ul (see Fig. 7.6) from t
till the end of the mission, and (iii) a negative term due to the free energy,
evaluated as above since it is independent of the control law. The term (ii) is
calculated as −ul · ηe · (Em(tf )−Em(t)), applying the same considerations as
above. Therefore, the final expression for E−

e (t) is

E−
e (t) = Ee(t)− η̄e · ul · (Em(tf )− Em(t))− λ · (Em(tf )− Em(t)) . (7.32)

The resulting equation for p(t) is

p(t) =
ur/ηe − λ

ur/ηe + ηe · ul
+

Ee(t)
(ur/ηe + ηe · ul) · (Em(tf )− Em(t))

, (7.33)

with p(t) limited between 0 and 1. For simplicity, (7.33) may be implemented
with ur = ul [226].

The flowchart of the ECMS is sketched in Fig. 7.7. At each time t with a
time step ∆t, the strategy consists of accomplishing the following steps:

• The vehicle speed and acceleration are measured. The torque and speed
required at the wheels are evaluated from the model of the system.

• Tentative values of the control variables u are applied in the range from
u = −umax (limited by the engine and generator power) to u = 1 (pure
electrical mode), with a step ∆u.



7.3 Optimal Control Strategies 223

Em

Ee

E m(t  )f

Ee (t)

Em(t)

u = ur

u = - ul

E e
-

+Ee

energy
recuperated

Fig. 7.6. Sketch of the quantities that lead to the evaluation of E−
e (t) and E+

e (t).

• For each tentative value of u, the model calculates the fuel and electrical
energy use, and the cumulative quantities Ee(t) and Em(t) are updated.
The energy use Ee(t) also can be related to the estimated SOC.

• Equation (7.33) is applied to evaluate p(t) and then s(t) is calculated from
(7.29). This requires values for sdis, schg and λ to be stored in memory.
The energy horizon Em(tf ) is user-defined, and it determines the duration
of the successive missions.

• For the tentative value u the Hamiltonian H(t, u) is computed using the
equation H(t, u) = Pf (t, u) + s(t)Pe(t, u).

• The control value u(t) is chosen as the tentative value which yields the
minimal value of H(t, u).

In the previous considerations leading to (7.33), the parameter λ, which is
a quantity not depending on the control law, played a fundamental role. This
parameter has a large variability and a large influence on the controller per-
formance, thus it has to be estimated accurately. In contrast, the equivalence
factors typically show a weaker influence, at least in their typical range of
variability which is rather small. As a consequence of this fact, the T-ECMS
keeps sdis and schg constant, i.e., a pair of average values is conveniently se-
lected to represent the vehicle and these values are used for every driving
condition. The T-ECMS includes instead a sophisticated algorithm for the
on-line estimation of λ, based on the information that is provided by an on-
board telemetry system during a mission (Fig. 7.8). Every mission is assumed
to have a defined point that is to be reached along a defined route. All the
static features of the route, including the maximum speed allowed in its var-
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Fig. 7.7. Flowchart of the ECMS.

ious parts, the total distance to be covered, and the altitude profile are also
assumed to be known.

If tk is the time at which the k-th information Ik is available, λ̂k is the re-
lated estimation of the parameter λ. The information Ik can be of two different
types. If the presence of a moving or fixed obstacle is detected, Ik is a “stop”
signal. In this case, the distance and the speed of the obstacle are assumed to
be known also. When the obstacle is removed, the corresponding Ik is a “go”
signal. In both cases, the estimation of λ derives from an estimation of the
future velocity profile, v̂k(t). The profile assumed is always the one that cov-
ers the rest of the mission in the minimum amount of time, and which fulfills
the constraints concerning the maximum speed and the presence of obstacles.
The estimated velocity profile may only consist of: (i) trajectories at constant
speed, (ii) trajectories with maximum acceleration, and (iii) trajectories with
maximum deceleration. Under certain assumptions, such profiles have been
proven to be fuel optimal [102].

From the estimated velocity profile v̂k(t), the mechanical energy delivered
at the wheels Êm(t) may be calculated. Each portion of the profile is respon-
sible for an energy contribution which is the sum of two terms. The former is
due to altitude variations. The latter term depends on the other resistances,
and it can be negative (energy being recuperated) or positive (energy being
delivered). The contributions of the various portions of the estimated velocity
profile to the electric energy recuperated are evaluated from the (negative)
mechanical energy contributions and by using the model of the system.
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Fig. 7.8. Flowchart of the T-ECMS.

Further details on the operation of the T-ECMS are illustrated in the case
study 8.4.

Time-Invariant Feedback Controllers

While the optimal and suboptimal strategies described above require global
or local estimates, a simpler approach consists of storing the control algorithm
in the form of a lookup table, providing the control variable u(t) as a function
of the current driving conditions and state variables. Generally, the feedback
quantities that parameterize the control variable are the vehicle speed, power
demand Pm(t), and battery SoC. In place of vehicle speed, the wheel or engine
speed is often used. Likewise, in place of power demand, it is possible to use
the torque demand or vehicle acceleration, in the latter case neglecting the
influence of road slope.

A substantial improvement with respect to heuristic controllers can be ob-
tained using dynamic optimization to build a feedback map [284, 268, 152].
The optimal solution found with dynamic programming is statistically ana-
lyzed in terms of input and state variables, from which implementable rules
are extracted to construct the control strategy. To limit the complexity of the
feedback map, only two input variables are usually allowed. Examples include
torque demand and SoC [152], power demand and SoC [284], and wheel speed
and power demand [268]. Although this approach performs well in real hybrid
vehicles, it is based on optimization with respect to a specific drive cycle and,
in general, it is neither optimal nor charge-sustaining for other cycles. More-
over, the feedback solution obtained using dynamic programming cannot be
implemented directly, and the rule-extraction process is not straightforward.

To overcome these drawbacks, the procedure of [152] is extended in [153]
using stochastic dynamic programming. To obtain a time-invariant control
strategy, an infinite-horizon optimization problem is solved. The feedback
control law derived with stochastic dynamic programming is applicable to
general driving conditions. Its validity is tested in [153] over regulatory as
well as random drive cycles.



8

Appendix I – Case Studies

8.1 Case Study 1: Gear Ratio Optimization

This case study shows how the gear ratios of a manual gear box can be opti-
mized to improve the fuel economy of a passenger car. This analysis is purely
academic because it completely neglects all drivability issues and only focuses
on the fuel economy of a vehicle that follows the MVEG–95 driving profile.

Nevertheless, it is instructive because it shows how a numerical parametric
optimization problem can be defined and solved using a quasistatic problem for-
mulation. The software tools used in this example are the QSS toolbox in con-
junction with numerical optimization routines provided by Matlab/Simulink.
This approach is quite powerful and can be used to solve non-trivial problems.

8.1.1 Introduction

The powertrain of the light-weight vehicle analyzed in Sects. 3.3.2 and 3.3.3
includes a standard five-speed manual gear box. The ratios of these five gears
are chosen according to the approach introduced in Sect. 3.2.2 and satisfy the
usual requirements with respect to acceleration performance, towing capabil-
ity, etc.

These gear ratios do not yield the smallest possible fuel consumption when
the vehicle is following the MVEG–95 test cycle and it is clear that there is a
different set of gear ratios that improve the vehicle’s fuel economy. However, it
is not clear at the outset what gear ratios are optimal and — more importantly
— what gains in fuel economy may be expected in the best case. These two
questions can be answered using the approach shown below.

8.1.2 Software Structure

The vehicle model and its representation with the QSS toolbox have already
been introduced in Sect. 3.3.3. The model shown in Fig. 3.11 is reused in this
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problem setup. As illustrated in Fig. 8.1, that model is embedded into a larger
software structure that has a total of four hierarchy levels.

The top level (a Matlab .m file named optimaster.m in this example)
initializes all system parameters and defines a first guess for the optimization
variables u, i.e., for the five gear ratios. After that, a numerical optimiza-
tion routine is called (fminsearch.m in this example). This routine, which is
part of Matlab’s optimization toolbox, calls a user-provided .m file (named
opti_fun.m in this example) that computes the actual value of the objective
function L(u), i.e., the fuel consumption of the vehicle for the chosen set of
gear ratios u. For that purpose, the vehicle model that has been programmed
using the QSS toolbox is used (file sys.mdl in this example).1

opti_master.m

defines problem

initial guess u

calls fmins

displays results

……

fminsearch.m

forms new u

calls function
L(u)

analyzes result
……
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Fig. 8.1. Software structure used to find the fuel-optimal gear ratios of a standard
IC engine/manual gear box powertrain. The blocks with thick frames are provided
by the programmer, the block framed by a thin line is a subroutine provided by
Matlab’s optimization toolbox.

1 Note that Matlab/Simulink encapsulates all variables within the corresponding
software modules. The exchange of variables across modules can be accomplished
with several methods. A convenient approach is to define the necessary variables
on all levels to be global and, thus, accessible to all modules. However, this method
must be used with caution in order to avoid using the same variable name for
different objects.
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All files necessary to solve this case study can be downloaded at the web-
site http://www.imrt.ethz.ch/research/qss/. The programs are straight-
forward to understand. Some efforts have to be made in order to correctly
handle situations in which infeasible gear ratios are proposed by the opti-
mization routine.

8.1.3 Results

Obviously, each iteration started by the optimization routine requires one full
MVEG–95 cycle to be simulated. Since many iterations are needed to find an
optimum, short computation times become a key factor for a successful analy-
sis. The computations whose results are shown below required approximately
a total of 10 s CPU time on a 2 GHz power PC. This figure is acceptable and
indicates that this method might be useful to solve more complex problems
within a reasonable time.2
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Fig. 8.2. Iterations of the fuel consumption (the non-feasible solutions have been
smoothed out).

2 Moreover, no attempts were made to optimize or compile the Matlab/Simulink
program.
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Figure 8.2 shows the evolution of the fuel consumption during one opti-
mization run. The corresponding gear ratios are shown in Fig. 8.3. During
the optimization, several non-feasible sets of gear ratios are proposed by the
routine fminsearch.m. The fuel consumption of these non-feasible solutions
is set to be higher than the initial fuel consumption. For clarity reasons, these
outliers have been omitted in Fig. 8.2 and the fuel consumption of the previous
feasible solution has been used instead.
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Fig. 8.3. Iterations of the gear ratios.

It goes without saying that the method used in this case study is not
guaranteed to yield the best possible fuel consumption. As with all numerical
optimization techniques, there is no guarantee that the optimum found by the
algorithm is the global optimum. However, in this specific case, the optimiza-
tion was started with several other initial guesses for the gear ratio, and all
of these runs converged to the same set of gear ratios.

The main result of this case study is that there is little room for improve-
ment by changing the gear ratios. As shown above, the expected gains in fuel
economy (probably) are, even in the best case, less than 5%. This relatively
small gain in fuel economy would not justify the poorer drivability following
from the choice of fuel-optimal gear ratios.
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8.2 Case Study 2: Dual-Clutch System - Gear Shifting

8.2.1 Introduction

This case study analyzes the problem of finding an optimal gear-shifting strat-
egy for a vehicle equipped with a dual-clutch system. The vehicle model is
illustrated in Fig. 8.4. Which gear x ∈ {1, 2, 3, 4, 5, 6} is engaged when, sub-
stantially influences the total fuel consumption. Two gear shifting strategies
are compared: (i) shifting the gears as proposed by the test cycle (the MVEG-
95, in this case), or (ii) shifting the gears such that the smallest possible fuel
consumption is realized. Of course, at the outset this optimal gear shifting
strategy is not known. Deterministic dynamic programming (see Sect. 10)
can be used to find it, provided the future driving profile is known. The re-
sulting solution is not causal, but it will represent a benchmark for all possible
causal control strategies.

The problem has one state variable xk (the previous gear number) and
one control input ik (the desired future gear number), both with inherently
discrete values. A DDP approach is feasible because the drive cycle, which the
vehicle has to follow (the MVEG-95 cycle introduced in Fig. 2.6), is known a
priori.

GB
ω     w
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ω

ICE
T     

m   fvehiclecycle
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a 
Δ

e
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Fig. 8.4. QSS powertain model, gearbox GB includes a dual clutch system.

8.2.2 Model Description and Problem Formulation

The QSS model illustrated in Fig. 8.4 is equivalent to the following discrete
model f(xk, ik). The chosen time step is 1 s. The vehicle model contains the
air drag force

Fa(v) =
1
2
· ρa · cd ·Af · v2 (8.1)

the rolling friction force

Fr(v) = mv · g · (cr0 + cr1 · vcr2) (8.2)

and the inertial force
Fi = (mv +mr) · a (8.3)

The torque required at the wheel axle is
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Tw = (Fa + Fr + Fi) · rw (8.4)

where rw is the wheel radius. The rotational speed and acceleration of the
wheel are

ωw =
v

rw
, ω̇w =

a

rw
(8.5)

The gearbox model includes a transformation of the torque and rotational
speed required at the wheel to the torque and rotational speed at the engine

Te = Tw/γ(x), ωe = ωw · γ(x), ω̇e = ω̇w · γ(x) (8.6)

where γ(x) is the gear ratio of gear x. The engine model is based on the
Willans approximation introduced in Chap. 3. With this approach the fuel
flow can be approximated by

∆mf =
ωe

e(ωe) ·Hl
·
(
Te +

pme0(ωe) · Vd

4π
+Θe · ω̇e

)
·∆t (8.7)

where pme0(ωe) is the engine friction pressure, e(ωe) is the Willans efficiency,
and Θe is the engine inertia. In the optimization discussed below, all numerical
values correspond to a two liter naturally aspirated engine and a midsize
vehicle. The model is now a simplified QSS-based model of a conventional
vehicle with one state (the previous gear number) and one input (the desired
new gear number).

The time needed to shift gears using the dual-clutch system and an auto-
mated gearbox is assumed to be much smaller than ∆t = 1 s and therefore
considered as instantaneous. Further it is assumed that the gearbox has lim-
ited possibilities to change gears, i.e., that there is a constraint on the possible
next gears depending on the current gear. It is this constraint that makes DDP
a suitable method to solve the problem. Typically, such a gearbox contains
two shafts: the first shaft carries gears one, three, and five and the second shaft
gears two, four, and six. The possible instantaneous gear shifting is limited to
gears from one shaft to the other. Hence, running at the gear x the possible
next gear must be in the set

I(x) =

{2, 4, 6} if x ∈ {1, 3, 5}

{1, 3, 5} if x ∈ {2, 4, 6}

Using the dynamic programming algorithm with the cost criteria

gk(xk, ik) =

{
∆mf ik ∈ I(xk)
∞ otherwise

(8.8)

it is possible to determine the optimal gear switching strategy for a given cycle
that gives the minimum fuel consumption.
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Fig. 8.5. Results DDP optimization of the dual clutch gear box problem. Veloc-
ity profile of the new European drive cycle NEDC (=MVEG-95) (top); standard
MVEG-95 gear switching strategy (middle); and DDP optimal gear switching strat-
egy (bottom).

8.2.3 Results

The resulting gear switching profile for the MVEG-95 is shown in Fig. 8.5.
Figure 8.5 also shows the standard gear switching profile for that cycle. The
average CO2 emissions for the considered vehicle using the standard MVEG-
95 gear switching strategy are approximately 200 g/km. With the dual clutch
system and the optimized strategy this value is reduced to 172 g/km. It is
clear that the result of the DDP problem is optimal only for the chosen test
cycle. Moreover, in practice it is not possible to achieve this level of fuel
economy because of the many constraints (driving comfort, energy use of
the gear shifting device, etc.). Nevertheless, this result shows that there is a
substantial potential to improve the fuel economy using dual-clutch systems.
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8.3 Case Study 3: IC Engine and Flywheel Powertrain

This section presents an approach that can be used to improve the part-load
fuel consumption of an SI engine system. The key idea is to avoid low-load
conditions by operating a conventional IC engine in an on–off mode. The
excess power produced by the firing engine is stored in a flywheel in the form of
kinetic energy. During the engine-off phases this flywheel provides the power
needed to propel the vehicle. A CVT with a wide gear ratio is necessary to
kinematically decouple the engine from the vehicle.

From a mathematical point of view the interesting point in this example
is the presence of state events that describe the transition of the clutch from
slipping to stuck conditions. This is an example of a parameter optimization
problem in which a forward system description must be used.

The problem analyzed in this case study was formulated and solved within
the ETH Hybrid III project. General information on that project can be found
in [66] and [275]. The work described in this section was first published in
[104].

8.3.1 Introduction

The ETH Hybrid III project was a joint effort of several academic and in-
dustrial partners. Various aspects of hybrid vehicle design and optimization
were analyzed during that project. All concepts proposed were experimentally
verified on engine dynamometers and on proving grounds. The experimental
vehicle used for that purpose is shown in Fig. 8.6.

Fig. 8.6. The ETH Hybrid III vehicle.

This case study focusses on one particular aspect of the ETH Hybrid III
design process. One of the key ideas analyzed and realized in this project was



8.3 Case Study 3: IC Engine and Flywheel Powertrain 235

the development of a flywheel–CVT powertrain that permitted an efficient
recuperation of the vehicle’s kinetic energy while braking and an on–off op-
eration of the IC engine during low-load phases. The CVT was realized in an
“i2” configuration3 that yielded a very large gear ratio range (approximately
1 : 20). Figure 8.7 shows a schematic representation of those parts of the ETH
Hybrid III powertrain4 that are relevant for the subsequent analysis.

The flywheel has a mass of approximately 50 kg and can store sufficient en-
ergy to accelerate the vehicle from rest to approximately 60 km/h (see Sect. 5.2
for more information on flywheels). The flywheel is mounted coaxially to the
engine shaft and rotates in air at ambient conditions. Its gyroscopic influ-
ence on the vehicle is noticeable but does not pose any substantial stability
problems.
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Fig. 8.7. Simplified schematic representation of the ETH Hybrid III powertrain
structure.

For the sake of simplicity, it is assumed in this analysis that the vehicle
is driving on a horizontal road with a constant velocity characterized by the
constant wheel speed ωw. Under this assumption the powertrain is operated
in a periodic way as illustrated in Fig. 8.8.

At t = 0 one cycle starts with the IC engine off and the flywheel at its
maximum speed ω̄. At t = τo the command to close the clutch is issued and
the engine is accelerated from rest to ω. Since the point in time t = τc at
which the engine speed reaches the flywheel speed is not known, its detection
will be an important part of the solution presented below.

In the time interval t ∈ [τc, τc + ϑ) the engine is operated at the torque
Topt(ωe) that yields the best fuel economy, i.e., almost at full load. Of course,
the power produced in this phase exceeds the power consumed by the vehicle
to overcome the driving resistances. Accordingly, the flywheel is accelerated
3 With an appropriate system of external cog wheels and automatic clutches, the

input and output of an “i2” CVT can be interchanged. Therefore, the standard
gear ratio range i can be used twice. Due to the fact that some overlapping is
necessary at the switching point, the total gear ratio range is slightly smaller than
the theoretical maximum of i2.

4 In addition to the IC engine and the flywheel, the powertrain included an electric
motor in a parallel configuration as well. These three power sources justified the
appendix “III” in the vehicle name.
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Fig. 8.8. Illustration of the flywheel and the engine speed as functions of time.

until it again reaches ω̄. At this point in time (t = τc +ϑ) the clutch is opened
and the fuel is cut off such that the engine rapidly stops.

The optimization problem to be solved consists of finding for each con-
stant vehicle speed ωw those parameters ω and ω̄ that minimize the total
fuel consumption. The following two contradicting effects are the reason for
the existence of an optimum: higher flywheel speeds produce smaller duty-
cycles and, hence, better engine utilization, but higher flywheel speeds also
produce larger friction losses. The optimal compromise that minimizes the
fuel consumption is found using mathematical models of all relevant effects
and numeric optimization techniques.

8.3.2 Modeling and Experimental Validation

The system to be optimized operates in two different configurations: “clutch
open” with ωf 6= ωe and “clutch closed” with ωf = ωe. Accordingly, it is
described by two different differential equations. In the case “clutch open”
this equation is

Θf ·
d

dt
ωf (t) = −Tf (t)− P0(ωw)

ωf (t)
, (8.9)

where P0(ωw) is the power consumed by the vehicle at the actual wheel (ve-
hicle) speed ωw. Following the assumptions mentioned above, the power P0 is
constant and depends on the wheel speed ωw as follows

P0(ωw) = p1 · ωw + p3 · ω3
w (8.10)

(the numerical values of all coefficients and parameters used in this case study
are listed in Tables 8.1 and 8.2).

The torque Tf (t) stands for all friction losses in the powertrain. It includes
the aerodynamic losses of the rotating flywheel. In the ETH Hybrid III project
it was possible to approximate these losses by

Tf (t) = k0 + k1 · ωf (t) . (8.11)
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In the case “clutch closed” (ωe(t) = ωf (t)) the powertrain dynamics are
described by

(Θf +Θe) ·
d

dt
ωf (t) = Te(ωf )− Tf (t)− P0

ωf (t)
, (8.12)

where the variable Te(t) stands for the fuel-optimal engine torque. This func-
tion can be parametrized as

Te(ωe) = c0 + c1 · ωe + c2 · ω2
e . (8.13)

The last missing element of the modeling process is an approximation of
the fuel mass flow during the phase when the engine fires

∗
mf (ωe) = f0 + f1 · ωe . (8.14)

Figure 8.9 shows the comparison of the predicted and the measured fly-
wheel speeds during on on–off cycle. The deviations at lower speed are no-
ticeable, but do not substantially influence the final result. This can be seen
by comparing the predicted and the measured fuel consumption as illustrated
in Fig. 8.12. Five different pairs of switching speeds are shown in that figure,
including the optimal solution ω = 114 rad/s and ω = 278 rad/s.
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Fig. 8.9. Comparison of the predicted and measured flywheel speed during one full
cycle.

8.3.3 Numerical Optimization

The optimization criterion that has to be minimized is the powertrain’s fuel
consumption per distance travelled in one cycle, i.e.,

J =

∫ τc+ϑ

0

∗
mf (ωe(t)) dt
τc + ϑ

. (8.15)
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The two variables to be optimized are {ω, ω̄}. The fuel consumption
∗
mf and

the times τc, ϑ depend on these quantities. Note that since the velocity of the
vehicle is assumed to be constant, the distance it travels is proportional to
the duration of one cycle.

The solution to the problem analyzed in this section can be found using nu-
merical optimization techniques. Here, a fully numeric approach is presented.
In [104] a semi-analytical approach is proposed in which the gradients of the
objective function are approximated by analytic functions.5
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Fig. 8.10. Optimization process in the parameter space.

Figure 8.10 shows a typical optimization trajectory in the parameter space.
Starting with a reasonable but arbitrary set of parameters {ω0, ω̄0}, the nu-
merical minimization algorithm detects the steepest-descent directions by nu-
merically approximating the gradients using finite differences. Following these
directions, the optimal solution is approached in a reasonable amount of com-
puting time.

A crucial point in such numerical optimizations is the correct handling of
state events. In the problem analyzed in this case study the relevant state
event is the switch between the system structure described by (8.9) and the
structure described by (8.12). The time instant τc at which this event takes
place is not known a priori but is determined by the evolution of the system
state variables. This effect can cause problems in numerical optimizations.

In fact, numerical optimizations rely on approximations of the gradients
of the objective functions by finite differences. In an idealized setting, the
smaller the differences are, the better the gradients can be approximated. In
real situations many errors limit the minimal differences that can be used. One
5 Compared to the fully numerical solution, a speed-up factor of the order of 20

was observed in this particular example.
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Fig. 8.11. Illustration of the iterations necessary to correctly detect the state event
“clutch sticks”.

of the most important sources of errors are too large step sizes used by the
integration routines. While relatively large step sizes are acceptable whenever
the system does not change its structure, close to a state event the integration
steps must be adapted to localize the event within a predefined error bound
that is compatible with the differences chosen to approximate the gradients.
Figure 8.11 illustrates the main idea of such an iteration that has to take place
each time a state event has been detected.

8.3.4 Results

The procedure outlined above was used to determine the fuel-optimal engine-
on and engine-off speeds {ω, ω̄} for various vehicle speeds. The results shown
below are valid for the case v = 50 km/h. Compared with a standard ICE-
based powertrain, the fuel consumption was reduced by more than 50%. Ex-
tending the approach introduced above to the case of non-constant vehicle
speeds and using the energy recuperation capabilities of the ETH Hybrid III
prowertrain, the total fuel consumption in the city part of the MVEG–95 cycle
could be reduced by almost 50%. A detailed description of all results of the
ETH Hybrid III project can be found in [65].

Table 8.1 shows the model parameters and Table 8.2 lists the coefficients
of the polynomials (8.10), (8.11), (8.13), and (8.14) used in the numerical
optimization. The results of these calculations are shown in Fig. 8.12. Also
shown in that figure are five measured data points. As can be seen in that
figure, the measured data matches well the predicted values and — more
importantly — the best fuel economy is obtained using very similar duty
cycle parameters {ω, ω̄}.
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Fig. 8.12. Predicted (surface) and measured (dots) fuel consumption for five differ-
ent parameter pairs {ω, ω̄}. Vehicle speed v = 50 km/h (wheel speed ωw = 51 rad/s,
driving power 3.2 kW).

Table 8.1. Model parameters used in all calculations shown in this section.

wheel speed ωw = 51.3 rad/s

engine inertia Θe = 0.125 kg m2

flywheel inertia Θf = 2.8 kgm2

dissipated power P0 = 3.2 kW

scaling factor κ = 9.37 · 103 l s/kg 100 km

Table 8.2. Coefficients of polynomials (8.10), (8.11), (8.13) and (8.14) (compatible
units).

p1 = 4.0319 · 101 p3 = 8.3518 · 10−3

f0 = −2.4796 · 10−4 f1 = 7.3260 · 10−6

c0 = 5.3375 · 101 c1 = 1.8222 · 10−1

c2 = −2.4455 · 10−4

k0 = 1.0043 k1 = 3.6707 · 10−3



8.4 Case Study 4: Supervisory Control for a Parallel HEV 241

8.4 Case Study 4: Supervisory Control for a Parallel
HEV

The problem discussed in this section is the supervisory control, i.e., the power
split control of a parallel hybrid vehicle. This study is based on a quasistatic
model of the system, which is validated with respect to experimental data of
overall fuel consumption over regulatory drive cycles.

The availability of a validated model discloses the possibility of comparing
the various control strategies treated in Chap. 7. In particular, the improve-
ments of the sub-optimal controllers ECMS and T-ECMS with respect to a
heuristic controller are assessed, with the performance calculated with the dy-
namic programming technique taken as a global optimum reference.

The problem was formulated and solved for the DaimlerChrysler Hyper,
a prototypical parallel hybrid car based on the series-production Mercedes A-
Class A 170 CDI. The work described in this section was first published in
[226]. The description and the validation of the T-ECMS approach was first
published in [230].

8.4.1 Introduction

The Hyper is a parallel hybrid vehicle with the two prime movers acting sep-
arately on the front and the rear axles. The thermal path consists of a front-
wheel driven powertrain, with a 1700 cm3 Diesel engine that yields 44 kW
maximum power (66 kW in the series-production setup), and a 5-speed, auto-
mated manual gearbox. The electrical path includes a 6.5 Ah, 20 kW NiMH-
battery pack and a motor/generator connected to the rear wheels via a second
5-speed gearbox. The two gearboxes are connected in such a way that they
shift simultaneously.

The supervisory controller determines at each time how to split the me-
chanical power between the two parallel paths. In principle all of the ideas
discussed in Chap. 7 could be applied to achieve minimum fuel consumption
and a good self-sustainability of the battery during typical vehicle operation.
The control results obtained with different strategies may be compared using
a validated model of the system.

8.4.2 Modeling and Experimental Validation

The representation of the Hyper model with the QSS toolbox is shown in
Fig. 8.13. The relevant model parameters are listed in Table 8.4.

The rolling resistance is calculated as a fifth-order polynomial function of
the vehicle speed,

Fr(v) = g ·mv ·
(
a0 + a1 · v(t) + a2 · v2(t)+

+a3 · v3(t) + a4 · v4(t) + a5 · v5(t)
)
.

(8.16)
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Fig. 8.13. QSS model of the Hyper parallel hybrid vehicle.

At the wheel axle, the basic relationship is the balance of torques

Tfgb(t) + Tegb(t) = Tw(t) .

The control variable is the torque split factor u that regulates the torque
distribution between the parallel paths. As described in Sect. 4.7), this factor
is defined as u(t) = Tegb(t)/Tw(t). The value u(t) = 1 therefore means that all
the (positive) torque needed at the wheels is provided by the electrical path,
or that all the (negative) torque available at the wheels from regenerative
braking is entirely absorbed by the electrical path. When u(t) = 0, it means
that all the torque needed at the wheels is provided by the fuel path. When
Tw(t) = 0, no control is needed and u remains undefined.

The fuel consumption of the engine is calculated as a tabulated function
of engine speed and torque (engine map)

∗
mf (t) = fic (Tic(t), ωic(t)) . (8.17)

The output power of the battery is calculated as a tabulated function of
motor speed and torque

Pb(t) = fem(Tem(t), ωem(t)) . (8.18)

For the battery, the equivalent circuit model illustrated in Fig. 4.26 has
been adopted, where the inner resistance Rb is a constant and the open circuit
voltage Ub,oc is a tabulated function of the state of charge.

The reliability of the model developed is demonstrated by comparing the
fuel consumption for the conventional arrangement (i.e., without the hybrid
equipment) with the data obtained from experiments and confirmed by the
simulation tools used at DaimlerChrysler. The results of this comparison,
which was made for three regulatory drive cycles and with the engine fully
warmed-up or cold, is shown in Table 8.3.

8.4.3 Control Strategies

Three cumulative quantities are introduced for control purposes. They are
the fuel energy use, Ef (t) =

∫ τ

0
Hl(τ) ·

∗
mf (τ) dτ , the electrical energy use,
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Table 8.3. Specific fuel consumption (liters/100 km) with the present model and
as declared by DaimlerChrysler for various regulatory drive cycles and for warm as
well as for cold start.

Cycle Model Warm Cold

ECE 5.51 5.54 6.54

EUDC 3.91 3.92 4.04

MVEG–95 4.49 4.52 4.96

Table 8.4. Numerical values of the vehicle parameters.

a0 rolling resistance coefficient 8.80·10−3

a1 rolling resistance coefficient -6.42·10−5

a2 rolling resistance coefficient 9.27·10−6

a3 rolling resistance coefficient -3.30·10−7

a4 rolling resistance coefficient 6.68·10−9

a5 rolling resistance coefficient -4.46·10−11

Af frontal area 2.31m2

cd drag coefficient 0.32

Ib,max battery maximum current ± 200 A

mv vehicle total mass 1680 kg

Q0 battery charge capacity 6.5Ah

rw wheel radius 0.29m

Rb battery inner resistance 0.65Ω

{γegb} electric machine gear ratios {12.38, 8.98, 6.45, 4.57, 3.32}
{γfgb} engine gear ratio {9.97, 5.86, 3.84, 2.68, 2.14}
ηsm starter motor efficiency 0.6

Θic engine inertia 0.195 kg m2

Θv vehicle total inertia 145 kgm2

Ee(t) =
∫ τ

0
Ib(τ) · Ub,oc(τ) dτ , that is the variation (positive or negative) of the

electrical energy stored, and the mechanical energy delivered at the wheels,
Em(t) =

∫ τ

0
Tw(τ) · ωw(τ) dτ . The quantity Hl is the lower heating value of

the fuel.
The control strategies whose performance will be compared are:

1. pure thermal operation, with u(t) = 0 except when (i) the required power
at the wheels would be too high for the engine alone, and (ii) in case of
regenerative braking, in which the regenerative power is collected with
u(t) = 1;

2. the “parallel hybrid electric assist” strategy derived from the literature
[128], according to which the engine is on when (i) the vehicle speed is
higher than a set point, or (ii) if the vehicle is accelerating, or (iii) if the
battery SOC is lower than a minimum value; when the engine is on, all
the torque required at the wheels has to be provided by the engine path
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(u = 0), and an additional (positive or negative) torque is required that
is proportional to the current SOC deviation; the minimum torque that
the engine can provide is given by a specified fraction of the maximum
torque at the current engine speed;

3. the global optimal control strategy, calculated off-line using dynamic pro-
gramming techniques;

4. a pattern recognition technique, which estimates the parameter s0(t) from
a comparison of the driving conditions in the near past with a set of
reference patterns;

5. the ECMS as defined in Chap. 7; and
6. the T-ECMS also defined in Chap. 7.

The control performance considered in the following includes (i) the spe-
cific fuel consumption SFC (liters/100 km), (ii) the final battery SOC reached,
starting from a value of 0.7, and (iii) the equivalent specific fuel consumption
eSFC (liters/100 km). This latter figure is the sum of the fuel energy use and
of the the electrical energy use weighted by the equivalence factor sdis or schg.
For the definition and the procedure to calculate these equivalence factors, see
Chap. 7. For the Hyper and the MVEG–95 cycle, the values calculated are
sdis = 2.7, schg = 1.6. The corresponding plot Ef (tf ) = f(Ee(tf )) is shown in
Fig. 8.14. Other parameter values for the MVEG–95 cycle are λ = 0.21 and
Em(tf ) = 4.98 MJ.

The values of the mentioned parameters evaluated for other drive patterns
are listed in Table 8.5. Clearly, λ has a wider variability, being allowed to take
every value from zero (no energy recuperable) to infinity (no positive energy
delivered). For the regulatory drive cycles (first five rows), which all have a
zero road slope, the values of λ depend only on the relative importance of
deceleration trajectories. Therefore, this parameter is higher for urban cycles
such as the ECE or the Japanese 10–15. The variability of λ increases for
drive patterns with altitude variations, such as the proprietary AMS cycle.
In contrast, the two equivalence factors show a much smaller variability. Also
shown in Table 8.5 is the parameter s0 which is the constant equivalence factor
that yields, when used in the policy given by (7.20), the globally optimum
control law. This controller minimizes the fuel consumption and keeps the
state of charge at the end of the mission equal to the initial value [229]. The
values of s0 are always between schg and sdis.

8.4.4 Results

Table 8.6 summarizes the control performance evaluated for the MVEG–95
cycle with the control strategies mentioned in the previous section. The table
clearly shows that, even without any particular control strategy, the hybridiza-
tion process is beneficial for the fuel economy. In fact, the fuel consumption
with the pure thermal mode is lower than the fuel consumption of the conven-
tional arrangement. This reduction is due to two contributions: (i) an increase
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Fig. 8.14. Dependency between Ef (tf ) and Ee(tf ) for the MVEG–95 cycle, data
calculated (circles) and linearly fitted (solid lines). The slopes of the fitting curves
are the two equivalence factors. Values of Ee0 = −0.90 MJ, Ef0 = 16.16 MJ (see
Chap. 7 for their definition.

Table 8.5. Values of λ and of the equivalence factors for different drive patterns.

Cycle λ sdis schg s0

MVEG–95 0.21 2.7 1.6 2.5

ECE 0.35 2.9 1.4 2.6

EUDC 0.12 2.9 1.6 2.2

FTP75 0.17 2.9 1.7 2.4

JP 10–15 0.35 3.2 1.4 2.2

AMS 0.09 3.1 1.8 2.3

SMD/mean 52.3% 5.6% 13.3%

of 1.92 MJ of fuel energy due to the additional mass, and (ii) a reduction of
2.70MJ due to the suppression of the idle consumption by turning the engine
off. An additional amount of 0.91 MJ stored in the battery due to regenerative
braking can be used to reduce the fuel consumption even further.

The operation of the heuristic controller (“parallel hybrid electric assist”)
with the parameters as in [128] yields only a limited improvement with re-
spect to the pure thermal mode. Much more significant is the reduction of
fuel consumption obtained with the causal optimal controller with pattern
recognition. The reduction of the value of SFC of about 20% with respect to



246 8 Appendix I – Case Studies

the pure thermal mode is due to the relatively good agreement between the
“true” value of s0 and the values estimated during the drive cycle. A further
reduction of the SFC of about 30% with respect to the pure thermal mode
is obtained with the ECMS. This value is very close to the global optimum,
calculated with the dynamic programming technique, and it corresponds to a
zero deviation of the battery SOC. The control performance of the T-ECMS
is reasonably close to the global optimum as well.

Table 8.6. Specific fuel consumption SFC (liters/100 km), final SOC (initial 0.7)
and equivalent specific fuel consumption eSFC (liters/100 km) for the MVEG–95
cycle; a: the SFC in this case is lower than the global optimum because there is an
associated depletion of SOC.

Strategy, MVEG–95 SFC SOC eSFC

Conventional 4.49 (100%) – –

Pure thermal hybrid 4.28 (95%) 0.83 3.91 (87%)

Electric assist 4.25 (95%) 0.74 4.12 (92%)

Global optimum 3.18 (71%) 0.70 3.18 (71%)

Pattern recognition 3.41 (76%) 0.75 3.27 (73%)

ECMSa 3.13 (70%) 0.68 3.21 (71%)

T-ECMS 3.35 (75%) 0.74 3.25 (72%)

The traces of the battery SOC during the MVEG–95 obtained with the
ECMS and the T-ECMS are shown in Fig. 8.15 together with the optimal
trajectory calculated with the dynamic programming technique. The figure
clearly shows that differences among the computed trajectories arise only in
the second (i.e., extra-urban) part of the drive cycle.

Table 8.7 extends the of the various control strategies to more drive pat-
terns, including five regulatory drive cycles, a proprietary test drive cycle, and
five patterns with strong altitude variations. The last ones (VN1 to VN5) are
partial records of 100 s each of a drive in a mountainous region. The control
performance is summarized by the eSFC and the final state of charge.

For the regulatory drive cycles the performance of the T-ECMS is very
close to the global optimum. In some cases (e.g., ECE) the T-ECMS performs
even better than the ECMS. In fact, on one hand, the ECMS profits from the
a priori knowledge of λ. On the other hand, this is only an average value, while
the various values of λ̂k used by the T-ECMS are more accurate estimations
since they are based on the future driving conditions. Due to the fact that for
each cycle a good approximation of the actual value of s0 is always found in
the reference set, the pattern recognition technique is very effective as well.

When the road grade is considered, the pattern recognition technique
seems no longer to be able to sustain the battery state of charge at reasonable
levels. Indeed, in some cases the battery is completely depleted or overcharged
before the end of the mission. This is due to the fact that, in the presence
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Fig. 8.15. ECMS – Battery state of charge for the MVEG–95: optimal trajectory
(solid), with the ECMS (dashdot) and the T-ECMS (dashed).

of grade, even patterns that show a similar set of characteristic parameters
could have significantly different values of s0. Thus their estimation could be
incorrect. This effect is not clearly visible in the flat terrain cycles, where the
variations of s0 are less prominent. In contrast, the T-ECMS seems to be able
to sustain the charge even in the presence of large altitude variations. This is
accomplished without reducing the capability of optimizing the fuel consump-
tion. In fact, the values for the eSFC that are obtained with the T-ECMS are
still close to the global optimum.

The performance of the ECMS strongly depends on the choice of the pa-
rameters λ, sdis, schg. The influence of λ on the equivalent fuel consumption
is shown in Fig. 8.16 for the ECE cycle. The cycle-averaged value λ = 0.35
actually yields a minimum value for the eSFC. For variations of λ in an in-
terval of twice its standard mean deviation, variations of about 10% in the
eSFC are calculated. For the MVEG–95 cycle, the same calculation yields a
sensitivity of about 5%.

The two parameters sdis, schg are responsible for weaker variations of the
eSFC. In Fig. 8.16 the curves at given values of eSFC in the ECE cycle are
plotted as a function of the two parameters (for sdis > schg). The cycle values
(2.91, 1.41) yield an eSFC close to the minimum. For variations of sdis and
schg in an interval of twice their standard mean deviation, variations in the
eSFC of about 2% and 1%, are calculated, respectively. Similar numbers have
been obtained for the MVEG–95 cycle.

As described in Chap. 7, such an analysis confirms that the parameter λ
has a large variability and a large influence on the controller performance.
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Table 8.7. Equivalent specific fuel consumption (liter/100 km) and final state of
charge (initial value: 0.70) for various drive patterns and control strategies.

ECMS T-ECMS Pattern recog. Global optimum

ECE eSFC 2.93 2.86 2.85 2.82

SOC 0.70 0.69 0.69 0.70

MVEG–95 eSFC 3.21 3.25 3.27 3.18

SOC 0.68 0.74 0.75 0.70

EUDC eSFC 3.77 3.85 3.87 3.77

SOC 0.70 0.73 0.74 0.70

FTP eSFC 3.38 3.39 3.39 3.37

SOC 0.69 0.71 0.68 0.70

10–15 eSFC 2.97 2.97 3.15 2.90

SOC 0.71 0.72 0.76 0.70

AMS eSFC 4.35 4.33 – 4.30

SOC 0.69 0.68 lim 0.70

VN1 eSFC 7.45 7.45 7.50 7.42

SOC 0.68 0.65 0.47 0.70

VN2 eSFC 3.54 3.61 – 3.50

SOC 0.70 0.67 lim 0.70

VN3 eSFC 6.12 6.13 6.24 6.11

SOC 0.60 0.60 0.32 0.70

VN4 eSFC 0.79 0.68 0.84 0.68

SOC 0.60 0.71 0.52 0.70

VN5 eSFC 3.31 3.25 3.27 3.18

SOC 0.67 0.63 0.00 0.70

Thus, it has to be estimated accurately. In contrast, the equivalence factors
have a weaker influence, at least in their typical range of variability which
is rather small. It is as a consequence of this fact that the T-ECMS keeps
sdis and schg constant, i.e., a pair of average values is conveniently selected
to represent the vehicle and is then used for every drive condition.6

An example of how the T-ECMS estimates the velocity profile v̂k(t) during
a typical urban drive cycle is shown in Fig. 8.17. The various plots refer to
sequential values of tk, k = 1, . . . , 8. The instants tk with the corresponding
signals Ik are listed in Table 8.8. This set of information has been derived
from the velocity profile of the ECE drive cycle. All the changes in the vehicle
acceleration as scheduled in the drive cycle have been translated to a cor-
responding value Ik to simulate the real-time output of a telemetry system.
6 For the system considered here, a suitable choice made after inspection of Ta-

ble 8.5 was: sdis = 2.6, schg = 1.7.
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Fig. 8.16. Equivalent specific fuel consumption with the ECMS as a function of
λ (top) and as a function of sdis and schg (bottom), for the MVEG–95 cycle. The
asterisk corresponds to the values listed in Table 8.5.

Figure 8.17 clearly shows that the more information is used, the closer the
estimated velocity profile is to the original drive cycle.

Table 8.8. Scheduled information used to simulate the ECE cycle and estimated
values of λ (EOM: end-of-mission).

k tk Ik do (m) vo (m/s) λ̂k

1 11 GO – – 0.25

2 15 STOP 45.8 0 0.28

3 49 GO – – 0.26

4 61 STOP 266.6 0 0.41

5 117 GO – – 0.33

6 143 STOP 263.1 9.7 1.52

7 176 STOP – – ∞
8 180 EOM – – –

The estimation of λ associated with the velocity profile of Fig. 8.17 is
presented in Fig. 8.18. The successive estimates made at tk, k = 1, . . . , 7
are plotted as dots and shown with the “true” curve λ(t). This is obtained by
applying its definition at the various instants, with the energy terms evaluated
from the current time to the end of the mission. The correspondence between
the values of λ̂k and λ(tk) is evident.
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8.5 Case Study 5: Optimal Rendez-Vous Maneuvers

The problem discussed in this section is the fuel-optimal control of a vehicle
which approaches a leading car whose speed is known using telemetry. The
speed of the leader can be zero (fixed obstacle) or greater than zero (moving
obstacle) and can also vary with time. The process ends when the follower
has reached the speed of the leader. The distance between the two vehicles at
this point can be rigidly specified (e.g. zero), or just forced to be nonnegative.
Similarly, the time needed for the process can be specified or unconstrained.
In all cases the legal speed limits have to be taken into account.

Two problem settings will be discussed:

• unspecified rendez-vous time tf and specified final distance δ(tf ); and
• specified rendez-vous time tf and unspecified final distance δ(tf ).

For both cases, the optimal trajectory will be found with the theory of opti-
mal control, in such a way as to minimize the specific fuel consumption. The
work described in this section was first published in [228].

8.5.1 Modeling and Problem Formulation

The two vehicles are assumed to drive at time t = 0 with speed w(0) = w0

(leader) and v(0) = v0 (follower). It is assumed that the speed trajectory of
the leading vehicle may be predicted to be

w(t) =

w0 +
v1 − w0

t1
· t t < t1

v1 t ≥ t1
. (8.19)

Accordingly, the distance it travels will be given by

e(t) =


w0 · t+

v1 − w0

2 · t1
· t2 t < t1

v1 · t−
v1 − w0

2
· t1 t ≥ t1

. (8.20)

The velocity v1 is the actual top speed limitation and may be obtained using
GPS-based on-board navigation systems. The time interval t1 is the leading
vehicle’s acceleration time which may be estimated using measurements of its
previous velocity.

The dynamics of the leader vehicle are completely described by the equa-
tions (8.19) and (8.20). The follower’s dynamics are given by

m
d

dt
v(t) = F (t)− c0 − c2v

2(t) , (8.21)

d

dt
d(t) = v(t) , (8.22)
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with the two initial conditions v(0) = v0 ≥ 0 and d(0) = 0. Accordingly, the
distance between the two vehicles is given by

δ(t) = e(t)− d(t) + δ(0) , (8.23)

where of course the constraint d(t) ≥ 0 has to be satisfied for all times t by
all admissible solutions (the initial distance δ(0) is assumed to be known as
well). In the case analyzed in Sect. 8.5.2, the conditions that have to be met
at the final time are

v(tf ) = v1 and d(tf ) = df = e(tf ) + δ(0) . (8.24)

Constant gear ratios are assumed here, i.e., vehicle and engine/motor speed
are assumed to be strictly proportional. The extension to more than one gear
ratio is straightforward and can be accomplished using the same ideas as
introduced below.

An important point to clarify is the connection between the mass flow
∗
mf (t) of the fuel consumed by the engine and the mechanical power F (t)v(t)
delivered to the vehicle. Many approaches have been proposed for this relation,
most of which are too complicated to be used for practical optimal control
problems. A simple yet sufficiently precise description of this relation is given
by the Willans formulation as introduced in Sect. 3.1.3. For the purposes of
this case study, the following formulation is used

F (t) =
e ·Hl

v(t)
· ∗mf (t)− F0 . (8.25)

Here, the positive constants e, Hl, and F0 describe the engine’s internal ef-
ficiency, the fuel’s lower heating value, and the engine’s mechanical friction
and gas exchange losses, respectively. The propulsion force is assumed to be
limited by

F ∈ [−F0, Fmax] , (8.26)

where the upper limit corresponds to the maximum force (torque) of the
engine and the lower limit to its friction force (torque). In general, these
parameters are functions of the engine speed, however, since the dependency
is not very strong it may be neglected in a first analysis. Notice that F = −F0

implies a fuel mass flow of zero. In this condition the engine’s internal friction
losses are compensated by the diminishing kinetic energy of the vehicle (fuel
cut-off). Several extensions of this problem formulation could be investigated,
for instance the effects of irreversible or regenerative braking. However, this
would exceed the scope of this case study.

The criterion which has to be minimized is the fuel consumed per distance
travelled while satisfying the requirements of the rendez-vous maneuver as
described above, i.e.,

J =

∫ tf

0

∗
mf (t) dt∫ tf

0
v(t) dt

=

∫ tf

0
(F (t) + F0) · v(t) dt
e ·Hl · d(tf )

. (8.27)
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8.5.2 Optimal Control for a Specified Final Distance

The classical theory of optimal control is applied to the problem described
above, with tf treated as a constant in a first step. The optimal final time
may then be found in a second step solving a one-parameter nonlinear pro-
gramming problem.

Obviously, for a fixed final time tf and distance d(tf ), minimizing the
criterion J(F ) given by (8.27) is equivalent to minimizing the criterion

J̃ =
∫ tf

0

F (t) · v(t) dt , (8.28)

because e, Hl, F0, and d(tf ) are all positive constants and because∫ tf

0

F0 · v(t) dt = F0 · df (8.29)

is a positive constant for all admissible solutions as well.
The Hamiltonian function associated with this problem is given by

H(t) = F (t) ·
(
v(t) +

λ1(t)
m

)
−

λ1(t)
m

·
(
c0 + c2 · v2(t)

)
+ λ2(t) · v(t) ,

(8.30)

and the dynamic behavior of the adjoint state variables is described by

d

dt
λ1(t) = 2 · c2 · v(t)

λ1(t)
m

− F (t)− λ2(t) , (8.31)

d

dt
λ2(t) = 0 . (8.32)

Notice that the Hamiltonian is time invariant and affine in the control
signal F (t). Obviously, this Hamiltonian reaches its minimum at the extreme
values of the control signal and, according to the Maximum Principle, the op-
timal control signal will be discontinuous (“bang-bang control”) in the regular
case

Fopt =


Fmax σ(t) > 0
Fσ σ(t) ≡ 0
−F0 σ(t) < 0

, (8.33)

where σ(t) = v(t) + λ1(t)/m. In the singular case (Fopt = Fσ) the optimal
force has to be chosen such that the vehicle velocity is constant (see Lemma
1 below). In the regular case, i.e., if the solution does not include singular
arcs, there is at most one switching event. This can be explained by analyzing
the limiting case where c2 ≈ 0 (negligible aerodynamic drag). In this case the
time derivative of the switching function σ(t) is given by the expression
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d

dt
σ(t) = −c0 + λ2

m
. (8.34)

Since λ2(t) = λ2 is constant – see (8.32) – the switching function is an affine
function of the time t and it can switch its sign at most once. Since the
ODEs (8.21) and (8.31) are smooth functions this assertion will be true for
sufficiently small values of c2 as well.

v(t)

tt f0
0

v0

vf

1

2

3 4

5

6

Fig. 8.19. Classification of possible solution families.

Lemma 1: During the singular arc phase the vehicle velocity is constant.
Proof: The singular arc is characterized by the condition σ(t) ≡ 0 for

all t ∈ [ta, tb] and therefore the condition σ̇(t) ≡ 0 has to be satisfied in this
interval as well. From the first condition the equality v(t) = −λ1(t)/m may
be derived and from the second condition

c0 + λ2

m
=
c2
m
·
(

2 · v(t) · λ1(t)
m

− v2(t)
)
. (8.35)

Inserting in this expression the equality v(t) = −λ1(t)/m the following ex-
pression is obtained

c0 + λ2

c2
= −3 · λ2

1(t)
m2

. (8.36)

Since the expression on the left-hand side of (8.35) is a constant – again,
see (8.32) – during the time interval t ∈ [ta, tb] the adjoint variable λ1(t) has
to be constant as well. Using the relation v(t) = −λ1(t)/m, which is true for
t ∈ [ta, tb], the assertion follows.

The specific value of the singular velocity may be found as
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vσ =
√
−c0 − λ2

3 · c2
. (8.37)

Going back to the general problem the following qualitative points are
important to be understood:

• With the exception of two particular combinations of v1 and df , the prob-
lem is over-determined. The two special cases are indicated in Fig. 8.19
by the curves v0 → 2 → vf and v0 → 5 → vf , respectively, and they
correspond to the case where df is exactly equal to the area under the
speed trajectory obtained for F equal to either Fmax or −F0.

• For values of df larger than df (v0 → 5 → vf ) or smaller than df (v0 →
2 → vf ), no solution is possible. For values of df that are intermediate
between the two extreme values, only solutions that include singular arcs
are possible, as shown by the example v0 → 3 → 4 → vf .

• The two values of df corresponding to the curves v0 → 1 → vf and
v0 → 6 → vf separate two regions in which the control signal changes its
sign at both sides of the singular arc, from a region in which the control
signal keeps its sign.

• In all cases, the control law is determined by one or two real parameters:
either the regular switching time ts or the singular arc initial and final
time {ta, tb}. These one or two degrees of freedom are used to satisfy the
two boundary conditions.

As mentioned above, the optimization problem analyzed in this section
has no unused degrees of freedom, i.e., the two conditions v(tf ) = w(tf ) and
d(tf ) = df fully define the unknown control parameters {ta, tb} after optimal
control theory has been used to determine the qualitative form of the optimal
control signal. Therefore, the problem may be re-stated as a simple parameter
optimization procedure.

Moreover, the differential equations (8.21)–(8.22) have to be solved for a
piecewise constant input F . The resulting ODEs are separable and a closed-
form solutions becomes possible. An example for the case v0 → 6 → vf and
v0 → 5 → vf of Fig. 8.19 is presented in the original paper [228]. Analogously,
closed-form expressions for v(t) and d(t) may be obtained for all the other
situations depicted in Fig. 8.19.

Unfortunately, it is generally not possible to explicitly solve the equations

v(tf ) = w(tf ) , (8.38)

d(tf ) = df (8.39)

using the closed-form expressions for v(t) and d(t). Numerical approaches will
have to be used for that, for instance a minimization of the criterion

ε =
(v(tf )− w(tf ))2

w2(tf )
+

(d(tf )− df )2

d2
f

. (8.40)

However, these computations are not very heavy because:
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• No differential equations have to be solved numerically, i.e., the velocity
and the distance of the follower vehicle are defined in closed form.

• The gradients of the criterion (8.40) with respect to the switching times
{ta, tb} (the only unknown parameters) may be computed explicitly.

Figure 8.20 shows two solutions obtained with the approach described
above, for the values t1 = 25 s (df = 1.15 km) and t1 = 35 s (df = 1.05 km),
respectively. The other data are identical in both cases: v0 = 15m/s, w0 =
10 m/s, v1 = 30 m/s, tf = 40 s, δ0 = 200 m, and the vehicle parameters were
chosen to be Fmax = 1900 N, F0 = 300 N, c0 = 150 N, c2 = 0.43 N s2/m2,
m = 1500 kg.
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Fig. 8.20. Case a) feasible fuel-optimal trajectory (top) and case b) not feasible
fuel-optimal trajectory (bottom). Solid lines: v(t); Dashed lines: w(t); Dashdot lines:
δ(t).

Figure 8.20 also shows that solutions in terms of v(t) and d(t) are not
automatically guaranteed to be feasible. The additional constraint δ(t) > 0
∀t ∈ [0, tf ] has to be checked a posteriori.

Up to now the final time tf has been assumed to be constant. If this
parameter is varied as well, the fuel consumption decreases for tf > t1 because
the acceleration part becomes less important compared to the cruising part
in which the follower vehicle has reached the desired speed v1. Assuming the
leader vehicle to follow the expected trajectory (8.19) for all times, the limiting
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case tf →∞ is characterized by the fuel consumption (expressed in the more
familiar l/100 km unit)

∗
mf,∞ =

c0 + c2 · v2
1 + F0

e ·Hl · ρf
, (8.41)

with ρf being the fuel density.

8.5.3 Optimal Control for an Unspecified Final Distance

When the distance traveled is not imposed, the performance index defined
by (8.27) is still valid. However, the distance is not a constant anymore and
therefore the simplified formulation (8.28) is no longer correct. Using the plant
dynamics (8.21)–(8.22) to express F (t) as a function of v(t) and v̇(t) and using
partial integration, the performance index (8.27) can be written as

J =
1

e ·Hl
·
{
F0 + c0 +m · v

2(tf )− v2
0

2 · d(tf )
+

c2
d(tf )

∫ tf

0

v3(t) dt
}
. (8.42)

The main difference with respect to the case of Sect. 8.5.2 is that (8.42)
now includes also an integral term. To transform it into the standard Euler–
Lagrange formulation, a third state variable is needed. One possible choice is
the normalized mass of fuel consumedmf , so that the new third state equation
will be

d

dt
mf (t) = (F (t) + F0) · v(t) . (8.43)

The performance index is now simply

J =
mf (tf )
d(tf )

(8.44)

which does not contain any integral term. The resulting Euler–Lagrange equa-
tions are

d

dt
λ1(t) =

2 · c2 · v(t)
m

· λ1(t)− λ2(t)− (F (t) + F0) · λ3(t) , (8.45)

v(tf ) = w(tf ) , (8.46)

d

dt
λ2(t) = 0 , (8.47)

λ2(tf ) = −mf (tf )
d2(tf )

, (8.48)

d

dt
λ3(t) = 0 , (8.49)

λ3(tf ) =
1

d(tf )
. (8.50)
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Obviously, the optimal control law is again discontinuous with its switching
time defined by the switching function σ(t)

F =


Fmax σ(t) < 0

Fσ σ(t) ≡ 0

−F0 σ(t) > 0

, (8.51)

where σ(t) = λ1(t)/m + v(t) · λ3. A sensitivity analysis with respect to the
parameter c2 of the solutions in terms of speed (obtained using parameter
optimization procedures) is shown in Fig. 8.21. The following points are worth
mentioning:

• From c2 = 0 up to a certain limit value (c2 = c2,crit ≈ 0.13), the optimal
speed trajectory is qualitatively similar to the case c2 = 0. A “bang-bang”
controller is optimal, and the switching time is given by the condition that
the switching function σ changes its sign. The switching time increases
with an increase of c2.

• The limit value of c2,crit is smaller than typical values of c2 for series
production vehicles (c2 = 0.5·ρa ·cd ·Af > 0.25). Singular arcs are therefore
likely to appear.

• From the limit value of c2 onward, the switching function reaches at a
time ta the zero value with a zero derivative, i.e., σ(ta) → 0, σ̇(ta) → 0,
and tends to remain constant. In this case, a singular arc occurs. The
corresponding control signal cannot be determined by the condition σ̇ = 0,
because the first derivative

d

dt
σ(t) =

1
m

(
2 · c2 · λ1(t)

m
· v(t)− λ2 −

− (F0 + c0) · λ3 − c2 · λ3 · v2(t)
) (8.52)

is independent of the control signal. However, using the second derivative
of σ(t) the missing information may be found.

• Moreover, σ̈ shows that along the singular arcs the vehicle velocity is con-
stant. In fact, from

d2

dt2
σ(t) =

2 · c2 · v(t) · v̇(t) · λ3

m
= 0 (8.53)

it follows that v̇ = 0 (all other quantities are larger than zero).
• The velocity on the singular arc is given by

vσ =
√
−λ2 + F0 · λ3 + c0 · λ3

3 · c2 · λ3
. (8.54)

This expression is not directly applicable because both λ2 and λ3 depend
on the unknown final distance d(tf ). Nevertheless, (8.54) is useful because
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it shows the influence of c2 on the optimal solution. In fact, for sufficiently
small values of c2, the singular velocity is larger than the top speed of the
regular “bang-bang” solution and no singular arcs will appear.

• As c2 increases, vσ decreases until it falls below v1 for a certain limit value
c2 = c2,sw ≈ 0.25. In this case, the singular arc separates two periods with
F (t) = Fmax.

• The (unrealistic) upper limit of c2 ≈ 1.80 corresponds to the situation
in which the final speed no longer can be reached, even with constant
maximum thrust.

• The optimal trajectories obtained represent the best trade-off between the
losses

(
v2

f − v2
0

)
/ (2 ·m · df ), which should require a maximum df and

correspondingly higher speeds, and the term c2/df ·
∫
v3(t) dt which, for

sufficiently large values of c2, requires lower speed values.

0 5 10 15 20 25 30 35 40
15

20

25

30

35

40

t [s]

v 
[m

/s
]

0

0.05

0.13

0.25

0.45

1.50

1.80

Fig. 8.21. Parameter sweep (c2 = 0.0 → 1.80).

The solutions for the two cases c2 = 0.20 < c2,sw and c2 = 0.45 > c2,sw

are shown for illustration purposes in Fig. 8.22 (the vehicle parameters are
the same as those used in Sect. 8.5.2). Table 8.9 shows the parameters of the
optimal trajectories as a function of c2.
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Fig. 8.22. Solid lines: velocity v(t); dashed lines: velocity w(t); dashdot lines: dis-
tance δ(t), for c2 < c2,sw (top) and for c2 > c2,sw (bottom).

Table 8.9. Trajectory parameters as a function of c2.

c2 ta (s) tb (s) ts (s) vσ (m/s) J (J/m)

0 – – 18.40 – 847.2

0.05 – – 19.26 – 922.8

0.13 20.54 20.86 – 37.62 1002.0

0.20 15.76 34.96 – 32.13 1069.6

0.25 13.88 39.98 – 30.00 1111.8

0.45 8.88 33.96 – 24.29 1246.6

1.50 2.90 16.66 – 17.59 1843.1

1.80 – – – – 2200.0
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8.6 Case Study 6: Fuel Optimal Trajectories of a Racing
FCEV

The problem discussed in this section consists of determining the trajectories
of an ultra-light, three-wheeler FCEV that minimize the hydrogen consumption
over a given race circuit. The latter is characterized by the total length and
road slope versus distance covered. Moreover, the particular case analyzed here
imposes a lower limit to the average speed in such a way that the time to cover
the circuit is also a problem constraint.

The problem is solved using optimal control theory. This requires a mathe-
matical model of the vehicle powertrain that is developed and validated in the
first section. Then the optimal control law is analytically determined. Finally,
the results presented are compared with those yielded by a conventional PID
controller.

The work described in this section was first published in [231].

8.6.1 Modeling

The system considered here consists of: (i) a PEM fuel cell system, (ii) a DC
traction motor equipped with a DC/DC converter, (iii) a fixed gear reduction,
(iv) a lightweight, three-wheeler car body.

The model derived belongs to the class of dynamic models. Each power
converter is represented by a submodel, whose input and output variables
are the power factors at the input and output stages of the component. The
choice of the input variables and of the output variables is made according to
the physical direct causality. Figure 8.23 illustrates the variables exchanged
by the various submodels.

fuel cell DC/DC
conv'r motor trans'n vehicle

F

v

Vem

Iem

Tem

ωem

u

stV

stI

h
*m

Fig. 8.23. Block diagram of the FCEV.

The fuel-cell submodel describes a fuel-cell stack with all the auxiliary
devices that are necessary to supply hydrogen, air, and the coolant flows.
A fraction of the current delivered by the fuel cell stack Ifc(t) is drawn off
to drive such auxiliaries. The power balance of (6.28) is written in terms of
currents as

Ifc(t) = Ist(t) + Iaux(t) . (8.55)

The stack current is related to the fuel cell voltage by means of the static
polarization curve. Measurements taken at the fuel cell terminals are shown in
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Fig. 8.24. The experimental data have been fitted with a nonlinear polarization
model (M1)

Ust(t) = c0 + c1 · exp (−c2 · Ifc(t))− c3 · Ifc(t) (8.56)

derived from (6.21)–(6.22) and with a linear model (M2)

Ust(t) = c4 − c5 · Ifc(t) , (8.57)

which is derived from (6.25). In both cases, the effect of the concentration
overvoltage has been neglected, as it occurs only at very high current densities.
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Fig. 8.24. Fuel cell voltage (top) and auxiliary power (bottom) as a function of
the stack current. Measured data (circles), fitted with (8.56) (solid), and with (8.57)
(dashed).

The power drained by the auxiliaries depends on the mass flow rates of air
and hydrogen and on the heat generated by the stack that is removed through
the coolant flow. Ultimately, the auxiliary power is a function of the fuel cell
current, as shown in Fig. 8.24. The data measured are fitted with (6.71). Since
(6.32) shows that the hydrogen mass flow rate is proportional to the fuel cell
current,

∗
mh(t) = c9 · Ifc(t), (6.71) is rewritten as

Paux(t) = c6 + c7 · Ifc(t) + c8 · I2
fc(t) . (8.58)
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The motor controller senses the actual motor speed and the accelerator
signal u(t) (control input to the system) and determines the motor armature
voltage according to the following rule

Uem(t) = κem · ωem(t) +K ·Rem · u(t) , (8.59)

where κem is the motor torque constant, Rem the armature resistance, and K
a static accelerator gain (K = 30).

The current required at the input stage of the converter is given by a
balance of power

Ist(t) =
Uem(t) · Iem(t)
ηc · Ust(t)

, (8.60)

where ηc is the constant efficiency of the converter.
The motor submodel follows the standard armature representation of DC

motors, (4.10)

Iem(t) =
Uem(t)− κem · ωem(t)

Rem
, (8.61)

Tem(t) = κem · Iem(t) . (8.62)

The transmission consists of a fixed gear placed between the motor and
the drive wheel axle. The tractive force and input speed are calculated as

F (t) = η±1
t · γ · Tem(t)

rw
, (8.63)

ωem(t) =
γ · v(t)
rw

, (8.64)

where ηt is the constant transmission efficiency, γ is the constant transmission
ratio, and rw is the wheel radius. The positive sign in (8.63) is valid for Tem > 0
(traction), the negative sign for Tem(t) < 0 (braking). The numerical values
of the model parameters are listed in Table 8.10.

Combining (8.55)–(8.64) an overall equation is derived, relating the stack
current to the acceleration signal and the vehicle speed,

Ifc(t) =
Paux(t)

Ust(Ifc(t))
+

K · u(t)
ηc · Ust(Ifc(t))

(
K ·Rem · u(t) + κem · γ

rw
· v(t)

)
.

(8.65)
This equation is implicit since Paux(t) and Ust(t) are functions of Ifc(t)
through (8.58) and (8.56) or (8.57). The dependency of the tractive force
on the acceleration signal is given by

F (t) =
ηt · γ
rw

· κem ·K · u(t) . (8.66)

Using (8.66), the vehicle dynamics may be described by7

7 An approximation valid for small grade has been introduced, sin α ≈ α, cos α ≈ 1.
Moreover, the vehicle mass mv is increased by the quantity mr representing the
inertia of the rotational masses.
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Table 8.10. Numerical values for the fuel cell vehicle model.

c0 15.93 γ 20.4

c1 2.06 rw 0.25 m

c2 0.200 mv 115 kg

c3 0.0876 mr 1.1

c4 16.80 ρa 1.2 kg/m3

c5 0.137 Af 0.3 m2

c6 19.89 cd 0.3

c7 6.60 cr 0.002

c8 –0.236 g 9.81 m/s2

c9 0.208 κem 0.0168

ηc 0.95 Rem 0.08 Ω

d

dt
v(t) = h1 · u(t)− h2 · v2(t)− g0 − g1 · α(x(t)) , (8.67)

where the new parameters h1, h2, g0, and g1 are defined as functions of the
physical quantities cr, cd, Af , and mv, and x(t) is the distance travelled

d

dt
x(t) = v(t) . (8.68)

The vehicle model (8.65)–(8.67) is not suitable for use in optimal control
theory due to its highly nonlinear structure. Therefore, a simpler model was
sought to relate the hydrogen mass flow rate to the vehicle speed and the
acceleration signal. On the basis of (8.65) and (6.32), the following three-
parameter structure (M4) was selected

∗
mh(t) = b0 + b1 · v(t) · u(t) + b2 · u2(t) . (8.69)

Notice that the model (8.69) is strictly equivalent to (8.65) if (i) the auxiliary
current is approximated by an affine function of the hydrogen mass flow rate,
and (ii) the fuel cell voltage is approximated by a constant value.

A comparison of the validated models M1 and M3 and its three-parameter
counterpart M4 is shown in Fig. 8.25 in terms of hydrogen mass flow rate as a
function of the vehicle speed, with u(t) as a parameter. The comparison shows
a good agreement at low acceleration and speed, while higher differences are
observed at higher power levels (both higher u(t) and v(t)). Therefore, the
three-parameter model should be considered to be a valid approximation for
low-power operating conditions. The constants b0, b1, b2 are listed in Table
8.11.

8.6.2 Optimal Control

The optimization problem can be stated in mathematical terms as follows: find
the control law u(t), t ∈ [0, tf ] that minimizes the vehicle fuel consumption
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Fig. 8.25. Hydrogen consumption and mass flow rate with the physical model
(solid) and the three-parameter model (dashed) as a function of the vehicle speed,
for values of u from 0 to 1 regularly spaced with step 0.1.

Table 8.11. Fitted values for the three-parameter model.

b0 0.475mg/s

b1 0.707mg/m

b2 1.24 mg/s

∫ tf

0

∗
mh(t) dt, subject to the constraint of a given average speed vm. The latter

condition can be written as x(tf ) = xf where xf is the given length of the
drive cycle and tf = xf/vm. The problem is defined by the choice of vm and
by the particular grade profile α(x).

Using the results of the previous sections, the problem is formally described
in the framework of optimal control theory. The system state variables are v(t)
and x(t), the system state equations being (8.67) and (8.68). The incremental
cost

∗
mh(t) is expressed by the three-parameter model of (8.69) as a function of

the state and control variables. The Hamiltonian function is thus constructed
as

H(u, v, x, λ1, λ2) = b0 + b1 · v(t) · u(t) + b2 · u2(t) + λ1(t) · {h1 · u(t)−
−h2 · v2(t)− g0 − g1 · α(x(t))

}
+ λ2(t) · v(t) ,

(8.70)

where λ1(t) and λ2(t) are two Lagrange multipliers.
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The resulting Euler–Lagrange equations are

d

dt
λ1(t) = −∂H

∂v
= −b1 · u(t) + 2 · h2 · λ1(t) · v(t)− λ2(t) , (8.71)

d

dt
λ2(t) = −∂H

∂x
= g1 · λ1(t) ·

d

dx
α(x) . (8.72)

The condition for u to be optimal is that it minimizes the Hamiltonian. A
stationary point of H with respect to u is found as

∂H

∂u
= b1 · v(t) + 2 · b2 · u(t) + h1 · λ1(t) = 0 , (8.73)

resulting in

uo(t) = −h1 · λ1(t) + b1 · v(t)
2 · b2

. (8.74)

This value is optimal, provided that uo(t) ∈ [0, 1]. Otherwise the control
variable lies along a constrained arc, i.e., it is either uo(t) = 0 or uo(t) = 1.
Notice that since the system is not explicitly time dependent, the Hamiltonian
function of (8.70) is constant. This noticeable property can be used to evaluate
for instance λ2(t) instead of using (8.72), which involves a derivative of α(x)
with respect to x.

The boundary conditions of the optimization problem are split between
the initial time t = 0 and the terminal time tf . Two cases will be discussed.
The former is representative of a vehicle start scenario, the latter of steady
repetitions of the same periodic route. For a start cycle, the boundary condi-
tions are

v(0) = 0, x(0) = 0 , (8.75)

λ1(tf ) = 0, x(tf ) = xf = vm · tf , (8.76)

with the second of (8.76) replacing any condition of the Lagrange multiplier
λ2(tf ), which is therefore unconstrained.

For a periodic route the boundary conditions are

x(0) = 0 , (8.77)

λ1(tf ) = λ1(0), x(tf ) = xf = vm · tf , v(tf ) = v(0) , (8.78)

with the initial value of the speed not assigned but a new constraint imposed
at the terminal time.

The system of (8.67), (8.68), (8.71), (8.72), and (8.74) is highly nonlinear
and subject to inequality constraints on the control variable. Thus a fully
analytical solution cannot be found.

A way of numerically solving the optimal control problem consists of
searching the initial values for the Lagrange multipliers and the initial speed,
λ1(0), λ2(0), and v(0) which, when applied to the aforementioned system of
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differential equations, lead to a fulfillment of the terminal boundary condi-
tions. These particular values will be referred to as λo

1(0), λo
2(0), and vo(0)

since they generate the optimal control law uo(t). Notice that in the start-cycle
case the initial speed assigned is vo(0) = 0.

The optimization results will be compared with a conventional driving
strategy, in which a PID regulator tries to achieve the desired average speed.
Such a strategy emulates the behavior of a human driver who tries to follow
a target speed. Its mathematical definition for the start-cycle case is

u(t) = Kp · (f · vm − v(t)) +Ki ·
∫ t

0

(f · vm − v(t)) dt , (8.79)

where f is a factor, usually very close to unity, which is tuned to achieve an
exact match between vm and the actual average speed. For the periodic route
case the reference control law is

u(t) = K1 ·
∫ t

0

(v(0)− v(t)) dt+K2 ·
∫ t

0

(vm · tf − x(t)) dt , (8.80)

where the two integral terms try to keep the terminal speed close to the initial
value and the average speed close to the target value, respectively.

8.6.3 Results

As previously stated, the dynamic optimization system is analytically solved
through the Euler–Lagrange equations, and thus it is converted to a static
parametric optimization with two or three degrees of freedom, namely λo

1(0),
λo

2(0), and possibly vo(0).
The optimal controller was developed for a drive cycle having a required

average speed of 30 km/h and a known grade profile. The total length of the
cycle is 3636m.

Figure 8.26 shows the optimization results obtained for the start-cycle
case. The optimal speed trajectory and the optimal control law are compared
with the corresponding traces calculated with the reference PID strategy.
The figure also shows the hydrogen mass flow rate and the hydrogen mass
consumption as a function of time, as well as the traces of λ1(t) and λ2(t)
corresponding to the optimal trajectory.

The PID controller uses the values Ki = 0, Kp = 0.5, f = 1.054. After
some trial-and-error tests, these values seemed to provide the best result in
terms of fuel consumption, and they guarantee the fulfillment of the constraint
over the average speed.

The values found using the initial Lagrange multipliers are λo
1(0) = −9.92,

and λo
2(0) = −0.305. The mass of fuel consumed with the PID strategy is 758

mg, with the optimal controller 700 mg. The gain in fuel economy is thus
around 7.5%. In both cases the desired average speed is achieved within a
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Fig. 8.26. Optimization results: control law, speed trajectory, hydrogen mass flow
rate, hydrogen mass consumption as a function of time for the start-cycle case. Solid
lines: optimal control; dashed lines: PID control.

tolerance of 0.1%. The optimal trajectory λo
1(t) converges to zero at the end

of the cycle with an even narrower tolerance.
Figure 8.26 clearly shows how both strategies start with the maximum

acceleration (u = 1) to reach a speed close to the required average value.
However, this phase is shorter in the optimal trajectory, thus the optimal
speed increases less rapidly. The PID controller is characterized by two long
constrained arcs, i.e., time intervals in which the control signal stays along
its lower bound u = 0. This behavior seems to be avoided by the optimal
controller, except for a very short time at the end of the two main downhills
(approximately, t = 150 s and t = 190 s). In the final part of the route, the
optimal controller completely releases the accelerator, with the vehicle free to
roll. Another difference between the two strategies is that the average value
of the optimal control law (0.19) is lower than for the PID controller (0.23).

Figure 8.27 shows the optimization results obtained for the periodic route
case. The PID controller uses the values K1 = 0.111, K2 = 5.92 · 10−6. The
optimized parameters found are λo

1(0) = −20.00, λo
2(0) = −0.25, vo(0) = 8.20.

The mass consumption with the PID strategy is 672 mg, with the optimal
controller 613 mg. The gain in fuel economy is thus around 9%.

These traces also show that the optimal control law is much smoother than
the PID controller output. The latter consists of several acceleration spikes
which try to boost the vehicle speed when it becomes too low. Consequently,
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Fig. 8.27. Optimization results: control law, speed trajectory, hydrogen mass flow
rate, hydrogen mass consumption as a function of time, periodic route case. Solid
lines: optimal control, dashed lines: PID control.

the fuel mass flow rate shows a largely irregular variation as well. However,
the average values of the optimal and the PID control laws are almost the
same (0.15).

Similarly to vehicle speed, the optimal Lagrange multipliers are both pe-
riodic also. The periodic nature of λ1(t) is imposed through the constraint of
(8.78), while for λ2(t) it is a consequence of the invariance of the Hamiltonian.
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8.7 Case Study 7: Optimal Control of a Series Hybrid
Bus

The problem illustrated in this section consists of determining the control law
that minimizes the fuel consumption of a series hybrid bus over a specified
route, which is assigned in terms of length and altitude profile.

The problem is solved using optimal control theory. This requires a math-
ematical model of the vehicle powertrain that is developed and validated in
the first section. Then the optimal control law is analytically determined. Fi-
nally, the results presented are compared with those yielded by a conventional,
thermostat-type controller.

The work described in this section was first published in [8].

8.7.1 Modeling and Validation

The system considered here consists of: (i) an electrochemical battery, (ii) an
auxiliary power unit (APU) consisting of a natural gas SI engine and an elec-
tric generator, (iii) a DC traction motor equipped with a DC/DC converter,
(iv) a transmission consisting of a fixed gear and a final drive, and (v) the bus
body. The model representation with the QSS toolbox is shown in Fig. 8.28.
The relevant model parameters are listed in Table 8.12.

Table 8.12. Relevant data of the system studied in this section.

mv 4436 kg

cr 0.015

cd 0.40

Af 4.7 m2

rw/γgb 0.0259m

ηgb 0.9

The traction motor is described here by its quasistatic efficiency map.
The motor efficiency is provided by the manufacturer as a function of input
(electric) power and shaft speed, as shown in Fig. 8.29. From these data, the
input power is calculated as a function of speed and torque

Pm = fm (ωm, Tm) . (8.81)

The battery current is provided by the manufacturer as a function of the
power required Pb and the battery depth of discharge ξ = 1− qb,

Ib = fb (Pb, ξ) . (8.82)

The variation of the battery depth of discharge is tabulated as a function of
the battery current and power,
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Fig. 8.28. QSS model of the series hybrid bus.

d

dt
ξ(t) =


Pb(t)

fξ(Ib(t))
, Pb(t) > 0

κ · Pb(t), Pb(t) < 0

. (8.83)

The form of the two functions fb and fξ are shown in Fig. 8.30.
The combination of (8.82) and (8.83) yields the variation of ξ(t) as a

function of the battery power. This dependency is fitted with the control-
oriented model

d

dt
ξ(t) = cb,0(ξ) + cb,1(ξ) · Pb(t) + cb,2(ξ) · P 2

b (t) , (8.84)

cb,i(ξ) = cb,i0 + cb,i1 · ξ(t), i = 0, 1, 2 , (8.85)

whose validation is presented in [8].
The input variable of the APU submodel is the electrical power Papu re-

quired at the APU output stage. The operating point of the engine is related
only to the power rather than to its single factors, i.e., voltage and current.
Thus the operating point is selected in such a way as to maximize the APU
efficiency at every power request. The efficiency is a tabulated function of the
engine torque and speed,
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ηapu = fη (ωapu, Tapu) . (8.86)

The map fη provided by the manufacturer is illustrated in Fig. 8.31. The en-
gine speed is controlled as a function of the APU power in such a way as to
maximize the efficiency of the APU. A lower limit of 2000 rpm has been intro-
duced to enhance drivability. Combining these two pieces of information the
input power, i.e., the chemical power associated with the fuel, is evaluated as a
function of the output power. This dependency is shown in Fig. 8.31, together
with an affine approximation of the same curve. The agreement between the
two curves clearly leads to a control-oriented model of the Willans type [210]
for this component,

Pf (t) =
Papu(t) + Pf,0

eapu
, (8.87)

where Pf,0 = 22.5 kW is the external power loss and eapu = 0.329 the internal
efficiency. The fuel consumption mass flow rate is

∗
mf (t) = Pf (t)/Hl, where

Hl is the lower heating value of the fuel.
The motor speed ωm(t) and the motor power Pm(t) were recorded in a

test drive of the bus. The vehicle acceleration is calculated from the speed
and filtered. The braking force was not recorded, thus it represents a major
source of uncertainty. A relatively flat route was chosen for the test with the
aim of isolating the strong influence of grade on the traction power. Although
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always smaller than 2–3%, the road slope has been estimated accurately from
altitude data.

The motor power predicted with the system model previously presented
is compared with the recorded trace shown in Fig. 8.32. The figure clearly
shows the influence of the unknown braking force during heavy decelerations
(centered around 38, 72, and 129 s), leading to a substantial underestimation
of the total traction power. Nevertheless, during the remainder of the route,
the agreement between measured and predicted data is quite satisfactory.

8.7.2 Optimal Control

The quasistatic model derived in Sect. 8.7.1 is characterized by a single state
variable – the battery depth of charge (8.84) – and by a single output – the
fuel consumption mass flow rate (8.87). The power flows from the two paths
are balanced at the DC bus level,

Pb(t) + Papu(t) = Pm(t) . (8.88)

The control variable u(t) is defined here as the ratio between the power flowing
in the battery path and the total power

Pb(t) = u(t) · Pm(t), Papu(t) = (1− u(t)) · Pm(t) . (8.89)
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The optimization problem can be stated in precise mathematical terms as fol-
lows: find the control law u(t), t ∈ [0, tf ] that minimizes the fuel consumption
with a constraint over the battery depth of discharge ξ(tf ) = ξ(0).

Using the results of the previous sections, the problem is formally de-
scribed in the framework of optimal control theory introduced in Chap. 7.
The Hamiltonian function is constructed as

H(ξ, u, Pm) =
∗
mf (t) + λ · ξ̇(t) , (8.90)

where λ(t) is a Lagrange multiplier. The corresponding Euler–Lagrange equa-
tion is

d

dt
λ(t) = −∂H

∂ξ
= −λ(t) · ∂ξ̇

∂ξ
. (8.91)

The condition for u(t) to be optimal is that it must minimize the Hamiltonian.
Notice that since the system is not explicitly time-dependent, the Hamiltonian
function is constant with time.

The derivative ∂ξ̇/∂ξ in (8.91) may be calculated using the parameteriza-
tion of (8.85). A further simplification consists of neglecting the dependency
of ξ̇ on ξ which is justified if ξ varies only slightly around its initial level.
Since this is actually one of the goals of the supervisory controller, such a
simplification will be used in the following, leading to
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λ̇(t) = 0, λ(t) = constant = λo . (8.92)

The value λo must be chosen such that the condition ξ(tf ) = ξ(0) is satisfied.
Under this assumption, the following sub-optimal control law is found as

uo(t) = arg min
u

{
∗
mf (u, Pm(t)) + λo · ξ̇(u, Pm(t))

}
. (8.93)

This control law corresponds to the minimization of a cost function that only
depends on the current driving conditions (via Pm(t)) and on λo. Therefore, it
may be interpreted as a real-time controller, provided that the optimal value
of λo is known. This in turn depends on the whole drive cycle, which can be
reasonably estimated using, for instance, the techniques proposed in [226, 230]
for parallel hybrid vehicles.

An alternative way to apply (8.93) is in terms of power flows. The first
part of the right-hand term

∗
mf (t) can be easily converted into fuel chemical

power after multiplication by the lower heating value of the fuel. The term ξ̇(t)
can be also converted into electrochemical power after multiplication by the
battery open-circuit voltage. This is slightly dependent on the state of charge
but, if the latter is kept reasonably constant, this dependency can be neglected
as it has been done for ξ̇(t). This means that (8.93) can be rearranged as

uo(t) = arg min
u
{Pf (u, Pm(t)) + λo · Pb(u, Pm(t))} . (8.94)
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The search for the optimal values uo(t) may be done with a simple in-
spection procedure, i.e., several values of u are tested at each time and the
respective values of the cost function are compared to find the minimum. The
accuracy of such a method increases with the dimension of the test set and
thus with the complexity.

An alternative approach may use the control-oriented model derived in
the previous section to calculate the Hamiltonian as an analytical function.
After minimization with respect to u the optimal control law then follows.
The operating limits of u are given as

1− Papu,max

Pm(t)
≤ u(t) ≤ 1, Pm(t) > 0 , (8.95)

1 ≤ u(t) ≤ 1− Papu,max

Pm(t)
, Pm(t) < 0 , (8.96)

since the motor power is always lower than the maximum power available
from the battery.

To analytically calculate the optimal control law, various cases should be
considered (in the following, u−(t) = 1− Papu,max/Pm(t)).

For Pm(t) < 0 the limits of u(t) given by (8.95)–(8.96) are both posi-
tive. Thus the battery power is negative and the Hamiltonian, see (8.83), is
calculated as

H(u, Pm) =
Pf,0

Hl
+

(1− u(t)) · Pm(t)
eapu ·Hl

+ λo · κ · u(t) · Pm(t) . (8.97)

The Hamiltonian varies linearly with the control signal u and it exhibits a
minimum for u = 1 or u = u−(t), according to the sign of the derivative of
(8.97) with respect to u

uo(t) =


1, λo · κ < 1

eapu ·Hl

u−(t), λo · κ > 1
eapu ·Hl

. (8.98)

For 0 < Pm(t) < Papu,max the limits of u(t) have opposite signs. In the
range u−(t) ≤ u < 0 the Hamiltonian varies linearly with u. In u = 0 there is
a discontinuity, since H(0+) > H(0−). For 0 < u < 1 the Hamiltonian may
have a local minimum. The latter is found by setting to zero the derivative of
H with respect to u

∂H

∂u
= − Pm(t)

eapu ·Hl
+ λo ·

(
cb,1(ξ(t)) · Pm(t) + 2 · cb,2(ξ(t)) · u∗ · P 2

m(t)
)

= 0 ,

(8.99)
which yields

u∗ =

1
eapu ·Hl · λo

− cb,1

2 · Pm(t) · cb,2
(8.100)
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if 0 < u∗ < 1. Summarizing, the optimal control variable in this case is defined
by

uo(t) =


u−(t), λo · κ > 1

eapu ·Hl

arg minu{H(0−),H(u∗)}, λo · κ < 1
eapu ·Hl

. (8.101)

Again, for Pm(t) > Papu,max the limits of u are both positive, thus the
battery power is also positive. A possible stationary point for the Hamiltonian
is found using (8.100). It is optimal if it respects the constraints on u, otherwise
the optimal control trajectory lies on a constrained arc

uo(t) = arg min
u
{H(u−(t)),H(u∗),H(1)} . (8.102)

8.7.3 Results

The sub-optimal control law given by (8.93) has been tested along a given
route from the city of L’Aquila, Italy to the Faculty of Engineering located
on a hill about 950 m high. The road slope α(x) has been calculated from
topographic data, while the speed profile v(t) represents a typical mission of
a public bus connecting the two localities.

The sub-optimal controller adopted minimizes the Hamiltonian function
with a search procedure. The test set of the control variable includes the values
u = −1,−0.5, . . . , 1 plus the lower and upper values dictated by the APU
operating limits. Moreover, the optimal control law depends on the value of
λ. There is only one value of that parameter that fulfills the condition ξ(tf ) =
ξ(0) (continuous curve in Fig. 8.33). Higher values of λ tend to excessively
penalize the use of the battery as a prime mover, thus the final state of charge
is too high (dash-dotted curve in Fig. 8.33). Lower values of λ tend to overfavor
the use of the battery, thus the final state of charge is too low (dashed curve
in Fig. 8.33).

The control results are compared with those calculated using: (i) the dy-
namic programming technique, (ii) a thermostatic-type controller (as specified
below), and (iii) the procedure described in Sect. 8.7.2 to find the minimum of
the Hamiltonian analytically. The results of dynamic programming are prac-
tically coincident with those of the sub-optimal controller [8] and thus they
do not appear in Fig. 8.34 that shows a comparison of state of charge trajec-
tories and fuel mass consumed. Bellman’s dynamic programming algorithm
[229] was implemented with a time step of 1 s and a state of charge step size
of 5 · 10−5. The test set of u is the same as for the sub-optimal controller.
The thermostatic-type controller uses two limits for the depth of discharge,
ξhi and ξlo. When ξ > ξlo the APU output is set to 30 kW. When ξ < ξhi

the APU is turned off. For intermediate levels of SOC the APU status is kept
equal to that at the previous time step.
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The improvement in fuel economy obtained with optimal control with
respect to a conventional controller is evident from the figures. Due to its
inefficient on/off nature, the thermostatic controller exhibits a fuel mass con-
sumption which is 29% higher than the global optimum calculated using the
dynamic programming approach.

The figures also confirm that the control laws calculated with the mini-
mization of the Hamiltonian are nearly optimal. Only a difference of less than
1% arises between the fuel mass consumption obtained with dynamic pro-
gramming and the minimization of the Hamiltonian. The difference slightly
increases to 5% if the analytical minimization is considered, mainly because
of the approximation errors inherent to the control-oriented model, and de-
spite the fact that the analytical minimization may find optimal values of
u which are not included in the test set of the search procedure. However,
the analytical minimization has the advantage of a smaller computation time
required.
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8.8 Case Study 8: Hybrid Pneumatic Engine

In this case study a hybrid pneumatic-combustion engine system (HPE) is
analyzed, using the concepts introduced in Sect. 5.6. The system is conceived
with the aim of enabling energy recuperation using the engine as a pneumatic
pump and assisting the conventional engine operation using the air stored in
a tank, thus using the engine as a pneumatic motor.

In this section, the potential of the HPE concept in enhancing the fuel
economy is analyzed using simple thermodynamic models of the single opera-
tion modes. For a description of the system analyzed in this case study refer
to Sect. 5.6. The globally optimal supervisory control signals are calculated
using a dynamic programming approach. The main constraint is that the tank
charge at the start and the end of the drive cycle must be equal.

8.8.1 HPE Modeling

The performance of the system can be predicted using ideal models of the
operation modes illustrated in Sect. 5.6. The engine data considered here and
listed in Table 8.13 are the same as presented in [111]. The engine friction
losses will be added below where the HPE model is combined with a vehicle
model.

An ideal thermodynamic analysis of the conventional ICE operation, as
described in Sect. 5.6.1, allows calculating the output work per cycle Wo and
the input fuel energy per cycleWi as a function of the design parameters of Ta-
ble 8.13. The resulting performance curve Wo = f(Wi) is shown in Fig. 8.35a.
The curve has been obtained by varying the intake pressure (throttled SI op-
eration) from approximately 0 to 1 bar. The relationship is practically linear
with a slope of 0.49 and external losses around 220 J/cycle.

The pneumatic motor operation mode, as introduced in Sect. 5.6.1, is
described in terms of Wo and the input energy discharged from the tank per
cycle, Wt. Also for this two-stroke mode of operation, the “cycle” to which the
quantities Wo and Wt refer to is assumed to be a four-stroke cycle, i.e., Wo

and Wt represent twice the amount of work produced during one two-stroke
cycle. The performance curves Wo = f(Wt) at various tank pressures pt are
shown in Fig. 8.35b, where each curve has been obtained by varying the charge
valve closing CVC only.8 The curves are quadratic with good approximation
in all the cases considered.

Similarly, the pneumatic pump operation, which is introduced in Sect. 5.6.1,
is described by Wo and Wt, which both are negative numbers during normal
conditions. The performance curves Wo = f(Wt) at various pt are shown in
Fig. 8.36a. Each curve has been obtained by varying the IVC event. The curves
are linear with very good approximation, with slopes that increase with pt.

Complex operating modes, such as the undercharged and the supercharged
operation modes, are characterized by all three energy terms Wo, Wi, and
8 In Sect. 5.6 the simultaneous control of both CVC and EVC is illustrated.
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Table 8.13. Main parameters of the system analyzed in this section.

Vd displacement volume 2000 cm3 (4× 500 cm3)

κ compression ratio 10

pin intake pressure at wide-open throttle 1 bar

pout exhaust pressure 1.1 bar

ϑin intake temperature 300 K

Hl fuel lower heating value 42.5 MJ/kg

ηc combustion efficiency 0.8

φv fraction of combustion energy

released at constant volume 0.5

φp fraction of combustion energy

released at constant pressure 0.5

Vt tank volume 50 dm3

tank temperature 300 K

pt nominal tank pressure 20 bar

mv vehicle curb mass 800 kg

cr rolling resistance coefficient 0.00863

cd aerodynamic drag coefficient 0.312

Af vehicle frontal area 2.06 m2

ρa air density 1.293 kg/m3

ηd transmission efficiency 0.8

kd transmission ratio {13.45, 7.57, 5.01, 3.77, 2.84}
rw wheel radius 0.282 m

z{a,b,c} friction loss coefficients {0.776, 0.189, 0.0209 }

Wt. The performance curves Wo = f(Wi) and Wt = f(Wi) at various pt

are shown in Fig. 8.36b. Each curve consists of two branches, on the right
(supercharged) and on the left (undercharged) of the point corresponding to
the full-load conventional operation. The left branches have been obtained by
first varying the intake pressure from a reasonable minimum value up to 1 bar
and second the CVC event. Interestingly, the fuel energy and the output work
increase monotonically, but the energy charged in the tank first increases and
then decreases again. The right branches have been obtained by varying the
CVO event. Correspondingly the input energy increases, and so do the input
energy from the tank and the output work, the former almost linearly and
without significant influence of the pressure tank.

The results presented above are qualitatively confirmed using a more de-
tailed modeling approach, based on zero-dimensional modeling of the combus-
tion process and of the mass and energy exchanges through the valves. For
example, performance curves of the ICE conventional operation mode are still
linear and almost independent from the speed, with an average slope of 0.43
and external losses of 204 J/cycle. In contrast, pneumatic motor and pump
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Fig. 8.35. Performance curve for the ICE operation mode (top) and for the pneu-
matic motor operation mode (bottom). Increasing curves are for tank pressure
pt = 10, 15, 20, 25 bar.

operation modes are much more sensitive to speed. Consequently, the single
curves of Figs. 8.35b – 8.36a are split in several curves for different speeds.

8.8.2 Driveline Modeling

The energy required at the engine output is calculated at each time step from
the vehicle data and the driving profile which defines the vehicle speed v(t)
and acceleration a(t). The traction force (negative if braking) is calculated as
the sum of the inertia force and the rolling and aerodynamic resistances

F (t) = mv ·
d

dt
v(t) + cr ·mv · g +

1
2
· ρa ·Af · cd · v(t)2 , (8.103)

where mv, cr, cd, Af , ρa are the vehicle curb mass, the rolling resistance coef-
ficient, the aerodynamic drag coefficient, the vehicle frontal area and the air
density, whose numerical values are listed in Table 8.13.

To evaluate the engine output work per cycle Wo(t), first the engine speed
ω(t) is calculated as

ω(t) = kd(n(t)) · v(t)
rw

, (8.104)

where rw is the wheel radius and kd the overall transmission ratio, which
depends on the gear number n(t). The latter is evaluated using a simple
shifting strategy.
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Fig. 8.36. Performance curves for the pneumatic pump operation mode (top) and
for the supercharged and undercharged operation modes (bottom). Various curves
are for pt = 5, 10, 15, 20 bar. Dashed line represents conventional full-load operation.

The engine output work is here the sum of the work required for traction
and the engine friction losses, which are evaluated as a quadratic function of
the engine speed

Wo(t) =
4π
ω(t)

· v(t) · Ft(t) · η−sign(Ft(t))
d +

+ Vd ·

[
za + zb ·

(
π · ω(t)

30

)
+ zc ·

(
π · ω(t)

30

)2
]
,

(8.105)

where ηd is the overall transmission efficiency, Vd is the engine displacement
volume, and z{a,b,c}, are loss coefficients which have to be determined exper-
imentally. The engine system must produce at each time step the demanded
work Wo(t). The supervisory controller chooses only among the operating
modes that are compatible with that value, i.e., that can provide or absorb
that work with a suitable selection of the corresponding load control parame-
ter. If Wo(t) is negative, the engine system can absorb only a part of it, while
the remaining fraction is intended to be absorbed by a conventional friction
braking. For the pneumatic modes, the values shown in Figs. 8.35b – 8.36a
are multiplied by two (two-stroke cycles).
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8.8.3 Air Tank Modeling

For this case study the air tank is considered as an isothermal system. In fact,
in absence of an effective insulation coating, the periods in which the system
is subjected only to thermal losses to the environment are much longer than
the periods in which the system is in contact via the charge valves with the
cylinders at a higher temperature. Thus the tank model is

pt(t) =
γ − 1
Vt

· Ut(t), U̇t(t) = −Wt(t) ·
ω(t)
4π

, (8.106)

where Vt is the tank volume, Ut its internal energy, and γ is the ratio of specific
heats of air.

8.8.4 Optimal Control Strategy

The supervisory controller of an HPE vehicle must switch between the oper-
ating modes illustrated in the previous sections. In this section, a technique is
presented to calculate a controller that minimizes the fuel consumption over
a prescribed drive cycle, while keeping the final value of the pressure tank at
the initial value. The control is defined as the sequence of operating modes
u(t), where u = 0, 1, . . . , 4 for disengaged, pneumatic motor, pneumatic pump,
ICE, and undercharged/supercharged engine operations, respectively.

The control law must minimize the performance index over a cycle of
duration tf

J =
∫ tf

0

Wi(t, u) ·
ω(t)
4π

dt (8.107)

under the constraint that

∆U = Ut(tf )− Ut(0) =
∫ tf

0

−Wt(t, u) ·
ω(t)
4π

dt = 0 . (8.108)

The problem is solved with a dynamic programming technique (see Ap-
pendix III), where Ut(t) (proportional to pt(t) via Eq. 8.106) is the state
variable. The Jacobian

f(t, u) = −Wt(t, u) ·
ω(t)
4π

and the arc cost

L(t, u) = Wi(t, u) ·
ω(t)
4π

depend also on the selected operating mode.
The numerical technique adopted in this case study requires a discretiza-

tion of the time-state space (t, Ut). Here a discretization step of 1 s for time
and of 2 kJ for the state variable is used, with the state variable bounded
between 25 kJ and 300 kJ, corresponding to 2 bar and 24 bar, respectively. A
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cost-to-go matrix J(t, Ut) is introduced, which is defined as the cost over the
optimal trajectory passing through the point in the time-state space, up to
the target point (tf , Ut(0)). With this definition, the overall cost function J
must be equal to J(0, Ut(0)). The solving algorithm proceeds backwards from
time tf to time t = 0. The cost-to-go matrix is evaluated using the recursive
rule

J(t, Ut) = min
u
{J (t+∆t,Ut + f(t, u) ·∆t) + L(t, u) ·∆t} . (8.109)

The initial condition needed for the recursive algorithm is imposed at time tf
and is set in such a way that all the state-of-charge deviations with respect
to Ut(0) are penalized,

J(tf , Ut) =

{
0 for Ut = Ut(0)
∞ for Ut 6= Ut(0)

. (8.110)

At the last step of the algorithm the quantity J(0, Ut(0)) is the best approx-
imation of the optimal cost that is compatible with the state discretization
used. This result can be checked by running the model forward, using the
stored feedback function C(t, Ut) = arg J(t, Ut) to evaluate the optimal con-
trol law as

uopt(t) = C(t, Ut(t)) . (8.111)

8.8.5 Optimal Control Results

The simulations of [111] on a MVEG-95 test cycle led to an energy consump-
tion of the ICE-based vehicle of 26.4 MJ, while in the hybrid configuration
the energy consumption is 22.4 MJ with an air tank pressure of 20 bar at the
beginning and at the end of the cycle. This fuel saving, approximately 15%,
was estimated using a control strategy based on a set of heuristic rules. In this
section the optimal control law described in the previous section is applied in
order to estimate the full potential of the HPE.

The simulation of the MVEG–95 cycle with the ideal models of the sin-
gle operation modes leads to the results shown in Fig. 8.37, which can be
summarized as follows. The fuel energy consumption in the conventional ICE
operation is 20.8 MJ9, while with the optimized HPE it is 16.5 MJ, i.e., a
fuel saving of about 21%. This fuel saving is due to (i) the 1.3 MJ spent by
the conventional propulsion system during idling, which are suppressed in the
HPE operation, (ii) the 1.0 MJ energy recuperation during braking, and (iii)
the optimization of power flows during traction phases. A comparison of the
9 This value is substantially lower than that declared by the authors of [111], how-

ever the mechanical work at the wheels of 2.3 MJ is very similar to that calculated
in that paper.
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fuel input energy in the conventional and in the hybrid configuration is shown
in Fig. 8.38. The fuel consumption of the conventional configuration during
idling is evident from that plot. The globally optimal solution is character-
ized by frequent switches between motor and undercharged operations, which
corresponds to several duty cycles similar to those that are typical of hybrid
concepts with short-term storage systems (see, for instance, Chap. 5). How-
ever, the switching between the two modes involved does not imply onerous
operations such as, e.g., clutch engagement/disengagement.
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Fig. 8.37. Optimal controller results on the MVEG–95 cycle. Top to down: work
required per cycle, tank pressure, fuel energy for the conventional (dashed) and the
hybrid (solid) engine system.

The importance of such duty cycles is confirmed by the results obtained for
the European urban (ECE–15) test cycle (Fig. 8.39), which show a reduction
of about 20% in fuel energy consumption (conventional ICE: 2.25 MJ, HPE:
1.79 MJ). This reduction is explained by the fact that the ECE–15 cycle allows
for lower energy recuperation, thus the fuel saving is mainly due to the reason
(i) above, i.e., the suppression of the idle fuel consumption. In fact Fig. 8.39
shows that the pump mode is used to recuperate energy only during 14%
of the cycle time (the motor operating mode for the 1.5% of time and the
undercharged/supercharged mode is never used).

The results obtained with ideal models of the engine system have been
confirmed by using more realistic models, both for the MVEG–95 and the
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Fig. 8.38. Optimal controller results on the MVEG–95 cycle. Top: fuel energy per
cycle as a function of time for the conventional (dashed) and the hybrid (solid)
operation. Bottom: operating modes, disengaged (u = 0), pneumatic motor (u = 1),
pneumatic pump (u = 2), conventional (u = 3), supercharged/undercharged (u =
4).

ECE–15 drive cycles. The overall fuel energy calculated for the conventional
architecture and for the hybrid configuration optimized by means of dynamic
programming are summarized in Table 8.14. The three cases analyzed are
referred to: (i) ideal models of all modes, i.e., the results presented above,
(ii) zero-dimensional model of the engine mode only, (iii) zero-dimensional
models of the engine and the pneumatic motor modes. Since the load control
for the pneumatic pump operation and the undercharged/supercharged mode
is a critical issue, an effective zero-dimensional modeling approach is not well
established for these modes of operation. Thus, they are still modeled as ideal
in (ii) and (iii).

With the modeling approach (ii), the fuel consumption calculated for the
conventional architecture is higher than in the case (i), as a consequence of
an engine efficiency lower than in the ideal case. On the other hand, also
the fuel consumption of the HPE increases when estimated with the more
realistic models (ii) and (iii). However, the fuel saving in the most realistic case
available (iii), being around 23% and 19% for the MVEG–95 and the ECE–15
cycle, respectively, still demonstrates the good potential of the concept.
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Fig. 8.39. Optimal controller results on the ECE–15 cycle. Top: fuel energy per cycle
as a function of time for the conventional (dashed) and the hybrid (solid) operation.
Bottom: operating modes, disengaged (u = 0), pneumatic motor (u = 1), pneumatic
pump (u = 2), conventional (u = 3), supercharged/undercharged (u = 4).

Table 8.14. Simulation results over the ECE-15 drive cycle. The three modeling
cases (i) to (iii) are described in the text.

ECE–15 MVEG–95

case JICE JHPE fuel JICE JHPE fuel

(MJ) (MJ) saving (MJ) (MJ) saving

(i) 2.25 1.79 -20% 20.8 16.5 -21%

(ii) 2.52 2.02 -20% 23.5 17.1 -27%

(iii) 2.52 2.04 -19% 23.5 18.2 -23%
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Appendix II – Optimal Control Theory

This appendix briefly summarizes the most useful results of optimal control
theory. In the first section static problems are analyzed, i.e., the objective
function only includes time-independent control variables. This formulation
yields a parameter optimization or nonlinear programming problem for which
several closed-form and numerical solution algorithms are known. Several ex-
cellent textbooks are available on that subject, for instance [23] and [27].

The second section analyzes dynamic optimal control problems. Starting
with a brief repetition of the classical variational calculus theory, the concepts
of adjoint (Lagrange) states and Hamiltonian formulations are introduced.
To be able to deal with the case of constrained input variables, Pontryagin’s
minimum principle is briefly introduced. As with the first section, the main
objective here is to collect the main facts without any proofs and to introduce
the notation. Readers interested to learn more about this field are referred to
one of the several available textbooks, for instance [30].

9.1 Parameter Optimization Problems

9.1.1 Problems Without Constraints

The vector u = [u1, . . . , um]T ∈ <m consists of arbitrary parameters and the
mapping L : <m → < is a sufficiently differentiable function (the performance
index) that has to be minimized.1 Sufficient conditions for a point uo to be a
local minimum are

∂L(u)
∂u

∣∣∣∣
u=uo

= 0, and
∂2L(u)
∂u2

∣∣∣∣
u=uo

> 0 , (9.1)

i.e., the gradient of the performance index must be zero at the minimum (uo

is a stationary point), and the Hessian matrix of the performance index must
1 A maximization problem can be obtained from a minimization problem by simply

multiplying the performance index by −1.
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be positive definite (in the neighborhood of uo, L(·) increases throughout).
The condition (9.1) is globally sufficient only for specific cases, for instance if
it is known that the function L(·) is globally convex.

Necessary conditions for a local minimum are:

∂L(u)
∂u

∣∣∣∣
u=uo

= 0, and
∂2L(u)
∂u2

∣∣∣∣
u=uo

≥ 0 . (9.2)

To establish whether a minimum exists, additional information is needed.

Example 1 Performance index:

L(u) =
1
2
· uT ·M · u, u =

[
u1

u2

]
, M =

[
1 1
1 µ

]
, µ ∈ < . (9.3)

Minimization:
∂L

∂u
= M · u, ∂2L

∂u2
= M , (9.4)

that is, if M is non-singular (µ 6= 1) then only one minimum uo = [0, 0]T

exists. For µ = 1 M is semidefinite positive and all the points on the line
λ · [1,−1]T are minima. For µ > 1, M is positive definite and uo is a global
minimum. For µ < 1, M is indefinite and uo is not a minimum, but a saddle
point, see Fig. 9.1.
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Fig. 9.1. Performance index of Example 1, left µ > 1, center µ = 1, right µ < 1.

Example 2 Performance index:

L(u) = (u1 − u2
2) · (u1 − 3 · u2

2) . (9.5)

Minimization:

∂L

∂u
=

[
2 · u1 − 4 · u2

2

−8 · u1 · u2 + 12 · u3
2

]
=

[
0
0

]
⇒ u0 =

[
0
0

]
,

∂2L

∂u2

∣∣∣∣
u=u0

=

[
2 0
0 0

]
,

(9.6)
that is,2 Lu(u) = 0 has a triple but isolated solution, and this solution is not
a local minimum, as shown in Fig. 9.2.
2 Lu denotes the partial derivative of L with respect to u.
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Fig. 9.2. Performance index of Example 2.

9.1.2 Numerical Solution

Only in very rare cases a closed-form solution may be obtained. In the majority
of all cases numerical methods are needed. Several different approaches are
possible. One class of algorithms utilizes information on the gradients of L(u).
These algorithms can be subdivided into:

• semi-analytical methods where the performance index L(u) and its gradi-
ent ∂L/∂u are available in a closed form; and

• fully numerical methods in which only the performance index is known
and whose gradient must be approximated through finite differences.

The semi-analytical methods in general converge much faster than the fully
numerical methods and they are less sensitive to rounding effects.

The numerical search can be either of first order or of second order. The
first-order numerical methods use the idea of the steepest descent such that
all first-order algorithms have approximately this structure:

1. guess an initial value for u(1);3

2. evaluate the gradient ΓL(i) = ∂L
∂u

∣∣
u=u(i)

either from a known relationship
for the gradient or through numerical approximation using finite differ-
ences;

3. determine the new iteration point according to the rule u(i+ 1) = u(i)−
h(i) · ΓL(i);

4. check if the variation of the performance index |L(u(i + 1)) − L(u(i))| is
smaller than a predetermined threshold. In this case, the algorithm ends,
otherwise it is repeated starting at point 2.

Crucial for the convergence is the choice of the relaxation factor h(i). If it is
chosen too large (see Fig. 9.3), the algorithm may overshoot and even become
unstable. One possibility to choose h(i) in an optimal way consists of solving
a minimization problem with constraints (see below) along the gradient, i.e.,

3 The argument denotes the iteration index.
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u(2) is the point that generates the smallest performance index and at the
same time lies in the direction of the gradient.

Figure 9.3 also shows the problem that arises with narrow and steep “val-
leys”: a slow convergence is in this case unavoidable. The choice of the starting
values is very important as well. If, on the basis of simplifying considerations,
a guess of the optimal point is possible, it is often worthwhile making this
additional effort to prevent the search from drifting towards unrealistic solu-
tions.

∂L
∂u u= u(1)

∂L
∂u u=u(2)

u(2)

u(1)

u(2)

L = const.

u1

um

Fig. 9.3. Schematic of the steepest descent algorithm.

Besides first-order methods (which use only the first-order derivatives),
second-order methods are known (Newton-Raphson approaches). They con-
verge faster in the neighborhood of the optimum, but are known to be in-
efficient far away from it. The basic idea is to approximate the performance
index through a quadratic form

L(u) ≈ L(u(i)) + ΓL(i) · (u− u(i))+
1
2
· (u− u(i))T · Γ ′L(i) · (u− u(i))

(9.7)

where Γ ′L(i) = ∂2L
∂u2

∣∣∣
u=u(i)

, and then to use the solution of the approximate

problem (which is solvable in closed form) as a new iteration value

u(i+ 1) = u(i)− [Γ ′L(i)]−1 · [ΓL(i)]T . (9.8)

All the algorithms discussed above are available in program libraries or for
instance in MatlabTM (optimization toolbox). In most cases the use of this
software is recommended over any attempts to re-invent the wheel.
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9.1.3 Minimization with Equality Constraints

Let u = [u1, . . . , um]T ∈ <m be a vector of arbitrary control variables,
x = [x1, . . . , xn]T ∈ <n a vector of state variables4 and f : <m+n → <n,
L : <m+n → < sufficiently differentiable functions of these quantities. The
optimization problem consists of finding the values uo, xo that minimize the
performance index L and, at the same time, fulfill the constraint f(uo, xo) = 0.
With the adoption of a new variable z = [u, x]T , the following expressions may
be written in a more compact way.

In the case n = 1, the solution of this problem can be immediately given
with the help of Fig. 9.4. An optimal point zo is characterized by the fact
that both the gradient on an iso-level curve of the performance index and the
gradient on the subset defined by the constraint are co-linear,

∂L

∂z

∣∣∣∣
z=zo

+ λ · ∂f
∂z

∣∣∣∣
z=zo

= 0 , (9.9)

where λ is a new arbitrary parameter. These m+ 1 equations, together with
the constraint f(zo) = 0, define the m + 2 unknown quantities zo = [uo, xo]
and λo.

z 1

zm+1

L(z) = const.

∂L
∂z zo

∂ f
∂ z

zp

f (z) = 0

Fig. 9.4. Constrained optimization problem with one constraint.

The solution of the general case can be derived from the fact that in the
optimal point any arbitrary variation dz that satisfies the constraints may not
cause any variation of the performance index, i.e., for

df(u, x) = fu · du+ fx · dx = 0 , (9.10)

it has to be true that
4 The distinction between control and state variables is only a matter of conve-

nience.
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dL(u, x) = Lu · du+ Lx · dx = 0 . (9.11)

From (9.10), it follows that the variation dx depends on the variation du,

dx = −f−1
x · fu · du . (9.12)

The n × n matrix fx has to be nonsingular in the optimal point, otherwise
the problem is not well posed. Inserting (9.12) into (9.11),

dL(u, x) = [Lu − Lx · f−1
x · fu] · du = 0 . (9.13)

Since this has to be valid for any arbitrary variation du, the following necessary
condition results

Lu − Lx · f−1
x · fu = 0 . (9.14)

Sufficient conditions for a local minimum have to take into account the
second-order variations. Expanding in a Taylor series the performance index
around the optimal point xo, uo up to the second-order variations,

dL ≈ [Lx(xo, uo), Lu(xo, uo)] ·

[
dx

du

]
+

+
1
2
· [dxT , duT ] ·

[
Lxx(xo, uo) Lxu(xo, uo)
Lux(xo, uo) Luu(xo, uo)

]
·

[
dx

du

]
.

(9.15)

The linear term vanishes for (9.11). Moreover, dx cannot be arbitrarily se-
lected, but it has to be related to du in such a way that the constraint
f(x, u) = 0 is satisfied, i.e., with (9.12). Equation (9.15) then becomes

dL ≈ 1
2
· duT · [−fT

u · (f−1
x )T , I]·

·

[
Lxx(xo, uo) Lxu(xo, uo)
Lux(xo, uo) Luu(xo, uo)

]
·

[
−f−1

x · fu

I

]
· du ,

(9.16)

which has to be fulfilled for arbitrary values of du. The sufficient condition
for the point xo, uo being optimal is therefore

∂2L

∂u2

∣∣∣∣
opt

= (Luu − fT
u · (f−1

x )T · Lxu−

−Lux · f−1
x · fu + fT

u · (f−1
x ) · Lxx · f−1

x · fu)
∣∣
xo,uo > 0 ,

(9.17)

where opt = {xo, uo, f(x, u) = 0}. In other words, the Hessian matrix of
the performance index in the point xo, uo and for variations that satisfy the
constraints has to be positive definite. If (9.17) is only semidefinite, xo, uo

could not be a minimum.
An analogous formulation of the optimization problem, which will be easily

extended later, uses a formalism that is based on the approach (9.8). Instead
of the original problem, the function
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H(x, u, λ) = L(x, u) + λT · f(x, u) (9.18)

is minimized. The function H(·) is the Hamiltonian function of the optimiza-
tion problem, while λ = [λ1, . . . , λn]T are new arbitrary variables that will be
referred to as Lagrange multipliers.

In the optimal point f(xo, uo) = 0 must be zero and therefore in that point
H(xo, uo, λo) = L(xo, uo). For the formulation (9.18) to be equivalent to the
original optimization problem, the variation

dH(x, u, λ) = Hx(x, u, λ) · dx+Hu(x, u, λ) · du+ f(x, u) · dλ (9.19)

must vanish if, and only if, dL vanishes. The last addend in (9.19) is in any
case identically null (constraint). The new degrees of freedom λ can be defined
in such a way that Hx(x, u, λ) = 0, i.e.,

Hx(x, u, λ) = Lx(x, u) + λT · fx(x, u) = 0 ⇒
⇒ λT (x, u) = −Lx(x, u) · f−1

x (x, u) .
(9.20)

Inserting λ defined in this way in Hu, the necessary condition (9.14) is
obtained. The original optimization problem and the Hamiltonian formulation
are therefore equivalent. The necessary condition of the optimization problem
can be written as

dH(x, u, λ) = 0 (9.21)

or

i) ∂H
∂u

∣∣
u=uo,x=xo,λ=λo = 0 ⇒ Condition for optimality

ii) ∂H
∂x

∣∣
u=uo,x=xo,λ=λo = 0 ⇒ Fulfilled by the choice (9.19)

iii) ∂H
∂λ

∣∣
u=uo,x=xo,λ=λo = 0 ⇒ Constraint

. (9.22)

These m+ 2n equations are necessary conditions for uo, xo, and λo repre-
senting the solution of the optimization problem. Similarly, also the sufficient
condition (9.17) can be derived in the Hamiltonian formulation.

The Lagrange multipliers allow an interesting interpretation, which will
be useful in the following,

∂L

∂f

∣∣∣∣
u=uo

= −λT , (9.23)

i.e., considering instead of the constraint f(x, u) = 0 the slightly modified
constraint f(x, u) − df = 0 (df being a constant vector), the value of the
performance index in the new optimum is approximated as

L|u=uo(df) ≈ L|u=uo(0) − λT · df . (9.24)

A further application of the Hamiltonian formalism will be shown in the
next section.
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9.1.4 Minimization with Inequality Constraints

Let u = [u1, . . . , um]T ∈ <m be a vector of arbitrary variables and the map-
pings f : <m → <n, L : <m → < sufficiently differentiable functions of these
quantities. The optimization problem consists of finding that value of uo which
minimizes the performance index L and at the same time satisfies the condi-
tion f(uo) ≤ 0. Such a problem is often denoted as nonlinear programming,
in analogy to the concept of linear programming, in which both L and f are
linear. Often, the number of inequalities n is larger than the number of vari-
ables m. Indeed, some of the inequalities in the optimum are not active at all,
but it is not known a priori which inequality does not have to be considered.
The distinction between control and state variables thus loses its meaning.

If no inequality is active at all, the problem is reduced to the original
optimization problem without constraints with the sufficient conditions (9.1).
If only one inequality is active, the situation shown in Fig. 9.5 arises.

L(u) = const.

f (u) > 01f (u) = 01

∂ f
∂u

1

u1

um

f (u) = 02
∂L
∂u

f (u) > 02

u o

Fig. 9.5. Optimization with inequality constraints: two constraints, with only one
active.

This problem is analogous to the situation shown in Fig. 9.4. In particular,
the boundary of the inequality constraint becomes a regular constraint, such
as the one that was discussed in the last section. Nevertheless, there is a
difference: the sign of the Lagrange multiplier is now given, since only positive
multipliers are admissible. The sign of the differential dL has to be positive
or zero

dL|u=uo =
∂L

∂u

∣∣∣∣
u=uo

· du ≥ 0 (9.25)

for admissible variations du, i.e. for

df |u=uo =
∂f

∂u

∣∣∣∣
u=uo

· du ≤ 0 . (9.26)

Instead, in the problem shown in Fig. 9.4, the gradients are equally oriented
and thus negative Lagrange multipliers are possible.
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The situation shown in Fig. 9.5 can be extended to the case of more active
constraints. Figure 9.6 shows the basic idea. The gradient of the performance
index has to be directed in such a way as to make possible a reduction of the
performance index only through a violation of the constraints.

∂ f
∂u

2

u1

um

L(u) = const.

f (u) < 01

f (u) = 01

∂ f
∂u
1

f (u) = 02

∂L
∂u

f (u) < 02

u o

Fig. 9.6. Optimization with inequality constraints: two active constraints.

Accordingly, the gradients of the active constraints at the optimum define
the base vectors, whose directions, weighted with negative constants, allow
for the evaluation of the gradient of the performance index,

∂L

∂u

∣∣∣∣
u=uo

= −λ1 ·
∂f1
∂u

∣∣∣∣
u=uo

− λ2 ·
∂f2
∂u

∣∣∣∣
u=uo

. . .− λν ·
∂fν

∂u

∣∣∣∣
u=uo

, (9.27)

where ν ≤ n is the number of active constraints.
Introducing the Hamiltonian

H(u, λ) = L(u) + λT · f(u) , (9.28)

this condition follows,

∂H

∂u
=
∂L

∂u
+ λT · ∂f

∂u
= 0 , (9.29)

where
λ ≥ 0 if f(u) = 0 (active constraint)
λ = 0 if f(u) < 0 (inactive constraint)

. (9.30)

Thus, in the subspace in which the constraints are not active, a stationary
point will be sought in these directions. Where the constraints are active,
since the sign of the multipliers is given, a special optimization problem with
equality constraints will be solved.

It is possible to imagine “pathological” situations in which the gradients of
the constraints are linearly dependent and therefore (9.26) cannot be satisfied.
Such situations have to be excluded a priori, see [30].
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9.2 Optimal Control

9.2.1 Introduction

The problems discussed in Sect. 9.1 were finite-dimensional, i.e., their solutions
could be interpreted as real vectors in a finite-dimensional space. The problems
discussed in this section lead instead to infinite-dimensional solutions. For
each time point, parameter values are searched in a finite interval, i.e., in a
continuum. In the mathematical literature the notion calculus of variations
is used. In systems theory, the notion of optimal control is more common.

The problem formulation is: let ta, tb ∈ < be the initial and final time,
u : [ta, tb] → <m are arbitrary functions, x : [ta, tb] → <n is the state vector
defined by u(t) and the constraints (9.32), and L : <n × <m × [ta, tb] → <,
ϕ : <n × < → < are sufficiently differentiable functions. Find the control law
u(t) that minimizes the performance index

J(u) = ϕ(x(tb), tb) +
∫ tb

ta

L(x(t), u(t), t) dt , (9.31)

while the state x(t) satisfies the differential equation

ẋ = f(x(t), u(t), t), x(ta) = xa . (9.32)

Starting from this formulation, many variants can be derived (final time
unspecified, final state partially or completely specified, constraints over the
state vector or the control vector, etc.), some of which will be discussed below.
The next sections follow closely the text of [30] and the same notation is used.
Readers interested in a thorough treatment of the subject are referred to that
monograph.

9.2.2 Optimal Control for the Basic Problem

Instead of dealing with (9.31) and (9.32) separately and on the basis of the
results of Sect. 9.1, it is reasonable to solve a combined optimization problem
in which the constraints are integrated in one performance index by means of
the Lagrange multipliers,

J̃(u) = ϕ(x(tb), tb)+
∫ tb

ta

{
L(x(t), u(t), t) + λT (t) · [f(x(t), u(t), t)− ẋ(t)]

}
dt .

(9.33)
Note that the Lagrange multipliers are now functions of time. As in

Sect. 9.1, a Hamiltonian formulation is introduced with the definition

H(u(t), x(t), λ(t), t) = L(x(t), u(t), t) + λT (t) · f(x(t), u(t), t) . (9.34)

The augmented performance index (9.33) is written as
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J̃(u) = ϕ(x(tb), tb) +
∫ tb

ta

H(x(t), u(t), λ(t), t)dt−
∫ tb

ta

λT (t) · ẋ(t) dt . (9.35)

An integration by parts of the third term in (9.35) yields the final equation
of the optimality condition

J̃(u) = ϕ(x(tb), tb)− λT (tb) · x(tb) + λT (ta) · x(ta)+

+
∫ tb

ta

H(x(t), u(t), λ(t), t)dt+
∫ tb

ta

λ̇T (t) · x(t) dt .
(9.36)

Now the control variable u(t) will be varied by δu(t). With (9.37) the
resulting variation of the augmented performance index is obtained by means
of the chain rule

δJ̃(u) =
[(

∂ϕ(x, t)
∂x

− λT (t)
)
· δx(δu)

]
t=tb

+ λT (ta) · δxa

+
∫ tb

ta

[
∂H(x, u, λ, t)

∂u
· δu+

(
∂H(x, u, λ, t)

∂x
+ λ̇T (t)

)
· δx(δu)

]
dt

(9.37)

In this equation, δxa is the arbitrary variation of the initial condition, which
depends on δu(t). Using the constraints (9.32), the variations δx(u) are of
course related to the variations δu(t).

To avoid the calculation of such a dependence, it is possible to use the
degrees of freedom λ(t), which have not been specified yet. In fact, if the
derivative of λ is chosen as

λ̇(t) = −
(
∂H(x, u, λ, t)

∂x

)T

= −
(
∂L(x, u, t)

∂x

)T

−
(
∂f(x, u, t)

∂x

)T

· λ(t),

λ(tb) =
(
∂ϕ(x, t)
∂x

)T

t=tb

(9.38)

the variation δJ̃ will be independent of δx. Equation (9.38) is a system of
ordinary differential equations for the Lagrange multipliers. Unfortunately,
the final value rather than the initial value of λ(t) is specified. Both the
systems (9.32) and (9.38) are coupled by the optimality condition for the
control vector.

With the choice of (9.38) the variation of the augmented performance
index (9.37) becomes

δJ̃ = λT (ta) · δxa +
∫ tb

ta

[
∂H(x, u, λ, t)

∂u
· δu(t)

]
dt . (9.39)

Two conclusions can be drawn from this equation: (i) if the control vector
is kept constant, then λT (ta) is the gradient of the performance index with
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respect to the initial conditions, and (ii) if the initial conditions are kept
constant, the optimal control vector has to yield δJ̃ = 0. For arbitrary δu(t),
the choice

∂H(x, u, λ, t)
∂u

= 0, ∀t ∈ [ta, tb] (9.40)

is the only way to accomplish that. Therefore, all the quantities in the equa-
tions of the optimization problem defined above are known. Table 9.1 provides
a compact summary.

Table 9.1. Sufficient conditions for optimal control (Euler–Lagrange equations).

System ẋ = f(x(t), u(t), t)

Performance index J(u) = ϕ(x(tb), tb) +
R tb

ta
L(x(t), u(t), t) dt

Adjoint system λ̇(t) = −
„

∂L(x, u, t)

∂x

«T

−
„

∂f(x, u, t)

∂x

«T

· λ(t)

Optimal control
∂L(x, u, t)

∂u
+ λT (t) · ∂f(x, u, t)

∂u
= 0

Boundary conditions x(ta) = xa and λ(tb) =

„
∂ϕ(x, t)

∂x

«T

t=tb

As already mentioned, this 2n-dimensional system of coupled differential
equations is not easily solved, since n boundary conditions are given at the
initial time and the other n values at the final time (two-point boundary
problem). If the equations are solvable in closed form, this leads to some
implicit relationships, which are sometimes solvable (see the example below).
In numerical methods it is necessary to proceed iteratively, since the Lagrange
multipliers are not directly related to the system considered, and then no
estimation is possible of λ(ta), which strongly complicates the calculation.

Example 3: Optimal “Rendez-Vous” Maneuver A vehicle in the
plane has to be controlled to move in a prefixed time tb from a given initial
state as closely as possible to a desired final state x(tb) ≈ p and v(tb) ≈ w.
The control signal must be optimal in terms of fuel consumption, which is
assumed to be proportional to the square of the input u(t). From Table 9.1
the following relationships can be derived:

ẋ(t) = v(t), v̇(t) = u(t) , (9.41)
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L =
µ1

2
· u2(t), ϕ =

µ2

2
· (x(tb)− p)2 +

µ3

2
· (v(tb)− w)2 , (9.42)

λ̇1(t) = 0, λ̇2(t) = −λ1(t) , (9.43)

uo(t) = − 1
µ1
· λ2(t) , (9.44)

x(0) = x0, v(0) = v0 (9.45)

λ1(tb) = µ2 · (x(tb)− p), λ2(tb) = µ3 · (v(tb)− w) . (9.46)

The constants µ{1,2,3} are used as tuning parameters with which the relative
importance of the otpimization objectives can be qualified. In this simple
case, the equations of the system can be solved analytically. For the Lagrange
multipliers

λ1(t) = µ2 · (x(tb)− p) = c0(x(tb)) , (9.47)

λ2(t) = [µ3 · (v(tb)− w) + µ2 · (x(tb)− p) · tb]− [µ2 · (x(tb)− p)] · t

= c1(x(tb), v(tb))− c0(x(tb)) · t .
(9.48)

With λ2(t) being linear with time, the optimal control law can be determined
and the solution of the system follows

v(t) = v0 −
c1(x(tb), v(tb))

µ1
· t+

1
2
· c0(x(tb))

µ1
· t2 , (9.49)

x(t) = x0 + v0 · t−
1
2
· c1(x(tb), v(tb))

µ1
· t2 +

1
6
· c0(x(tb))

µ1
· t3 . (9.50)

Of course, both of these equations must satisfy the compatibility conditions

v(tb) = v0 −
c1(x(tb), v(tb)

µ1
· tb +

1
2
· c0(x(tb))

µ1
· t2b , (9.51)

x(tb) = x0 + v0 · tb −
1
2
· c1(x(tb), v(tb))

µ1
· t2b +

1
6
· c0(x(tb))

µ1
· t3b , (9.52)

which yield implicit equations for x(tb) and v(tb). After some manipulation,
the explicit solution can be found, as

v(tb) =
{
12 · µ2

1 · v0 + µ2 · µ3 · t4b · w + 2 · µ1 · tb·
· [6 · µ3 · w − µ2 · tb · (3 · x0 + tb · v0 − 3 · p)]} ·

·
(
12 · µ2

1 + 12 · µ1 · µ3 · tb + 4 · µ1 · µ2 · t3b + µ2 · µ3 · t4b
)−1

,

(9.53)

x(tb) =
{
µ2 · µ3 · t4b · p+ 12 · µ2

1 · (tb · v0 + x0) + 2 · µ1 · tb·
·
[
2 · µ2 · p · t2b + 3 · µ3 · (tb · v0 + tb · w + 2 · x0)

]}
·

·
(
12 · µ2

1 + 12 · µ1 · µ3 · tb + 4 · µ1 · µ2 · t3b + µ2 · µ3 · t4b
)−1

.

(9.54)
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Fig. 9.7. Control variable, state variables, and Hamiltonian of Example 3.

Figure 9.7 shows the system behavior for the case µ1 = µ2 = µ3 = 1, v0 =
x0 = 0, w = 1, p = 5, ta = 0, tb = 5. The behavior computed for the
Hamiltonian will be discussed further below. Figure 9.8 shows the sensitivity
of the quadratic errors in position and speed

εp = (x(tb)− p)2, εv = (v(tb)− w)2 , (9.55)

and of the control effort

εu =
∫ tb

ta

u2(t) dt , (9.56)

as well as of the performance index with respect to variations of the weights
µ2 ∈ [0.1, 1.0], µ3 ∈ [0.1, 2.0].

9.2.3 First Integral of the Hamiltonian

For time-invariant problems, i.e., when both the performance index (9.31) and
the system (9.32) are not explicitly functions of time, it can be shown that
along the optimal solution

d

dt
H(xo, uo, λo) = 0, ∀t ∈ [ta, tb] , (9.57)
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Fig. 9.8. Optimization results of Example 3 for different weights µ2 and µ3 (µ1 = 1).

that is, the Hamiltonian is constant along an optimal solution. This property
does not add any new information, but it is sometimes very useful to test the
correctness of a solution or of its implementation (see the example above).
The proof is easy to derive. The derivative of H is

d

dt
H(xo, uo, λo) =

∂H

∂t
+
∂H

∂u
· u̇+

∂H

∂x
· ẋ+

∂H

∂λ
· λ̇

=
∂H

∂t
+Hu · u̇+ (Hx + λ̇T ) · f .

(9.58)

Along an optimal trajectory Hu = 0 and λ̇T = −Hx, whence (9.58) can be
simplified as

d

dt
H(xo, uo, λo) =

∂H

∂t
. (9.59)

For time-invariant systems, the right-hand term of (9.59) must vanish and
(9.57) follows therefrom.
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9.2.4 Optimal Control with Specified Final State

In the remaining part of this section, three important extensions will be briefly
described, without showing the derivation of the results.

In some cases the system is required to be exactly forced to a given point
of the state space. In the following it will be assumed that a solution of the
problem exists and that q ≤ n final states are given. In this situation, it makes
no sense to include these states in the end cost ϕ(x(tb)). The corresponding
final conditions for λj(tb), j = 1, . . . , q are no longer given in this way, but
as xj(tb) = xbj , j = 1, . . . , q. In other words: the problem is still a two-point
boundary problem, but now q initial values of the Lagrange multipliers have
to be chosen in such a way as to satisfy the final conditions imposed on the
state variables.

Table 9.2. Sufficient conditions for optimal control, specified final states.

System ẋ = f(x(t), u(t), t)

Performance index J(u) = ϕ(x(tb), tb) +
R tb

ta
L(x(t), u(t), t) dt

Adjoint system λ̇(t) = −
„

∂L(x, u, t)

∂x

«T

−
„

∂f(x, u, t)

∂x

«T

· λ(t)

Optimal control
∂L(x, u, t)

∂u
+ λT (t) · ∂f(x, u, t)

∂u
= 0

Boundary conditions x(ta) = xa, xj(tb) = xbj , j = 1, . . . , q

λ(tb) =

8><>:
νj ∈ IR arbitrary j = 1, . . . , q„

∂ϕ(x, t)

∂xj

«T

t=tb

j = q + 1, . . . , n

Remark: If a state xj(tb) is completely irrelevant for the optimization, i.e.,
it is neither given nor included in ϕ(x(tb)), the variation of the performance
index with respect to this variable vanishes

∂J

∂xj

∣∣∣∣
t=tb

= 0 (9.60)

and the final values of the corresponding Lagrange multipliers are thus zero,
λj(tb) = 0.
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The same is valid when certain initial states xj(ta) are not assigned. The
corresponding Lagrange multipliers are thus given as λj(ta) = 0. Also in this
case there is no further information. Now, instead of the optimal initial value
of the Lagrange multipliers, the corresponding value of the state variable has
to be found that still leads to a two-point boundary problem with n unknowns
at t = ta.

9.2.5 Optimal Control with Unspecified Final Time

Optimal control problems with unspecified final time and with fully unspec-
ified or partially given final states can be solved in principle through an it-
erative procedure starting from a given final time. That final time, to which
the smallest performance index corresponds, is the solution of the problem. In
other words, the problems with unspecified terminal time have an additional
degree of freedom.

It is possible to show that using the conditions given in Tables 9.1 and 9.2,
this requirement is (

∂ϕ(x, t)
∂t

+H(x, u, λ, t)
)

t=tb

= 0 . (9.61)

For the important case of minimum time problems (L(x(t), u(t), t) = 1),
the necessary conditions of Table 9.3 apply.

Table 9.3. Sufficient conditions for minimum time control, fixed final states.

System ẋ = f(x(t), u(t), t)

Performance index J(u) = ϕ(x(tb), tb) + tb − ta

Adjoint system λ̇(t) = −
„

∂f(x, u, t)

∂x

«T

· λ(t)

Optimal control λT (t) · ∂f(x, u, t)
∂u

= 0

Boundary conditions x(ta) = xa, xj(tb) = xbj , j = 1, . . . , q

λ(tb) =

8><>:
νj ∈ IR arbitrary j = 1, . . . , q„

∂ϕ(x, t)

∂xj

«T

t=tb

j = q + 1, . . . , n
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9.2.6 Optimal Control with Bounded Inputs

In almost every real application, the control variables of a system are limited.
One possible formulation of this fact is to impose5

F (u, t) ≤ 0 . (9.62)

The remainder of the problem formulation analyzed below is the same as in
Sect. 9.2.

This problem has played a great role in the development of the theory of
optimal control. While considering only slight variations in the control signal
(u and u̇ are limited), it is possible to derive a solution (Euler–Lagrange
approach) with analogous considerations to those shown in Sec. 9.2. However,
if large variations are allowed (a case that has a great significance in practice),
it is necessary to adopt more advanced concepts of optimal control theory. The
result of this analysis is well known as Pontryagin’s maximum principle:

The Hamiltonian has to be minimized over all the control signals pos-
sible.

The key point here is that discontinuities in the control signal u(t) are per-
mitted and that in some cases the minimum is attained at the limits of the
range of u(t). The following example will illustrate these ideas.

Example 4: Optimal-Time Rendez-Vous with Limited Control
Variable A simple non-trivial problem consists of transferring a material
point in the plane from a known rest position (without loss of generality,
chosen as the origin of the coordinate system, i.e., x(ta) = 0, v(ta) = 0) to
another rest position x(tb) = xb, v(tb) = 0, with a limited acceleration. After
a proper scaling, the problem may be written as

ẋ(t) = v(t), v̇(t) = u(t), |u(t)| ≤ 1 , (9.63)

L = 1 , (9.64)

λ̇1(t) = 0, λ̇2(t) = −λ1(t) . (9.65)

The Hamiltonian of this problem is linear in the control variable

H(t) = 1 + λ1(t) · v(t) + λ2(t) · u(t) , (9.66)

thus the minimum u(t) will be reached for a limit value of u(t). According to
Pontryagin’s minimum principle,

u(t) =

+1, if λ2(t) < 0

−1, if λ2(t) > 0
. (9.67)

5 The general case F̃ (x, u, t) ≤ 0 is clearly more difficult.
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The singular case, i.e., when λ2(t) ≡ 0 in a finite interval, can be excluded here.
In more complex cases, for instance with various input or state limitations,
this situation can actually occur.

The optimal control law found in this way is discontinuous6 and it is clear
that, in order to pass from one rest position to another, at least one change
of sign of the acceleration has to take place. The Lagrange multipliers vary in
the following way

λ1(t) = c1

λ2(t) = −c1 · t+ c0 . (9.68)

In accordance with the control law (9.68) at most one switch can take place.
The final time tb has to be minimized depending on the problem formula-

tion, that is, the additional condition(
∂ϕ

∂t
+H

)
t=tb

= H(tb) = 0 (9.69)

has to be satisfied. If the problem is time-invariant, H(t) ≡ 0, ∀t ∈ [0, tb].
From (9.66), evaluated at t = 0,

H(0) = 1 + c1 · v(0) + (−c1 · 0 + c0) · u(0) = 1 + c0 · u(0) ⇒

⇒ c0 =

{
−1 if u(0) > 0
+1 if u(0) < 0

.
(9.70)

The initial values of u and λ2 are also opposite in sign. Inserting the
resulting control law in the system equations, e.g., for the case u(0) = 1,

lllv(t) = t, x(t) = 1
2 · t

2, for t < ts

v(t) = 2 · ts − t, x(t) = −t2s + 2 · ts · t− 1
2 · t

2, for t > ts .(9.71)

The final time and the switch time are

tb = 2 · ts, ts =
√
x(tb) , (9.72)

and the still unknown constant c1 is

c1 =
−1√
x(tb)

. (9.73)

Figure 9.9 shows the trajectories of the optimally controlled system in
the state space (plane v–x, since time no longer appears explicitly). These
trajectories are parabolae. Two of them are particularly important, since they
lead to the desired final state without any further switches in u.
6 Often referred to as “bang-bang control.”
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Fig. 9.9. State trajectories of Example 4; dark: regular solutions; gray: switching
parabolae.

Incidentally, the same figure shows what happens if instead of a transfer
from one rest point to another, any other initial and final states are consid-
ered. By choosing one final state, two parabolae are always defined, one with
positive (u(0) > 1) and one with negative curvature, which pass through the
final point. Only initial points situated on this branch reach the desired final
state without any switch. All the other initial conditions lead to one switch.

A further interesting interpretation of Fig. 9.9 results from the implemen-
tation of the control law found. Instead of calculating the control variable for
each point in advance, the two switching curves can be calculated and then
stored in memory. During the normal operation, the controller checks on-line
whether the state is in the positive (u(0) > 1) or in the negative semi-plane, in
order to determine the correct input. In this way an open-loop control scheme
becomes a closed-loop one.

For any arbitrary initial point the total transfer time to the origin is given
by

ttotal = v0 + 2 ·
√

1
2
· v2

0 + x0 . (9.74)

Thecost-to-go curves (isolines of transfer time) have the shape shown in
Fig. 9.10. This consideration plays an important role in the extension of this
approach, towards a formulation as a feed-back solution.
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Fig. 9.10. Cost-to-go isolines of Example 4.



10

Appendix III – Dynamic Programming

This appendix summarizes the main concepts of dynamic programming, its im-
plementation, and some automotive applications. Dynamic programming was
developed during the 1950’s by Richard Bellman [25] and has ever since been
used as a tool to design optimal controllers for systems with constraints on
the state variables and the control inputs. The first section explains the theory
behind the algorithm and its complexity. The second section identifies some
of the problems encountered when implementing dynamic programming algo-
rithms. Finally, the third and last section shows an automotive applications of
dynamic programming, which illustrates some of the points introduced before.
Readers interested in the details of the theory of deterministic and stochastic
dynamic programming are referred to the standard text books [25, 27].

10.1 Introduction

For a given system, dynamic programming can be used to find the optimal
control input that minimizes a chosen cost function. The benefit of dynamic
programming compared to standard optimal control theory is its ability to
handle multiple complex constraints on both states and inputs and its low
computational burden. The main drawback of the dynamic programming ap-
proach is that all disturbances1 (in the case of deterministic dynamic program-
ming), or at least their stochastic properties (in the case of stochastic dynamic
programming) have to be known a priori. Therefore, dynamic programming
is often not a useful method for the design of real-time control systems. Only
in those cases where the disturbances (their stochastic properties) are known
at the outset, deterministic (stochastic) dynamic programming can be used in
real-time control applications. Nevertheless, dynamic programming is a very
useful tool as it can be used to provide an optimal performance benchmark.
1 All exogenous signals are considered to be “disturbances,” e.g. reference signals

r(tk) generated by human drivers are considered to be disturbances as well.
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When designing a suboptimal real-time controller, this benchmark can then be
used to asses the quality of the suboptimal solution. Moreover, in some cases
the optimal non-realizable solution provides insights in how the suboptimal
but realizable control system should be designed.

The dynamic programming theory [26, 25, 27] has been used in automotive
applications, both using stochastic dynamic programming [153, 141, 139, 127]
and using deterministic dynamic programming [226, 86]. Dynamic program-
ming can also be used to optimize the parameters of a power train [240, 241].

In this appendix, the emphasis will be on introducing the main ideas, dis-
cussing some implementation issues, and on providing one automotive example
illustrating how dynamic programming can be used. The example shown at
the end of this chapter deals with the torque split problem in a mild paral-
lel hybrid electric vehicle. In addition to that, two detailed case studies (see
Sects. 8.2 and Sects. 8.8) apply dynamic programming ideas to the problem
of gear shifting and driving strategy optimization.

10.2 Theory

10.2.1 Introduction

This section provides the basic theoretical concept, which will be used in
the other sections. This section is not exhaustive and readers interested in
a detailed treatment of the subject are referred to the standard textbooks
[25, 27]. This section will use the nomenclature introduced in [27].

In dynamic programming problems the following discrete-time dynamic
system is considered

xk+1 = fk(xk, uk, wk), k = 0, 1, ..., N − 1. (10.1)

The dynamic states xk ∈ Xk ⊂ IRn
δ , the control inputs uk ∈ Uk ⊂ IRm

δ ,
and the disturbances wk ∈ Dk ⊂ IRd

δ are discrete variables both in time
(index k) and value (thus the subscript IR...

δ of the vector spaces). The control
inputs uk are limited to the subset Uk which can depend on the states xk,
i.e., uk ∈ Uk(xk). As mentioned above, the disturbance wk must be known in
advance for all k ∈ [0, N − 1].

A specific control sequence (or “policy”) is denoted by π = {µ0, µ1, ...µN−1}
and the cost of using π on the problem (10.1) with the initial condition x0 is
defined by

Jπ(x0) = gN (xN ) +
N−1∑
k=0

gk(xk, µk(xk)). (10.2)

With these definitions, the optimal trajectory πo is the trajectory that
minimizes Jπ

Jo(x0) = min
π∈Π

Jπ(x0). (10.3)
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The principle of optimality [25], as illustrated in Fig. 10.1, provides the
main insight in how to solve this problem

i time

0x

state space

ix

Nx(π  )0f

Fig. 10.1. Principle of optimality: assume that πo(x0) is the optimal policy going
from x0 to xN and that, when using this policy, a point xi is reached; then the policy
πo(xi) is the optimal solution of the optimization problem from xi to xN .

Principle of Optimality

Let πo = {µo
0, µ

o
1, ...µ

o
N−1} be an optimal policy/trajectory for the basic prob-

lem (10.1), and assume that when using πo a given state xi is reached at time
i. Now consider the optimization problem with initial condition at xi at time
i and cost-to-go from time i to time N defined by

E

{
gN (xN ) +

N−1∑
k=i

gk(xk, µk(xk), wk)

}
. (10.4)

Then the truncated policy πo(xi) = {µo
i , µ

o
i+1, ...µ

o
N−1} is optimal for this new

problem.

For every initial state x0 the optimal cost Jo(x0) of the deterministic
problem (10.1) is equal to J0(x0) where J0 is given by the last step of the
following algorithm, which proceeds backwards in time from N − 1 to 0:

1. end cost calculation step

JN (xN ) = gN (xN ), (10.5)

2. intermediate calculation step

Jk(xk) = min
uk∈Uk(xk)

{gk(xk, uk) + Jk+1(fk(xk, uk))} , (10.6)

then, if uo
k = µo

k(xk) minimizes the right side of (10.6) for each xk and k,
the policy πo = {µo

0, ..., µ
o
N−1} is optimal. This algorithm is referred to as
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deterministic dynamic programming (DDP) since the disturbance has to be
known exactly in advance.

Another approach is to consider the same system (10.1), but now to as-
sume that the disturbance wk ∈ Dk is random. To be more precise, the random
disturbance wk is assumed to be a Markov process, i.e., its probability dis-
tribution at time k does not depend on the previous values of k. However,
wk can depend on the states and control inputs. Of course the probability
distribution of the disturbance must be known in advance. The cost criteria

Jπ(x0) = Ewkk=0,1,...,N−1

{
gN (xN ) +

N−1∑
k=0

gk(xk, µk(xk), wk)

}
(10.7)

is the expected cost of using the control policy π = {µ0, µ1, ...µN−1} on this
stochastic problem with uk = µ(xk) and with the initial condition x0. The
optimal policy πo is then the policy that minimizes Jπ

Jo(x0) = min
π∈Π

Jπ(x0). (10.8)

When applying the principle of optimality to the problem (10.1), (10.7)-
(10.8) it is possible to create the algorithm:

1. end cost calculation step

JN (xN ) = gN (xN ), (10.9)

2. intermediate calculation step

Jk(xk) = min
uk∈Uk(xk)

Ewk
{gk(xk, uk, wk) + Jk+1(fk(xk, uk, wk))} ,

(10.10)

which proceeds backward in time from N − 1 to 0. For every initial state x0,
the optimal cost Jo(x0) of the stochastic problem is equal to J0(x0) where
J0 is given by the last step of the algorithm (10.9)-(10.10). The expectation
is taken with respect to the probability distribution of wk, which, in general,
depends on xk and uk. Furthermore, if uo

k = µo
k(xk) minimizes the right side

of (10.10) for each xk and k, the policy πo = {µo
0, ..., µ

o
N−1} is optimal. The

algorithm (10.9)-(10.10) is referred to as the stochastic dynamic programming
(SDP) approach.

In some problems a stochastic model of the disturbances can be obtained
with relatively low effort a priori and a real-time SDP can be developed using
the approach described above. Usually, the DDP approach is used to provide
a benchmark, which is then used to asses the quality of other suboptimal real-
time controllers. However, in those cases where the “disturbance” is known a
priori,2 the DDP approach can be used to design real-time controllers as well.
2 For instance, public transportation systems always follow fixed and well-known

routes. The resulting speed and torque profiles, i.e., the “disturbances,” can be
assumed to be well known a priori.
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Adopting a predictive control strategy [90] represents a compromise between
the two extreme cases.

In the following sections the term dynamic programming will refer to both
the deterministic and the stochastic approach. Which one is meant will be
obvious from the context.

10.2.2 Complexity

The objective of the problem (10.1)-(10.3) and (10.7)-(10.8) is to find an
optimal solution πo. The obvious brute force method is to test all possibilities
π ∈ Π. However, this is, in general, not feasible. For instance, to optimize
the gear shifting control strategy for a vehicle with 5 gears with a vehicle
model sampled with 1 s intervals on a driving cycle lasting 60 s, the number
of possible control inputs uk is 560. If each evaluation of the model requires
10−9 s CPU time, such an approach would require in the order of 1025 years.
Using the principle of optimality and the dynamic programming algorithm the
computation time will be 60 ·5 ·5 ·10−9 s = 1.5 µs. In fact, for this example the
DDP algorithm has a number of computations in the order of only O(N ·p ·q)
where N is the number of time steps, and p and q are the numbers of possible
state and input values (value discretization).

In general, the computational burden of all DDP algorithms scales linearly
with the problem timeN . Unfortunately, all dynamic programming algorithms
have a complexity which is exponential in the number of states n and control
inputs m

O(N · pn · qm). (10.11)

This makes the algorithm only suitable for low order systems. The parallel
hybrid energy management problem analyzed in this appendix has a long
problem duration, but is of low order. Therefore, DDP can be used successfully
to derive an optimal control signal.

If the system has a high order (state variables and/or inputs), there are
several methods to approximate the optimal solution (approximate dynamic
programming) [27]. Obviously, the solution obtained with these methods is
not guaranteed to be a global optimum.

10.3 Implementation Issues

There are several issues to consider when implementing the deterministic dy-
namic programming algorithm in general and in particular using Matlab. The
following points will be discussed in this section

• grid selection;
• nearest neighbor or interpolation; and
• scalar or set implementation



316 10 Appendix III – Dynamic Programming

The grid selection refers to the selection of the discrete state and input spaces
for the algorithm. The second issue deals with the problems a discrete state
space introduces to the algorithm. The final issue is specific to the Matlab
language and refers to the poor efficiency of some of the built in functions.
The first two issues are not dependent on the implementation language and
are thus relevant in all implementations.

10.3.1 Grid Selection

All dynamic programming algorithms are based on discrete decision processes
and therefore a dynamic system with continuous inputs and states has to be
approximated by a discrete-value system. This requires the state space to be
limited and discretized as a first step. There are several ways of choosing the
grid and the number of elements in it. For some problems this is straightfor-
ward. For example, the gear shifting case study of Sect. 8.2 has inherently
discrete state and input spaces. This is not the case for the parallel hybrid
electric vehicle example analyzed below in Sect. 10.3.3, where the input signal
(the torque split factor) and the state variable (the battery state of charge)
are continuous. A large number of grid elements p and q will give an accurate
solution, but will require long computational times and vice versa.

10.3.2 Nearest Neighbor or Interpolation

In all DP algorithms the computation of the last term of (10.6)

...+ Jk+1(fk(xk, uk))

poses the following problem: since xk ∈ Xk is discretized into a finite set of
possible states, the term Jk(xk) is also only defined for these possible states.
A problem arises when the value of the new state, calculated using fk(xk, uk),
does not match one of the possible states inXk. Figure 10.2 shows this problem
with Xk = Xk+1∀k. All possible inputs, u1−3, have to be evaluated when
calculating Jk(xi) and the cost of using respective control input has to be
added to the cost-to-go from the resulting state

Jk(xi) = min


gk(xi, u1) + Jk+1(fk(xi, u1))

gk(xi, u2) + Jk+1(fk(xi, u2))

gk(xi, u3) + Jk+1(fk(xi, u3))

 (10.12)

The state space Xk, and thus the cost-to-go Jk, is only defined for discrete
values of the state xk. Therefore the term Jk+1(fk(xk, uk)) in (10.6) must be
approximated. There are two main approaches to solve this problem and both
have some benefits and some drawbacks. The first, very simple, solution is to
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take the closest value and evaluate the cost-to-go using this value. Using the
example (10.12) illustrated in Fig. 10.2, this method produces the result

Jk(xi) = min


gk(xi, u1) + Jk+1(xi+1)

gk(xi, u2) + Jk+1(xi)

gk(xi, u3) + Jk+1(xi)

 (10.13)

The advantage of the nearest neighbor method is its computational speed. Its
drawback is a relatively poor accuracy, which can require a very fine grid to
achieve the desired precision.
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Fig. 10.2. Illustration of the calculation of Jk(xi). The state variables at time k+1
are found starting at the time k with xi and using the possible inputs u1−3.

The second method to solve the problem is to use an interpolated value
of the cost-to-go Jk+1. Different interpolation methods have been used, but
linear interpolation is often sufficient to provide good accuracy while limiting
the extra computational cost. For instance, the approximation of (10.12) when
using linear interpolation for the example illustrated in Fig. 10.2 yields the
results

Jk(xi) = min


gk(xi, u1) + (fk(xi, u1)− xi+1) · Jk+1(x

i+2)−Jk+1(x
i+1)

xi+2−xi+1

gk(xi, u2) + (fk(xi, u2)− xi) · Jk+1(x
i+1)−Jk+1(x

i)
xi+1−xi

gk(xi, u3) + (fk(xi, u3)− xi−1) · Jk+1(x
i)−Jk+1(x

i−1)
xi−xi−1


(10.14)
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When implementing the dynamic programming algorithm using interpolation
in Matlab there is an advantage of implementing custom interpolation func-
tions since Matlab’s interpolation functions interp1 and interp2 are not
optimized for speed and contain rigorous error checks. This makes custom
interpolation functions, optimized for speed, almost a necessity when using
interpolation in any dynamic programming algorithms.

Equally Spaced Grids

When using interpolation it can be beneficial to use grids that are equally
spaced between the elements. By using such grids the interpolation function’s
(correctly implemented) computational time does not depend on the size of
the grid and this will reduce the computational time substantially. However,
if the number of grid points have to be increased in order to make the grid
equally spaced, then there is a tradeoff between the amount of time saved and
the additional computational time spent for the extra grid points.

Infeasible States or Inputs

A common way to handle infeasible states or inputs is to assign an infinite cost
to such states and inputs. However, if an infinite cost is used together with an
interpolation scheme, the problem arises that the interpolated value is infinity
as well. If this problem is not handled correctly, the number of infeasible
states will be artificially increased during the calculations. One solution to this
problem is to use a relative large real constant instead of infinity to penalize
infeasible states and inputs. This large constant has to be greater than the
cost-to-go for any of the states in the solution. Because the maximum cost-
to-go is not known in advance, this large constant has to be estimated and
some iterations may be necessary.

10.3.3 Scalar or Set Implementation

The way the model (10.1) together with the dynamic programming algorithm
is implemented can reduce substantially the computational requirements due
to some specific properties of Matlab. A simple implementation of the DDP
algorithm will have a form similar to the one shown below.
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Standard Pseudo Code (Scalar Implementation)

for k = N-1 to 1
forall indexes i_x in X_grid

reset Jk
forall indexes i_u in U_grid

[x_k+1 g_k] = f(X_grid(i_x),U_grid(i_u),k,...)
Jk = g_k + J(x_k+1,k+1)
if Jk < previous Jk

J_opt = Jk
u_opt = U_grid(i_u)

end if
end forall
J(i_x,k) = J_opt
U(i_x,k) = u_opt

end forall
end for

With this standard implementation there is one for-loop for every state
and input variable plus one for-loop associated to the time. Unfortunately,
Matlab handles for-loops not very efficiently. A much better approach is to
utilize Matlab’s vector-based algorithms. This requires the for-loops associated
with the state and input variables

[x_k+1 g_k] = f(X_grid(i_x),U_grid(i_u),k,...)

to be replaced by a vector-input vector-output approach

[x_k+1 G] = F(X_grid,U_grid,k,...)

Such a set implementation will have a form similar to the one shown below.

Optimized Pseudo Code (Set Implementation)

for k = N-1 to 1
[x_k+1 G] = F(X_grid,U_grid,k,...)
Jk = G + V(x_k+1,k+1)
J(i_x,k) = min Jk
U(i_x,k) = argmin Jk

end

The advantages that can be obtained by using this set implementation
are substantial. Fig. 10.3 shows the computation times needed to analyze the
example discussed below. Obviously, the speedup factor is so large that it is
worth implementing the set function approach, even if this entails some extra
programming efforts.
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Fig. 10.3. Computation time ratio between scalar implementation and set imple-
mentation for different state and input grids for the HEV Example (see Fig. 10.4).
The dashed line shows an average (1000 times) obtained with the three largest grids.

Example: Mild Parallel HEV - Torque Split

For the case of a parallel hybrid electric vehicle, this example shows how the
optimal torque control strategy can be found using DDP. An overview of the
model and its subsystems is shown in Fig. 10.4. The discrete model is very
similar to model of the dual clutch gearbox system analyzed in the case study
of Sect. 8.2). In addition, the HEV model includes a torque split device, an
electric motor, and a battery. The test cycle is again the MVEG-95 and the
gear shifting strategy is the standard one (middle plot in Fig. 8.5).

The model has one state xk, the battery state of charge, and one input
uk, the torque split factor. A time step ∆t of 1 s is used. The total torque
demanded from the two energy converters is

Tdem = Te0 + Tm0 + Tg (10.15)

where Te0 and Tm0 are the drag torques of the engine and electric motor. The
torque split factor u ∈ (−∞, 1] determines the electric motor torque and the
internal combustion engine torque according to

Te = (1− u) · Tdem (10.16)

and
Tm = u · Tdem (10.17)

In the considered HEV example, the motor and engine speed are equal to the
gearbox speed on the engine side ωe = ωm = ωg. The electric motor model
is simply represented by an efficiency map, ηm(ωm, Tm). The electric power
provided to/by the battery is

Pm =
Tm · ωm

ηm(ωm, Tm)
(10.18)
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Using the ideas introduced in Sect. 4.4.1, the battery is modeled as a voltage
source (open circuit voltage) in series with a resistance (internal resistance).
Both the open circuit voltage Uoc and the internal resistance Ri depend on
the state of charge of the battery. The battery current is

Ib =
Uoc −

√
U2

oc − 4 ·Ri · Pm

2 ·Ri
(10.19)

The state of charge is calculated using

xk+1 =
−Ib ηb(Ib)

Q0
·∆t+ xk (10.20)

where ηb is the battery charging efficiency and Q0 is the battery capacity.
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Fig. 10.4. Parallel hybrid electric vehicle model components and the signal flow
from the drive cycle through the model.

DDP is used to calculate the optimal torque split factor. A midsize vehicle
with a 1.6 l naturally aspirated engine and an electric motor with a maximum
power of 23 kW is analyzed. The cost function is defined by

gk(xk, uk) = ∆mf (10.21)

with the final cost

gN (x) =

{
0 x ≥ x0

∞ x < x0

(10.22)

The following discretization of the state- and input spaces is adopted

x ∈ [0.450, 0.452, . . . , 0.658, 0.660]
u ∈ [−2.0,−1.9, . . . , 0.9, 1.0]

(10.23)

The resulting optimal torque-split control strategy, which depends on the
state and on the time, is illustrated in Fig. 10.5. This map is then used dur-
ing a forward simulation of the model to evaluate and collect the different
parameters shown in Fig. 10.6.

Figure 10.6 shows that in this example the electric machine is used only for
boosting and during braking maneuvers to recuperate energy. The resulting
CO2 emissions for the considered hybrid electric vehicle are 164 g/km.
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Fig. 10.5. Optimal torque-split control strategy and resulting optimal state of
charge trajectory for the special case of x(0) =SOC(0) = 0.6. The input values
are grouped into only five classes to better show the main characteristics of the
optimal solution.
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Fig. 10.6. MVEG-95 cycle (top), optimal torque split factor (top, middle), engine
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Jungbluth N, Röder A (2004) Sachbilanzen von Energiesystemen: Grundlagen
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