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Foreword

On 23 January 2012, the European Commission presented its proposal for a
new “Data protection package”. With the new package, the Commission seeks to
strengthen data protection for the European citizens and set a standard for the rest of
the world. The proposal has indicated clear directions for the future of data protection
on the agenda. These include a ‘right to be forgotten’, stricter rules regarding online
profiling, and stronger sanctions for non compliance. Although the proposal clearly
follows the avenue already taken with Directive 95/46/EC, it also introduces con-
troversial new elements as well as uncertainty. And thus, as expected, the new and
re-considered, directions put forward by the Commission have spurred and exten-
sive highly challenging process of discussion, negotiation and lobbying in 2012 and
2013. At the time of writing this foreword (June 2013), the European Parliament is
discussing the almost 4,000 amendments that were tabled as a result of these discus-
sions and everyone in the field is eagerly awaiting the outcome of the parliamentary
decision making.

The sixth annual CPDP conference, held in Brussels on 23–25 January 2013, was
sharply influenced by the fresh release of the European Commission’s new plans and
proposals, and quite some attention was given to the new or reformulated concepts of
the package. This “reloading” of data protection, or even its “rebooting”, has given
a boost to reflection and research on the subject. This book volume bears witness to
this reloading of data protection.

The present book is one of the products of the sixth edition of the annual Brussels
based international International Conference on Computers, Privacy and Data Pro-
tection. CPDP 2013, was held under the same title: Reloading data protection. The
conference welcomed 750 participants at ‘our’ venue—the magnificent Les Halles,
while another 1,200 people were reached through free public events organized in
the evenings, also in Brussels. The 3 day conference offered participants 45 panels
and several workshops and special sessions, with 199 speakers from academia, the
public and private sectors, and civil society.

This volume brings together 16 chapters offering conceptual analyses, highlight-
ing issues, proposing solutions, and discussing practices regarding privacy and data
protection. The first section of the book, provides an overview of developments in
data protection in different parts of the world. The second section focuses on one
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vi Foreword

of the most captivating innovations of the data protection package, namely how to
forget and the right to be forgotten in a digital world. The third section proposes five
chapters on a recurring, and thus, obviously still important and disputed theme of the
CPDP-conferences : the surveillance, control and steering of individuals and groups
of people and the still more performing tools (data mining, profiling, convergence)
to realise those objectives, and this with illustrations from the domain of law en-
forcement and smart surveillance. The book concludes with five chapters that aim at
increasing our understanding of the changing nature of privacy (concerns) and data
protection.

The chapters in this volume stem from two tracks. Nine chapters (3, 4, 5, 10, 11,
12, 13, 14, and 15) originate from responses to the conference’s call for papers and
have thus already been presented during the conference. The remaining chapters (1,
2, 6, 7, 8, 9, and 16) were submitted by invited speakers in the months following the
conference. All the chapters of this book have been peer reviewed and commented on
by at least two referees with expertise and interest in the subject matter. Since their
work is crucial for maintaining the scientific quality of the book we would explicitly
take the opportunity to thank them, ad nominatim, for their commitment and efforts:
Claudia Aradau, Petra Bard, Rocco Bellanova, Laurent Beslay, Diana Alonso Blas,
Caspar Bowden, Ian Brown, Lee Bygrave, Johann Ças, Helena Carrapiço, Clau-
dia Diaz, Rodrigo Firmino, Gus Hosein, Simone Fischer-Hübner, Catherine Flick,
Marieke de Goede, Gloria González Fuster, Antonella Galetta, Seda Gürses, Dara
Hallinan, Marit Hansen, Hans Hedbom, Hielke Hijmans, Gerrit Hornung, Julien Je-
andesboz, Christopher Kuner, Eleni Kosta, Marc Langheinrich, Daniel Le Métayer,
Tobias Mahler, Gary Marx, Lucas Melgaço, Charles Raab, Joseph Savirimuthu,
Dimitra Stefanatou, Anton Vedder, John Vervaele and Tal Zarsky.

May this book meet the reader’s expectations and contribute to the quality of the,
today particularly actual and pertinent, debate about the next steps of the becoming
of privacy and data protection.

Serge Gutwirth
Ronald Leenes

Paul De Hert
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Chapter 1
Data Protection in Brazil: New Developments
and Current Challenges

Danilo Doneda and Laura Schertel Mendes

1.1 Introduction

In the twentieth century, few legal concepts have transformed as much as that involv-
ing the right to privacy. The concept departed from discussions about the violation
of privacy of celebrities photographed in embarrassing or intimate situations and
reached discussions on massive data processing of millions of citizens by public and
private entities through modern information technologies.1 In this context, Stefano
Rodotà affirms that privacy has been reinvented in the twentieth century, since this
right has come to involve concepts such as transparency and control of personal
data (beyond the right to be let alone and the notion of confidentiality), inducing the
development of the right to data protection.2

This transformation has been observed since the 1970s in national data protection
laws and in international treaties and agreements on the matter.3 This legislative
production started in Europe and NorthAmerica as a response to the rise of electronic
data collection and processing by governments and large companies.4 Since then,
technology and data protection laws have evolved, and the geographic boundaries of

1 Simitis (1987, p. 709).
2 See Rodotà (2008, p. 15).
3 Regarding transnational policy instruments on data protection, including, e.g., Convention 108
of the Council of Europe, the Guidelines of the Organization of Economic Cooperation and De-
velopment (OECD), the Directive 95/46/EC of the European Union, see Bennett and Raab (2006,
p. 83–115).
4 Mayer-Schönberger (2001, p. 221).

D. Doneda (�)
FGV Direito Rio-Praia de Botafogo,
190-13◦ andar-CEP 22250-900-Rio de Janeiro, RJ, Brazil
e-mail: danilo@doneda.net

L. S. Mendes
Humboldt-Universität zu Berlin,
Juristische Fakultät (Lehrstuhl für Bürgerliches Recht, Deutsches-,
Europäisches- und Internationales Privat- und Wirtschaftsrecht),
Unter den Linden 6, 10099, Berlin
e-mail: lauraschertel@hotmail.com

S. Gutwirth et al. (eds.), Reloading Data Protection, 3
DOI 10.1007/978-94-007-7540-4_1, © Springer Science+Business Media Dordrecht 2014



4 D. Doneda and L. S. Mendes

data protection legislation have spread throughout the world.5 It is clear today that
the new frontiers are regions such as Asia and Latin America, where in the last
decade several countries have updated their legislation to incorporate some degree
of protection of personal data.

In Brazil, the concept of privacy and the instruments for its protection have un-
dergone constant development in recent years by both courts and legislatures, to deal
with the challenges of data processing. Although Brazil does not have a general data
protection law as do several South American countries, a data protection framework
is being developed from various elements such as the privacy rights provided in the
Brazilian Constitution or several statutes that deal directly with personal data.

In fact, data protection is increasingly becoming a matter of autonomous regu-
lation in Brazil, in relation to the constitutional right to privacy, what can be seen
as a turning point in this matter. That is, more and more conflicts regarding data
processing are being considered within a framework of transparency and control,
rather than a privacy framework, which emphasizes opacity and confidentiality. This
is due to the recent developments of the case law, the enforcement efforts of public
authorities and the new acts issued in 2011 (i.e., the Credit Information Law and the
Access to Information Law), which are the object of analysis of this paper.

As a consequence, one can observe the coexistence of two kinds of legal tools that
deal with the flow of information in the Brazilian legal system, that is, privacy tools
and data protection tools, in the words of Paul de Hert and Serge Gutwirth.6 This
paper concentrates on the data protection framework in Brazil, from its foundations
to new developments, examining perspectives for further evolution and challenges
to be faced. Rather than conduct a static analysis,7 we aim to discuss the direction in
which the Brazilian data protection framework is evolving.

The goal of this paper is, therefore, to analyze how data protection is guaranteed
in Brazil, considering the recent development of new instruments and laws. The
analysis is organized in three steps: (1) The first part addresses the foundations of
data protection in Brazil, in particular, the constitutional provisions and the con-
sumer protection code; (2) The second part addresses the new developments of data
protection laws and instruments in the last years, particularly, the Credit Information
Law and the Access to Information Law; (3) The third part analyses the challenges
of guaranteeing data protection in Brazil and the tasks that must be carried out to
improve data protection in the country.

5 For an overview of the data protection legislation in the world, since the 1970s, see Table 5.1 “The
diffusion of data protection legislation by region” in Bennett and Raab (2006, p. 127).
6 According to them, privacy tools and data protection tools are complementary: while the former
focuses more on opacity, the latter emphasizes control and transparency. See De Hert and Gutwirth
(2006).
7 Highlighting the non static feature of privacy and data protection, even within a more or less stable
legal framework (e.g. the Data Protection Directive of 1995): Gutwirth et al. (2011), p. v.
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1.2 Foundations of Data Protection in Brazil

A legal framework for data protection in Brazil has been developed from consti-
tutional grounds up to specific legal measures in the last decades. Among several
other sets of legislations that, in various ways, foresee some extent of generic privacy
provisions, we will focus on the roots of the Brazilian data protection framework,
based both on its constitutional grounds, and on the Consumer Protection Code.

1.2.1 Constitutional Protection and the Habeas Data Writ

The Brazilian Constitution directly addresses issues regarding information by pro-
viding for the fundamental rights of freedom of expression8 and access to information
and transparency.9 In addition, it acknowledges the inviolability of private life and
privacy10 and also of telephonic, telegraphic and data communications,11 and estab-
lishes that the home is the holy and inviolable refuge of the individual.12 Furthermore,
it provides for the writ of habeas data,13 which gives citizens a way to access and
correct data about themselves held by third parties.

The writ of habeas data was originally introduced in Brazil’s 1988 Constitution
and has since influenced several other Latin American countries to adopt similar
provisions, to the extent that it was, at some point, taken as the root of a new Latin
American data protection framework.14 Habeas data also bears resemblance to the
inscription of rights regarding privacy, data protection and computers in the new
constitutional charts of two European countries that also were transitioning back to
democracy in the 1970s after a period of dictatorship, i.e., Portugal and Spain.

The essence of Brazil’s habeas data writ is to provide citizens with a tool to access
and correct personal information stored by public bodies. It has been considered, as
its legislative process indicates, to be an instrument much needed in the political
situation in which it arose, when Brazil (like several countries in the region) was in
transition to a democratic political regime.15 At this time citizens needed a tool to
access information that the military dictatorship had gathered about them,16 and the
habeas data was envisaged as this instrument. This means that the main inspiration
for Brazil’s writ of habeas data wasn’t the legal framework about data protection

8 Art. 5◦, IX; art. 220, Federal Constitution.
9 Art. 5◦, XIV; Art. 220; Art. 5◦, XXXIII; Art. 5◦, XXXIV, Federal Constitution.
10 Art. 5◦, X, Federal Constitution.
11 Art. 5◦, XII, Federal Constitution.
12 Art. 5◦, XII, Federal Constitution.
13 Art. 5◦, LXXII, Federal Constitution.
14 See Pulcinelli (1999); Guadamuz (2000).
15 See Barroso (1998, p. 211). See also Dallari (1997, p. 72), Barbosa Moreira (1998, p. 127).
16 Stella Calloni. “Los archivos del horror del operativo Condor”, in: <www.derechos.org/nizkor/
doc/condor/calloni.html>.

file:www.derechos.org/nizkor/doc/condor/calloni.html.
file:www.derechos.org/nizkor/doc/condor/calloni.html.
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that several European nations had developed by that time nor the U.S. legal privacy
tradition, but rather the mentioned requirements of the country’s political moment.17

In fact, habeas data was not proposed as a modern data protection tool nor did
it develop into one over time. It is a relatively costly and slow writ—it must be
presented by a lawyer and only after the plaintiff has already requested the data
directly from the defendant without success. Instead of adapting habeas data to a
more dynamic environment, other instruments were developed in Brazilian law to
address the increase of electronic data processing.

1.2.2 Ensuring Data Protection Through the Consumer
Protection Code

Although the Brazilian Constitution recognizes a variety of privacy rights as well
as the habeas data writ, as seen above, data protection, in a modern sense, initially
emerged in Brazil as a consumer protection issue. In fact, the Consumer Protection
Code (Law 8.078 of 1990) provided a multifaceted framework in which privacy and
data protection demands could develop and be addressed. As the evolution of the
issue in other countries reveals, the right to data protection tends to emerge in those
legal fields that are more likely to welcome the new social demands. This task fell
in Brazil to the Consumer Protection Code, since it entails a variety of principle-
based norms, which are broad enough to offer solutions to new conflicts related to
information technology.

Consumer protection plays a central role in Brazil’s legal system. The Consumer
Protection Code was enacted to balance the information and power asymmetries be-
tween consumers and traders.18 It establishes norms regarding private, procedural and
criminal law, as well as provides for an administrative structure for the enforcement
of consumer rights. Moreover, it organizes a National Consumer Protection System,
to coordinate the more than 600 public bodies responsible for consumer protection
at the federal, state and local levels, which operate as an extrajudicial dispute reso-
lution structure. Nonetheless consumers can also seek redress in the judicial system,
particularly in small claims courts.

The recognition of consumer protection as a constitutional matter is central to
the Brazilian legal system. Article 170, V, of the federal Constitution foresees con-
sumer protection as a principle of the economic order and Art. 48 of its temporary
provisions stipulates an obligation of enacting a Consumer Protection Code. The
Constitution establishes, moreover, in its chapter of fundamental rights that “the
State shall promote, as provided by law, consumer protection” (Art. 5◦, XXXII).
This norm implies not only a subjective right, but also a duty to protect,19 which is
directed to the state as a whole—the executive, legislative and judiciary branches.
The duty to protect can involve, for instance, the duty to interpret law, taking into

17 Doneda (2006, p. 328).
18 Marques et al. (2006, p. 33).
19 Concerning the concept of the fundamental right as being the duty of the state to provide
protection, see Pieroth and Schlink (2005, p. 23).
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account the vulnerability of consumers and their need for protection, or the duty of
the state to develop a regulatory system to protect consumers.20

Four pillars of the Brazilian consumer protection system explain how it could
promote and enforce data protection standards: (a) specific regulations for consumer
databases that address the rectification and notice process; (b) a broad clause gov-
erning damage claims (overall liability); (c) a public consumer redress structure,
which includes both an administrative and a judicial system of redress (small claims
courts); and (d) a broad conceptualization of who are consumers.

The Consumer Protection Code establishes, in its Art. 43, specific rights and
safeguards regarding personal information stored in databases, namely: (a) con-
sumers shall have access to all the personal information stored on databases (right
of access); (b) all stored data shall be objective, accurate and in a comprehensible
language (principle of data quality); (c) consumers shall be notified, through written
communication, before the storage of any negative personal information (principle of
transparency); (d) the party responsible for the database shall immediately promote
the rectification or cancellation of any inaccurate data that is being stored (right of
rectification and implicitly justified cancellation21); and (e) the time limit for storage
of negative personal data is 5 years (right to forget). This norm, which was inspired
by the U.S. Fair Credit Reporting Act,22 clearly has many similarities with the fair
information principles of data protection.23

These data protection standards provided by Article 43 gain relevance when as-
sociated with the general clause of overall strict liability established by Article 6, VI,
and Article 14, of the Consumer Protection Code. In fact, courts have recognized
a broad right to compensation, for instance, when negative personal data about a
consumer is stored without previous notification or when a consumer’s application
for credit is refused, based on incorrect data. Since the Brazilian judicial system
has a variety of small claims courts, which facilitate consumer litigation and dis-
pense the need for hiring a lawyer, this single norm had a huge impact on the legal
system. Furthermore, consumers may register their complaints against credit infor-
mation databases at the Public Consumer Protection Bodies, which will handle the
individual complaint through an extra-judicial conciliation procedure. The National
Register of Consumer Complaints in Brazil (SINDEC) recorded in the year 2012
more than 20,000 complaints about problems regarding the inappropriate storage or
processing of credit information.24

Finally, the Brazilian Consumer Protection Code establishes a broad concept
of consumer, which allows its application in a variety of cases, beyond the strict

20 Pieroth and Schlink (2005, p. 23).
21 Gambogi Carvalho (2003, p. 77–119).
22 See Herman Benjamin et al. (2005, p. 400).
23 In a comparative study of the data protection policies of four countries (Sweden, the United States,
West Germany and the United Kingdom), Bennett systematizes the Fair Information Principles in
six principles: openness, individual access and correction, collection limitation, use limitation,
disclosure limitation and security. See Bennett (1992, p. 101).
24 The total of registers in the year 2012 was 2.031.289. The National Register of Consumer
Complaints in Brazil (SINDEC) is a public database and can be accessed through the website:
http://portal.mj.gov.br/sindec/.
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contractual relation between consumers and traders. The conceptualization of con-
sumer in the Code comprises four definitions: (a) according to the standard definition,
consumer is any physical person or corporate entity who acquires or uses a product
or service as a final user (Art. 2◦): (b) consumer is also a collectivity of persons who
participate in consumer relations (Art. 2, § 2◦); (c) consumer is, furthermore, anyone
who has suffered damages caused by a commercial activity (Art. 17) and (d) any
person who is exposed to a commercial practice, such as advertising or databases is
also considered a consumer (Art. 29).25 This means that if any of these definitions
fits the case, the Consumer Protection Code is applied.

For this reason, a person doesn’t need to prove any contractual relation to exercise
his rights to correction and disclosure of his personal information against a database.
Furthermore, this means that consumer damage claims can be directed not only
against the firm with which he has a contract, but also against the party responsible
for the database. That is why the data protection norms of the Consumer Code
have had a much broader application than the strict relation between consumers and
traders, promoting a modernization that extended beyond consumer relations.26

1.3 New Developments in the Brazilian Data
Protection Framework

As seen above, the Brazilian legal system has a variety of privacy and data protection
instruments, found in both the Constitution and ordinary laws. While the Constitu-
tion provides, in addition to the habeas data writ, many confidentiality guarantees
(inviolability of home, private life and privacy as well as the confidentiality of cor-
respondence, and telephonic, telegraphic and data communications), the Consumer
Protection Code establishes a specific data protection norm, based on the concept of
notification, rectification and compensation. Although they play an important role
in protecting privacy, some of these instruments were found to have limitations and
needed to be complemented to meet new challenges and problems. Against this back-
ground, one can understand the recent developments in the Brazilian data protection
system, namely the Credit Information Law and the Transparency Act, both issued
in 2011.

1.3.1 The Credit Information Law

The Credit Information Law (Law 12.414 of 2011) aims to regulate credit information
systems, especially, borrowers’ payment histories. Under the Consumer Protection
Code, there was no doubt about the lawfulness of recording “negative” data about a

25 Marques (2011, p. 385, 386).
26 Tepedino (1999, p. 199–216).
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consumer, that is, information about consumer default. There was, however, legal un-
certainty about storing borrowers’ payment histories (“positive information”). It was
therefore important for the Credit Information Law to provide detailed regulations
concerning credit information databases, thus establishing a secure legal frame-
work that simultaneously encourages data flow and protects personal data. Given the
size and complexity of the law, and its accompanying regulation (Decree 7.829 of
October 2012), it is not possible to analyze all its rules in detail. Rather, we will
examine the main principles and norms, concerning data protection rights.

In summary, it can be said that this law established a variety of rules ranging from
the creation of a payment history to the establishment of responsibilities in case of
damages, determining, for instance, when a payment history can be created (Art. 4),
what information can be stored (Art. 3, § 2 and § 3), what are the rights of the data
subject (Art. 5), what are the duties of the data processor (Art. 6), who supervises
the databases (Art. 17) and who is liable in case of damages (Art. 16). Regarding
the type of its norms, one could say that the Credit Information Law corresponds
to a typical U.S. regulation issue, i.e., credit reporting, although it has a European
form. As we will see, many of its norms correspond to the principles provided in
Convention 108 of the Council of Europe and in the European Directive 95/46/EC.

The key principle of the Credit Information Law is that the consumer should have
control over his personal information and, therefore, over the creation and use of his
payment histories. In this sense, the law grants the consumer power over the creation,
transference and cancellation of his credit history. Consumer consent is, hence, the
touchstone of this framework, as provided by Article 4. Furthermore, according to
Article 5, consumers shall obtain the cancellation of the record upon request and,
as determined by Article 9, the sharing of information is permitted only if expressly
authorized by the consumer. As seen, the main goal of the act is to grant consumers
control over the flow of personal information in the market.

Like the Consumer Protection Code, the Credit Information Law establishes the
principle of quality or accuracy of personal data (Art. 3, § 1), as well as the rights to
the access, rectification and cancellation of data (Art. 5, II and III). Furthermore, it
grants the consumer access to the main criteria used in the credit rating process, that is,
the consumer has the right to know the criteria upon which a calculation of credit risk
is based (Art. 5, IV). In relation to risk assessment, the act grants consumers the right
to ask for a review of any decision made exclusively by automated means (Art. 5, VI).
This rule is comparable to Article 15 of the European Directive 95/46/EC27 and aims
to ensure the possibility of human intervention in a process of making decisions that
can significantly affect his or her life.

A very important improvement made by the Credit Information Law was to pro-
vide an explicit legal basis for the purpose limitation principle in the Brazilian system,
which was already implicit under the Consumer Protection Code. As established by

27 According to Art. 15 of the Directive 95/46/EC, “Member States shall grant the right to every
person not to be subject to a decision that produces legal effects concerning him or significantly
affects him and which is based solely on automated processing of data intended to evaluate certain
personal aspects relating to him, such as his performance at work, creditworthiness, reliability,
conduct, etc.”



10 D. Doneda and L. S. Mendes

the act, the principle of finality permeates the entire credit information system. Firstly,
the act defines the strict scope of its application, which are solely databases related
to risk assessment in credit and commercial transactions (Art. 2, I). Secondly, it
establishes the right of the data subject to have the processing of personal informa-
tion limited to the original purposes of collection (Art. 5, VII). Thirdly, Article 7
describes the purposes for which the data collected under this act can be used: either
to conduct risk analysis or to assist decisions regarding the granting of credit or other
commercial transactions that involve financial risk. This implies that these databases
cannot be used for direct marketing or any other activity not mentioned in the law.
In this context, one notices another similarity to the European Directive, particularly
Article 6, 1, b, which determines that personal data should be “collected for specified,
explicit and legitimate purposes and not further processed in a way incompatible with
those purposes.”

A key rule of the Credit Information Law is the prohibition against storage of
sensitive and excessive information, as provided by Article 3, § 3. According to the
act, excessive information is that which is not related to the credit risk analysis. The
act describes as sensitive information that related to social and ethnic origin, health,
genetic information, sexual orientation and political, religious and philosophical
beliefs. This prohibition is based on the fact that the processing of some types of
information can lead to discrimination, violating the principle of equality. Therefore,
it is possible to make another parallel to the European Directive, namely, Article 8,
which concerns the processing of special data categories.

Furthermore, the Credit Information Law stipulates a system of strict liability, in
which all material and moral damages must be repaired (Art. 16), without needing
to prove negligence or fault. This rule is in accord with the liability clause of the
Consumer Protection Code and relies on the concept that the liability arises from the
risk of the activity.

Finally, an important concept endorsed by the act is the need for data processing
to be controlled by an administrative authority. Rather than creating an authority
to fulfill this function, the Credit Information Law designates the existing public
consumer protection bodies, at the federal, state and local levels, as responsible for
the supervision (Art. 17). Moreover, it establishes that the administrative penalties
provided by the Consumer Protection Code shall be applied as well. Both provisions
are only to be applied when the data subject qualifies as a consumer.

1.3.2 The Access to Information Law

Although the 1988 Brazilian Constitution established transparency as a principle for
public administration and granted every citizen the right to access information from
public bodies28, the statute that created the procedures for this access only entered
into force in 2012.

28 Art. 5◦, XIV; art. 5◦, XXXIII; art. 5◦, XXXIV, Federal Constitution.
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The Access to Information Law (Law 12.527 of 2011) regulates the general con-
stitutional rules regarding this issue and was drafted to respond to a particular need:
to define rules for the treatment of personal information processed by public bodies.
Its main goal was, of course, to grant free access to public information, which in-
cludes a considerable amount of personal information that can be classified as such.
Since there was no general rule for the specific protection of personal information in
other statutes (although this protection can be derived from constitutional principles),
the Access to Information Law had to include a specific topic about protection of
personal data held by public bodies.

Protection of personal data in this law basically comprehends that data concerning
a particular individual shall not be disclosed to third parties who have sought access
to the information. However, such information can be disclosed if the data subject
has provided consent, if the data was produced more than 100 years before the access
request, or if it qualifies for one of the exemptions (in case of health requirements,
relevant public research, in compliance with a warrant, is needed for the protection
of human rights or in a case of preponderant public interest).

The legal basis mentioned by the law for protecting personal data is also par-
ticularly relevant. For the first time in the Brazilian legal system, the treatment of
personal information was directly related not only to the protection of privacy but
was also seen as a means to ensure individual freedom in general. In this sense,
Brazilian law contemplated for the first time a modern and general statement of the
data protection principles tied to individual freedoms in a broader sense—something
that the habeas data writ, even with its genealogy, has never attained.

Looking more closely at Article 31 of the Access to Information Law (the article
that deals with personal data), it becomes evident that the law treats the protection
of personal data as secondary to the disclosure of information. This can be inferred
both from the broad nature of the exemptions for the free access to personal data and
from the lack of other specific measures for its protection (for example, sensitive
personal data has no special level of protection).

The architecture of data protection present in the access to information law is no
more than that strictly necessary for the harmonization of the access to information—
which is the purpose of the statute—and the protection of personal data, considering
that without some form of mandatory protection of personal data the statute could be
found to be seriously lacking compliance with constitutional provisions. Even so, the
secondary nature of the data protection provisions in this statute and the importance
the regulation of personal data plays in the complete legal framework for information
demonstrate the need for specific measures regarding personal data protection to be
found outside the Access to Information Law.

Nevertheless, the access to information law has made a concrete contribution
to the Brazilian data protection framework, and not only because of the specific
provisions of its Article 31. The statute, by creating a simple process with time
limits to order a public body to produce information after a request is made, has
also developed an instrument that makes it easier for citizens to request their own
personal information from public bodies, without the burden or inconvenience that
could be faced if the request were made by general administrative means (which
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would lack the specific enforcement of the access to information law) or through a
writ of habeas data (which, among other drawbacks, would require a lawyer).

This is a potential intersection between access to information and data protection
statutes, which, according to David Banisar, is often used in countries that have
no specific law to deal with personal information but have some kind of access to
information mechanism or, in countries that have both statutes but in some way filter
or adapt the access to personal information requirements to the access to information
framework.29

1.4 Current Challenges of Guaranteeing Data
Protection in Brazil

As analyzed in the previous section, new developments in ordinary law have comple-
mented the legal foundations of data protection in Brazil, improving the instruments
for dealing with data processing problems in the country. Nonetheless, there are still
many challenges to be faced to adequately respond to the risks arising from data pro-
cessing in a network society. These challenges can be divided into two categories:
on the one hand, there are challenges related to enforcement, since there is already
a data protection framework that needs to be implemented; on the other hand, there
are regulation issues, since there is a lack of legislation in some areas, which must
be addressed by the Congress.

1.4.1 Enforcement: The Role of the Judiciary and of the
Consumer Protection Bodies

A systematic interpretation of the Consumer Protection Code and the Credit In-
formation Law builds a framework for data protection in Brazil’s private sector. A
key element of this framework is the broad concept of consumer established by the
Consumer Protection Code, so that its application is not limited to the person who
acquires or uses a product or service as a final user, but applies to anyone who is ex-
posed to a commercial practice or who has suffered damages caused by a commercial
activity.30

Against this background, it is possible to outline the principles and procedures
that private data controllers must meet, to comply with the data protection system in
Brazil: (1) Transparency: all processing of personal data shall occur in a transparent
way. Data controllers must assure that the data subject knows about the purpose of the
collection and the use of the data, the kind of data being processed, and the identity
of the data controller; (2) Control of personal information: a central element of data

29 Banisar (2011).
30 See Sect. 2.2.
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protection is that the data subject should have control of his personal information.
Consent is, therefore, the legal instrument that materializes this control and may
be limited only in exceptional circumstances; (3) Purpose limitation principle: any
processing of personal data must comply with the context in which data are collected.
Thus, information collected for one purpose cannot be further processed in a way
incompatible with those purposes; (4) Guarantee of the rights to access, rectification
and cancellation: the data subject shall have free access to his data, should be able
to rectify inaccurate and outdated information and should be able to cancel data that
was stored improperly; (5) Special protection for sensitive data: personal information
that could generate consumer discrimination should have stronger protection, such
as data concerning religious and political choices, sexual preference, race, health
and genetic data.

As can be seen, a framework exists for data processing in the Brazilian private
sector, which corresponds to the main concepts of the Fair Information Principles,
Convention 108 of the Council of Europe and Directive 95/46/EC. A current chal-
lenge in this field is, therefore, to enforce the existing norms, in order to guarantee
protection for the data subject. There are many actors that are responsible for the
implementation of data protection norms.

Primarily, the courts play an important role in this enforcement, interpreting and
applying data protection instruments and concepts. In fact, a qualitative analysis of
the Brazilian case law on data protection indicates that the decisions of the courts are
moving from a strict view of the credit information issue to a broader perspective, in
which the processing of personal data is understood as a general risk to a citizen’s
personality.31 Two cases can illustrate this shift.

Well-known in this context is a 1995 decision of the Superior Court of Justice,
under the leading opinion of the rapporteur, Minister Ruy Rosado de Aguiar, con-
cerning time limitation for the storage of personal data. The court is the highest
jurisdiction for non-constitutional cases in Brazil. In this case, the court decided that
credit records about consumer default could not be stored for more than 5 years,
as provided by the Consumer Protection Code, and not for 20 years, the period in
which the debts prescribe, according to the Civil Code.32 In this decision, the Court
extended its analysis to the risks of the processing of personal data in general and not
only to the credit reporting activity. This case was an innovation in Brazilian case
law, because it drew attention to the risks arising from the data processing activity,
by both the public and private sectors.

In recent years, issues concerning data protection on the Internet have entered the
courts and compel the courts to find adequate solutions within the existing framework.
A recent decision of the Superior Court of Justice, concerning a disclosure of a
picture on a website, indicates how the problem of data protection on the Internet is
increasingly gaining relevance in the Brazilian legal system. In this case, the court
decided that the company that controlled the website was liable for the misuse of the

31 Mendes (2011, p. 54).
32 STJ, REsp 22.337–9/RS, 4.a T., j. 13.02.1995, v.u., rel. Min. Ruy Rosado de Aguiar, DJ
20.03.1995



14 D. Doneda and L. S. Mendes

image and had to pay compensation for material and moral damages.33 Central to the
decision was the opinion of the rapporteur, which discussed the new challenges posed
by the Internet to the legal system and recognized that technological innovations gave
rise to the development of a new concept of privacy, based on the control of personal
information by the individual.

In addition to the judiciary, the executive branch also has a very important role in
enforcing data protection rights in the private sector. As mentioned before, Brazil’s
Consumer Protection System comprises more than 600 public bodies, at the federal,
state and local levels. The Consumer Protection Code grants all of them the same legal
powers, which range from receiving consumer complaints to applying administrative
penalties to the companies, in case of non-compliance with the law.34 Although there
is no hierarchy among these public bodies, the National Secretary of Consumer
Protection, which is part of the Ministry of Justice, performs the political coordination
of the system.35

In fact, data protection is becoming an issue of public policy in Brazil and the
consumer protection bodies are taking actions to enforce data protection rights within
the existing framework. One interesting step, for instance, was the creation of a “do-
not-call registry” in many states.36 In São Paulo, the registry was created by a state
law, which made the consumer protection body (Procon São Paulo) responsible for
its management and supervision.37 Furthermore, the National Secretary of Consumer
Protection is working at many levels to enforce data protection rights of consumers.
It published, for instance, a study on consumer right to data protection in Brazil, as
an effort to stimulate discussion on this issue38 and added data protection as a subject
of the training courses to the staff of the consumer protection bodies.39 Concerning
the supervision activities, it has the power to investigate practices, which indicate
violation of data protection and privacy rights of consumers. An example of an
ongoing investigation is the Phorm-case.40 The company is being investigated for
suspected privacy violation caused by its behavioral advertising system.

33 STJ, REsp 1.168.547/RJ, 4.a T., j. 11.05.2010, v.u., rel. Min. Luis Felipe Salomão, DJe 07.02.2011
34 Art. 55 and 56 of the Consumer Protection Code.
35 Art. 106 of the Consumer Protection Code.
36 This measure is currently available in the states of Mato Grosso do Sul, Paraná, Rio Grande do
Sul, Alagoas and São Paulo. See the following websites: <http://www.procon.pr.gov.br/modules/
conteudo/conteudo.php?conteudo=485>; <http://www.proconbloqueio.rs.gov.br>; <http://www.
procon.ms.gov.br/index.php? templat=vis&site=115&id_comp=2309&id_reg=96052&voltar=
home&site_reg=115&id_comp_orig=2309>; <http://naoperturbe.itec.al.gov.br>.
37 http://www.procon.sp.gov.br/BloqueioTelef/
38 <http://portal.mj.gov.br/main.asp?Team = {B5920EBA-9DBE-46E9-985E-033900EB51EB}>
39 <http://portal.mj.gov.br/main.asp?ViewID ={3DB528D3-F9F0-4B22-AA4B-6CF6BBA31173}
&params = itemID = {FDD46AEE-F356-420E-A868-C18A4BC52E98};&UIPartUID =
{2218FAF9-5230-431C-A9E3-E780D3E67DFE}>
40 http://www.senado.gov.br/noticias/opiniaopublica/inc/senamidia/notSenamidia.asp?ud=
20100630&datNoticia=20100630&codNoticia=409485&nomeOrgao=&nomeJornal=O+Globo&
codOrgao=47&tipPagina=1; http://veja.abril.com.br/agencias/ae/economia/detail/2010-06-29-
1132438.shtml

http://www.procon.pr.gov.br/modules/conteudo/conteudo.php{?}conteudo=485;
http://www.procon.pr.gov.br/modules/conteudo/conteudo.php{?}conteudo=485;
http://www.procon.ms.gov.br/index.php{?}templat=vis&site=115&id_comp=2309&id_reg=96052&voltar=home&site_reg=115&id_comp_orig=2309;
http://www.procon.ms.gov.br/index.php{?}templat=vis&site=115&id_comp=2309&id_reg=96052&voltar=home&site_reg=115&id_comp_orig=2309;
http://www.procon.ms.gov.br/index.php{?}templat=vis&site=115&id_comp=2309&id_reg=96052&voltar=home&site_reg=115&id_comp_orig=2309;
http://portal.mj.gov.br/main.asp{?}Team={B5920EBA-9DBE-46E9-985E-033900EB51EB}
http://portal.mj.gov.br/main.asp{?}ViewID={3DB528D3-F9F0-4B22-AA4B-6CF6BBA31173}&params=itemID={FDD46AEE-F356-420E-A868-C18A4BC52E98};&UIPartUID={2218FAF9-5230-431C-A9E3-E780D3E67DFE}
http://portal.mj.gov.br/main.asp{?}ViewID={3DB528D3-F9F0-4B22-AA4B-6CF6BBA31173}&params=itemID={FDD46AEE-F356-420E-A868-C18A4BC52E98};&UIPartUID={2218FAF9-5230-431C-A9E3-E780D3E67DFE}
http://portal.mj.gov.br/main.asp{?}ViewID={3DB528D3-F9F0-4B22-AA4B-6CF6BBA31173}&params=itemID={FDD46AEE-F356-420E-A868-C18A4BC52E98};&UIPartUID={2218FAF9-5230-431C-A9E3-E780D3E67DFE}
http://www.senado.gov.br/noticias/opiniaopublica/inc/senamidia/notSenamidia.asp{?}ud=20100630&datNoticia=20100630&codNoticia=409485&nomeOrgao=&nomeJornal=O+Globo&codOrgao=47&tipPagina=1;
http://www.senado.gov.br/noticias/opiniaopublica/inc/senamidia/notSenamidia.asp{?}ud=20100630&datNoticia=20100630&codNoticia=409485&nomeOrgao=&nomeJornal=O+Globo&codOrgao=47&tipPagina=1;
http://www.senado.gov.br/noticias/opiniaopublica/inc/senamidia/notSenamidia.asp{?}ud=20100630&datNoticia=20100630&codNoticia=409485&nomeOrgao=&nomeJornal=O+Globo&codOrgao=47&tipPagina=1;
http://veja.abril.com.br/agencias/ae/economia/detail/2010-06-29-1132438.shtml
http://veja.abril.com.br/agencias/ae/economia/detail/2010-06-29-1132438.shtml
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1.4.2 Regulation: The Need of Comprehensive and Sectorial
Data Protection Laws

Although some problems regarding data protection in Brazil require enforcement
measures, as seen above, there are some issues that can only be adequately ad-
dressed by a broad regulation such as a comprehensive data protection act. This
would increase the legal certainty of business activities involving the processing of
personal data and guarantee wider protection to individuals against the risks to pri-
vacy arising from data processing. This explains why there have been many attempts
to create a general legal framework for data protection in Brazil.

In spite of some legislative activity around bills that addressed the issues of data
protection in the last decade, to this day no comprehensive data protection bill has
reached the final stages of deliberation in either of Brazil’s federal legislative bodies.
In fact, until recently, none of the few data protection bills proposed41 even con-
templated all of the usual components of a general data protection bill, such as its
application to both the public and private sectors or the prevision of a public authority
to enforce its rules.

Since 2005, however, the Brazilian government has pondered the prospect of a
general data protection bill, after the Argentine government proposed, in a Mercosur
working group, the establishment of rules governing data protection in the region to
improve citizenship and commerce. As a result of the debate generated at the time,
the Brazilian Ministry of Justice drafted a data protection bill and submitted it to
public consultation over an online platform in late 2010.42 During the process of
public consultation, the draft bill received more than 800 proposals from public and
private entities.43 The federal government is now expected to present formally a bill
to Congress.44

The publically available version of the draft bill45 has its structure based on stan-
dard data protection principles that, in a broad way, are akin to those present in
international documents such as Convention 108 of the Council of Europe or Direc-
tive 95/46/EC. It includes, for instance, provisions about transborder data flow and
contemplates the creation of a public authority responsible for enforcing the law. The
structure of the draft bill indicates the influence of established national data protec-
tion statutes, such as the Italian, German, Portuguese and Spanish ones. Moreover,
Brazilian laws, such as the Consumer Protection Code and the Competition Act,
influenced the draft.

41 Bills such as PLS 321 of 2004 or PLC 4060 of 2012.
42 The public discussion is still available in read-only mode at: <http://culturadigital.br/
dadospessoais/>
43 <http://portal.mj.gov.br/main.asp?View={08DEBD27-66DA-4035-BE88-27126C102E22}
&Team=&params=itemID={53B2C85F-206D-4DCC-A3D0-85E8E38F6D41};&UIPartUID=
2218FAF9-5230-431C-A9E3-E780D3E67DFE}.>
44 <http://www.tiinside.com.br/15/02/2013/governo-prepara-projeto-de-lei-para-protecao-de-
dados-na-web/ti/325360/news.aspx>.
45 <http://culturadigital.br/dadospessoais/files/2011/03/PL-Protecao-de-Dados_.pdf>.

http://culturadigital.br/dadospessoais/
http://culturadigital.br/dadospessoais/
http://portal.mj.gov.br/main.asp{?}View={08DEBD27-66DA-4035-BE88-27126C102E22}&Team=&params=itemID={53B2C85F-206D-4DCC-A3D0-85E8E38F6D41};&UIPartUID={2218FAF9-5230-431C-A9E3-E780D3E67DFE}
http://portal.mj.gov.br/main.asp{?}View={08DEBD27-66DA-4035-BE88-27126C102E22}&Team=&params=itemID={53B2C85F-206D-4DCC-A3D0-85E8E38F6D41};&UIPartUID={2218FAF9-5230-431C-A9E3-E780D3E67DFE}
http://portal.mj.gov.br/main.asp{?}View={08DEBD27-66DA-4035-BE88-27126C102E22}&Team=&params=itemID={53B2C85F-206D-4DCC-A3D0-85E8E38F6D41};&UIPartUID={2218FAF9-5230-431C-A9E3-E780D3E67DFE}
http://www.tiinside.com.br/15/02/2013/governo-prepara-projeto-de-lei-para-protecao-de-dados-na-web/ti/325360/news.aspx
http://www.tiinside.com.br/15/02/2013/governo-prepara-projeto-de-lei-para-protecao-de-dados-na-web/ti/325360/news.aspx
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Overall, the architecture of the data protection framework contemplated in the
draft is for a general law that applies to both the public sector and to companies. It
is based on a unified and centralized scope rather than on sectorial provisions and
relies on unified rules to be applied to the whole country rather than on empowering
states and local authorities. Finally, its provisions are directly based on constitutional
principles for protecting individuals and personal freedom.

Much of these specifications are not to be considered as options that the legislator
could freely choose. Since the Brazilian civil law derives directly from continental
European models46, it tends to privilege a systematic and centralized approach to the
regulation of fundamental rights, in contrast to options such as a sectorial approach
or even solutions strongly based on self-regulation. In addition, the characteristics
of the Brazilian federation require a law of federal scope rather than a regional one,
due to the specific nature of Brazil’s federal system.

Considering the recent comprehensive reform of the European data protection
framework47, proposed by the European Commission, it is interesting to analyze
if and how it is influencing the current efforts of developing new legislation on
data protection in Brazil. Examining the Brazilian draft bill, it is possible to notice
that some of the proposed norms are comparable with the articles of the European
Regulation proposal, such as the breach notification (Art. 27, draft bill) and the norm
regarding the binding characteristic of self-regulated codes (Art. 45, draft bill)48.
Therefore, although it is not possible to establish a direct relation between both
processes, we can see that the formulation of the draft bill of data protection has
clearly taken into account the new developments in Europe.

Meanwhile, the data protection scenario in the region has changed since 2005.
Several Latin American countries have adopted a general data protection law: in
addition to Argentina, which pioneered the issue, Mexico, Uruguay, Colombia, Peru
and others have statutes governing the area.49 In Brazil, the lack of a broad regula-
tion in this field has increasingly been considered as a problem both by citizens and
by companies: on the one hand, citizens are more and more aware of the risks of
an uncontrolled data flow, as issues such as identity theft and commercial abuse of
personal data have gained visibility50; on the other hand, compliance with interna-
tional standards concerning the international transfer of personal data and a strong

46 René (2002).
47 <http://ec.europa.eu/justice/newsroom/data-protection/news/120125_en.htm>.
48 See the draft at: <http://culturadigital.br/dadospessoais/files/2011/03/PL-Protecao-de-Dados_
.pdf>
49 Regarding the development of data protection legislation in Latin America, see http://www.
redipd.org/ (Ibero-American Network of Data Protection).
50 The Press is increasingly reporting on these matters. See, e.g.: <http://www1.folha.uol.com.
br/mercado/1182808-crescem-as-fraudes-com-uso-do-cpf-alheio-um-terco-dos-casos-envolve-
telefonia.shtml>; http://www1.folha.uol.com.br/folha/dinheiro/ult91u418838.shtml.

http://culturadigital.br/dadospessoais/files/2011/03/PL-Protecao-de-Dados_.pdf
http://culturadigital.br/dadospessoais/files/2011/03/PL-Protecao-de-Dados_.pdf
http://www.redipd.org/
http://www.redipd.org/
http://www1.folha.uol.com.br/mercado/1182808-crescem-as-fraudes-com-uso-do-cpf-alheio-um-terco-dos-casos-envolve-telefonia.shtml;
http://www1.folha.uol.com.br/mercado/1182808-crescem-as-fraudes-com-uso-do-cpf-alheio-um-terco-dos-casos-envolve-telefonia.shtml;
http://www1.folha.uol.com.br/mercado/1182808-crescem-as-fraudes-com-uso-do-cpf-alheio-um-terco-dos-casos-envolve-telefonia.shtml;
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set of rules governing data protection in general are considered a necessity for the
development of new businesses in the country, such as cloud computing.51

In this context, a comprehensive data protection act is seen at the same time as a
way of ensuring more protection to the citizens, concerning the processing of their
personal data, and increasing legal certainty to the companies, regarding how to
process and use personal data within the legal framework. Furthermore, analyzing
the current data protection framework in Brazil, we see that there are some challenges
to be faced, which would need a sectorial approach. Three of these challenges, both
in the public and in the private sector, will now be highlighted.

First of all, problems related to data protection in the Internet need a special
attention of the regulators. Problems concerning data protection in social networks,
cookies, behavioral advertising, cloud computing as well as problems related to
privacy on smart phones demand a specific approach. It is clear that these are all
transnational problems, and as such they need a supranational response. Nonetheless,
it is important to address these questions, in order to solve the problems and demands
in the national level. The proposed law 2126 of 2011, commonly referred to as the
Civil Framework for the Internet, deals, among many issues, also with data protection
on the Internet.52 It aims to establish a set of rights to all Internet users in Brazil and
announces as guiding principles both the “protection of privacy” and “protection of
personal data, under the terms of the law.” In this context, both the Civil Framework
for the Internet and the Data Protection draft bill are certainly important steps in this
direction, although they don’t address all these specific questions regarding online
privacy.

The second challenge involves guaranteeing privacy in specific sectors, such as,
for example, the health sector. Health information is a very sensitive kind of personal
data and can cause much harm to the data subject if used in an inadequate form. Con-
sidering that a huge part of the medical information system is already automatized
in Brazil, it would be necessary to establish specific rules that define the legal use
and flow of this information. Even more concerns raise the use of genetic data. Un-
like many countries that regulate genetic tests, limiting direct–to–consumer genetic
testing53, e.g., Germany, Portugal, France and Switzerland, Brazil lacks a specific
regulation on the matter, even though Law 12.654 of 2012 deals specifically with
genetic profiling, as it creates the National Genetic Profiling Database for criminal
enforcement purposes.

The third challenge concerns data protection in the public sector, particularly, in
regard to the flow of personal data from public databases to private data processors
as well as the investigation activities of public bodies, using new technologies. Con-
cerning the first issue, there isn’t a broad regulation, but only governmental decrees
that limit the transfer of personal data from public databases. Specially the federal

51 The Ministry of Science and Technology has stated the necessity of a data protection law to
develop the cloud computing sector in the country: <http://convergenciadigital.uol.com.br/cgi/
cgilua.exe/sys/start.htm?infoid=31438&sid=97;> <http://www.sucesuba.org.br/brasil-se-prepara-
para-dar-um-salto-em-cloud-computing>.
52 This bill is a result of years of public discussions held by the federal government in cooperation
with the legal and internet scholars from the Fundação Getúlio Vargas, in the Rio Law School.
53 See Borry et al. (2012).

http://convergenciadigital.uol.com.br/cgi/cgilua.exe/sys/start.htm{?}infoid=31438&sid=97;
http://convergenciadigital.uol.com.br/cgi/cgilua.exe/sys/start.htm{?}infoid=31438&sid=97;
http://www.sucesuba.org.br/brasil-se-prepara-para-dar-um-salto-em-cloud-computing
http://www.sucesuba.org.br/brasil-se-prepara-para-dar-um-salto-em-cloud-computing
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governmental database of the “Bolsa Família”, an important governmental assis-
tance program, entails very sensitive information about a huge share of the Brazilian
population and demands strong safeguards to protect the citizens against discrimi-
natory acts and negative decisions that could affect significantly their life. The data
protection law could be an adequate instrument to address this issue.

Another problem related to the public sector involves the investigative activities
of public bodies through new technologies, which bear large risks to the individuals.
The Law 10.217/2001, for example, which aims to repress organized crime, allows
technical surveillance provided that there is a warrant issued by a judicial authority.
However, this is the only condition established for the legitimacy of the surveillance
acts, and the law lacks other kinds of protection, like a wiretapping report, such as
required in other countries’ legislation.54 A specific norm that covers data protection
and privacy issues in investigations of public bodies would be appropriate to address
these problems.

In all of these cases, a comprehensive data protection law as well as sectorial laws
are essential instruments to meet the challenges and risks posed by data processing
through new technologies. Above all, the creation of a central data protection au-
thority seems to be crucial in order to centralize the discussions on these matters,
propose new regulations and enforce the existing norms.

1.5 Conclusion

It is clear that Brazil’s data protection framework has evolved continuously in recent
years, so as to protect the individual’s personality in different contexts and to establish
legal certainty concerning particular kinds of data processing. The basis for this
protection, the privacy rights established by the Brazilian Constitution, the habeas
data writ and the Consumer Protection Code, have been complemented by new
legislative developments, particularly the recent acts regarding credit information
and access to information.

The Credit Information Law provided a legal foundation for storing and processing
borrowers’ payment histories, establishing the consent of the data subject as the
touchstone of this system and imposing strict requirements for the processing of
personal data, which are comparable with the principles and rights of Convention
108 from the Council of Europe and the Data Protection Directive. The Access to In-
formation Law has improved the data protection framework both by complementing
the habeas data writ with a material right to access information (reinforcing the right
of the data subject to access personal information stored in public databases), and
by providing minimum data protection rules, which establish consent or a specific
legal provision as requirements for the disclosure of personal data.

54 See, e.g., the U.S. Wiretap Act, 18 USC § 2519—Reports concerning intercepted wire, oral, or
electronic communications.
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Based on this analysis, one can notice that there are two kinds of challenges to
be faced, in order to guarantee data protection rights in Brazil: on the one hand,
the judiciary and the executive branches have to enforce the existing framework by
applying the norms through a systematic interpretation55, as well as by implementing
public policies on data protection56; on the other hand, there are many challenges,
which could only be faced through regulation initiatives, especially the enactment
of a comprehensive data protection law and of sectorial acts.57

Thus, in any case, it can be observed that data protection is becoming an au-
tonomous field in Brazil and gaining relevance within the legal system. It is therefore
to be expected that the latest developments in information technology will increas-
ingly demand the creation of new data protection instruments in Brazil to deal with
the risks to individual privacy presented, for example, by the ubiquitous data pro-
cessing,58 the Internet of things,59 online searching60 and the web 2.0. The current
revision of the European Directive61 and the white paper on digital privacy,62 re-
leased by the U.S. government, both in the year 2012, indicate the need to create new
legal instruments concerning privacy and data protection to deal with technological
progress and globalization. There is no doubt that the Brazilian data protection sys-
tem must continue to develop, in order to guarantee fundamental rights and legal
certainty in a networked society.
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Chapter 2
The Effectiveness of Redress Mechanisms.
Case study—Poland

Dorota Głowacka and Beata Konieczna

2.1 Redress Mechanisms Research Study—General Remarks

This article is a result of the national study conducted within the project “Data pro-
tection: redress mechanisms and their use”1 run by the European Union Agency
for Fundamental Rights (“FRA”) within its FRANET multidisciplinary research
network.2 The aim of the project is a comparative overview and analysis of existing
procedures and the legal consequences of data protection violations in the EU Mem-
ber States. The FRA’s previous engagement in data protection related research—such
as the report on “Data Protection in the European Union: the role of National Data
Protection Authorities”3 as well the special Eurobarometer survey on attitudes to-
wards data protection in the EU4—highlighted that redress mechanisms in the area
of data protection, even though usually available, are not widely used. The Euro-
barometer survey revealed, for example, that only 33 % of Europeans were aware of
the existence and competences of the national data protection authority.

The amount of information available at the EU level is still insufficient to fully
understand the poor use of redress mechanisms revealed by these researches. The
FRA project attempts, therefore, to provide insight into why the existing redress
measures in different EU Member States are not applied to their full extent. The
answer to this question is particularly important with regard to the planned EU data
protection reform, which may bring some innovation in this area compared to the

1 European Union Agency for Fundamental Rights.
2 FRANET is composed of National Focal Points in each EU Member State and Croatia, the aim
of this network is to provide the Agency with comparable socio-legal data on fundamental rights
issues to facilitate the FRA’s comparative analyses at EU level.
3 European Union Agency for Fundamental Rights (2010).
4 Special Eurobarometer 359 (2011).
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existing Directive 95/46/EC of the European Parliament and of the Council on the
protection of individuals with regard to the processing of personal data and on the
free movement of such data (“Data Protection Directive”). The results of the FRA
research may therefore help to evaluate the improvements currently outlined in the
European Commission’s proposal on data protection reform presented in January
2012.5

The FRA project will compare the relevant legislation and redress mechanisms
concerning data protection in 16 Member States. Using both desk and social field-
work research, the research aims to capture the experiences and views of the main
actors concerned, such as—inter alia—individuals who suffered from data protec-
tion violations, legal practitioners dealing with the subject within their professional
duties, and the data protection authority’s staff. The project’s final report will be
published by the FRA in 2013.

This article will briefly summarize the most interesting preliminary findings of the
study conducted in Poland.6 It will present both the general characteristics of the Pol-
ish study as well as certain phenomena specifically related to this particular national
research. It will also discuss the most interesting views and experiences voiced by re-
spondents participating in the project, which were used to identify common problems
with regard to data protection provisions.

The general conclusion from the research is that the effectiveness of redress mech-
anisms in Poland is quite low. The article will attempt to identify the most serious
barriers to efficient redress mechanisms as well as to recommend remedies. Hope-
fully, the conclusions drawn from the research may have a universal interest and
provide some insight into what measures may be needed to improve the use of and
access to redress for other countries facing similar encumbrances and in the context
of the planned EU data protection reform.

2.2 Redress Mechanisms in Poland—Overview

The right to privacy and the principle of personal data protection were introduced to
the Polish legal system in article 477 and article 518 of the country’s Constitution of
2 April 1997.9 These constitutional standards were further elaborated in the Personal

5 European Commission (2012).
6 The fieldwork was conducted between January and August 2012 by the Helsinki Foundation for
Human Rights based in Warsaw which is FRA’s “National Focal Point” in Poland.
7 Article 47 of the Constitution: “Everyone shall have the right to legal protection of his private life
and family life, of his honour and good reputation and to make decisions about his personal life”.
8 Article 51 of the Constitution: “1. No one may be obliged, except on the basis of statute, to
disclose information concerning his person. 2. Public authorities shall not acquire, collect or make
accessible information on citizens other than that which is necessary in a democratic state ruled by
law. 3. Everyone shall have a right of access to official documents and data collections concerning
him. Limitations upon such rights may be established by statute. 4. Everyone shall have the right to
demand the correction or deletion of untrue or incomplete information, or information acquired by
means contrary to statute. 5. Principles and procedures for collection of and access to information
shall be specified by statute”.
9 The Constitution of the Republic of Poland (1997).
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Data Protection Act of 29 August 1997.10 The provisions of the Personal Data Pro-
tectionAct also implement the Data Protection Directive into the Polish legal system.
The concept of personal data protection entitles any person whose rights have been
infringed to request a review of the legality of the processing of their data. Under
Polish law, there are three procedures for seeking redress in the field of personal data
protection: administrative, civil and criminal. The choice of the procedure depends
on the particular circumstances of the case. At some instances all these remedies can
be applied simultaneously.

2.2.1 Administrative Procedure

The Code of Administrative Procedure11 in principle is the legal basis for the pro-
ceedings conducted by the Inspector General for the Protection of Personal Data
(“IGPPD”) pursuant to the Personal Data Protection Act. The IGPPD is an inde-
pendent, central body of state administration appointed and dismissed by the Sejm
of the Republic of Poland (lower chamber of the Parliament) upon the approval of
the Senate (upper chamber of the Parliament). The general tasks of the IGPPD en-
compass the supervision of the compliance of data processing with the provisions
of the Personal Data Protection Act. The proceedings initiated by the IGPPD may
be launched upon receiving a complaint, or ex-officio. The proceedings should be
concluded with an administrative decision determining whether a data protection
violation has occurred.

In case of any breach of the provisions on personal data protection, the IGPPD
shall, by its administrative decision, restore the proper legal state. In particular, the
IGPPD may order to remedy the negligence, to complete, update, correct, disclose,
or not to disclose personal data, to apply additional measures protecting the col-
lected personal data or to erase personal data.12 Parties that are not satisfied with
the administrative decision have 14 days, from the date of delivery, to apply to the
IGPPD for the re-examination of their case.13 Further on, if the IGPPD determines
to uphold the original challenged decision, the party has 30 days to file a complaint
with the Provincial Administrative Court in Warsaw. A judgment delivered by a first-
instance court may be challenged by lodging a cassation complaint with the Supreme
Administrative Court. The complaint must be made within 30 days from the day a
copy of the reasoned decision is served on the parties. The proceedings before the
administrative courts are governed by the Administrative Courts Procedure.14

10 Personal Data Protection Act (1997).
11 The Code of Administrative Procedure (1960).
12 Article 18 of the Personal Data Protection Act.
13 Article 21 (1) of the Personal Data Protection Act: “A party may submit a motion to have their
case reconsidered with the Inspector General”.
14 The Administrative Courts Procedure Act (2002).
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The IGPPD cannot impose financial penalties for data violations. In order to in-
crease its effectiveness, the IGPPD was afforded a power to enforce duties imposed
by virtue of its decisions. This includes the authority to impose a coercive fine on
entities that fail to perform administrative decisions issued by the IGPPD.15 The
maximum fine amounts to PLN 10,000 zlotych (around 2,500 €) for natural persons
and PLN 50,000 zlotych (around 12,500 €) for legal persons. In addition, the IGPPD
may intervene with various authorities and entities in order to ensure efficient protec-
tion of personal data. It may also request competent authorities to issue or to amend
legal acts in cases relating to personal data protection. Importantly, the entity shall
give an answer in writing to any address or request made by the IGPPD within 30
days following its receipt.16

2.2.2 Criminal Procedure

Chapter 8 of the Personal Data Protection Act contains provisions on the criminal
liability for offences defined in articles 49–54a of the Act. They include, inter alia,
offences such as: disclosure or providing access to data to unauthorized persons,
processing personal data in a data filing system where such processing is forbidden,
violation of the obligation to protect data against unauthorized access, damage or
destruction, failure to provide data subjects with obligatory information about their
rights with regard to data processing, or hindering the performance of inspection
activities performed by the IGPPD. The offences are prosecuted by the law enforce-
ment bodies in accordance with the general procedural rules laid down in the Code of
Criminal Procedure.17 Under the applicable criminal provisions laid down in the Per-
sonal Data Protection Act, the possible criminal sanctions, depending on particular
offences are a fine and restriction or deprivation of liberty. The term of imprisonment
ranges from less than a year, if the infringing party acted inadvertently, up to 3 years,
if the offence concerns sensitive data.

2.2.3 Civil Procedure

Unauthorised processing of personal data may also be a cause of action in a case
involving an infringement of personal rights, which include protection of privacy
and personal data. Pursuant to article 23 of the Civil Code18, personal rights (such
as health, freedom, dignity, freedom of conscience, surname, pseudonym, or image)
are protected in civil law, notwithstanding the protection granted by virtue of other

15 Article 12 (3) of the Personal Data Protection Act.
16 Article 19a of the Personal Data Protection Act.
17 The Code of Criminal Procedure (1997).
18 The Civil Code (1964).
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legal enactments. Under article 24 of the Civil Code, the legislator allowed for
several kinds of remedies in the event of personal rights violation. The claimant
may seek the remedy of the results of the infringement through—for example—a
publication of apologies. They may also seek compensation in the case when a moral
and pecuniary damage occurred (they may also ask the defendant to make a donation
for a charitable or community purpose). Civil proceedings are commenced with a
plea filed with the court by the claimant (the data subject) against the defendant
(person responsible for the data protection violation). Against the judgment of the
first instance court, the parties can lodge an appeal with the second instance court
and then also a cassation appeal (last resort appeal) with the Supreme Court. In
the civil proceedings concerning the infringement of personal rights, the claimant’s
position is stronger as they may benefit from the “presumption of unlawfulness”
of the defendant’s action. This means that the claimant needs to only prove that
his personal rights have been infringed, putting forward evidence confirming the
infringement. It is the defendant, on the other hand, who must satisfy the court that
his or her actions have been taken legally (e.g. there existed a legal basis for the
processing of a claimant’s personal data).

2.3 Characteristics and Methodology of the Research Study
in Poland

The fieldwork research on the redress mechanisms in the field of data protection
took place between January and August 2012 and comprised 36 one-to-one inter-
views with three groups of respondents: 15 individuals who have sought redress
(“complainants”), 15 individuals who have experienced data protection violations
but have not sought redress on that account (“non-complainants”), and judges and
prosecutors conducting cases which involve data protection violations. Three focus
group discussions were also conducted as part of the research. The targeted groups
included the IGPPD’s staff, members of non-governmental organisations working in
the field of data protection, and advocates and legal counsellors specialising in data
protection law.

In the group of complainants, out of 15 respondents—10 initiated criminal pro-
ceedings, 7 commenced administrative proceedings and 4 brought civil actions (some
of the respondents initiated more than one procedure at the same time). In the non-
complainants group, the respondents most frequently stated that they had considered
taking administrative actions (9 out of 15 respondents). The second most popular
measure was alternative dispute resolution procedures, such as settlements (indi-
cated by 8 respondents). Only 3 respondents considered bringing their case before
a criminal or civil court. Respondents were allowed to list more than one potential
redress procedure.

Respondents pointed out a series of events in which they had faced personal data
violations. The most common situations concerned unlawful personal data process-
ing by governmental bodies as well as private financial institutions and marketing
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companies. Personal data violations very often included disclosing data for commer-
cial purposes, resulting inter alia in unwanted telemarketing calls to the respondents’
private phone numbers. Many respondents also complained about breaches involving
the use of the Internet, such as their personal data being posted on-line or unsolicited
information being sent to their e-mail addresses. Moreover, there were some vio-
lations mentioned which were committed by employers from both the private and
public sector with regard to the processing of a broader range of employees’personal
data (including for example biometric data) than prescribed in Polish employment
law. There was also one reported case in which personal data were unlawfully col-
lected and processed by one of the intelligence agencies and one case in which there
was an excessive use of CCTV cameras.

The general starting point for a reflection on redress mechanisms in most respon-
dents’ cases was a subjective sense of harm and a feeling that the boundaries of an
acceptable level of interference with their privacy had been crossed. The greater the
sense of infringement, the more willing they were to seek redress. One of the respon-
dents pointed to the “aggregation effect” of data violation. This means that a decision
to take specific legal steps is taken on the basis of a subjectively understood aggregate
of data violations. One of the main motivating factors for the respondents to seek re-
dress was a desire to counteract the abuse of public power, publicize the problem and
draw attention to the violating of personal data protection law by the state and local
authorities; another important motivation was a desire to obtain compensation for a
data protection violation. The compensations did not have to be financial, but could
be limited to an obligation to publish apologies, for example. Finally, the respon-
dents claimed that what drove them to take legal measures was very often a personal
aversion towards the breaching party (for example an ex-employer) and the desire to
“punish” them by imposing some kind of penalty on them for their misconduct.

2.4 Barrier No. 1: A Lack of Education on and Low Awareness
of Data Protection

The first barrier to effective redress mechanisms identified by the results of the study
is the low awareness and lack of education on data protection issues among data
subjects. The main reason for not seeking redress in the case of non-complainants was
that very often they were unable to define if they actually had faced a data protection
violation. They could not always link the negative emotions they experienced with
regard to a particular situation with the infringement of their right to privacy. They
were unable to assess if the harm they suffered was “serious enough” in order to
legitimately claim their rights or whether it fell within the scope of the data protection
law. Some respondents were also not aware of the existence and the characteristics
of a personal data protection body (this applies not only to the individuals suffering
from data protection violations, but sometimes even the members of the judicial
community).
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Regarding the complainants who could recognize data protection violations, the
vast majority did not have sufficient information about the redress mechanisms that
could be applied in their cases. They were usually not aware of different redress
mechanisms at their disposal (civil, penal or administrative) and what outcome they
could expect from particular procedures. The lack of knowledge in this respect very
often led to the very low level of satisfaction with regards to the results of the proceed-
ings they had decided to initiate. Even if the outcome turned out to be positive for the
respondents, it did not meet their expectations and eventually caused disappointment.

For example, for those complainants who sought redress intending to obtain com-
pensation or “punish” the data controller responsible for the data protection violation,
the administrative procedure before the data protection authority was unsatisfactory.
For many complainants application to the IGPPD seemed the most “natural choice”
as they perceived it as the most well-qualified and specialized body in the area of
data protection issues. At the same time, there is a low public awareness with regard
to the IGPPD’s actual competences, which are more limited than many respondents
expected. Most of the respondents initiating administrative procedure before the
IGGPD were not aware that it is not competent to award compensation for moral
damage (which is a competence reserved by the civil court). Furthermore the IGGPD
is not intended and authorized to impose criminal penalties on individuals liable for
unlawful data processing (which is a competence reserved by the criminal court).
With regard to criminal proceedings, if the IGGPD decides that an action or omission
of a person responsible for violation contains all requisite elements of the offence
laid down in the Personal Data ProtectionAct, it can only report the offence to the law
enforcement body, which may then take further actions. What is more, the IGPPD’s
competences are even more limited if in the meantime the data controller remedies
the violation. The IGPPD may intervene only with regard to existing violations.

That is why in many respondents’ opinions the administrative proceedings con-
ducted by the IGPPD followed by the judicial administrative proceedings carried out
by the administrative courts fail to provide complete protection, as they do not have
the effective compensatory or punitive function. The vast majority of respondents
were not aware these results could be achieved through civil or criminal proceedings
before civil or criminal courts and not by the administrative procedure.

The low level of public awareness regarding data protection issues and redress
mechanisms results from a lack of education and lack of easy access to information.
The main and primary source of knowledge for the respondents was the Internet.
However, many of them stated that the online sources are fragmented, unclear and
not sufficiently accessible. According to the respondents, there is no website which
would offer a comprehensive guide to the available redress mechanisms, a list of the
stages of the proceedings, and the rights and obligations of individuals pursuing legal
redress procedures. For example the respondents noted that the website of the IGPPD
does not entirely serve this purpose, even though it contains an on-line educational
platform. They noted that the way it is written is too formal and in language which
is not user-friendly; moreover, it is incorrectly positioned on the web in search
engine results and therefore difficult to access. On the other hand it was not very
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common for the respondents to obtain knowledge on the area of data protection
through professional legal assistance, which was believed to be excessively costly.

To sum up, despite the existence of three different kinds of procedures, which in
some instances can be applied simultaneously, their existence does not improve the
effectiveness of the redress mechanisms. This is because people seeking redress for
data protection violations are not aware of the existence of these measures; they do
not distinguish them, they do not always understand their characteristics or they do
not have sufficient knowledge about how they should be applied.

2.5 Barrier No. 2: The Insufficient Enforceability of Data
Protection Law

The second barrier weakening the effectiveness of the redress mechanisms in Poland
mentioned by most of the respondents was the insufficient enforceability of data
protection law. This applies especially to the criminal procedure that was evaluated
as the least effective by both the complainants and focus group interview participants
such as the IGPPD’s staff and judges.

The complainants who had tried to initiate the criminal proceedings reported
that they had had the impression that criminal judges and prosecutors were not
familiar with personal data law, tended to be unwilling to investigate such cases, and
underestimated its serious character. According to the complainants and the IGPPD’s
staff, it is mainly the prosecutors who are not prepared to apply data protection
provisions. The study revealed that a low level of expertise in the field of personal
data protection among law enforcement authorities is the result of the absence of
any extended coverage of this area during legal vocational courses or subsequent
training. These educational shortcomings may generate a negative attitude towards
prosecuting data protection cases. That is why most respondents’ cases concerning
data protection violations were discontinued by prosecutors as “negligible social
harm”; only in a few cases did the prosecution eventually bring the indictment to the
court. This view was also confirmed by the annual report on the IGPPD’s activities for
2011.19 The report states that the analysis of the pre-trial proceedings conducted by
the prosecution leads to a conclusion that a very small number of cases end up in court.
According to the report, there were only two sentencing judgments by the criminal
courts in 2011 resulting from the IGPPD’s notification of crimes in previous years (in
2010 the IGPPD made 23 notifications, in 2009—27, in 2008—31). The prosecution
does not provide data on the general number of crime notifications concerning data
protection violations.20

In the prosecutors’ opinion there is a whole range of factors contributing to the
negative perception of the activity of the prosecution service and its preparation for
handling data protection cases. The prosecutors claimed that criminal provisions

19 IGPPD (2012, p. 243–244).
20 The response of the Prosecutor General to the Helsinki Foundation for Human Rights (2012).



2 The Effectiveness of Redress Mechanisms. Case study—Poland 29

contained in the Data Protection Act are poorly drafted in the first place. In the ma-
jority of cases they cannot be applied because the reported crimes do not contain
all the requisite elements of an offence laid down in the law. Moreover, prosecutors
consider data protection provisions to be “detached from real life”. The prosecutors
also complained about the lack of professional training on data protection issues
and specifically noted the need to organize training courses on this topic to enhance
the competence of the prosecution service. They also stated that they consider the
criminal liability for data protection violations extensively severe, disproportional
and therefore expressed the view that these kinds of cases should be handled under
administrative and not criminal law. Especially due to the limited resources at the
prosecution office forcing them to focus on “more serious” crimes. Some of the pros-
ecutors (and other respondents) even suggested that the criminal provisions should
be abolished from the Personal Data Protection Act.

According to the members of the focus group interviews, the most effective legal
remedy to data protection violations is the civil procedure. That is because it may
bring a desirable and satisfactory outcome to the claimant (financial compensation,
apologies, etc). Moreover in cases involving the protection of personal data (falling
under the heading of personal rights), the claimants have a much better position at the
trial as they benefit from the “presumption of the unlawfulness” of the infringement.
But the most effective civil measure is at the same time the least popular one. The
respondents’ top two choices in selecting a redress mechanism were the criminal and
administrative procedures, whereas the civil procedure was considered an alternative
that might be used if the first two mechanisms fail. Only 4 out 15 complainants took
advantage of civil law instruments. The respondents perceived the civil procedure as
the most expensive, complex, and long-lasting process (which is not always true) and
were not aware of its positive aspects. They also perceived the civil procedure as the
most engaging for the party and they were anxious that they would be “left on their
own” during the trial (especially if they could not afford a professional legal aid).
For the criminal or administrative procedure, the respondents believed they would
be offered “support” from the IGPPD or the prosecution during the proceedings.

2.6 Barrier No. 3: The Data Protection Law—its Complexity
and Limited Scope

The third barrier which lowers the effectiveness of the redress mechanisms that was
identified by the respondents is the complexity of the data protection law, namely:
the formalism and lack of transparency of the procedures as well as its extensive
duration (and the fact that it is very hard to assess the length of the proceedings).
The language of the Personal Data Protection Act itself was also described by most
of the individual respondents as difficult and discouraging.

The problem of the complexity of the procedures was very well reflected by the
information provided by the representative of the IGPPD’s staff who claimed that
around 80 % of the complaints submitted to the data protection authority for the
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first time contain formal defects and they have to be returned to the complainants in
order to be remedied. This applies not only to the complaints filed by individuals,
but also by professional attorneys. Only after the formal defects had been remedied,
could the complaint be re-submitted and further proceeded with, which significantly
prolongs the procedure. Most of the respondents also noted that they were unable to
use the Internet document filing system on the IGPPD’s website because it seemed
too complicated. Furthermore the respondents questioned the mechanism of the
IGPPD’s reconsideration of its own decisions, which is obligatory before filing the
complaint to the administrative court. Many respondents claimed it was not effective
and a time-consuming legal remedy which unnecessarily extends the procedure.21

Another problematic issue indicated by the respondents were the numerous lim-
itations to the inspection powers of the IGPPD under the Polish Data Protection
Act. Examples of these jurisdictional gaps that were specifically reported during the
study were the IGPPD’s inability to verify whether an apostate’s records have been
deleted from parish records and the lack of a mechanism for establishing the scope
of data processed by the Central Anti-corruption Bureau (“CBA”, one of the Polish
intelligence agencies).

Over 30 individuals who made an act of apostasy22 from the Catholic Church
answered the call to participate in the research. A member of this group was in-
terviewed as part of the complainants’ group. He described situations where parish
priests refused to delete the apostates’personal data from parish records. At the same
time he claimed that the apostates were unable to complain to the IGPPD whose
jurisdiction is excluded with regard to processing data for the purposes of a church
or religious association.23 Therefore under the current Polish Data Protection Law
the IGPPD is not competent to issue an administrative decision obliging the church
to remove or correct the personal data processed within its books. Some of the apos-
tates formed an active group aimed at effecting change in the applicable provisions
governing the issue of leaving the Catholic Church. One of the group’s initiatives was
the creation of a website which contains a comprehensive, step-by-step guide to the

21 Pursuant to the Code of the Administrative Procedure and the Administrative Courts Procedure
the IGPPD must issue an administrative decision within 30 days after receiving a complaint. In the
course of 14 days after the date when the original decision is served on the party, the party may ask
for reconsideration of the case by the IGPPD. Only after the second decision is issued and served
on the party, the party has 30 days for challenging the decision before a Provincial Administrative
Court.
22 Apostasy is currently understood as a conscious, voluntary and public defection from the Church.
On 29 September 2008 the Polish Episcopal Conference laid down a procedure for persons wanting
to make an act of apostasy in one of the Polish dioceses. Under this procedure an aspiring apostate
shall deliver a statement drafted personally to the parish priest in his or her place of residence in
the presence of two adult witnesses. The priest has an obligation to confirm the receipt of such a
statement with his handwritten signature and a parish seal and to send the same to the diocesan
curia which further instructs the priest to make an appropriate entry in the parish register of baptism.
The note that a person has left the Church should be permanently entered on the margin of this
person’s certificate of baptism kept in the register of baptism. Under the ecclesiastical law an entry
of baptism must not be deleted from the register of baptism.
23 Article 43 (2) of the Personal Data Protection Act.
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process of apostasy, accessible for everyone.24 They also launched a social campaign
advocating legislative changes to the Personal Data Protection Act that would allow
the IGPPD to control the processing of personal data by religious institutions.

The “apostates’ case” was clearly a Polish phenomenon. In this context it is
interesting to note that pursuant to the Data Protection Directive, the inspection
powers of data protection authorities may be subject to limitations in the areas of
public security, economic or financial interests and crime prevention. The Directive
provides for no such exemption in the case of the processing of data for the purposes of
a church or a religious association, whereas the Polish Data Protection Act expressly
waived the IGPPD’s jurisdiction in this respect. The problem was reported to the
European Commission25 and the Commission noticed it and obliged itself to verify
incompatibility of the Polish act with the Data Protection Directive. The Commission
also noted that religious associations processing personal data should not receive
any special privileges as they do not fall within any exceptions established under the
directive. Moreover, the Court of Justice of the European Union clarified in the Bodil
Lindqvist case (C-101/01)26 that activities of a religious nature were not covered by
the scope of such exceptions.

Another example of the limited powers of the IGPPD is the case of a journalist
whose various telecommunications data, including phone records and location data
for 6 months between 2005–2007 (some constituting personal data), were unlawfully
acquired by one of the intelligence agencies—the CBA. The journalist was known
for writing about high-profile and scandalous operations of the CBA. In this case
the journalist could not complain to the IGPPD which has no jurisdiction over in-
telligence agencies under Polish law.27 Eventually he filed a civil suit with the court
claiming there was a violation of his personal rights such as the right to privacy,
freedom of communication and, above all, the right to the freedom of expression
because the CBA’s conduct posed a threat to the journalist-source confidentiality.
The journalist won the case in the court of first instance.28 The court confirmed that
the practice of misusing data retention, by collecting and reviewing the claimant’s
telecommunications data, is unlawful despite broad competences of the agency in
this respect and exclusion from the IGPPD’s control with regard to the processing
of personal data. The court stated that by accessing the journalist’s phone records
the public authorities had clearly interfered with his constitutional freedoms. Such
interference should be possible solely when it is clearly permissible under the law,
appropriately justified and proportionate in comparison to the benefits expected to
be obtained (e.g., in the case of a serious crime). The court also confirmed that the
journalist’s phone bills should be protected under the regulations concerning the right
to privacy and the journalistic sources of information.

24 Apostazja.info.
25 Complaint ref. no. CHAP 2011(776) (2011).
26 The judgement of the Court of Justice of the European Union (2003).
27 Article 43 (2) of the Personal Data Protection Act.
28 The judgement of the Warsaw District Court (2012). The judgement is not final. The appeal will
be examined in April 2013.
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2.7 Barrier No. 4: Insufficient Access to Professional
and Effective Legal Aid

Respondents were in general reluctant to use paid professional legal aid in cases
related to redress sought in the field of data protection. Parties to all kinds of pro-
ceedings usually sought a remedy acting in person unless they were forced to comply
with the legal representation requirements in the appellate procedure (for example in
the case of complaining to the court of final resort such as the Supreme Court or the
Supreme Administrative Court). Among the respondents who sought remedies for
personal data protection violations, only one hired and paid a lawyer. Other respon-
dents who used professional legal aid received ad-hoc pro-bono legal support. The
main reason for this situation indicated by the respondents was the relatively high
costs of legal representation. However, it must be noted that the majority of respon-
dents seeking redress, even though they had not received legal advice, felt that such
assistance was needed. The substantial expenses related to using the services of an
advocate or a legal counsellor therefore remain a barrier to accessing redress mech-
anisms in the field of data protection for data subjects. On the other hand it should
be noted that according to lawyers participating in the focus group interviews, the
data controllers use paid legal assistance at all procedural stages.

At the same time, the quality of legal representation in personal data protection
cases is relatively low, with the notable exception of a number of law firms with
a record of top-class service in this area. The study has shown that few lawyers
specialize in data protection in Poland and that they are concentrated around big
cities, especially the capital Warsaw. The specialized law firms, according to both
the IGPPD’s staff and the judges, offer very high quality services but mostly for
companies and institutions that process data and not for data subjects. Therefore,
access to experts in the field for the latter is problematic.

The availability of free legal aid is also limited. This is due to the more general
problem of a lack of effective free legal assistance mechanisms in Poland. During
court proceedings it is possible to apply for a court-appointed lawyer after meeting
the criteria prescribed by law (for example financial criteria; these criteria apply to
all kinds of cases). Nevertheless, the attorneys appointed as part of the state legal
aid scheme do not always have the required expertise in the area of personal data
protection. There is no free legal advice granted by the state in the pre-trial stage. In
many areas of law, this gap is filled by non-governmental organizations providing pro
bono legal aid. Regarding data protection issues though, there is no organization in
Poland that would offer comprehensive, free-of-charge legal assistance and would be
specialized solely in this field. The existing organizations that deal with personal data
focus mainly on advocacy activities. There are also a number of associations offering
general pro bono legal advice in most typical criminal or civil cases, but these are
not sufficiently prepared for handling data protection issues. On the other hand there
are a number of organizations providing counselling in more specific areas such as
asylum seekers’ law or consumer rights, often operating in partnership with central
authorities such as the Office of Competition and Consumer Protection. However,
with regard to data protection, no similar initiative has been so far observed.
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2.8 Conclusions and Recommendations

The most alarming conclusion that transpires from the interviews with the respon-
dents who participated in the Polish part of the “Data protection: redress mechanisms
and their use” study is the low awareness of the available redress mechanisms in the
data protection field. The research revealed that the theme of personal data protection
has not become common knowledge despite 15 years of the operation of the Personal
Data Protection Act in Poland. Most of the respondents were unable to define the
data protection violation or seemed unaware of the possible redress measures. Those
with a more developed legal awareness were not decided as to which procedure (ad-
ministrative, criminal, civil) is the “right one” for a given case. The problem of low
awareness was reported not only by the individuals who experienced unlawful data
processing, but also all the other groups of respondents such as judges, prosecutors,
advocates, legal counsellors, the members of civil society organisations and law
enforcement bodies.

Therefore in the light of the results of the study and presented observations on
the availability and effectiveness of personal data protection redress mechanisms,
the following actions may be taken in order to improve the current situation: (1)
awareness-raising and educational activities, (2) certain legislative reforms, (3) easier
access to effective legal aid.

As a part of the awareness-raising and educational activities performed in the area
of data protection, members of the public should learn more about the existence
and functioning of the IGPPD. In this respect, particular emphasis should be put
on providing information on the areas of the most frequent personal data protection
violations (Internet and banking sector, healthcare, etc.), on the entities that most
often commit violations (both in private and public sector) and on the essence of the
violation and its consequences.

Moreover, it is very important to promote sources where individuals can find
comprehensive information on data protection and redress mechanisms. According
to the results of the study, a knowledge access point for citizens and legal advice
providers could be the website of the IGPPD. However, the website should be better
promoted and positioned through the browsers and adjusted to the needs of data
subjects (for example, it should be written in more transparent and simpler language).
It should also include more practical guidance for potential complainants, who could
learn how to identify a data protection violation and what steps to take in order to seek
redress. The guide should assist complainants in selecting the type of proceedings
(administrative, judicial-administrative, criminal, civil) and should present a detailed
description of the course of each procedure and the obligations of the parties.

Another proposal mentioned by the respondents was to introduce the basics of data
protection as a subject of instruction to at least a secondary education curriculum.
Educational activities could be supported by far-reaching social campaigns. Further-
more, training opportunities should be offered to advocates and legal counsellors,
judges and staff of law enforcement authorities, non-governmental organisations and
data controllers.
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As regards the legislative reforms, many respondents proposed abolishing the
penal procedure which, according to the study, is at the moment the least effective
remedy for data protection violations. However, this should not be done without
at the same time implementing more effective measures aimed at improving the
enforceability of data protection law within civil and administrative procedures.

For instance, in the case of administrative proceedings, it would be important
to strengthen the position and competences of the IGPPD. The majority of respon-
dents see the IGPPD as an independent, although not always effective body, which
is a result of numerous limitations stemming from the regulation. It follows from
the respondents’ opinions that administrative proceedings conducted by the IGPPD
followed by the judicial administrative proceedings carried out by administrative
courts fail to provide complete protection. One of the proposals was therefore to
introduce financial administrative sanctions imposed by the IGPPD, which could
replace the existing criminal sanctions. Other proposals concerned appointing the
court of general jurisdiction as the court competent to hear appeals against IGPPD’s
decisions (instead of the administrative court) or creating a specialised court in this
respect. The specialized court could operate in a similar manner as the existing Court
of Competition and Consumer Protection in Poland, reviewing appeals lodged—for
example—against the decisions of the President of the Office of Competition and
Consumer Protection. What is more, dropping certain limitations to the IGPPD’s
inspection powers with regard to, for example, religious institutions should be also
taken into consideration.

Another significant issue is an organisational reform of the IGPPD office which—
according to the project—was said to be understaffed, overloaded with work and
underequipped. The statistics published on the IGPPD’s website reveal that the
number of cases processed by the Polish data protection authority is increasing
year-by-year. One of the reasons for this is an increasing volume of complaints and
requests for interpretation. In 2007 the number of complaints addressed to IGPPD
was 796 while in 2011 it reached 1272. As regards the requests for interpretations, in
2007 there were 1298 requests lodged, while in 2011 the number of requests reached
3935.29 Therefore, additional human and financial resources within the IGPPD’s
office are needed. In this context it is important to note that the recent amendment
to the Personal Data Protection Act30 enabled the IGPPD to create local branches.
This development was considered a very good idea which was supposed to “decen-
tralize” the IGPPD service and make it more available to individuals from outside
Warsaw. Unfortunately there were no budgetary means provided to implement this
organisational reform and so far the local branches have not been established.

Easier access to effective legal aid should be also provided, especially as regards
legal advice at the pre-trial stage. This proposal involves not only—as mentioned
above—trainings for professional lawyers or empowering the IGPPD office in pro-
viding legal assistance on a broader scale, but also creating a non-governmental

29 Own work developed on the basis of data available at the IGPPD’s official website (2013).
30 The Act amending the Personal Data Protection Act and Certain Other Acts (2010).
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organisation specialized in pro bono data protection legal services, which at present
does not exist in Poland.

Finally, it should be noted that one of the main current barriers for data protection
redress mechanisms are jurisdictional issues related to processing of personal data
in the cyberspace. This aspect was not a subject to a detailed analysis in the study.
Nevertheless it was briefly mentioned by some of the respondents, especially lawyers
practicing in the data protection field, as an emerging matter for example with regard
to the the use of social network services. Polish citizens rank fourth in Europe in the
use of social networks (85 % of internet users use these services and this number keeps
growing).31 Still the most popular social network services in Poland are operated by
foreign companies.32

There are no official statistical data available on the number of data protection
cases including a cross-border element.33 At the same time media more and more
often inform about cases of Polish citizens who come across jurisdictional issues
while attempting to bring a legal action against a social network or a search engine
run by an overseas companies.34 In the study, the respondents noted that jurisdic-
tional conflicts and limited jurisdiction of the national authorities with regard to the
cross-border data processing will become one of the most significant challenges for
the efficient legal protection. Therefore the legal solutions aiming to improve the ef-
fectiveness of redress mechanisms should include also the question of international
cooperation between the data protection authorities, law enforcement agencies and
the internet industry.
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Chapter 3
Forgetting, Non-Forgetting
and Quasi-Forgetting in Social Networking:
Canadian Policy and Corporate Practice

Colin J. Bennett, Christopher Parsons and Adam Molnar

“You may not realize it, but whenever you go online, you’re
building an identity through the words and images you post and
the activities you do. This can become part of your reputation,
and it can be a lasting one. Once personal information goes
online, it may be difficult to delete. While you may be able to
delete it in one place,there may be cached versions or copies
stored elsewhere that you cannot control. Digital storage is
cheap and computer memory is plentiful–and unlike people, the
Net never forgets” (Jennifer Stoddart, Canadian Privacy
Commissioner, January 28th, 2011)

The Canadian Privacy Commissioner’s remarks above encapsulate a common per-
ception about the online capture and retention of personal data. At some point in
the last 10 years, it is argued, the economics and technical practicalities of retaining
personal information have come to outweigh the arguments and potentials for dele-
tion or erasure.1 Whatever the institutional motivations, it is just easier to retain data
than to get rid of it. Hence the dominant discourse about the “Net never forgetting”
translates into strong warnings from privacy regulators and advocates about being
extra careful about posting any information online, if you do not want it to come
back and haunt you later in life.

Research for this paper was funded through the Office of the Privacy Commissioner of Canada’s
contributions program. None of the results are necessarily reflective of the Office’s positions, and
all research was conducted independently of the Commissioner. We thank Brittany Shamess and
Michael Smith for research assistance.

1 Victor Mayer-Schonberger, Delete: The Virtue of Forgetting in the Digital Age (Princeton, NJ:
Princeton University Press, 2011).
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Almost as an antidote to these technical realities, the European Union has pro-
posed in its new Draft Regulation2 a “right to be forgotten.” Using this provision,
individuals could force an organization to delete personal data stored about them.
Social networks that make such data public will be liable if it is subsequently repub-
lished by third-parties, and will be required to “take all reasonable steps, including
technical measures” to inform third-parties to delete the information. The Article is
included in the inventory of “rights of the data subject” and has intellectual roots in
French law, which recognizes le droit a l’oubli. The right is not, as was originally
proposed, limited to user-generated and -published data. It is broader, relating to
any data concerning an individual, even if it has been generated or transmitted by
someone else. This has significant implications for data controllers because they are
expected to take all reasonable steps to meet individuals’ requests, for themselves
and for third-parties. Requests must be fulfilled “without delay”, though exceptions
exist for journalistic and artistic purposes, for complying with legal obligations, and
when retaining the data is needed for proof of accuracy.

This provision has spawned an extraordinary amount of legal analysis and social
criticism in a relatively short time, even though the right is far from new and is
rooted in many legal provisions at national and European levels.3 For some analysts,
however, it has become a fundamental threat to freedom of expression, a tool of
censorship, and an attack on search and archiving services. It has been seen as both
“reactionary and fashionable” (van Hoboken 2011).4 In many respects, this provision
has become a lightening rod, symbolizing what many corporate interests regard as an
overly intrusive, heavy-handed and unworkable European regulation (Fleisher 2011).
It has also inspired commentary about the clash between European “protectionist”
and American “free speech” values. Jeffrey Rosen, for example, has asserted that this
right is “[t]he biggest threat to free speech on the Internet in the coming decade”.5

The intensity of American opposition to this proposal is explained by fears of
the extensive costs and practical complications that would arise if European citizens
suddenly could erase their personal data, regardless of whether it had been posted
by them, or by third parties. The intensity of this debate has sometimes overlooked,
however, the perspectives of non-European countries with comprehensive data pro-
tection laws, and their experiences with enforcing consumers’ rights of deletion and
erasure against US corporations. The Canadian experience is especially illuminating
in this regard. As Canadian life is more generally and immediately influenced by the

2 European Commission, COM (2012) 11 final, “Proposal for a regulation of the European Parlia-
ment and of the Council on the protection of individuals with regard to the processing of personal
data and onthe free movement of such data (General Data Protection Regulation)”, (Brussels, 25
January 2012). The right to be forgotten is introduced in art. 17.
3 Ambrose, M. and Ausloos, J, “The Right to be Forgotten Across the Pond” (paper presented at
the Telecommunications Policy Research Conference, September 21, 2012) accessed October 20,
2012, http://papers.ssrn.com/sol3/papers.cfm?abstract_id=2032325.
4 Joris van Hoboken, “9 Reasons Why a ‘Right to be Forgotten’ is Really Wrong,” Joris
van Hoboken: about search engines, digital civil rights and more, December 11, 2011,
http://www.jorisvanhoboken.nl/?m=201112.
5 Rosen, Jeffrey, “The Right to be Forgotten,” Stanford Law Review 64 Online (2012): 88–92.
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actions and policies of public and private organizations south of our border, there
is a perennial cultural sense of “being on the front line.” Long before the advent of
“cloud-computing,” Canadians have been accustomed to having their personal data
processed in the United States. Canada has a long history of having to grapple with
the legal, regulatory and technological challenges of enforcing Canadian privacy
rules against US corporations and government agencies.

Moreover, there have been some recent success in enforcing Canadian privacy
rules in a number of high-profile cases. Most notably, the Office of the Privacy
Commissioner of Canada (OPC) investigated Facebook over the company’s handling,
disclosure, and retention of Canadian subscribers’ personal information, and found
Facebook in contravention of several provisions of Canada’s private sector privacy
law, the Personal Information Protection and Electronic Documents Act (PIPEDA).
In this and other cases, the practical realities of enforcing rights of deletion and
erasure have been tested and exposed. We argue that such cases carry important
lessons for the contemporary debate about the “right to be forgotten.”

This chapter analyzes some of the practical realities around deleting the personal
data of Canadian users on predominantly US social networks. We first discuss the
extent to which Canadians, under Canadian privacy law, can demand access to, and
deletion of, their personal information retained by corporate actors. This entails an
examination of Canadian privacy law, regulation and the related decisions by the
OPC. We also consider the extent to which such a right could be exercised against
companies that are based outside Canada. We then turn to corporate organizational
practices. Our analysis of the privacy policies of over 20 social networking sites
(SNSes) reveals that a range of qualified commitments and non-commitments are
provided concerning the deletion and erasure of personal data. The right to delete
personal data is also challenged by the practices and policies of Law Enforcement
Authorities (LEAs). Law enforcement access to social networking data has become
a significant policy issue in the face of recent debates over ‘lawful access’ legislation,
which would impose data retention and disclosure requirements on telecommunica-
tions service providers, as well as ‘open source’ data collection, which is used in the
course of routine policing investigations.

The ability of Canadians to be ‘forgotten’ by SNSes, therefore, confronts some
complicated technical realities and organizational incentives. This chapter demon-
strates that there is forgetting, non-forgetting and quasi-forgetting within the social
networking environment, and in the context of the longstanding struggle to enforce
Canadian privacy rights against US corporations. These practical realities hold im-
portant lessons for European efforts to shape its own data protection rules and enforce
them against social networking companies.

3.1 Is There a Canadian “Right to be Forgotten”?

While the European debate concerning the Right to be Forgotten rages on, it can
be instructive to turn to the Canadian setting to understand how core principles
of ‘forgetting’ are already instantiated in other jurisdictions. So, while Canadian



44 C. J. Bennett et al.

laws, policies, and decisions are not necessarily directly equivalent to the proposed
European right, the Canadian example provides a good proxy to understand how
‘forgetting’can play out in a Western democratic nation with relatively strong privacy
laws.

Several Canadian privacy laws govern federal/provincial jurisdictions and pub-
lic/private sectors. Though there are some gaps in coverage, the system has been
judged “adequate” under the provisions of the Data Protection Directive, and there-
fore a safe harbor for the export of data relating to European citizens. Canada’s public
sector laws include both the 1982 PrivacyAct, that regulates federal agencies, as well
as provincial Information and Privacy Acts. Each of these stipulates that personal
information should only be held as long as necessary to fulfill a legitimate statutory
purpose. These laws require the establishment of “retention schedules” and demand
the creation of secure and reliable record destruction measures.

With respect to social networking, the Personal Information Protection and Elec-
tronic Documents Act (PIPEDA) is the more relevant statute, as the principal legal
instrument governing the private sector. Several of its provisions might add up to the
equivalent of a “right to be forgotten.” Schedule One (4.5) of the legislation states that
“[p]ersonal information shall not be used or disclosed for purposes other than those
for which it was collected, except with the consent of the individual or as required by
law. Personal information shall be retained only as long as necessary for the fulfill-
ment of those purposes.” It also requires that organizations “develop guidelines and
implement procedures with respect to the retention of personal information” (4.5.2).
Furthermore, “personal information that is no longer required to fulfill the identi-
fied purposes should be destroyed, erased, or made anonymous. Organizations shall
develop guidelines and implement procedures to govern the destruction of personal
information” (4.5.3).

Hence, data erasure is not articulated as a right of the data subject but as an
obligation of the data controller. Deleting or erasing data that is no longer needed
to fulfill identified purposes is seen as a feature of “good” data protection practices
and governance, and inextricably linked to questions of whether the data is still
needed to meet stated, and identified, purposes. Such an analysis invariably leads
to questions about individual consent, where another provision (Principle 4.3.8)
may apply: “an individual may withdraw consent at any time, subject to legal or
contractual restrictions and reasonable notice, and that the organization shall inform
the individual of the implications of such withdrawal.”

Thus the request to delete personal data can be interpreted as a “withdrawal of
consent” and may appear as a legal equivalent to the “right to be forgotten.” If
such a right can be perceived in Canadian law, however, it only really applies when
organizations collect data about an individual and retain it longer than required to
fulfill identified purposes. Such a right is also interpreted within the larger framework
of the “reasonable person” test under what is (essentially) a consent-based statute.
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3.1.1 The Enforcement of Canadian Privacy Law Against Social
Networks

Though Canadian law is written to require the deletion of some user data, and permit
Canadian citizens to retract their consent concerning their data, there is still the
issue of enforcing the law and responding to Canadians’ wishes. With respect to
many corporations operating in Canada, this creates practical instead of jurisdictional
problems because of the extra-territorial reach of Canadian law.

Most of the SNSes used by Canadians have, at best, limited physical presences
in Canada. This minimality of presence, however, does not mean that Canadian
law does not apply to foreign companies less than domestic companies providing
similar services to Canadians. This conclusion was reached in a case involving the US
profiling company Accusearch, wherein the Federal Court of Canada (2012) insisted
that the OPC had jurisdiction over the relevant privacy complaint insofar as a real and
substantial connection could be found between the entity or the actions complained
of, and Canada. As a result of this decision, the OPC’s website emphasizes that:

Where the Privacy Commissioner has jurisdiction over the subject matter of the complaint but
the complaint deals with cloud computing infrastructure and thus is not obviously located in
Canada, current jurisprudence is clear that the Privacy Commissioner may exert jurisdiction
when assessment indicates that a real and substantial connection to Canada exists.6

Accordingly, the OPC has investigated Facebook, Google, Netflix, WhatsApp and
other US-based companies regardless of their having a physical presence in Canada.
In a famous and wide-reaching decision, the OPC asserted that Facebook violated
provisions of PIPEDA, including section 4.5.3. The violation related to the confusing
distinction between the deactivation of an account and the permanent deletion of data
related to an account. The OPC wrote,

[u]nder Facebook’s current account deactivation policy, the personal information of users
who have deactivated their accounts is retained indefinitely. Indefinite retention is a contra-
vention of Principle 4.5 and 4.5.3 [. . . ] a reasonable person would not consider it appropriate
for Facebook to continue to retain indefinitely the personal information of a user who has
deactivated his or her account and not reactivated it for a long time.7

Facebook was asked to implement a retention policy and inform users about it,
and to delete personal information linked to deactivated accounts from Facebook’s
servers after a reasonable length of time. While Facebook did add information about
account deletion to its privacy policy, the company did not develop a retention policy
for deactivated accounts.

Jurisdictional issues could not be raised when the OPC investigated a complaint
about the practices of Nexopia, a Canadian SNS directed towards young people.

6 “Reaching for the Cloud(s): Privacy Issues related to Cloud Computing,” Office of the Pri-
vacy Commissioner of Canada, accessed March 29, 2010, http://www.priv.gc.ca/information/
pub/cc_201003_e.asp.
7 “Report of the Findings into the Complaint filed by CIPPIC against Facebook Inc.” Office of
the Privacy Commissioner of Canada, (paragraph 245), July 16, 2009, http://www.priv.gc.ca/cf-
dc/2009/2009_008_0716_e.pdf.

http://www.priv.gc.ca/information/pub/cc_201003_e.asp
http://www.priv.gc.ca/information/pub/cc_201003_e.asp
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The complaint covered virtually every aspect of Nexopia’s practices, including its
retention of users’and non-users’personal data. Nexopia admitted to lacking internal
policies and procedures for the retention, backup and destruction of its records. The
company also confirmed that it retained users’ and non-users’ personal information
in its database and archives since the website’s inception in 2003. The OPC wrote
that “it is clearly misleading to provide a “Delete Account” option—which states
that specific personal information will be deleted—when in fact the information will
be retained indefinitely in the website’s archive.”8 Despite most of the complaints
being considered “well-founded,” Nexopia rejected some of the recommendations
on technical grounds.

These interpretations of PIPEDA suggest that Canadians can legally tell these
services to permanently and thoroughly delete their account information, notwith-
standing technical difficulties and occasional need to retain the data for reasons of
law enforcement (see below). Thus, the right of a user to request the permanent
deletion of all user-generated data seems settled, at least in the eyes of the OPC. In
this sense, there is a “right to be forgotten” in Canadian law. However, there have yet
to be tests as to whether an individual can request the deletion of data that has been
reposted by another user, or the deletion of data posted by a third-party. Such “take-
down” requests, strenuously resisted by companies like Google may also pose real
challenges under Canadian privacy law given that typical requests for the deletion of
personal data assume a dichotomy between the “individual” and the “organization.”9

Hence, PIPEDA only goes so far and Canadian citizens are then dependent on
the range of ambiguous commitments to deletion, partial-deletion and non-deletion
within the corporate privacy policies of mainly American companies. As we demon-
strate below, these networks’own corporate practices often try to set the terms of how
these matters will operate, regardless of the guidance provided by federal regulators
or national laws.

3.2 Organizational Practices and Data Deletion

Canadians are prolific users of social networking services, with 60 % of online
Canadians—and thus 50 % of all Canadians—being members of a social networking
service.10 Our analysis of these services’privacy policies reveals that companies seek
to limit jurisdictional review of their practices while establishing company-specific
data retention and disclosure policies. The companies also try to limit non-Americans’
capacity to restrict the retention and revelation of their personal information. To-
gether, these practices challenge Canadian privacy law, including rights of deletion
and erasure.

8 “Report of the Findings into the Complaint filed by CIPPIC against Nexopia,”Privacy Com-
missioner of Canada, (paragraph 58), accessed March 1, 2012, http://www.priv.gc.ca/cf-
dc/2012/2012_001_0229_e.asp#summary.
9 Peter Fleischer, “Foggy Thinking about the Right to Oblivion,” Peter Fleischer: Pri-
vacy...? March 9, 2011, http://peterfleischer.blogspot.com/2011/03/foggy-thinking-about-the-
right-to-oblivion.html.
10 “Canada’s Love Affair with Online Social Networking Continues,” Ipsos Reid, 2011.
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3.2.1 Jurisdiction and Complaints

Canada’s privacy regime has successfully influenced the privacy behaviors of ma-
jor global social networking companies.11 Despite this track record, however, only
one company in our sample, Club Penguin, specifically states its compliance with
Canadian privacy law.12 Of note, Club Penguin was a Canadian company that
was subsequently acquired by Disney. Most other social networks (Blizzard,13

Facebook,14 Google,15 LinkedIn,16 LiveJournal,17 MySpace,18 Twitter,19 Zynga20)
emphasize that they comply with selected American statutes, such as the Child On-
line Protection Act, and some with the EU-US Safe Harbour Framework. Several
companies stress their compliance with California law (Blizzard,21Facebook,22 Tum-
blr,23 Zynga24). Nexopia,25 Yahoo!’s Flickr,26 and Instagram27 all fail to note which
privacy laws and international guidelines they will comply with.

These companies often declare the jurisdictions and courts through which all legal
proceedings must be conducted. Save forYahoo!,28 Nexopia,29 and Plenty of Fish (a

11 “Facebook breaches Canadian privacy law: commissioner.” Canadian Broadcasting Corpora-
tion (CBC), CBC News: Technology and Science, July 16, 2009, Accessed October 17, 2012.
http://www.cbc.ca/news/technology/story/2009/07/16/facebook-privacy-commissioner.html.
12 “Club Penguin Privacy Policy,” Last modified January 11, 2012, http://www.clubpenguin.
com/privacy.htm.
13 “Blizzard Entertainment® Online Privacy Policy.” Last modified March 25, 2011, http://us.
blizzard.com/en-us/company/about/privacy.html.
14 “Facebook Data Use Policy”, last modified June 8, 2012, http://www.facebook.com/full_data_
use_policy.
15 “Google Privacy Policy,” last modified July 27, 2012, http://www.google.ca/intl/en/policies/
privacy/.
16 “LinkedIn Privacy Policy,” last updated June 16, 2011, http://www.linkedin.com/static?key =
privacy_policy&trk = hb_ft_priv.
17 “LiveJournal Privacy Policy,” last modified December 12, 2010, http://www.livejournal.com/
legal/privacy.bml.
18 “MySpace Privacy Policy.” Last updated October 1, 2012, http://www.myspace.com/Help/
Privacy.
19 “Twitter Privacy Policy,” last modified May 17, 2012, http://twitter.com/privacy.
20 “Zynga Privacy Policy,” last modified September 30, 2011, http://company.zynga.com/privacy/
policy.
21 “Blizzard Entertainment® Online Privacy Policy.”
22 “Facebook Data Use Policy.”
23 “Tumblr Privacy Policy,” last modified March 22, 2012, http://www.tumblr.com/policy/
en/privacy.
24 “Zynga Privacy Policy.”
25 “Nexopia Privacy Policy,” last modified November 2, 2009, http://www.nexopia.com/privacy.
26 “Yahoo! Privacy Policy,” last modified April 23, 2010, http://info.yahoo.com/privacy/ca/yahoo/.
27 “Instagram Privacy Policy,” last accessed October 28, 2012, http://instagram.com/legal/privacy/.
28 “Yahoo! Privacy Policy.”
29 “Nexopia Privacy Policy.”
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Canadian dating social network),30 which recognize Canadian courts, all claims must
go through either American federal or the state courts of California or New York.
Only Zynga, a social gaming company, explicitly recognized European jurisdictions,
stating that non-US citizens would “agree to submit to the personal jurisdiction of
the courts in Luxembourg.”31

As noted in the previous section, American social networking companies must
meet the requirements spelled out in PIPEDA. These requirements, however, have
not led all companies to actually respect or comply with Canadian law. One corollary
of being able to delete one’s data is, of course, to discover what that data is, in the
first place, and to access it if necessary. Schedule One (Section 4.9) of PIPEDA is
clear:

Upon request, an individual shall be informed of the existence, use, and disclosure of his or
her personal information and shall be given access to that information. An individual shall
be able to challenge the accuracy and completeness of the information and have it amended
as appropriate.

We have, therefore, asked various SNSes to provide comprehensive records of the
information they held on researchers in the course of our work.

Few companies have responded to these requests, and those that did either refused
to provide any information or failed to comprehensively provide it. Furthermore,
while basic data the subscriber generated may have been disclosed, most of asso-
ciated metadata was not. Facebook, as an example, excludes at least 20 metadata
items from their self-download feature, including data that the company collects on
users (e.g. phone numbers) when other people in the user’s network synchronize a
device (e.g. iPhone) with Facebook, information logs on user “likes,” and browser
information that is logged when a user accesses a Facebook service. Twitter, sim-
ilarly, excludes a significant amount of metadata; it provides five fields of data for
each tweet, whereas circa 2010 there were 59–60 lines of data associated with each
Tweet. Google’s checkout service, similarly, lacks detailed metadata associated with
communications.32 Tumblr was the only company that both responded and refused
to provide data. Instagram did respond however, providing a sample of user data
that, like Facebook, was very limited in its scope.

The nondisclosure of any information is problematic, but the failure to disclose
metadata linked with communications is also problematic because, when aggregated,
metadata is content. Such data can include geographic coordinates, communications
patterns, relative periods of activity, where such activity takes place, on what devices
activities are linked to, and together this data can be used to impute relative affluence
and technical sophistication based on communications tools. Further, when these

30 “Plenty of fish Terms of Use Agreement,” Last updated November 2, 2011, http://www.pof.
com/terms.aspx.
31 “Zynga Privacy Policy.”
32 “Social Networking and Canadian Privacy Law: Jurisdiction, Retention, and Disclosure,”
Christopher Parsons, Brief to Parliamentary Access to Information, Privacy and Ethics Com-
mittee, December 23, 2012, http://www.parl.gc.ca/Content/HOC/Committee/411/ETHI/WebDoc/
WD5706433/411_ETHI_PSM_Briefs/ParsonsChristopherE.pdf.
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kinds of data are cross-referenced between users they can provide deeper insight of
the community. Moreover, by aggregating information across users in a community
it is possible to impute further information about specific individuals. Consequently,
failures to reply and/or comprehensively provide data are significant insofar as they
speak to the relative unwillingness of social networking companies to fully comply
with non-American privacy-related laws.

The most egregious example, Tumblr, stated that it “will not be providing the
information you requested. Tumblr is a U.S.-based company with its headquarters
in New York. It does not have a corporate presence in Canada and, therefore, it does
not fall under the jurisdiction of PIPEDA or Canada’s Office of the Privacy Com-
missioner.” In a subsequent follow-up, after we had further explained the company’s
obligations under PIPEDA, the company reiterated: “We appreciate your interest in
engaging in a legal discussion about the scope and reach of PIPEDA, but our prior
correspondence stands.”33 The stated requirement to work through New York courts
is interesting, given that Tumblr’s privacy policy only recognizes the California Civil
Code (S. 1798.83–1798.84) and acknowledges that California residents are entitled
to ask for information about the categories of subscriber data the company is sharing
with affiliates and third-parties.34

A further condition for the successful exercise of deletion rights is that corpo-
rations are supposed to provide recourse to individuals when they have concerns
or complaints concerning a business’s data handling processes.35 In our analysis
of major social networks we found that individuals may have challenges alerting a
social networking company to their concerns about how the company may be retain-
ing, processing, or disclosing their personal information. Of our sample, only three
companies—Plenty of Fish, Reddit, and World of Warcraft—published their privacy
officers’ contact information. Most other companies had somewhat ambiguous con-
tact forms or physical address information. Few companies had clear complaints or
resolution processes. This said, two services, LiveJournal and MySpace, recognize
the uniqueness of EU subscribers, with the former providing an EU mailing address
for complaints and the latter encouraging Europeans to submit questions using the
company’s online form, or by mail. Tumblr also stands out, insofar as the published
mailing address is exclusively for California residents.

Only Instagram entirely lacked a complaints mechanism though, in subsequent
research, we found that its staff did return a truncated version of basic account in-
formation based on the user request. Specifically, user information was sent in an
email attachment that included the following: a user ID number; username; first
name; last name; email address; gender; birthday; phone number; biography; a
user entered website address; an indication of whether the account is private/public;
whether the account is ‘active’; date user joined the service; signup IP address;

33 Corporate counsel for Tumblr, Personal e-mail with Christopher Parsons.
34 “Tumblr Privacy Policy.”
35 “OPC Guidance Documents: A Guide for Businesses and Organizations,” last modified March
31, 2010, http://www.priv.gc.ca/information/guide_e.asp#015.
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all user relationships, incoming requests, and followers, and whether these ac-
counts are themselves public or private; and all user published media during the
date range that the account has been active. Interestingly, the top of the file is listed
as “[username]_subpoena_01/15/13”, which indicates that this could be an identical
format that is shared with authorities under lawful access, and specifically subpoena,
circumstances.

3.2.2 How Social-Networking Services Understand Retention
and Disclosure

Jurisdictional and complaint issues aside, a simple examination of how social net-
working companies state they retain data is revealing. As an example, Google
recognizes that, after a user deletes account information, the company may not im-
mediately delete data and that it may not remove data from their backup systems.36

Such claims are worrying given the long-term retention problems surrounding Street
View data and the revelation that actual retention periods remain ambiguous.37 While
Facebook states that it typically takes a month to delete data—with some information
remaining in backup logs up to 90 days—the company’s success in actually deleting
data, such as photos uploaded to the site, has long been questionable.38 Companies
such as Yahoo! and Foursquare offer commitments similar to those of Facebook.
Foursquare also notes that, even after subscribers delete information, “copies of that
information may remain viewable elsewhere, to the extent it has been shared with
others, distributed pursuant to privacy settings, or copied or stories by other users”.39

Tumblr parallels this statement, informing subscribers that even when deleting their
accounts’ content, public activity, such as posts that were ‘liked’ or shared, will
remain stored on servers and accessible to the public.40

For other services the ‘deletion’ of subscriber data may largely amount to hiding
the information from public viewers. LiveJournal, for example, recognizes that,
while individuals can delete their account and accompanying information, data may
take an unspecified amount of time to delete and the company may choose to retain
the information to the extent necessary to protect the company’s legal interests,
comply with court orders, et cetera.41 The inclusion of ‘et cetera’ leaves open the

36 “Google Privacy Policy.”
37 “Google: Didn’t delete Street View data after all,” Yahoo! News, July 27, Accessed October 17,
2012. http://news.yahoo.com/google-didnt-delete-street-view-data-175540701–finance.html.
38 “Three years later, deleting your photos on Facebook now actually works,” Cheng, Jacqui,
Ars Technica, August 16, 2012, accessed October 17, 2012, http://arstechnica.com/business/
2012/08/facebook-finally-changes-photo-deletion-policy-after-3-years-of-reporting/.
39 “Foursquare Labs, Inc. Privacy Policy,” last modified July 13, 2012, https://foursquare.com/
legal/privacy.
40 “Tumblr Privacy Policy.”
41 “LiveJournal Privacy Policy.”
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full range of possible motivations to retain data in contravention of a subscriber’s
request. In the case of Meetup, the company reserves the right to retain information
that the user requests removed if retention is needed to resolve disputes, troubleshoot
problems, or enforce the terms of service. Regardless, the company promises, “your
information is never completely removed from our databases due to technical and
legal constraints (for example, we will not remove your information from our backup
stores).”42 Nexopia offers similar ‘guarantees’ as Meetup, insofar as Nexopia states
that individuals ought not expect that their personal information will be completely
removed from their systems following a deletion request.43

Given that many of these services function as platforms, and thus allow other
developers to capture, process, and retain users’ generated data, there is the potential
for ‘deleted’ data on the platform (e.g. Facebook, Twitter, LinkedIn, Foursquare) to
be retained indefinitely by third-party developers without technically-rigorous ways
for the platform to enforce a users’ deletion request on the third-party. Companies
such as Club Penguin, Yahoo!, Google, and Apple44 reserve the right to share col-
lected or contributed information within and across their corporate organizations, and
most social networks include provisos that they ‘may’ (read: will and do) share in-
formation with analytics companies and associated advertisers. Significantly, when
we examined the social networking services using Ghostery, a tool that identifies
web trackers, we found that all services with the exception of Facebook and Google
revealed the presence of third-party analytics and and/or advertising services. Face-
book and Google, of course, use their own backend analytics and advertising systems
and thus do not need to rely on third-parties for such services.

3.2.3 Organizational Implications for ‘Forgetting’

Current organizational practices may limit the practical instantiation of attempts
to request that personal data be deleted. Few social networking services guarantee
that data will, certifiably, be deleted and tend to offer either broad exceptions un-
der which data will be retained or state outright that it will not be deleted. Given
that most networks let individuals over the age of 13 join and use the services, this
means that youths’ personally identifiable information may also be retained indefi-
nitely. Retained data could be retained indefinitely for ‘legitimate’business purposes,
purposes that the user may have consented to upon accepting the Terms of Service
associated with the SNS. Moreover, even if a controller could successfully delete
the data from their systems (and, it should be noted, few subscribers will be able to
ascertain ‘success’ given both the lack of access to social networking services’ data
centers and their common lack of sufficient technical, temporal, and fiscal resources

42 “Meetup Privacy Policy Statement,” last modified May 23, 2010, http://www.meetup.com/
privacy/.
43 “Nexopia Privacy Policy.”
44 “Apple Privacy Policy,” last modified updated May 21, 2012, http://www.apple.com/privacy/.
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to mount independent forensic investigations) the data may remain in the databases
of third-parties associated with the services’ development platform. Comprehensive
deletion of data held by these third-parties must rely on more than the ‘good will’
that companies such as Facebook have historically espoused towards their developer
community;45 subscribers must trust in Facebook, and in Facebook’s trust in others,
rather than certifiably knowing that their data is actually, meaningfully, going to be
deleted.

Ultimately, while there is some degree to which subscribers can be ‘forgotten’ by
these services today, successfully being forgotten is muddied by difficulties in ascer-
taining the data that organizations hold on individuals, in networks (not) adhering
to relevant and applicable laws, in varying and unclear corporate retention periods,
and in the limited capacities for subscribers to scrub data from third-parties that cap-
ture, process, or retain their personal information. The challenges facing individuals
who seek to enforce their right to be forgotten are compounded when we turn to
the capture, processing, and retention of social networking data for law enforcement
purposes.

3.3 Lawful Enforcement Access to Social Networking Services

Social media provides Law Enforcement Authorities (LEAs) a burgeoning stream
of information for detecting, preventing, and investigating potentially suspicious
activities. Our research reveals how and why Canadian LEAs are using SNSes as
proxy organizations to monitor, collect, and retain subscriber data. The circulation
of data between SNSes and LEAs further challenges the implementation of rights of
deletion, insofar as ‘forgotten’ corporate data may be “remembered” indefinitely by
public bodies.

3.3.1 Information Sharing Protocols Between LEAs and SNSes

Access to private companies’ digital records is a common expectation in contempo-
rary law enforcement activities. Every SNS included in our analysis made mention
that they will, under certain legal conditions, share information with LEAs or other
public authorities. Many, if not all, have some form of ‘law enforcement compli-
ance’ information that details the types of data available to LEAs, as well as detailed
protocols for LEAs to follow to access user data. A small sample of these guides
have been made public through leaks or FOIA requests, and they offer insights into
the privacy and data management relationships between SNSes and LEAs.

SNSes make a range of information available to LEAs. For example, Facebook
will provide authorities with “user contact info” (name, birth date, email address(s),

45 Katherine Losse, The Boy Kings: A Journey into the Heart of the Social Network (New York:
Free Press, 2012), 148.
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physical address, city, state, zip, phone, registered mobile phone number, work
phone, screen name (usually for AOL Messenger/iChat), and website), “group con-
tact info” (a list of users currently registered in a specific group), “user neoprint”
(a term for an expanded view of a user profile), “user photoprint” (a compilation of
the photos a user has uploaded but not deleted), and “IP logs” (time/date stamps that
note when user has logged in, the source IP address, and Internet Service Provider
identified with the user Id)46, 47. Facebook’s security team can also retrieve informa-
tion for law enforcement that is not explicitly noted in their handbook’s description
of available data.48 Similarly, Yahoo!’s compliance guide notes the availability of
similar information, such as subscriber information, IP logs, photos, email and other
private communication, group content (including email addresses of members), and
metadata such as geo-locational information.49

For law enforcement, there is often a lag between requesting stored communica-
tions and SNSes providing the requested data. One consequence of this lag has been
sharing protocols, typically referred to as ‘preservation requests’. Several SNSes, in-
cluding MySpace, Facebook, Yahoo! (Flickr), and LinkedIn, honour requests from
law enforcement to preserve data, typically for up to 90 days. These requests provide
sufficient time for LEAs to assemble necessary legal documents (e.g. subpoenas,
court orders, search warrants) to access the preserved data.

3.3.2 Investigative Instruments LEAs Use to Access Social
Networking Data

Canadian LEAs’ investigative strategies differ according to whether information
is publicly available or is stored on (typically American) servers. In the context
of SNSes, publically available information is user generated content that law
enforcement can access without court order because it is set to ‘public’ or ‘friend of
friend’ viewing. Canadian LEAs are increasingly collecting such publicly available
data when private information is not required for their investigations.50 As an
example, information is being collected using Facebook search, which provides
authorities with public information from open profiles and public groups. Data
collected from such public sources facilitates network-analysis and provides more
complete pictures of individuals and their social circles.51 Our interviews have
revealed how Facebook’s “self-download” feature, ostensibly meant to enhance

46 “Facebook Subpoena/ Search Warrant Guidelines,” Facebook, 2008.
47 Toronto Police Services, Personal Interview with Adam Molnar, October 5, 2012.
48 “Facebook Subpoena/ Search Warrant Guidelines,” p. 7.
49 “Yahoo! Privacy Centre,” last modified April 23, 2010, http://info.yahoo.com/privacy/ca/yahoo/.
50 “Social Media Sites: New Fora for Criminal, Communication, and Investigation Opportuni-
ties,” Public Safety Canada, August 2011, last accessed on October 28, 2012, http://www.sfu.ca/
iccrc/content/PS-SP-socialmedia.pdf.
51 “Social Media Sites: New Fora for Criminal, Communication, and Investigation Opportunities.”
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subscribers’ access to their private data, is being used to provide evidence to law
enforcement, with one officer referring to this practice as a “best-practice”52.

Private data is predominantly user generated but is stored privately on a user pro-
file or includes non-publicly viewable metadata that the SNS collects when the user
interacts with the service (e.g. geo-locational, facial recognition ‘prints’). Where
LEAs want access to private data they often first send a (legally) non-binding email
requesting the data. When the SNS asks for, or requires, LEAs to submit requests us-
ing formal legal documents then either domestic or international legal instruments are
used. Many American SNSes (e.g. Facebook, Google, and Twitter) explicitly honour
Canadian court orders if they present an “equivalent authority”53 to US court orders or
administrative subpoenas. In Canadian law, production orders are used to request and
compel communication records from SNSes. In the case of Facebook, their Ontario
office functions as their Canadian hub for lawful access requests. Per Canadian le-
gal requirements, such requests to this office must come from Ontario-based LEAs.
Consequently, non-Ontario LEAs must be “backed” by Ontario officials.54 These
cross-provincial jurisdictional difficulties may be ‘remedied’ by Canada’s proposed
‘lawful access’ legislation. Proponents of the legislations claim that the legislation
will bolster the use and effectiveness of production orders by removing provincial ju-
risdictional barriers and creating new production orders to capture “traffic data” and
“subscriber and/or service provider information”,55 though critics argue the legisla-
tion will instead facilitate SNS-linked ‘fishing expeditions’ and be used to monitor
Canadians.56

While Canadian production orders are accompanied by judicial authorization, the
orders are not always respected by SNSes;57 in such cases LEAs can use Mutual Legal
Assistance Treaties (MLATs) to retrieve information stored on US servers. MLATs
facilitate cooperation between LEAs of different countries, and outline jurisdictional
territories, associated investigative protocols, and conditions of sharing information
and physical evidence linked to the particular investigation. Canadian LEAs initiate
MLATs so that American authorities can compel American-based SNSes to preserve
and provide data sought by the Canadians. While the MLAT process may result in the
disclosure of US-based data, they are a cumbersome legal instrument and take from
6–8 months to “as long as never”58 to complete. The lengthy processing times and
jurisdictional challenges involved with lawful access to “private” user information
through MLAT processes has placed a premium on acquiring as much SNS subscriber
information using domestic—open source and legal instrument—methods.

52 Toronto Police Force, Personal Interview with Adam Molnar, October 2, 2012.
53 “Facebook Subpoena/ Search Warrant Guidelines,” Facebook, 2010.
54 Vancouver Police Department, Personal Interview with author, October 10, 2012.
55 “Lawful Access—Consultation Document,” Department of Justice, last modified August 3, 2012.
http://justice.gc.ca/eng/cons/la-al/d.html.
56 “Canadian Social Media Surveillance: Today and Tomorrow,” Parsons, Christopher, Technology,
Thoughts, and Trinkets, May 28, 2012, accessed January 27, 2013, http://www.christopher-
parsons.com/blog/technology/canadian-social-media-surveillance-today-and-tomorrow/.
57 Vancouver Police Department, Personal Interview with author, October 20, 2012.
58 Fenton, Mark. Personal Interview with author, October 2012.
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3.3.3 Data Management and Policing Operational
Databases in Canada

Contemporary criminal justice practices largely depend on the efficacy of digital in-
formation management systems. LEAs want to build pictures of suspicious activity
over time, from “pre-crime” to “post-crime.” Consequently, information and data
retention are integral to the stated intent to “detect, prevent, and investigate” such ac-
tivity. Canada’s national police rely on two primary operational databases to provide
digital storage and access of information related to their investigations, the Canadian
Police Information Centre (CPIC) and the Police Reporting and Occurrence System
(PROS). CPIC holds more than “10 million records and processed more than 200
million queries through 40,000 access points in 2009”. PROS is a “records manage-
ment system containing information on individuals who have come into contact with
police, either as a suspect, victim, or offender” and is meant to “record all aspects
of an investigation”.59 PROS integrates the RCMP with 23 police partner agencies
and processes about 1.6 million occurrence files per year. Significantly, the PROS
database mandate would permit the collection, retention and sharing of public and
non-public information gleaned from SNSes. CPICs rigid data structures, on the
other hand, limit the integration of such information.

Both of these databases are administered by the federal RCMP and are subject to
Canada’s federal public sector laws that include the 1982 Privacy Act. As previously
mentioned, this legislation stipulates that these databases are bound by “retention
and destruction schedules” to ensure that any personal information not be held any
longer than needed to fulfill a legitimate statutory purpose. When records are no
longer associated with an active investigatory file, data must be permanently deleted.

An OPC audit of these databases in 2011 revealed significant variances in the
practical implementation of these obligations. The OPC found that “the RCMP had
yet to formally establish MOUs with approximately 25 % of the police agencies
that access CPIC” and consequently could not prevent several agencies from dis-
seminating details on “convictions, discharges, or pardons to employers without the
informed consent of the prospective employee”.60 An audit of the PROS database
reflected that, though a comprehensive privacy policy and set of operating proce-
dures existed, serious problems concerning management of, and access to, the data
persisted. Specifically, the OPC found that personal information was being held in
the PROS for longer than allowable under the Canadian Privacy Act. Further, the
RCMP could not prove that they performed the necessary reviews to guarantee that
policies governing personal information in the database were being met. As a result,
if misuse of the database to occur, it would be difficult to investigate transgressions.61

59 “Audit of Selected RCMP Operational Databases,” Privacy Commissioner of Canada, 2011
http://www.priv.gc.ca/information/pub/ar-vr/ar-vr_rcmp_2011_e.asp, p. 7.
60 “Audit of Selected RCMP Operational Databases,” p. 4.
61 “Audit of Selected RCMP Operational Databases.”



56 C. J. Bennett et al.

Consequently, while consumers may try to delete personal information from their
social networks, LEAs may retain, circulate, and process this information without the
citizen’s knowledge. The practical implications of the collection and retention of data
by Canadian and non-Canadian LEAs undermines the exercise of deletion and erasure
rights, and any hope that a right to be forgotten will be a comprehensive right; instead,
it might better be understood as a right to be quasi-forgotten, with ‘forgetting’ being
dependent on the circumstances and particularities associated with each subscriber’s
account in relation to particular public or private organizational incentives governing
the management of that data.

3.4 Conclusion

While Jennifer Stoddart was noted as stating the “Net never forgets” in the epigraph
to this chapter, our analysis of the major SNSes operating in Canada demonstrates
that forgetting occurs along a multidimensional continuum. At a policy level, there
are commitments to deletion, partial deletion, and non-deletion. None of these prac-
tices constitutes ‘forgetting.’ Rarely has a SNS committed to the total and thorough
erasure of all data relating to users. Even more rarely has that erasure occurred.
Those commitments and non-commitments may, or may not, be reflected in actual
organizational practices and technical capabilities.62

A distinction must be made between what a social network service forgets, and
forgetting social networking information. Thus, when Facebook, for example, deletes
your information, the RCMP does not necessarily do the same. Deletion is not the
same as “forgetting.” Deletion takes place in the context of powerful institutional
expectations, motivations, and legacies. The privacy policies we surveyed reveal that
companies each engage in a process of “quasi-forgetting,” where promises of erasure
or deletion are hedged by a number of conditions relating to the timing of the deletion,
the inability to guarantee the behavior of third-parties (including law enforcement),
the need to retain for unspecified legal purposes, the technical complexities, and the
realities of data analytics.

“Quasi-forgetting”, therefore, is reflected in the following rhetorical devices:

• Forgetting: but not yet
• Forgetting: but only for what we deem to be personally identifiable information
• Forgetting: but not information that your friends have said or shared about you
• Forgetting: but only for us, not for others
• Forgetting: but we need to cover our legal backs
• Forgetting: but we cannot guarantee complete erasure
• Forgetting: but not for third-party analytics

62 For another detailed review, see “The Right to be Forgotten Across the Pond,” Ambrose, M. and
Ausloos, J. Paper presented at the Telecommunications Policy Research Conference, September
21, 2012. Accessed online, October 20, 2012, http://papers.ssrn.com/sol3/papers.cfm?abstract_id =
2032325.
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These exceptions and qualifications are readily apparent, and often readily admit-
ted to by SNSes. They constitute the “known unknowns.” Beyond these, there
may be a range of unintended effects of personal data retention within a social-
networking environment that are even less understood and controlled for—the
“unknown unknowns” of networked communications.

Of course, these conclusions stem from an assessment of corporate willingness
and ability to implement the specific provisions contained in Canada’s PIPEDA.
Regardless of whether the scattered provisions in Canadian law add up to the equiv-
alent of a “right to be forgotten,” our analysis suggests that the legal and policy
dilemmas that have shaped the international debates about the ‘right to be forgotten’
require a more nuanced appreciation of current erasure and deletion practices, and of
the technical conditions and organizational incentives that underpin them. Recent re-
search by Bigo et al. has further clarified the relative immunity of extra-jurisdictional
organizations, and the undermining of individual citizen’s rights, as controllers of
data that has originated from users in opposing jurisdictions.63 Our work correlates
with Bigo et al.’s findings insofar as current reliance on cloud computing infrastruc-
tures threaten to, or already are threatening, data protection legislation. Such threats,
ultimately, risk undermining the legally instantiated rights of individual citizens.

The “right to be forgotten” is not just a debate for the lawyers, in other words.
And it is not just a debate for European regulators, privacy advocates, and Ameri-
can companies. To the extent that European policy has expressed, and continues to
express, the de facto standard for the global communication of personal data, the
political, social, economic and legal consequences of these transatlantic tussles can
have profound consequences for other countries and for their systems of personal
data protection. The current controversy has opened up an interesting debate about
corporate responsibilities for the deletion and erasure of personal data on the Internet.
It should force all corporations to consider their compliance with existing regimes,
and to put clear procedures in place to take action when an individual asks: “Please
delete my data.”
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Chapter 4
The EU, the US and Right to be Forgotten

Paul Bernal

The so-called ‘right to be forgotten’ has been a subject of much debate on both
sides of the Atlantic since Commissioner Viviane Reding announced her intention to
introduce it in 2010.1 What is seen by those proposing it on the European side to be
a simple and logical extension of existing data protection principles is presented in
the US as ‘the biggest threat to free speech on the internet in the current decade’.2

Both sides see themselves as protecting the rights of the ordinary people—the EU in
the face of the potentially overwhelming power of the corporate internet behemoths,
the US in the face of the excessive and controlling zeal of the European regulators.

This chapter looks at whether they might both be right in some ways—and both
wrong in others. It will attempt to untangle the issues that really underlie both the
‘right to be forgotten’and the arguments that are being made both in favour and against
it. Is the dispute over the right to be forgotten really about freedom of expression—or
are there other issues of as much or even greater importance? In essence, is it free
enterprise rather than free speech that really lies behind the US resistance to the right
to be forgotten?

The chapter will conclude with a look at how a way forward might be found
for the right to be forgotten. This must begin with a better understanding of the
underlying issues on both sides of the Atlantic and both sides of the debate—and the
arguments being made on their basis. If a solution is to be found that supports the
rights and needs of individuals without undermining either freedom of expression or
the freedom and flexibility that has been crucial to the development of the internet,
it will need to take these arguments fully into account.

That, however, may not be the end of the story. The debate—and the dispute—
may become an academic one if the major providers on the Internet, Google and

1 The Proposed Data Protection Regulation, dated 25/1/2012 is available online at http://ec.europa.
eu/justice/data-protection/document/review2012/com_2012_11_en.pdf.
2 Proposed Data Protection Regulation, Article 17.
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others, decide to comply voluntarily with the wishes of the European regulators.
Given the deep differences in views between European and American lawmakers
and legal scholars, this may be the only way that the broad gap can bridged.

4.1 The European Perspective

The starting point for understanding the European perspective is to look at the pro-
posed Data Protection Regulation,3 where the right to be forgotten is set out. Article
17 (1) of the proposed regulation as it existed at the time of writing defined the ‘right
to be forgotten and to erasure’ as follows:

The data subject shall have the right to obtain from the controller the erasure of personal
data relating to them and the abstention from further dissemination of such data4

The regulation goes on to say that this right can be applied where:

a. the data are no longer necessary in relation to the purposes for which they were
collected or otherwise processed;

b. the data subject withdraws consent on which the processing is based according
to point (a) of Article 6(1), or when the storage period consented to has expired,
and where there is no other legal ground for the processing of the data;

c. the data subject objects to the processing of personal data pursuant to Article 19;
d. the processing of the data does not comply with this Regulation for other reasons.

Much of this is already built into the existing data protection regime—indeed, it can
be argued that the right to be forgotten already exists under the current regime. Data
is already only permitted to be held for a specific purpose5 and for no longer than
necessary,6 the data subject is already entitled to object,7 and data must be processed
in accordance with the rules set down in the data protection regime.8 The only part
that appears new—at least in terms of the application of the right—is the idea that
consent, once given, may be withdrawn. Though this may be technically ‘new’, it
is something that can be argued to be implicit in a broader understanding of the
nature of consent—and certainly something that fits logically into the idea of giving
individuals more rights over ‘their’ data.

3 Data Protection Directive (“DPD”) (Directive 95/46/EC), downloadable from http://eur-
lex.europa.eu/LexUriServ/LexUriServ.do?uri=CELEX:31995L0046:en:HTML, Article 6.1(b).
4 DPD Article 6.1 (e).
5 DPD Article 14.
6 DPD Article 6.1 (a).
7 As suggested, for example, in Bernal (2011).
8 For more on the origins of the right in the French le droit à l’oubli and the Italian diritto al’ oblio
see ibid., Sect. 1.1.
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4.1.1 A Right to be Forgotten—or a Right to Delete?

At first examination, therefore, the right does not look very much as though it’s really
about being ‘forgotten’—or as any kind of threat to free speech. Indeed, it looks more
like a right to delete9 than any real kind of ‘right to be forgotten’—the name comes
to an extent from one part of the right’s origins, in French and Italian law.10 As Peter
Hustinx, the European Data Protection Supervisor, put it in a speech to the Oxford
Privacy Information Law and Society Conference in June 2012:

There is also something of a mistranslation—le droit à l’oubli in French is not really the
right to be forgotten, so there is an overstatement in the process. We got carried away.11

That is part of the problem—a ‘mistranslation’ from the French and Italian—but
it masks what is a deeper issue: that there are two qualitatively different aspects
to the right, based on its history and name. The old French le droit à l’oubli and
the Italian diritto al’ oblio were much more about ‘forgetting’—about the rights of
criminals with spent convictions to have those convictions ‘forgotten’ and not taken
into account in how they are dealt with by the media and by potential employers and
so forth. The new right, as set out in the regulation, is much more about the deletion
of data, and applies to everyone, not just those who have some specific item or story
that is being used inappropriately against them.

When understood as a right to delete/right to erasure rather than a real ‘right to
be forgotten’, the right fits well with the rest of the regulation. It follows Article
15, which gives the data subject the right to access to personal data, and Article 16,
which grants a right to rectify inaccurate data. A right to delete is just a small step
further than these rights of access and rectification, and has very different origins
from le droit à l’oubli and the diritto al’oblio—the problems encountered in dealing
with personal data held on social networks.

4.1.2 The Role of Social Networks

European Commissioner Viviane Reding, who has been responsible for the reform
of the data protection regime, has regularly hinted at the reason that the Commission
is pushing the right: the role of social networks. On 30th November 2010, in the
early stages of the debate, she made it quite clear:

9 The speech can be accessed online here: http://www.edps.europa.eu/EDPSWEB/webdav/site/
mySite/shared/Documents/EDPS/Publications/Speeches/2012/12-06-12_Speech_Oxford_EN.pdf.
10 Speech: http://europa.eu/rapid/press-release_SPEECH-10-700_en.htm
11 See http://www.nytimes.com/2008/02/11/business/worldbusiness/11iht-11facebook.9919316.html.

http://www.edps.europa.eu/EDPSWEB/webdav/site/mySite/shared/Documents/EDPS/Publications/Speeches/2012/12-06-12protect LY1	extunderscore Speechprotect LY1	extunderscore Oxfordprotect LY1	extunderscore EN.pdf.
http://www.edps.europa.eu/EDPSWEB/webdav/site/mySite/shared/Documents/EDPS/Publications/Speeches/2012/12-06-12protect LY1	extunderscore Speechprotect LY1	extunderscore Oxfordprotect LY1	extunderscore EN.pdf.
http://www.nytimes.com/2008/02/11/business/worldbusiness/11iht-11facebook.9919316.html.
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I want to introduce the “right to be forgotten”. Social network sites are a great way to stay
in touch with friends and share information. But if people no longer want to use a service,
they should have no problem wiping out their profiles.12

That has been one of the key drivers: how hard it has been to properly delete a
Facebook account. Headlines like ‘On Facebook, leaving is hard to do’ in the New
York Times in 2008 set the scene, with quotes like this:

It’s like the ‘Hotel California,’ “said Nipon Das, 34, a director at a biotechnology consulting
firm in New York who tried, unsuccessfully, to delete his account this fall. “You can check
out any time you like, but you can never leave.13

This, from the European perspective, represents a real problem—and one that needed
addressing. As often seems to be the case with European regulators, when the problem
isn’t dealt with by the organisations concerned, the regulators decide to act, and
when they act, they act with zeal. The current concerns with the so-called ‘Cookie
Directive’,14 for example, have followed a similar pattern: noises made by the EC
about the problems with behavioural advertising, largely ignored or sidestepped by
the behavioural advertising industry, resulting in a directive which has been seen
by many as heavy-handed and counter-productive.15 With Facebook seeming to do
little to deal with the issue of account deletion, and not seeming to take European
concerns as seriously as the Commission would like, the drive for the ‘right to be
forgotten’ became more serious.

The proposed Regulation does make a specific attempt to address the impact of
the right to be forgotten (and indeed all other aspects of the data protection regime)
on freedom of expression, through Article 80(1), which requires that member states
provide exemptions and derogations for data processing carried out ‘solely for jour-
nalistic purposes or the purpose of artistic or literary expression’.16 As shall be
discussed in Sect. 3 below, however, this article has drawn significant criticism,
particularly in terms of the limited understanding that it appears to display of what
constitutes freedom of expression. The difference in understanding is, at least at a
surface level, what causes the most division between the EU and the US.

12 The ‘e-Privacy Directive’ (Directive 2002/58/EC), as modified by Directive 2009/136/EC,
available online: http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=CONSLEG:2002L0058:
20091219:EN:PDF.
13 The UK’s Information Commissioner, Christopher Graham, joined the criticism, suggesting
the directive was ‘dreamed up by politicians in Brussels’ without the appropriate market research
to back it up. See http://www.pcadvisor.co.uk/news/security/3381464/information-commissioner-
criticises-dreamed-up-eu-cookie-directive/.
14 Proposed Data Protection Regulation Article 80 (1). See also Sect. 3 below.
15 http://blogs.law.harvard.edu/infolaw/2012/01/25/more-crap-from-the-e-u/
16 http://www.techdirt.com/articles/20120129/23085517583/why-cant-europe-just-forget-
ridiculous-idea-right-to-be-forgotten.shtml.

http://eur-lex.europa.eu/LexUriServ/LexUriServ.do{?}uri=CONSLEG:2002L0058:20091219:EN:PDF.
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do{?}uri=CONSLEG:2002L0058:20091219:EN:PDF.
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4.2 The US Perspective

The reaction to the proposals for the right to be forgotten in the US was quite dramatic.
Headlines such as ‘More crap from the EU’ by Jane Bambauer writing in Harvard’s
Info/Law blog17 and ‘Why Can’t Europe Just Forget The Ridiculous Idea Of A ‘Right
To Be Forgotten’; by Mike Masnick in TechDirt18 give a flavour of the overall reaction.
Perhaps the most important, and most often quoted, response, came from Professor
Jeffrey Rosen, writing in the Stanford Law Review online.19 Rosen sums up his
position like this:

Although Reding depicted the new right as a modest expansion of existing data privacy
rights, in fact it represents the biggest threat to free speech on the Internet in the coming
decade.

Rosen’s article notes the intellectual roots of the right to be forgotten—the French
le droit à l’oubli and the Italian diritto al’oblio, as discussed above—rather than the
practical roots in the difficulty people face in the deletion of social networking sites.
He quotes the notorious case of the murderers of German actor Walter Sedlmayr
attempting to remove the mention of their criminal history on Sedlmayr’s Wikipedia
page—which does indeed reveal a real attempt to ‘rewrite history.’20

As Rosen puts it: “In theory, the right to be forgotten addresses an urgent problem
in the digital age: it is very hard to escape your past on the Internet now that every
photo, status update, and tweet lives forever in the cloud.”21

That statement itself is revealing—particularly in terms of how the right has been
presented. Is the right to be forgotten really supposed to be about escaping your past?
The historical version—the droit à l’oubli and diritto al’oblio, and the right invoked
by Sedlmayr’s murderers—may well be, but is that what deleting a Facebook account
is about? That is a more complex question, and one that will be discussed in more
depth below.

One of the key objections raised by Rosen and others is that not only would the
right to be forgotten allow people to have control over data that they themselves have
placed on the internet, it would allow them to control data about them that other
people have created or posted. Personal data, as Rosen correctly notes, is broadly
defined as ‘any information relating to a data subject’.22 That, then, brings the ‘free
speech’ issue to a focus. In these terms, if someone posts a ‘story’ about you, that
story becomes ‘personal data’, and hence, using the right to be forgotten, you appear
to have a ‘right’ to demand the deletion of that story. Looked at from this perspective,
the right to be forgotten does indeed look like a tool of censorship, an attempt to

17 Rosen (2012).
18 See for example http://www.nytimes.com/2009/11/13/us/13wiki.html.
19 Rosen (2012).
20 Proposed Data Protection Regulation, Article 4(2).
21 One of the ways that Rosen’s article has been publicised: see https://www.privacyassociation.org/
publications/2012_02_14_rosen_the_right_to_be_forgotten_could_close_the_internet.
22 CTB v News Group Newspapers [2011] EWHC 1232 (QB).

https://www.privacyassociation.org/publications/2012_02_14_rosen_the_right_to_be_forgotten_could_close_the_internet.
https://www.privacyassociation.org/publications/2012_02_14_rosen_the_right_to_be_forgotten_could_close_the_internet.
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allow the rewriting of history—and in direct contradiction of the all-important First
Amendment of the US Constitution.

Some in Europe might wish to dismiss these stories as scaremongering, and
headlines like ‘the right to be forgotten could close the internet’23 are not likely to
help them engage in debate. However, it is important to understand that the objections
are real, the examples provided by Rosen and others are real, and that the history of
the misuse of ‘privacy’ to push forward censorship in other fields is real. In the UK
courts in recent years, for example, privacy-related law has been used by footballers
such as Ryan Giggs,24 Rio Ferdinand25 and John Terry26 to attempt to keep their
affairs from the public eye. The concern from the US is a real concern, and needs to
be taken seriously.

4.3 Free Speech

Article 10 of the European Convention of Human Rights requires a right to freedom
of expression, held in balance with Article 8, the right to a private life, and that
balance is taken into account in the drafting of the proposed right to be forgotten.
Specifically, Article 80 (1) of the proposed Data Protection Regulation states:

Member States shall provide for exemptions or derogations from the provisions . . . . . . for
the processing of personal data carried out solely for journalistic purposes or the purpose of
artistic or literary expression in order to reconcile the right to the protection of personal data
with the rules governing freedom of expression.

This article, however, has drawn criticism in two particular directions. Firstly, the
wording does not seem to be sufficiently broad or inclusive to take into account either
the interpretation of ‘free speech’ in the US or the development of new media and
the internet. In the US tradition, free speech covers a great deal more than journalism
and artistic and literary expression—and in the current state of the internet, many
more people than journalists ‘express’ themselves. How would such a term deal
with citizen journalists, or with bloggers, or with people writing product reviews on
shopping websites or comments on message boards? In US terms, all of those people
would expect to be covered by the First Amendment—and in Europe, on the surface
at least, Article 10 would seem to apply.

Recital 121 in the proposed Regulation, discussing the exemptions and deroga-
tions goes some way to meet these criticisms. It suggests that member states should
interpret the idea of journalism broadly:

Member States should classify activities as “journalistic” for the purpose of the exemptions
and derogations to be laid down under this Regulation if the object of these activities is the

23 Ferdinand v Mirror Group Newspapers [2011] EWHC 2454 (QB).
24 John Terry (“LNS”) v Persons Unknown [2010] EWHC 119 (QB).
25 Proposed Data Protection Regulation, recital 121.
26 Proposed Data Protection Regulation Article 17(2).
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disclosure to the public of information, opinions or ideas, irrespective of the medium which
is used to transmit them. They should not be limited to media undertakings and may be
undertaken for profit-making or for non-profit making purposes.27

If this recital is itself interpreted broadly, it might meet many of the free speech
objections, but to rely on the broad interpretation of a recital asking for a broad
interpretation of a term in an article is unlikely to be considered robust enough
protection for those who take free expression seriously. It also brings into focus the
second equally fundamental issue that arises: who would determine what ‘journalistic
purposes or the purpose of artistic or literary expression’ would be—and what would
happen in case of doubt? Would the default be that data would be available for
deletion or that free expression should take priority? As will be seen in Sect. 4 below,
that question of defaults is a key difference between the approaches in Europe and
the US.

There are other questions that arise from the ‘free speech’ debate. To what extent
and in what situations can data be considered ‘speech’? Is there any kind of qualitative
aspect to it—or does it matter whether the data has been ‘published’or made available
in any direct way? These questions are much than just theoretical—they strike at
some of the key issues surrounding control over data both on and offline. Looking
at social networking, for example, the obvious examples that people generally talk
about—indeed, that Rosen mentions in his piece on the right to be forgotten—are
such things as embarrassing photographs or comments. These could be relatively
easily described as ‘speech’, particularly in US terms, but they are not necessarily
representative of the most important data held by Facebook, either for the individuals
or for Facebook themselves. What is perhaps more valuable is less obvious data—
social data, such as who you are ‘friends’ with, what kinds of people you interact
with and in what way, what your taste in music might be, how long you spend online
and so forth.

This is the data used by Facebook for profiling purposes—to target advertising
amongst other things—but is never really ‘published’. That is data that may in some
senses be about ‘the past’, but has much more relevance to control and manipulation
in the present and the future. Should this kind of data be protected by the First
Amendment or Article 10 of the ECHR? It is hard to argue that either are really
relevant at least to the principles of free expression: very little of this is ever really
‘expressed’. This is the kind of data that individuals need to have control over—and
need to be able to delete—if they are to have more autonomy both online and offline.
That, ultimately, is the aim of data protection.

Another issue to consider is that of links—an issue clearly of great importance
to organisations like Google. Should links to stories or to data be considered in the
same terms as the stories or data themselves? This issue is being played out in related
areas such as links to copyrighted material—to what extent are or should Google and
their equivalents be responsible for what their links link to? With ‘private’ data the
mechanics and issues have similarities to the copyright equivalents. Under the broad
definition of personal data, it can be argued that a link to personal data is itself

27 Bambauer (forthcoming 2014).
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personal data, and hence subject to all the terms of the Data Protection Regulation,
including the right to be forgotten.

Further to this, the draft regulation says that:

Where the controller referred to in paragraph 1 has made the personal data public, it shall
take all reasonable steps, including technical measures, in relation to data for the publication
of which the controller is responsible, to inform third parties which are processing such
data, that a data subject requests them to erase any links to, or copy or replication of that
personal data. Where the controller has authorised a third party publication of personal data,
the controller shall be considered responsible for that publication.28

This suggests that not only is the erasure of links part of the right to be forgotten, but
it also places a burden on search engines and others to locate all those who are linked
to in order to ensure that data that has already been disseminated can be located
and erased. When this is considered in relation to data that is at least prima facie
‘speech’—e.g. stories and pictures—this again looks very much like a potential tool
of censorship and control. When considered in relation to other data—as noted above,
data that is not really speech in any practical sense—it is again just a logical means of
taking some kind of control back. Links, however, are an important issue in another
key way, one that will be returned to in Sect. 5 of this Chapter: free enterprise.

In the US, however, neither the argument over stored data nor that over links
will be easy to sustain. Indeed, it may well be that the US will consider the First
Amendment even more broadly than before, particularly in respect of data. Jane
Bambauer, in a forthcoming piece for the Stanford Law Review, effectively argues
that almost all data should be given First Amendment protection. As she puts it:

When the collection or distribution of data troubles lawmakers, it does so because data has
the potential to inform, and to inspire new opinions. Data privacy laws regulate minds, not
technology. Thus, for all practical purposes, and in every context relevant to the privacy
debates, data is speech.29

The argument Bambauer makes is strong and sustained, supported by extensive US
case law, and demonstrates the significance that the First Amendment plays in the US
approach to data. Her conclusion is very direct: though providing First Amendment
protection to all data could cause significant problems, free speech is more important,
and in the end we will all realize this. Ultimately, she is calling for Europeans in
particular to change their minds and realize that they are on the wrong track in pushing
for data privacy, just as the noted American Jurist Oliver Wendell Holmes changed
his mind over censorship as a result of his reflections about the Great War. Bambauer
concludes that:

The sanctity of a freely made mind requires protection not only for speech, but also for the
digestion of raw facts.30

The parallels with Rosen’s arguments are clear—but Bambauer’s full, data based
argument is a stronger and deeper one than the ‘classical’ free speech arguments

28 Ibid. p. 62.
29 Brin (1998).
30 Bell and Gemmell (2009).
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about censorship and the rewriting of history. There are also parallels between this
argument and those of writers from Brin31 in 1998 to Bell and Gemmell32 in 2009
and onwards on the benefits of a ‘transparent’society—that the advantages gained by
the openness of data outweigh the problems caused by loss of privacy, and that as a
result people should embrace that transparency. Bambauer’s is however a specifically
legally based argument, albeit from a somewhat extreme position.33 Whether it could
or should hold sway over the privacy arguments anywhere other than in the US is
another matter—but it demonstrates some of the strength and depth of feeling in the
US over the issues.

4.4 A Conflict of Approaches

On the surface at least, what underlies the dispute over the right to be forgotten
is a conflict of cultures. Some of this conflict is obvious and often discussed: most
directly the way that the European Union, in general, promotes privacy while the US,
in general, prioritises free speech. In some ways this is more than just a question of
priorities, but a question of defaults: in the US, freedom of speech is the default, and
a very strong argument would need to be made for that default to be overridden. In
the EU, though there is an official and explicit balancing operation between articles 8
and 10, privacy can sometimes appear to be the default. That could be seen to be the
case here: Rosen, for example, believes that the right would mean that data could be
deleted, and that data holders would have to ‘prove’ that they are entitled to the free
expression exemption in Article 80 of the proposed regulation discussed in Sect. 3
above.

The argument over the free speech/privacy balance may appear simplistic on the
surface, but it is important to understand how deeply ingrained these attitudes are in
the way that issues are framed on both sides of the Atlantic. The debate in the US has
very largely focussed on the free speech implications of the right—only rare articles
such as Michael Hoven’s for the Harvard Journal of Law & Technology, ‘Balancing
Privacy and Speech in the Right to Be Forgotten’,34 have put any focus on the
privacy aspects—or the ‘data’ aspects of the proposed right. In the EU, meanwhile,
the focus has been very much on privacy, and the free speech aspects have been
largely dismissed as either being overblown or covered by the flawed free expression
exemption.

If there is to be a way forward, something that will be returned to in Sect 6 of
this Chapter, assumptions on both sides need to be more carefully examined and

31 Bambauer’s stance on the right to be forgotten can to an extent be gauged by the headline to the
piece she wrote for Harvard’s Info/Law blog noted above: ‘More crap from the EU’.
32 Hoven (2012).
33 It is already a legal right in a number of countries including Costa Rica, Estonia, Finland, France,
Greece and Spain and has gained significant support.
34 See http://news.cnet.com/8301-13506_3-57352967-17/vint-cerf-internet-access-isnt-a-human-
right/.

http://news.cnet.com/8301-13506_3-57352967-17/vint-cerf-internet-access-isnt-a-human-right/.
http://news.cnet.com/8301-13506_3-57352967-17/vint-cerf-internet-access-isnt-a-human-right/.
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challenged—but it is important to understand that the cultural differences between
the US and the EU are greater than just a difference over the relative importance of
privacy and free expression.

4.4.1 A Difference in Approaches to ‘Rights’

The first difference is the approach to rights. The European approach is, in general,
to have many rights, but held in balance—the idea of balancing the rights of privacy
and of freedom of expression is one that fits well with the overall European approach
to rights. The US approach is qualitatively different: there is a tendency to have fewer
rights, but for those rights to be considered more powerful, more absolute. Freedom
of expression again is an example: it isn’t held in balance with privacy, it has primacy
over privacy. It is considered the default rather than being held in balance.

This US approach to rights shows itself in a number of other ways. Firstly, the
reluctance of the US to take the idea of economic, social and cultural rights seriously:
from a traditional US perspective, those aren’t ‘rights’, and certainly not in the same
way that ‘civil rights’or political rights are. The US ratified the International Covenant
on Civil and Political Rights in 1992, but has still not ratified the International
Covenant on Economic, Social and Cultural Rights. Even where the internet is
concerned, while the idea of a ‘right to internet access’ has gained considerable
currency,35 Vint Cerf, known as the ‘father of the internet’ and an active campaigner
for internet freedom has declared the reverse: that there is no human right to internet
access.36 His argument, that rather than being a right in itself, it is an enabler of
rights, echoes the general US approach to rights. For something to be declared a
‘right’, it must be of fundamental importance, something that is practically possible,
and something that isn’t held in balance in its basic fform. Following this logic, the
idea of a ‘right to be forgotten’ is at least prima facie flawed: of course we don’t have
a right to be forgotten.

4.4.2 A Difference in Approaches to Regulation

Secondly, there is a difference in the general approach to regulation. As noted in
1.2 above, European regulators are often zealous and direct: intervention and direct
regulation are considered both normal and appropriate. In the US, there is a much
more laissez faire approach, an encouragement of self-regulation and a reluctance
to intervene in the market unless absolutely necessary. Haynes Stuart, for example
suggests this kind of self-regulation in relation to a key aspect of the right to be
forgotten: a framework for voluntary compliance with user requests for search result

35 Stuart (2013).
36 http://www.whitehouse.gov/sites/default/files/privacy-final.pdf.
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deletion.37 As Haynes Stuart points out, this is not just a philosophical argument: this
kind of self-regulation may be the only way to meet the First amendment restrictions
over demanding the deletion of speech—making such deletion legally enforceable
would be likely to breech the First Amendment. The US laissez faire philosophy
combines with its legal structure and historical practice to produce a very different
regulatory approach from that in Europe.

That difference in regulatory approach is being played out at the moment in a
some key fields related to the internet: most directly the potentially privacy-invasive
tactics of behavioural advertisers. The ‘Cookies Directive’ referred to in 1.2 above
was a response to these privacy-invasive actions: the response in the US was much less
interventionist. So far it has involved two prongs: a ‘consumer bill of rights’ issued by
the White House38 and the ‘Do Not Track’ initiative, whereby technology providers
and the advertising industry are intended to agree a common set of standards through
which advertisers will agree to abide by consumers’ decisions not to be tracked.
Both of these initiatives rely to a great extent on goodwill and cooperation rather than
heavy-handed legislation: the bill of rights appears largely aspirational, while Do Not
Track is currently bogged down in disagreement as to both meaning and functionality,
so much so that European Regulators are threatening even harsher regulation.39

Neither the European approach—a heavy-handed directive—nor the US approach—
soft touch aspiration and self-regulation—have really produced results yet in relation
to online tracking but it is important to understand where these approaches come from.
The bottom line is an attitude to business. The freedom of businesses to operate as
they wish—the importance of free enterprise—is considered of far more importance
in the US than it is in the EU.

4.5 Free Enterprise

Ultimately, it may well be the attitude to free enterprise that is of more importance
to US resistance to the right to be forgotten than their attitude to free speech, how-
ever the debate has been framed both in public and in the academic literature. The
biggest issue with the right to be forgotten may well be the practical one of how it
might be implemented—indeed, whether its implementation is even possible—and
what kinds of burdens it would place on businesses. Those burdens could be sig-
nificant, particularly for search engines and social networks. For social networks it
could require them to restructure their files in such a way as to make deletion even
possible—something that would be challenging at best and probably very expensive.

37 See for example http://www.theregister.co.uk/2012/10/11/regulators_threaten_do_not_track_
standard/.
38 Proposed Data Protection Regulation Article 3.
39 Sanctions are detailed in Proposed Data Protection Regulation Article 79. Overall fines are envis-
aged as up to 2 % of annual worldwide turnover for some data protection breaches, and up to 1 %
of annual worldwide turnover in relation to the right to be forgotten and erasure (Article 79 (5)).

http://www.theregister.co.uk/2012/10/11/regulators_threaten_do_not_track_standard/.
http://www.theregister.co.uk/2012/10/11/regulators_threaten_do_not_track_standard/.
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For search engines the same—and possibly more so, depending on how the links
issue discussed in Sect. 3 is resolved.

These challenges could mean significant extra costs—but they would also be
significant restraints on the businesses’ freedom to do business in their own way.
This is challenging not only financially and technologically but also ideologically
for a nation where free enterprise is of such paramount importance. Moreover, the
businesses involved—from Facebook and Google downwards—have great lobbying
power, particularly in the US, and are both able and willing to bring that power to bear.
How much influence this lobbying has should not be underestimated. The fact that the
proposed reform to the Data Protection Regime also includes an explicit extension
of the scope of the regime to businesses worldwide who target their activities at
consumers based in the EU,40 as well as powerful new sanctions on those businesses
including significant fines based on their global turnover41 makes these burdens
particularly worrying for the US businesses concerned—and has made their lobbying
activities even more intense.

4.5.1 Enforcing ‘Privacy by Design’?

The first question that many businesses may be asking about the right to be forgotten
is how could and should they comply with the law, if it should come in. One possible
answer, and the one most likely to be favoured by the European regulators, would
be to implement some kind of real ‘privacy by design’. Privacy by design has been
pushed as a concept by regulators since its conception. Commissioner Reding has
been a particular advocate—for example making it a centrepiece of her keynote
address for Data Protection Day in 2010.

Businesses must use their power of innovation to improve the protection of privacy and
personal data from the very beginning of the development cycle. Privacy by Design is a
principle that is in the interest of both citizens and businesses.42

The essence of privacy by design is that privacy, and privacy rights, must be built in
to the design of any system from the outset—and as part of the fundamental design.
In relation to the right to be forgotten, businesses would be expected to design their
systems so that users’ data is put together and linked together in a suitably compact
and integrated form that it can easily be deleted. This in itself is nothing new: in
order to properly meet the existing right of access to data, businesses should be able
to present a user with their data in a useable form. In practice, that aim does not
seem to have been realised to a great extent. In 2011, when Austrian student Max
Schrems made a data access request, he was eventually presented with 1,200 pages

40 See speech: http://europa.eu/rapid/press-release_SPEECH-10-16_en.htm.
41 See for example http://www.guardian.co.uk/technology/2011/oct/20/facebook-fine-holding-
data-deleted.
42 The ‘Europe vs. Facebook’ campaign, whose website is http://europe-v-facebook.org/EN/
en.html.

http://europe-v-facebook.org/EN/en.html.
http://europe-v-facebook.org/EN/en.html.
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of data—revealing not only the quantity and nature of data held, but in how complex
a form.43 The Schrems case made the headlines, spawned an active campaign,44

and led to an investigation by the Irish DPA—and added fuel to the fire that, as
noted in Sect. 1.2 above, had already been heating up the drive in the EU for a right
to delete.

Proper privacy by design would require businesses to make this data much more
accessible, compact and user friendly—and should at least theoretically make it
possible to delete that data easily. What is more, it could also allow for one of the
further rights set out in the proposed Data Protection Regulation, the right of data
portability,45 to become a practical proposition. That right would allow users of
social networking services to move their entire data from one provider to another.
This right could potentially undermine the business models of the bigger social
networking sites, and hence might generate considerable resistance. Moreover, it
could be seen as an unjustified interference with free enterprise—telling a business
how to organise its data is tantamount to telling it how to run its business.

4.5.2 Free Enterprise vs Free Speech: The Copyright Debate

The importance of free enterprise as opposed to free speech can be seen in how the
issue has played out in relation to copyright. Though the idea that free speech is
absolute is spoken about a great deal in the US, where copyright might be infringed
it is clear which takes priority. In the 2012 US Supreme Court case of Golan vs
Holder,46 an extension of the copyright was given explicit precedence over free
expression. Further, music and videos are regularly removed from YouTube even
on suspicion of copyright infringement—the ‘notice and takedown’ regime is both
powerful and effective.

That has two implications: firstly, that even to talk about free speech as being
an absolute is misleading, and secondly that mechanisms can be and are in place to
allow for items to be either removed or links to them hidden. If personal data were the
subject of copyright, Google, Facebook and others would be both able and willing to
remove it: if they can do so for the purposes of copyright, why not for the purposes
of privacy? If they can do that to fulfil the ‘rights’ of the entertainment industry, why
not to fulfil the ‘rights’ of individuals?

43 Set out inArticle 18 of the proposed Data Protection Regulation, the article immediately following
the Right to be Forgotten and Erasure.
44 Golan, et al., v. Holder (Attorney General), et al. 565 U.S. ___, 132 S.Ct. 873 (online at
http://www.supremecourt.gov/opinions/11pdf/10-545.pdf).
45 E.g. in October 2012, European regulators challenged Google’s amalgamation of privacy policies.
See http://www.bbc.co.uk/news/technology-19959306.
46 See e.g. http://www.law.com/corporatecounsel/PubArticleCC.jsp?id=1202575007168&IBMs_
New_Privacy_Chief_Calls_Data_Privacy_Cornerstone_of_Trust&slreturn=20120916094250.

http://www.law.com/corporatecounsel/PubArticleCC.jsp{?}id=1202575007168&IBMs_New_Privacy_Chief_Calls_Data_Privacy_Cornerstone_of_Trust&slreturn=20120916094250.
http://www.law.com/corporatecounsel/PubArticleCC.jsp{?}id=1202575007168&IBMs_New_Privacy_Chief_Calls_Data_Privacy_Cornerstone_of_Trust&slreturn=20120916094250.
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4.5.3 Free Enterprise vs Individual Rights

From the European perspective this can be seen as a reflection of a general preference
in the US for the rights of big corporations to those of individuals—and explicitly
what the data protection regime in general and the right to be forgotten in particular
are intended to fight. The European data protection regime is intended to support
individual rights—and one of the most significant threats to individual rights is seen
as coming from the actions of businesses.

In one way this comes down to the question of whose data it is anyway? Specifi-
cally who has rights over personal data—the person about whom the data has been
gathered or derived, or the person who has gathered, derived or otherwise obtained
that data. From a European perspective the answer to that question is being increas-
ingly clearly elucidated: the individual should take priority. From the US perspective
that is less clear—though even in the US the idea that individual privacy rights should
be able to at least compete with the rights of businesses to exploit data is starting to
gain currency.

As things currently stand, it is the businesses that have control—even over the issue
of forgetting. Businesses can forget individuals—they can lose or delete their data
whenever they feel like—but individuals find it hard to be forgotten if they would like
to. There may even be a converse right—some kind of ‘right to be remembered’—
that allows individuals to prevent the deletion of their data or accounts—but that is
something for a later debate. This issue for now, at least as far as the data deletion
aspect of the right to be forgotten is concerned, is whether or how individuals should
be able to exercise control over businesses.

From the US vs. EU standpoint, the debate polarises even further: the busi-
nesses most affected by the right would be US businesses. The biggest players of the
internet—Google, Facebook, Apple, Microsoft etc—are primarily US businesses.
An ability and willingness to ‘take on’ those businesses could be seen as part of a
bigger conflict between the EU and the US as a whole: Google, in particular, seems
to be increasingly in the sights of the European regulators.47 Indeed, just as free
speech might be seen in some ways as some kind of a cover for US protection of
its own business interests, privacy could be seen as a cover for EU attacks on US
businesses in order to promote or protect existing and future European businesses.
Neither side has a monopoly on philosophical purity—and it all adds both tension
and importance to the debate over the right to be forgotten.

4.6 Conclusions and Ways Forward

The first and most important thing to understand about the debate over the right to be
forgotten is that both sides have valid points. From the EU perspective, the ‘right to be
forgotten’does attempt to address real problems—the excessive amounts of personal

47 See e.g. http://news.cnet.com/8301-1023_3-57583022-93/googles-schmidt-the-internet-needs-
a-delete-button/.
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data being gathered, held and used by online businesses, the growing perception
from people all over the world that ‘their’ data is increasingly out of control, and
that online businesses such as Facebook and Google seem unwilling to address those
concerns properly. From the US perspective, the right as currently drafted does have
the potential to infringe on their properly cherished freedom of speech, and the
exemption currently built into the regulation appears to be flawed and is likely to be
ineffective. Neither side, in public at least, seems to be able to fully acknowledge
the strength and importance of the other’s position. That acknowledgement should
be the starting point to finding a solution.

Finding that solution is not likely to be easy. As has been shown, there are issues
between the EU and the US over the right to be forgotten at a number of levels—and
the possible solutions have to work at all those levels. The conflict over the balancing
between freedom of speech and privacy is the most obvious—but may not be as hard
to resolve as it might seem. A better worded and more carefully couched ‘exception’
for freedom of speech could help—as could a renaming of the right as a right to
erasure, dropping the emotive and misleading label ‘right to be forgotten’. Ensuring
that the focus is on the erasure rather than the forgetting, and on held data rather
than published stories, could blunt the challenge of the free speech argument—and
bring it, instead, to more of the same kind of level as the copyright vs. free speech
argument.

As that debate has shown, the US can and does make what are to most intents
and purposes ‘compromises’ in relation to the First Amendment when other interests
are in play. Solicitor General Verrilli said, when commenting on Golan vs Holder
(see above) in relation to compliance with the Berne Convention, “[Section] 514 is,
in essence, the price of admission to the international system.” Could an equivalent
move be possible as the price of admission to the international system of privacy
and individual rights over personal data? It would not be at all easy, but it might not
be impossible either, if the terms of the right to be forgotten were expressed more
appropriately.

Addressing the ‘free enterprise’ issue may not be so easy: in practice, business
generally seems to win. Even when it does not, as for example in the recent apparent
‘defeats’of the copyright-related bills SOPA and PIPA, it wasn’t that individual rights
triumphed over business rights so much as that one set of business rights (those of
Google, Wikimedia etc.) triumphed over another. Is there an equivalent business
interest that could compete on behalf of privacy? Currently there does not appear to
be, but that might be changing. Ultimately, businesses depend on their customers,
and if customers increasingly demand privacy, businesses may respond. In October
2012, IBM’s new Chief Privacy Operator called data privacy the ‘cornerstone of
trust’:48 if more businesses follow that approach, if more businesses decide that
privacy and individual control over personal data, is ultimately to their advantage,
then the balance of power could start to shift.

That shift of power may be beginning to happen—and one sign has come from
what might previously have been seen as a most unlikely source. Eric Schmidt, the

48 See for example http://news.cnet.com/8301-1009_3-10036090-83.html.
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Executive Chairman of Google, signalled what might be significant shift in May
2013 when he suggested that the Internet needed a ‘delete button’. As he put it:

In America, there’s a sense of fairness that’s culturally true for all of us. The lack of a delete
button on the Internet is a significant issue. There is a time when erasure is a right thing.

Until that point, and as noted above, Google had been seen as one of the prime
opponents of the right to be forgotten. If Google are now beginning to embrace
the idea, it might be that some kind of a compromise is possible. A more limited
right, relabelled as a right to delete or a right to erasure rather than the emotive
and misleading right to be forgotten, could be the way forward for that kind of
compromise. The emphasis would be on data rather than stories. It could focus on
held rather than published data, on gathered more than provided data, and steer clear
of the key areas where free speech in its more natural sense would apply.

There would still be very large barriers to overcome from a legal perspective—not
least the kind of broadened interpretation of the First Amendment to cover more (or
even all) data suggested by Bambauer and others—but it might be workable. There
does, however, appear to be a long way to go in this debate. There are many possible
amendments to the Regulation still on the table, there is a great deal of lobbying still
going on—and that lobbying is likely to continue beyond the point at which the new
regulation has been agreed in Europe. From the European perspective, too, com-
promise would not be easy: the Commission and indeed individual commissioners
have invested a great deal in the idea of a ‘right to be forgotten’, and even to recast it
would require a volte face that might seem embarrassing at best. As a consequence,
it would be wise not to expect any kind of transatlantic consensus in the short term.
The gap between the EU and the US remains substantial and it will take a lot of
bridging, at least in a legal and technical sense.

Ultimately, however, that legal and technical agreement may not be what really
matters. Google and other key players might choose to comply and allow people a
‘delete button’. The words of Eric Schmidt suggest that such an attitude could be
possible, and it would not be unprecedented for Google to make such a ‘voluntary’
shift. In 2008, under pressure from the Article 29 Working Party, Google cut its
data retention periods for search logs in half, from 18 months to 9 months. What is
more, they made that cut worldwide, when the Article 29 Working Party asked for
compliance only within the EU.

If Google and others chose to do this then it would not matter whether any po-
tential action brought by European regulators would be deemed unconstitutional or
unenforceable in the US, because the regulators would not need to take such an
action. Changes in policy in practice would satisfy both the legal requirements of
the EU and the preference for self-regulatory actions in the US. The disagreements,
profound though they might be, would largely be confined to legal scholars and com-
mentators. From the perspective of the individual people whose rights the regulators
seek to protect that would not be something of great concern.
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Chapter 5
Stage ahoy! Deconstruction of the “Drunken
Pirate” Case in the Light of Impression
Management

Paulan Korenhof

5.1 Introduction

In the world, an increasing number of people make use of the Internet.1 The Internet
is a rich source of information and a medium that is widely used on a daily basis for
information exchange. In a relatively short time, the quality and quantity of digital
data storage and online accessible information have grown explosively. In his book
Delete: The Virtue of Forgetting in the Digital Age, Viktor Mayer-Schönberger de-
scribes this qualitative and quantitative growth of digital data storage.2 Compared to
the analogue era, people have easier access to more information in the age of Web 2.0
and can more easily reach and store information. The Internet is also a very popular
medium for the management of self-presentations and corresponding social relations.
Websites like Facebook3, MySpace4, Google+5 and LinkedIn6 provide a platform for
social interaction and information exchange (some are more focused on leisure in-
teraction like Facebook, and some more on professional interaction like LinkendIn).
This big flow of information has many benefits, but when it comes to personal data, it
is also a reason for concern. The core concerns of personal information being accessi-
ble on the Internet are the lack of control that an individual has over this information
and the possible consequences of that lack of control; for instance, people being
unable to “escape” from past online information about them or people experiencing
professional consequences due to their off-time behaviour that can be viewed on the
Internet. Online information can severely affect the offline lives of individuals.

1 Castells 2010, p. 382.
2 Mayer-Schönberger 2009.
3 www.facebook.com.
4 www.myspace.com.
5 plus.google.com.
6 www.linkedin.com.
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When one is interested in the manners in which offline life can be affected
(negatively) by the Internet and starts digging through literature and articles
concerning the matter, one is bound to stumble upon the so-called “drunken pirate”
case sooner or later. This case received much media attention because it showed the
possible destructive consequences of posting information on social media websites.7

The data subject in this case—in this paper referred to as “S”8—became a news item
because information on her MySpace website led to the end of her career as a teacher.
S is denied her teaching diploma because she showed an apparently compromising
photo of herself on her website.9 The picture in question showed S with a pirate hat
while drinking from a plastic cup. She captioned the photo “drunken pirate”. The
case has been repeatedly used to illustrate the need for a “right to be forgotten”10 or
need for deletion or erasure of ‘expired’ data.11 Mayer-Schönberger writes:

S(. . .) considered taking the photo offline. But the damage was done. Her page had been cata-
logued by search engines, and her photo archived by web crawlers. The Internet remembered
what S(. . .) wanted to have forgotten.12

These approaches have put a lot of emphasis on the ‘remembering’ capacities of the
Internet in the current debate on data protection. The question is whether the prob-
lems with regard to individual information control on the Internet and the solutions
to these problems are (all) best approached from (only) a temporal framework of
‘remembering the past,’ since the Internet also affects the sharing of information
over a spatial distance at a single point in time. In order to figure out how to cope
with the problems that can arise due to information being online, I therefore believe
it is necessary to get a clear picture first of the character of the problem(s) that can
arise due to information being on the Internet. Because the “drunken pirate” case
seems to be becoming an iconic case with regard to the offline problems that can be
caused by people having access to online information, I believe it is worthwhile to
explore this specific case in detail. Therefore, the role that the Internet played in the
“drunken pirate” case will be examined in this paper. The main question is: which
role did the Internet play in the downfall of S’s career as a teacher?

To answer this question I will first give an outline of the case. Next, I will discuss
the relation between impression management and the control of information and
subsequently the manner in which the use of Internet affects an actor’s ability to
control his self-presentation. After that, I will consider the case in the light of the

7 See e.g.: Rosen (2010); Stross (2007); Read (2007).
8 This paper is written as response to a case that received a lot of media attention. In the media
articles S is repeatedly named with her full name. In order to try to preserve some degree of privacy
of the subject by not adding to the prevalence of her name online, I anonymized the data subject’s
name to “S”.
9 Mayer-Schönberger 2009, p. 1.
10 http://ec.europa.eu/justice/data-protection/document/review2012/com_2012_11_en.pdf.
11 Mayer-Schönberger 2009.
12 Ibid., 1.
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previously discussed elements. Finally, I will draw a conclusion as to what extent
the Internet played a role in the downfall of S’s teaching career.

5.2 The “Drunken Pirate” Case: What Happened?13

In reality, the “drunken pirate” case is a bit more complex than the straightforward
dismissal of an individual because of a single photo on the Internet. It has been a
combination of factors and decisions that to a greater or lesser degree all played a
role in the turn of events.

S, who studied at the Millersville University (MU) wanted to obtain a degree as
Bachelor of Science in Education (BSE). In order to receive this, she had to com-
plete a student-teacher program successfully, part of this being an internship during
which she had to fulfill the duties of a teacher for a certain period of time. During
this internship, that S fulfilled at the Conegesta Valley High School (CVHS), the
student-teachers had to adhere to the same professional standards as their profes-
sional colleagues and “fulfill as effectively as possible every role of the classroom
teacher.”14 During the orientation for the teaching program, S was cautioned not to
refer students to personal websites. In addition it was pointed out to her that student-
teachers who ignored this warning, could be dismissed. Despite this warning and
others from her supervisor S repeatedly communicated to her students that she had
a website at the social network service ‘MySpace.’15 When one of the students ap-
proached a friend of S that was pictured on S’s MySpace website, S became aware
of the fact that at least one of her students visited her MySpace. She told this student
that it was inappropriate for students to look at the MySpace website of a teacher
since this had to be regarded as crossing a teacher-student boundary. However, on 4
May 2006 S posted the following message on her MySpace:

First, [friend X] said that one of my students was on here looking at my page, which is fine.
I have nothing to hide. I am over 21, and I don’t say anything that will hurt me (in the long
run). Plus, I don’t think that they would stoop that low as to mess with my future. So, bring
on the love! I figure a couple of students will actually send me a message when I am no
longer their official teacher. They keep asking me why I won’t apply there. Do you think it
would hurt me to tell them the real reason (or who the problem was)?16

With ‘they’ S claims to refer to her students. Besides the above message, S also
uploaded the “drunken pirate” picture. S stated that the photo had a personal meaning
and that the message was only intended for her best friends.

A day later, on 5 May 2006, one of S’s colleagues brought the message and the
photo on her MySpace to the attention of her supervisor. Especially the message

13 Summary of the events as described in S v. Millersville University et al., case 2:07-cv-01660-PD,
document 47. In the documents prior to 47 one can find conflicting statements of the parties. Since
piece 47 shows the ground for the court’s ruling, it is held as being the closest approach of the facts.
14 S v. Millersville University et al., case 2:07-cv-01660-PD, document 47, 5.
15 See http://www.myspace.com.
16 S v. Millersville University et al., case 2:07-cv-01660-PD, document 47, 10.
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was condemned by CVHS, because it referred to S’s work at the school. Next to
that S already had a difficult understanding with one of her supervisors and the
message disrupted this relationship even further. CVHS decided to bring S’s teaching
practicum to an early stop and bar her from campus. They gave three reasons for
S’s dismissal: S disobeyed her supervisors by communicating with her students
about personal matters through her MySpace website, S had acted unprofessionally
by criticizing her supervisor in the 4 May 2006 post and S was judged to have
performed incompetently as a teacher. S’s supervisors stated that S had problems
with maintaining a formal teaching style and had difficulty adopting an appropriate
role as a teacher in relation to both students and colleagues. She was considered too
amicable towards her students and was accused of sharing too much information
with them regarding her personal life.

As a result of this S had failed her internship and was graded as inadequate for
the student-teacher program. She therefore did not meet the requirements to qualify
for her BSE degree at MU.

This case shows that S’s made a wrong impression on her colleagues and super-
visors; in their eyes she was not up to the task of functioning as a teacher (in this
paper I will leave aside whether this judgement was just). The impression that S
made with her post and photo on MySpace was the straw that broke the camel’s back
and has been used by her supervisors to have her dismissed. Evidently something
went wrong with S’s impression management.

5.3 Impression Management

Before determining which role the Internet played in the “drunken pirate” case, it is
important to explain first how information plays a role in social interactions.

5.3.1 The Theatre Metaphor: Performing for an Audience

Most people behave differently in different settings without perceiving their own
identity as ‘changed’: despite being the same persons they show different aspects
of their character depending on the context and setting that they find themselves in.
For instance, a lot of people behave differently around their loved ones in the private
spheres of their home than around colleagues at their work, sometimes they even
speak in a higher or lower register of their voice. In different situations they share
other information, including which ‘part of themselves’ they show. In his book The
Presentation of Self in Everyday Life the sociologist Erving Goffman explains this
phenomenon17 and to make things clear, he uses theatrical terms: an actor plays a
certain role and provides signals to the audience to inform it about the role that he

17 Goffman 1959.
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is playing. The performance is the ‘front’ of the actor.18 The information that does
not match the role is kept ‘backstage’ by the actor.19 What counts as front stage
and backstage is not a rigid distinction; the stages can swap roles depending on the
performance that is regarded.

The audience receives information about the performance of the actor in various
ways: by the actor’s intentional communication, his appearance, his body language,
his props and the stage of the interaction.20 He may also unconsciously provide
his audience with information21 whilst the people around him (co-actors) also can
provide the audience with important information.22 The information to which the
audience has access is crucial: the audience-members use the information to define
the situation, to form a mental picture of the actor’s identity and to get an idea
what to expect from the actor and what the actor will expect from them in return.23

Audience-members use the impressions that they have of an actor to ascribe certain
social attributes and categories to him: his ‘social identity.’24 This interpretation of
the actor’s social identity forms the basis for the audience’s assumptions about the
actor’s traits and behaviour and gives rise to the audience’s normative expectations
and demands.25 These normative expectations depend on the social norms of the
audience.

The audience members use the information they get to decide on the way in
which they will respond to the actor’s performance.26 Therefore it is vital for an
actor’s performances that he controls the information to which his audiences has
access. By sharing certain information with some people and not with others, an
actor can give shape to his self-presentation and distinguish between different types
of social relationships in order get to different types of responses.27

Making a distinction between the information one shares and the information one
omits, based on the role that one is playing, is not only important to distinguish
between roles. It can also be vital for a credible performance: information that
is essential for a certain performance can be detrimental to another performance
of the same actor. An audience that gets access to information that is detrimental
to the performance it beholds, can become disillusioned. For an actor it will be
difficult or even impossible to convince a disillusioned audience of the reality of
the performance that he is giving.28 Goffman states: “. . . the impression of reality

18 Ibid., 32.
19 Ibid., 114.
20 Ibid., 14.
21 Ibid., 14.
22 Goffman 1963, p. 43.
23 Goffman 1959, p. 13.
24 Goffman 1963, p. 12.
25 Ibid., 12.
26 Goffman 1959, 21/22.
27 Ibid., 17.
28 Ibid., 136/137.
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fostered by a performance is a delicate, fragile thing that can be shattered by very
minor mishaps.”29 It is therefore necessary that an actor segregates his audiences to
accomplish that the same audience will not see him in two inconsistent or conflicting
performances.30 This also is the case when an audience in the past has seen him in a
performance that is inconsistent with his current one.31 Information about the actor
that harms a performance in any way, is “destructive information.”32 A disrupted
performance can lead to a disturbed relationship between the parties on the level of
the social interaction. To give an example: when the patients of a relationship therapist
learn that the therapist himself is divorcing his own partner, this information has a
high risk of affecting the trust of the patients in the skills of their therapist. If so, the
performance of this therapist as an expert on mending troubled relations is disrupted,
since his professional performance as an expert in mending relations is not credible
to his patients, while the fact that the relationship therapist himself is divorcing his
partner, does by no means necessarily mean that his skills as a relationship therapist
are poor. The interaction on the level of the relation between patient and therapist is
disturbed and the therapist will have problems doing his work properly because he
lacks the trust of his patients. Goffman therefore states: “A basic problem for many
performances, then, is that of information control; the audience must not acquire
destructive information about the situation that is being defined for them.”33

5.3.2 It is in the Eye of the Beholder

As pointed out in the previous section the control over personal information is of great
importance to an actor’s impression management. It is in the interest of the actor to
decide for himself how he presents himself to others, so that he has maximum control
over the image his audiences can form of him34 and in this process informational
privacy plays a crucial role. An actor can only present himself in different ways if he
has sufficient privacy to control who has access to which information about him.

Privacy is often defined as a form of access control, wherein privacy means having
control over the access that others have to something personal, in this case personal
information. Alan Westin, for instance, defines privacy as “(. . .) the claim of indi-
viduals, groups, or institutions to determine for themselves when, how, and to what
extent information about them is communicated to others.”35 Charles Fried states
that privacy “is not simply an absence of information about us in the minds of others;

29 Ibid., 63.
30 Ibid., 137.
31 Ibid., 138.
32 Ibid., 141.
33 Ibid., 141.
34 Ibid., 15.
35 Westin 1966, p. 7.
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rather it is the control we have over information about ourselves.”36 Privacy as a form
of access control over information regarding oneself is necessary for the construc-
tion of an identity of one individual between others individuals; “(self-identity) has
to be routinely created and sustained in the reflexive activities of the individual.”37

A lack of privacy can hinder an actor to act autonomously by depriving his choices
concerning his self-presentations and limiting him in the choice of the types of social
relationships that he can establish.38 I therefore adopt Floridi’s view of the right to
informational privacy as “a right to personal immunity from unknown, undesired or
unintentional changes in one’s own identity as an informational entity.”39

Floridi points out that this interpretation of informational privacy “suggests that
there is no difference between one’s informational sphere and one’s personal iden-
tity.”40 However, because I am interested in the individual as an informational entity
within social interactions, I want to make a small nuance in this perspective and
therefore I may deviate somewhat from what Floridi had in mind. In general an
actor as an informational entity within a social interaction only shows a part of his
information to a specific audience (the distinction between performing on the front
stage and keeping certain information back stage) and this part does not necessarily
have to coincide with his “actual identity”.

To start with, an actor’s own sense of self will always first be interpreted by
the actor himself and translated into a performance before an audience can even
perceive it. Also, an actor may not always perform conform his own sense of self
(for instance, because he is afraid of the reactions of his environment) and as a result
he may choose not only to play different roles, but also to play different characters for
different audiences. Information concerning a choice to perform in correspondence
with one’s sense of oneself (or not) is a part of one’s identity (when an actor’s
information is regarded as being his identity), but usually that information is not
something to which audience members have access. This means that an audience has
only a limited view of the information—and therefore identity—of an actor.

Furthermore, because an audience cannot look inside an actor’s consciousness in
order to perceive his actual identity, it cannot know the “identity-in-itself” (lending
part of the term from Immanel Kant41) of the actor, but it can only perceive (part
of) the informational entity and interpret the information in correspondence with its
own knowledge (its experience with and knowledge of language, signals, attributes
and norms). People are aware of feelings and experiences of other persons on the
basis of their own empathic inferences.42 The impression an audience has of an

36 Fried 1984, p. 209.
37 Giddens 1991, p. 52.
38 Rössler 2001, p. 112.
39 Floridi (2005, p. 195).
40 Ibid., 195.
41 Bluntly put, Kant stated in his work “The Critique of Pure Reason” that humans could never see
the “thing-in-itself” because they would always see the thing in their own empirical perception of
space and time, which are not necessary characteristics of the thing-in-itself (Kant 1781).
42 Giddens 1991, 50/51.
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actor, gets coloured by its own knowledge and experiences. Therefore the social
norms of the audiences of the actor will be important for the way in which they will
respond to certain information. Societies link different expectations to certain social
characteristics as certain social identities are associated with specific stereotypes and
lead to expectations about the actor’s behaviour, regardless the specific situation.
With regard to the social identity that an audience imprints on an actor based on the
impressions that they have of him Goffman speaks of a virtual social identity.43 The
social identity that an audience imprints on an actor can deviate from the category and
attributes that the actor actually possesses, which Goffman calls the actor’s actual
social identity.44

Summarizing, we may conclude that on the level of social interactions an ac-
tor’s identity is perceived by his audiences as their interpretation of the presented
information. Consequently, what an actor needs to share and what to omit in order
to play a certain role without running the risk of a disrupted or faulty performance,
depends for a great deal on the social norms of his audience. All societies create
the norms for the way information is shared and interpreted. The social norms peo-
ple inherit on a cultural and social level largely determine what is considered to be
private information in which context,45 and what information in what kind of rela-
tionship we are expected to share.46 Such social conventions shape our expectations
of what others know about us and how they deal with this knowledge. Especially
social roles are associated with specific stereotypes and lead to expectations about
the actor’s behaviour, regardless the specific situation. Such roles are said to be
‘institutionalized’47 and the traits of character associated with an institutionalized
role are culturally determined. Because of social conventions an actor is sometimes
expected by society to keep certain information private in specific contexts.48 This
counts especially with regard to institutionalised roles. For instance, there generally
is a difference in what an actor is expected to share in professional interactions and
social interactions. The point about sharing information in a social interaction is
therefore that it is an interaction: audiences respond to the performer on the basis of
the information that they receive from the actor and other sources, combined with
the knowledge that they already have. If an actor wants to get (or avoid) a certain
response from an audience and wants to play certain roles successfully, he will need
to act in correspondence with the norms of his audience. And for a great part what
one is expected to share or to omit will also depend on the context. So even if an actor
believes he has nothing to hide, he does have to abide by certain restrictions on the
information that he shares (this covers the whole possible spectrum of information:
content of the information, appearance, props, stage etc.) in order to perform certain
roles in a socially recognizable and acceptable way.

43 Goffman 1963, p. 12.
44 Goffman 1963, p. 12.
45 Cf. generally, Nissenbaum 2010.
46 Rössler 2001, p. 118.
47 Goffman 1959, p. 37.
48 Schoeman 1992, p. 137.
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5.3.3 Synchronous Audience Segregation

An actor who wants to be able to play different roles and to reduce the risk of any
disruption of his performances, will need to segregate his audiences in such a way
that audience members only have access to performances of roles that are intended
for them. The stage on which a role is performed is an important factor in the audience
segregation.

In general, different roles continue to exist over time; their performance is repeated
on a daily/weekly/monthly/etc. basis. The roles that actors play depend on the setting
and usually they adjust their performance accordingly. This works two ways; an actor
adjusts his performance and the role that he is playing when he finds himself in a
certain setting, but he can also actively seek a certain setting in order to play a specific
role. To differentiate between roles and their corresponding audiences, an actor will
usually swap (a part of) his appearance, props, co-actors, stage and audience. The
quickest way to realize such a swap is by moving in space to another stage. Physically
humans can only be in one place at a time, so by moving in space, they generally
swap audiences and co-actors. By physically moving to another stage, an actor will
not only move himself to another setting with different people (audiences and co-
actors), but also to another stage and props. Since our physical world is divided
in different “stages” and roles are generally performed on a certain stage—like the
home, the school, the office and the supermarket—a role swap by changing stages
is a very convenient and relatively clear method. However, roles are not fixed to a
certain stage, since the role that will be played, will also depend on other aspects of
the setting, likewho else is present (and who not).49 When for instance a colleague
of the actor will visit the actor at home in order to prepare a presentation for work,
the actor will then play his role as employee at home.

Since an actor can physically be on one physical stage at a time, the audience
segregation for a physical performance is based on the stage—the place in space—
where the actor is performing (but of course an actor can also perform on one stage
for two different audiences who interpret the roles differently based on their own
knowledge). In order to have different stages and audiences, an actor will need to
have a front stage and a back stage. Ergo, he needs to have the privacy to distinguish
between his front stage and back stage information and control the access to these
stages, so in fact he creates a different (front) stage for each audience. The control
over the access to the performances on these different stages will differ depending
on the nature of the stage. In The Ontological Interpretation of Informational Pri-
vacy50 Floridi gives a fruitful account of privacy that I shall use to elaborate on the
consequences that the nature of a stage can have for an actor’s privacy.

In relation to the performance of an actor the setting of his performance,
including its stage(s), props, actors, and audiences, would be what Floridi’s calls

49 van den Berg 2010.
50 Floridi (2005, pp. 185–200).
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the infosphere.51 In the infosphere a certain amount of data is available for the
audience to access. The larger the gap between the available information concerning
the actor and the information the audience has, the larger the actor’s privacy.52

The accessibility of the information depends on “the ontological features of the
infosphere,”53 the features and characteristics of the actor, the audience-members,
the props and—for this paper most importantly—the stage, so a performance given
in a locked room with brick soundproof walls will be far less accessible for a
would-be audience member who is not in the room, than if the same performance was
given on a public square. A would-be audience member would be able to access the
performance on the public square quite easily and become a real audience member,
but features like a brick wall determine the degree of what Floridi calls “ontological
friction:”54

“Ontological friction” refers here to the forces that oppose the information flow within
(a region of) the infosphere, and hence (as a coefficient) to the amount of work required for a
certain kind of agent to obtain information (also, but not only) about other agents in a given
environment.55

When performing on a stage with limited characteristics to stop or delay a flow of
information, that therefore provides for a low or completely no degree of ontological
friction, an actor has to keep in mind that he has almost no (if any) control over who
has access to his performance. The features of the stage on which the performance is
given, are therefore fundamental factors in the possibilities for an actor to effectively
segregate his audiences. Part of controlling and managing one’s impressions is there-
fore selectively choosing the stage for a certain performance based on the intended
audience in combination with the amount of ontological friction provided by the
stage. Technology that enables us to perform outside of our physical existence—like
the Internet—turned that selection into a big challenge.

5.4 The Internet as Stage

Due to the interactive nature of the Internet and the fact that it is often used as a
platform for the exchange of social information, Internet webpages become potential
stages for the performance of roles. As a result of this we see that social network
sites (SNS) in particular are transformed into important stages for the performance
of various self-presentations, as was the case with the “drunken pirate”. S made use
of the SNS MySpace to share information with her audiences. However, Internet
stages do not occupy a place in space and time in the same way as physical stages

51 Ibid., 186.
52 Ibid., 186.
53 Ibid., 186.
54 Ibid., 186.
55 Ibid., 186.
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and that creates a fundamentally different situation. In order to determine the role
that the Internet has played in the “drunken pirate” case, it is necessary to get an
idea of the manner in which the Internet forms a different sort of stage for an actor’s
self-presentations than a physical stage.

5.4.1 Layered Stages

As stated above, Internet stages do not occupy a place in space and time in the same
way as physical stages: the Internet has a fundamentally different character than the
physical world.

A performance on the Internet consists of digital information; the actor gives his
performance in bits. An important characteristic of digital information is that it is
aspatial.56 It is not bound to any physical information carrier (like a newspaper or an
actor that is giving a performance) and thus lacks certain ontological frictions that are
typical for information that is ‘fixed’ to a certain physical form. Digital information
can be easily transported.57 Spatial ontological frictions (like distance or walls) are
insignificant with regard to the sharing of digital information; the digital information
can be distributed worldwide in a matter of seconds as long as one has access to the
Internet. Also temporal ontological restrictions (like the opening times of libraries)
are severely reduced too.

Another characteristic of digital information that distinguishes online stages from
offline stages is the fact that digital information usually is a nonrival good.58 This
means that the consumption of the good by one person, does not diminish the use-
fulness of the good for others.59 Information on a website can generally be viewed
by a massive amount of people at the same time, without any of them preventing
another person to see exactly the same content. This is a sharp contrast with physical
performances, where no audience member can have exactly the same view of the
performance as another (the audience members cannot be on the same spot with their
eyes on exactly the same place) and where at the same time they can physically block
each other’s views. Although there is a limit to the maximum amount of people that
can view a website at exactly the same time due to the capacity of the server that is
hosting the website, this is only a small limitation compared to the limitation of the
number of people that can access a physical performance at the same time, like a
teaching performance in a classroom.

Because an online performance is not fixed to a physical form, it gives the actor
of an online performance great freedom with regard to self-presentation: he can
present himself as anyone or anything without any necessary resemblance to his own
physical existence. In that sense the Internet provides an actor with a far-reaching

56 Michalis Vafopoulos (2012), 412.
57 van den Berg and Leenes (2010).
58 Michalis Vafopoulos (2012), 411.
59 Ibid., 9.
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control over his self-presentation. However, his options for self-representation are
limited and affected by the manner in which the online stage is programmed. If for
instance he uses a SNS website that requires him to either tick “male” or “female”
as part of his required personal information, one of those two categories will be
attributed to the character that he is playing.

Additionally, because the online performance is detached from the actor’s physical
form, he can perform multiple roles on multiple online stages simultaneously, while
in his physical form, he is restricted to one physical stage at a given point in time.
Because potentially the Internet is always accessible from anywhere and depending
on privacy settings, the online performance of the actor can be too. That means that
an audience of an actor’s performance in the physical world can attempt to get access
to his online performance(s) as well. The detachment of an online performance from
the actor in his physical form as being positioned in space and time, can lead to
“layered” performances; because of the position that Internet stages can occupy in
relation to physical stages—they provide a stage for multiple performances that is
theoretically always present, but not necessary seen—the Internet stages can give
an extra interpretative layer to a physical performance (or vice versa) by showing
the actor in other performances and possibly other roles. The distinction between
an actor’s front stage and back stage will become vaguer due to the multiple perfor-
mances (the back stage of one performance can be the front stage of the other) and
may collapse. Performances on Internet stages—when accessible—can thus affect
offline performances (and vice versa) by influencing the manner in which perfor-
mances are interpreted by audiences. Because of the mutual influence that on- and
offline performances can have on each other, the audience segregation in relation to
multiple stages is vital for impression management.

5.4.2 Performing on the Internet Stage: The General Challenges

When an actor uses the Internet as a stage for performances, this stage can provide
quite some challenges for him with regard to the control over his (on- and offline)
performances and his corresponding audience segregation.

First of all, the amount of people that can populate an ‘Internet space’ (a website)
is much higher than a physical space. Because the Internet is aspatial, it easily
overcomes any spatial ontological frictions like distance and walls. Consequently, it
also is not limited by the “distance between the walls;” it does not have a maximum
physical mass that can occupy a certain space. For example, we can all watch our
friend A perform her role as friend online without needing to be cramped up together
in her house in order to see the performance. The amount of people that potentially
have access to an online performance, can therefore be much higher than the maximal
amount of people that can see a performance on a physical stage. Additionally, an
online performance can continue unchanged and indefinitely over time, it can be
more or less ‘frozen’ in time. In contrast, a physical performance is an action that
actively happens in time and therefore is a series of moments that eventually ends.
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The aspatial character and potential timelessness of an online performance infers
that the access to online data could possibly involve a potentially infinite audience
(depending on inter alia the privacy settings) through space and time (people from
all over the world, future generations).

Secondly, the aspatial character of the Internet stage makes it difficult to keep an
overview of the presence and composition of online audiences that are viewing a
certain performance. Because an actor on an online stage has no physical presence
in front (or between) physical audience members, he depends on ‘signals’ of his
audience that they are watching the performance. An example of this is audience
members on Facebook clicking the “like” button under a certain post. Due to this
dependence on signals, actors that perform on such a stage have therefore a lim-
ited view of their audience.60 Because of the limited view, it is hard—maybe even
impossible—for an actor to timely register when an unintended audience has access
to his Internet stage(s) and adjust his performance accordingly. The presence of un-
intended audience members will generally only come to an actor’s attention when
he receives a reaction from the unexpected audience member on his performance,
and by then, most of the damage is already done.

Due to the aspatial character of the Internet—which nullifies any spatial ontolog-
ical frictions- an actor runs the risk of performing on an all-encompassing online
stage for the whole world if he cannot control who has access to his performance
and who not. Controlling the access to a performance and being able to segregate
audiences is therefore vital for an actor if he wants to be able to play different roles
successfully, because this would not be possible if his audiences are able to regard
him in all his roles. The control over this access depends on the architecture of the
Internet stage is programmed. It depends on the features of a website whether an
actor can limit access and can segregate his audiences by distinguishing between
friends, colleagues, family etc. Most social network sites have limited options to
differentiate between different sorts of relationships.61

Additionally, the control over the self-presentation and any inferences thereupon
by others is problematic when performing on the Internet stage.62 The online self-
presentation consists of information that is added to the Internet by both the actor
and his audience(s). Controlling such self-presentations is difficult because other
parties can influence the interpretations of the performance. In this sense the Internet
stage seems to allow more interaction with regard to the construction of a self-
presentation than a physical stage, because the audience has more possibilities to
add a ‘comment’ on the actor’s performance that can ‘stick’ and be perceived by
other audience members.

Furthermore, because the performance consists of digital information, the audi-
ence members can multiply and copy the performance information flawlessly without

60 van den Berg and Leenes (2010).
61 Ibid., 1111.
62 Ibid., 1112.
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any loss of quality or quantity of the original information. Digital information is in-
finitely expansible.63 Online, the information can be stored for a long time and with
the help of search engines it can usually be retrieved relatively easy. Due to these
characteristics, the digital information can get a certain persistence.64 And because
digital information can be copied and reproduced anywhere on the web, it is hard to
keep track (if that is even possible) of where all the copies are, let alone to exercise
control over all the copies. Once the information is taken out of context, it runs the
risk of being misinterpreted.

Because of the above discussed issues, an actor can generally segregate his audi-
ences with far less nuances when performing on current Internet stages like MySpace
and Facebook, in comparison to offline stages. Performances that can be viewed on-
line have a higher risk of reaching an audience for whom certain information can be
disillusioning. When performing online, it is therefore difficult to be sure that one is
performing for the intended audience.

5.5 The “Drunken Pirate” on Stage

In the case of the “drunken pirate” the digital information that motivated S’s supervi-
sors to have S dismissed, were the message and to a lesser extent the “drunken pirate”
photo that S had posted on her MySpace website. S had used her MySpace website
as a stage to ventilate her dissatisfaction about her internship and more specifically
to hint at the fact that a certain person was “the real problem.”65 The MySpace
stage fulfilled a role as back stage with regard to her teaching role, and the CVHS
campus ground formed her main front stage. According to S, the performance on
the MySpace stage was intended for her best friends only—and as a result this was
the front stage for them). However, in her message she assumes that a breach of
audience segregation by her students will not be a problem. S believed that she “had
nothing to hide”66 and states: “. . . I don’t say anything that will hurt me (in the long
run). Plus, I don’t think that they would stoop that low as to mess with my future.”67

Unfortunately S misjuded the situation on quite a few levels.
To start with, the “I have nothing to hide” position expressed by S is problematic,

even more with regard to her role as teacher at CVHS. “I have nothing to hide” is
a statement that tends to rear its head regularly in discussions regarding privacy.68

Leaving aside the flaws of the “I have nothing to hide” notion in general69 and
assuming that an actor sincerely believes that he does have nothing to hide, he still

63 Michalis Vafopoulos (2012), 411.
64 van den Berg and Leenes (2010).
65 S v. Millersville University et al., case 2:07-cv-01660-PD, document 47, 10.
66 Ibid., 10.
67 Ibid., 65.
68 Solove (2007), pp. 745–772, p. 747.
69 Ibid., 745–772, 747.
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has to keep in mind that there are certain restrictions on the information that he
can share (this covers the whole possible spectrum of information: content of the
information, appearance, props, stage etc.) in order to perform a role in a socially
recognized and accepted way. The success of a performance depends on the norms
and knowledge of the audience and in this case in the eyes of S’s supervisors a
credible performance of her role as a teacher was dependent on their norms. The role
of ‘teacher’ is generally associated with a number of requirements that people have
to meet before they are found fit to educate the younger generations and is therefore
an institutionalised role. In CVHS the view on the “script” that a teacher had to
follow was quite clear and strict; as a teacher she should not share too much personal
information with her students and she should not mention any issues regarding the
school on personal webpages or let students access them. S’s supervisors told S that
she had to abide by these restrictions in order to complete her internship successfully.
However, S disregarded the informational restrictions that her supervisors believed
to be appropriate for a teacher and because she did not (want to) perform the role of
teacher according to the “script” her supervisors believed to be important, she ran a
risk of her performance being not credible for them with all due consequences.

Secondly S did not fully realize that her MySpace website could form a layered
stage with regard to her performance as a teacher and could affect this performance.
By pointing out to her students that she had a MySpace website, S even drew her
professional front stage audience’s attention to the existence of her MySpace back
stage. When using a stage as a back stage for a certain front stage in order to ventilate
feelings about the front stage performance, a collapse of the front stage with the back
stage will very likely be disruptive for the front stage performance. The only manner
in which an actor can prevent such a collapse is by strictly controlling the audiences’
access to the back stage.

Because S’s back stage was the Internet stage MySpace, it lacked the typical
ontological frictions of a physical stage. The aspatial character of the MySpace stage
turned the control over and view of the stage’s audiences into a challenge. Any
possibilities to cope with this challenge depended on the options that are offered
by the programmers of this stage. When it comes to online stages, the design of
the stage is determined by its programmers in a fundamental way: actions that are
not part of the design, are excluded from performance70 as all performances on the
Internet stages are regulated by the technology underlying these stages (the so called
techno-regulation71). In the offline world one can usually influence a stage in ways
that are not part of its intended design, like demolishing and rebuilding parts (like
adding an extra door for security), but in the online world one would just get an error
notice when trying to do something that is not part of the design.72 This design not
only limits our choices, but it also affects the way in which we behave on that stage.
Pariser writes: “we’re contextual beings: how we behave is dictated in part by the

70 Pariser 2011, p. 175.
71 Cf. generally, Leenes (2011), pp. 143–169.
72 Pariser 2011, p. 175.
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shape of our environments.”73 Thus the design of MySpace plays at least a role of
some importance in the “drunken pirate” case. However, the exact scope of this role
will remain unclear since it is unknown what S’s privacy settings were at the time
of the case who exactly had access to her MySpace website. S has stated that she
changed her profile name every few months in order to protect her privacy74 and she
believed that she was hard to find on MySpace; one had to own a MySpace account
and had to take the trouble to find her. She even uses the word ‘hacking’with regard to
the effort that her colleague must have taken in order to be able to view her MySpace
website.75 However, the incident with the student showed that apparently at least one
of S’s students did not have any trouble with accessing S’s MySpace website either.
This suggests that S’s profile was not properly shielded. Additionally we may assume
that being in the safety of her home in front of a pc-monitor and adding messages to
a stage called “my space,” may very well have given the “drunken pirate” the illusion
of a private and controlled setting. Would S for instance have thought twice about
posting the message and the photo if the SNS she used was called “OurSpace”?

The design of MySpace obviously plays an important role with regards to an
actor’s impression management, when that actor performs on a MySpace stage.
However, in the case of the “drunken pirate,” the actor was confronted with the flaws
of the stage long before S gave her “fatal” performance. Due to the incident with the
student who viewed her MySpace website, S was confronted with the fact that her
performances on her MySpace stage reached her professional audiences. Instead of
taking this breach in her audience segregation as a warning and pause her MySpace
use until her internship was over, she posted the 4 May 2006 posts. With these posts
she seemed to ignore the possibility that next to students, also her colleagues and
supervisors might be trying to access her MySpace. Because of the viewpoint of
CVHS on personal webpages of teachers, combined with the fact that CVHS knew
that S informed her students about her MySpace website, S could have expected
that someone of CVHS would try to access her webpage. With the suspicion that
an unintended audience may breach the segregation, an actor needs to be alert and
adjust either the access to the stage or the performance itself.

5.6 Conclusion

The “drunken pirate” case received a lot of media attention because it was a clear
example of a case where the use of Internet led to consequences for someone’s
professional career. But what role did the Internet play in the downfall of S her
career as a teacher?

The problem in the “drunken pirate” case was that a part of S’s performance for
her best friends ended up with her professional audience. Her front and back stage

73 Ibid., 174.
74 S v. Millersville University et al., case 2:07-cv-01660-PD, document 45, 9.
75 Ibid., 9.
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with regard to her role as teacher collapsed and impaired her self-presentation. Her
performance was disrupted.

The role of the Internet in the turn of events is significant, but at the same time
limited. S’s 4 May 2006 posts had almost immediate consequences and were seen
by her professional audience on her own MySpace stage. The problems in this case
did not arise due to the Internet having a ‘perfect memory’ or being a place where
information can be easily copied and reproduced. The problems arose because S
disregarded the script for the teacher role set by CVHS and thereby failed to segregate
the audiences of her online performances properly.

The aspatial characteristics of the Internet make it a tricky stage to perform on
and an Internet stage can become an ever-present layered stage overlapping a phys-
ical performance. The use of the MySpace stage as a back stage to ventilate about
her performance on her physical professional front stage, was therefore risky. Ad-
ditionally, S had been warned by CVHS that the use of a personal webpage could
undermine her professional performance and if that happened, CVHS would react
accordingly. More importantly, S knew that the audience of her professional front
stage performance had access to her MySpace back stage performance. S reacted
to this audience-breach not by taking it as a warning and pause her MySpace use,
but by posting the “drunken pirate” photo and the 4 May 2006 message to ventilate
her feelings to her friends. The “drunken pirate” case therefore could have been pre-
vented if S used her MySpace stage with more discretion. We need to learn how to
deal with a life that consists of performances on layered stages. However, not only
the user is up for improvement, but also that which she used: the Internet stage. The
manner in which the online world is programmed can severely decrease any onto-
logical friction in the information flow, but because the design is the online world,
it could also be programmed to increase the degree of ontological friction. And if
we want to be able to differentiate in our relations and play different roles, we need
to think about whether and how we need to design our online stages if we want to
be able to have control over which audiences have access to which performances.
This is not an easy task. Most current solutions that propose to cope with the impres-
sion management-undermining characteristics of the Internet, like the “right to be
forgotten or erasure” in the proposal for the General Data Protection Regulation,76

are focused on the remembering capacities of the Internet. They therefore propose
solutions in time, like erasure, and are not be of any help for actors who want to be
able to play different roles in the same timeframe. An actor that wants to be able to
play different roles does not want her information forgotten or erased, but wants to
keep her different audiences segregated from performances that are not intended for
them.

However, despite the fact that the role of the Internet in the case of the “drunken
pirate” is ‘space’-related, it could also become time-related. As a result of the case
the name of S and her “drunken pirate” picture can be found all over the Internet.
Articles are written about it. Due to the characteristics of the Internet, this case could
haunt S for a very long time. Hence, the discussion of the “drunken pirate” case

76 European Commission, COM (2012).
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leads to a new question: can S ever start with a clean slate, or will she always be S
the “drunken pirate” as a result of the information storing and sharing characteristics
of the Internet? If the last option turns out to be the case, we may need to find a
way to draw the curtains on the stage. Thus, the paradoxical result of the “drunken
pirate” case is that while the case in itself did not illustrate the need for a “right
to be forgotten” (but rather the need of good methods for audience segregation on
SNS), the role that the case is playing in the academic and media discussion on the
Internet’s ‘iron’ memory does give rise to a need for S to be forgotten as a “drunken
pirate”. But can the genie be put into the bottle again?
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Surveillance and Law Enforcement



Chapter 6
New Surveillance, New Penology and New
Resistance: Towards the Criminalisation
of Resistance?

Antonella Galetta

6.1 Introduction

The proliferation of pervasive surveillance technologies and practices confront us
constantly with new challenges and concerns. On the one hand, they raise attention
to the manifold implications and consequences linked to the implementation of new
surveillance systems. On the other, they encourage surveillance scholars to fuel the
on-going debate about new surveillance theories. Although the surveillance litera-
ture benefits from an array of different concepts and interpretations of contemporary
surveillance, the Panopticon still represents the main term of comparison. Nonethe-
less, it is widely recognised that the panoptic model fails to grasp contemporary
representations of surveillance. There are considerable differences between ‘old’
and ‘new’ surveillance and new patterns are emerging. One of them is represented
by resistance to surveillance, a topic that was still in its infancy within the panoptic
scheme but that deserves more consideration.

After having illustrated the main differences between old and new surveillance,
this contribution will focus on resistance to surveillance highlighting how it operates
in today’s surveillance societies. In particular, it analyses how resistance is devel-
oping into new forms and patterns which might turn resistance into criminalisation.
This circumstance is examined taking into account the ‘Facebook case’ presented
in Section 4.1. New surveillance and New Penology contribute to a great extent
to create new forms of resistance to surveillance in today’s societies. Nonetheless,
they can originate misinterpretations and/or misconceptions over the true meaning of
resistance. The criminalisation of resistance can be considered as the degeneration of
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surveillance and of the New Penology. Given its potential consequences, it represents
a huge risk that should be avoided.

6.2 From ‘Old’ Surveillance to ‘New’ Surveillance1

Moving from the assumption that surveillance is a “key feature of modern life”,2

it comes as no surprise that that there is not a unanimous understanding over its
meaning. Surveillance is as complex and multifaceted as modern life. One of its most
intriguing features is represented by its two-faced nature which relates both to care
(looking after) and control (looking over).3 Surveillance implies control ‘by default’
and the focused and systematic gaze of surveillance as control opens up people to
examination and scrutiny while interfering with individual autonomy.4 As such, it
reveals itself in many forms and interpretations which should all be encompassed in its
definition. Contemporary surveillance can be referred to as the “focused, systematic,
and routine attention to personal details for the purposes of influencing and protecting
those whose data have been garnered”.5 This broad definition is usually further
tailored on the basis of the specific circumstances at stake. Online surveillance for
example can be defined as “any collection, and processing of personal data, whether
identifiable or not, for the purpose of influencing or managing those whose data have
been garnered”.6

Surveillance is a changing phenomenon and today’s surveillance technologies
contribute to stratify existing knowledge about surveillance and surveillance theo-
ries. The shift from an old to a new surveillance can be better appreciated looking
back at panoptic surveillance. The definition of surveillance one can still find
in the Oxford Dictionary is definitely in line with the Panopticon scheme. Here
surveillance is qualified as the “close observation, especially of a suspected spy
or criminal”.7 As surveillance scholars would point out, this definition provides
a limited representation of the phenomenon of surveillance which is far from
contemporary reality.8 Although surveillance theories are still heavily anchored

1 For a more detailed analysis of differences between old and new surveillance, see Marx (2004,
pp. 18–37).
2 Lyon (2001, p. 2).
3 Lyon (1994, 2001, p. 3).
4 Monahan (2010, pp. 91–110); Haggerty and Samatas (2010).
5 Lyon (2007, p. 14).
6 Lyon (2001, p. 2).
7 Oxford Dictionaries (2013).
8 Surveillance scholars have identified several models of surveillance which oppose or differ from
the idea of the Panopticon, such as the ‘superpanopticon’ (Poster); ‘global panopticon’ (Gill); ‘ban-
opticon’ (Bigo); ‘synopticon’ (Mathiesen); ‘neo-panopticon’ (Mann), ‘omnicon’ (Goombridge);
‘urban panopticon’ (Koskela); etc. See Haggerty (2006, pp. 23–45).
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to the Panopticon and to the triad crime-punishment-surveillance of Surveiller et
Punir,9 the surveillance experience we deal with in our everyday life goes well be-
yond this definition. Surveillance does not only consist in a close observation but also
in a remote, faraway gaze whose level of detail can be identical or at least very similar
to that of a close observation. Today’s surveillance does not target suspected persons
in particular but the whole society. Indeed, the idea of a surveillance restricted to
the criminal and law enforcement spheres fails to capture contemporary surveillance
practices. Finally, whereas the final aim of old surveillance was to redress and/or
educate the inmate subjugating him to “a state of conscious and permanent visi-
bility”,10 new surveillance can have many other purposes which may range from
mere identification to social sorting and profiling. Nonetheless, this wide spectrum
of purposes originates the so-called function creep.11

6.2.1 The Surveillant and the Surveilled: A Truly Imbalanced
Relationship?

The shift from old to new surveillance is apparent when analysing the relation of
power between the surveillant and the surveilled. Surveillance does always express
a balance of power between opposing entities. Traditional surveillance was a sys-
tem that reproduced a disproportionate and asymmetric relation of power which was
exercised by a few individuals over a large number of people. This imbalanced re-
lationship of power was framed around the technology availability of both parties at
stake which made the surveilled feel helpless in the face of the overwhelming force
of the surveillant.12 Power asymmetry was reflected in the design of the panoptic
machine that induced social compliance and facilitated the exercise of disciplinary
power. Nevertheless, the panoptic logic served for Foucault to explain the technology
discipline that was replicated in key social institutions such as prisons, schools, facto-
ries and hospitals.13 Although the top-down surveillance paradigm tends to replicate
itself in contemporary societies, it is changing and becoming more articulated. To-
day’s surveillance is more dispersive, pervasive, fluid,14 ubiquitous and invisible than
traditional surveillance.15 The technology gap that characterised the relationship be-
tween the surveillant and the surveilled is being narrowed and reframed. Nowadays

9 Foucault (1975).
10 Foucault (1975, p. 201).
11 Function creep refers to the use of surveillance for purposes and targets beyond those originally
envisaged. See for example Marx (1988).
12 Simon (2005, p. 3).
13 Elmer (2012, pp. 21–29).
14 Lyon (2010, pp. 325–338); Bauman and Lyon (2013).
15 Simon (2005).
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surveillance societies are information societies in which the surveillant is not immune
to forms of control himself.16

Yet, Foucault recognised that a certain evolution in the disciplinary power was
already underway. He argued that disciplinary power was also organised as a multi-
ple, automatic and anonymous power. As he pointed out “for although surveillance
rests on the individuals, its functioning is that of a network of relations from top to
bottom, but also to a certain extent from bottom to top and laterally; this network
‘holds’ the whole together and traverses it in its entirety with effects of power that
derive from one another: supervisors perpetually supervised.”17 Even though Fou-
cault perceived different nuances in the articulation of power between the surveillant
and the surveilled, today this relationship is far more horizontal and oblique (and less
vertical) than before. These dynamics are supported by the proliferation of surveil-
lance in an array of ‘opticons’,18 such as the superpanopticon19 and synopticon20

and by amplifications of the panoptic model to lateral surveillance.21

6.2.2 From Disciplinary Power to Social Sorting

As mentioned above, today’s surveillance is not primarily aimed at exercising a dis-
ciplinary power but has a broader scope. The main purpose of today’s surveillance is
to sort out individuals and arrange social categories. It would be naı̈ve to argue that
the final purpose of surveillance as social sorting is simply to identify individuals
and communities. Mere identification can be considered as the preliminary aim of
surveillance as social sorting, while differentiation is at the core of this process. In-
deed, social sorting is also referred to as a “mechanism of societal differentiation”.22

In fact, social sorting aims to cluster populations “in order to single out different
groups for different kinds of treatment”.23

Although contemporary surveillance implies the exercise of a horizontal gaze, it
entails an unequal exposure to surveillance systems.24 Torpey has been analysing
the disproportionate effects of surveillance distinguishing between thin and thick
surveillance.25 Everyone is subjected to thin surveillance and it disproportionately

16 Surveillance of the surveilled over the surveillant goes under the name of ‘sousveillance’ (Mann
et al. 2003, pp. 331–355).
17 Foucault (1975, p. 175–176).
18 Haggerty (2006, pp. 23–45).
19 Poster (1990, p. 93).
20 Mathiesen (1997, pp. 215–234; 1999, pp. 1–36).
21 Andrejevic (2005, pp. 479–497); Reeves (2012, pp. 235–248).
22 Monahan (2010, p. 97).
23 Lyon (2007, p. 98).
24 For instance, as Norris and Armstrong reported, black young men who are casually dressed
have a higher chance of being the target of surveillance in our societies. Norris and Gary (1999,
pp. 108–116).
25 Torpey argues that “thin surveillance monitors our movements, our business transactions, and
our interactions with government, but generally without constraining our mobility per se. Thick
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affects the non-poor. In contrast, thick surveillance disproportionately affects the
poor.26 Surveillance as social sorting clusters individuals and communities, while
creating social categories. The differential deployment of surveillance systems causes
marginalising and excluding effects which tend to discriminate particularly the poor,
ethnic minorities and women. The result of this process is ‘marginalising surveil-
lance’27 which operates by excluding individuals actively but invisibly. It follows that
surveillance as social sorting tends to encourage existing socio-spatial inequalities
while resulting in a higher sense of injustice.28 In fat, social sorting is considered as
a “powerful means of creating and reinforcing long-term social differences”29 while
emphasising the disturbingly antidemocratic character of surveillance.30 As a conse-
quence, surveillance contributes to social stratification31 and amplifies existing social
inequalities while reproducing conditions of social discrimination and marginalisa-
tion.32 This confirms that, “rather than being neutral or impacting seemingly random
on individuals, forms of surveillance may sustain or even create group-based harm,
through for example, racial profiling”.33 The true nature of new surveillance re-
veals itself when looking at it not only as a horizontal and ubiquitous gaze but as an
“intervention in the social world”34 of individuals for the purpose of sorting them
out. Thus, it is more than appropriate to claim that today’s surveillance societies are
societies of control instead of disciplinary societies.35

6.3 From ‘Old’ Penology to ‘New’ Penology

The great development of surveillance technologies in the last decades is closely
linked to military and security applications which flourished during the Cold War. In
fact, the invention and design of some of the surveillance systems we use nowadays

surveillance, on the other hand, involves confinement to delineated and often fortified spaces, in
which observation is enhanced by a limitation of the range of mobility of those observed”. Torpey
(2007, pp. 116–119, p. 117).
26 Torpey (2007).
27 Monahan (2008, pp. 217–226, p. 220).
28 The marginalising and excluding features of surveillance are reflected in many of the urban se-
curisation projects implemented in developing countries such as Brazil. See for example Kanashiro
(2008, pp. 270–289); Melgaço (2001).
29 Lyon (2003).
30 As Monahan argues, “The dominant manifestations of surveillance-based control today are dis-
turbingly antidemocratic because of the way they sort populations unequally, produce conditions and
identities of marginality, impinge upon the life chances of marginalized populations, and normalize
and fortify neoliberal word orders”. Monahan, “Surveillance as governance. Social inequality and
the pursuit of democratic surveillance”, p. 100.
31 Lianos (2003, pp. 412–430).
32 Monahan (2008).
33 Lyon et al. (2012, p. 423) See also Lyon (2003).
34 Lyon (2001, pp. 171–181).
35 Deleuze (1990/2003, pp. 240–246).
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(such as Global Positioning Systems) date back to that specific context.36 Since
then, many of the surveillance technologies and measures that were implemented
in exceptional war-time conditions have become routine practice. This event has
marked the massive introduction of surveillance systems in policing and criminal
matters (criminal surveillance).

The exercise of state powers over criminals, suspects and prisoners is unavoidably
made through surveillance measures and practices nowadays. From a theoretical per-
spective, the basic foundations of criminal surveillance are rooted in the Panopticon
which was indeed a prison in its early design. However, criminal surveillance has
undergone substantial changes in the last decades which are substantiated by dif-
ferences between Old and New Penology. In 1992 Feeley and Simon argued that a
paradigm shift was occurring in the discourse of criminal justice, prompted by “a
new strategic formation in the penal field”.37 While the Old Penology was concerned
with the identification of criminals for the purpose of ascribing blame and guilt,
the New Penology focused on “techniques to identify classify and manage group-
ings sorted by dangerousness”.38 As the authors pointed out, the New Penology
was highly dependent on surveillance as it sought to sort, classify and separate the
less from the more dangerous, as well as to “deploy control strategies rationally”.39

Although there is not unanimous consensus over this thesis,40 there are two main
trends in policing and criminology that support it, namely: the expansion of powers
of law enforcement authorities and intelligence forces (and the enhanced cooperation
between the two)41 and the shift to more proactive, preemptive, predictive and pre-
crime patterns. This shift represents one of the main trends emerging in policing and
criminology.42 ‘Pre-crime’implies that the “possibility of forestalling risks competes
with and even takes precedence over responding to wrongs done”.43 Accordingly,
pre-crime societies are based on calculation, risk, uncertainty, surveillance, precau-
tion, prudentialism, moral hazard, prevention and the pursuit of security.44 These
dynamics are also associated with similar trends in criminal law which can be sum-
marised as follows: greater us of diversion; greater use of fixed penalties; greater use
of summary trials; greater us of hybrid civil-criminal processes; greater use of strict
liability; greater incentives to plea guilty; and greater use of preventive orders.45

Surveillance is influenced by pre-crime patterns and adapts to them but it also con-
tributes to trigger them. On the one hand, surveillance is considered as an effective

36 Surveillance Studies Network (2006, pp. 13–15).
37 Feeley and Simon (1992, p. 451).
38 Feeley and Simon (1992, p. 452).
39 Feeley and Simon (1992, p. 452).
40 Cheliotis (2006).
41 McCulloch and Pickering (2009, pp. 628–645).
42 Van Brakel and Hert (2011, pp. 163–192, p. 3.); De Goede (2008).
43 Zedner (2007, pp. 261–281, pp. 262).
44 Zedner (2003); Hudson (2003); Ericson and Haggerty (1997).
45 Ashworth and Zedner (2008 pp. 21–51).
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antidote to combat and prevent crime. On the other, criminals and delinquents, it is
said, can be found anywhere and this legitimises the broad resort to surveillance.46

Nowadays surveillance technologies are introduced not only to detect but also to
prevent, deter crime and avoid criminal deviance. New Penology reaches these goals
by implementing specific surveillance practices such as profiling, dataveillance and
biometrics. In a proactive, predictive and pre-crime society every single person is
considered as a potential target of surveillance systems and practices. As mentioned
earlier, the horizontal gaze of surveillance narrows the gap between the surveillant
and the surveilled, and so between criminals and non-criminals. This creates the so-
called ‘correctional continuum’or ‘correctional spectrum’between criminals and the
community in which they live.47 In addition, the blurred difference between criminals
and non-criminals is coupled with the disappearance of the ideal line between prisons
and the rest of society, so that “it is by no means easy to answer such questions as to
where the prison ends and the community begins or just why any deviant is to be found
at any particular point”.48 From a criminological point of view, today’s surveillance
societies appear as an “undifferentiated open space”,49 which conflicts flatly with the
idea of clôture emphasised by Foucault.50 In Lianos’ words “the boundary between
normal and deviant has largely been erased” in contemporary dangerised societies.51

6.4 From ‘Old Resistance’ to ‘New Resistance’

Resistance often ensues as a result of the normalisation of surveillance in today’s so-
cieties. Like surveillance, it is not an offspring of modernity but one of the distinctive
features of the modern world.52 It is not an epiphenomenon of surveillance but “a
basic and necessary co-development of surveillance, existing in many forms that of-
ten go unrecognised”.53 Resistance operates within certain surveillance schemes for
the purpose of causing detrimental effects on surveillance. It is considered as a way
to counter or at least mitigate surveillance and its negative side-effects. Resistance
includes actions and forms of inaction which have different degrees of intensity. In
fact, it may range from passive actions (such as avoidance) to active actions (such

46 Sewell (2006, pp. 934–961).
47 Cohen (1979, p. 344).
48 Cohen (1979, p. 344).
49 Cohen (1979, p. 344).
50 In fact, Foucault argued that “discipline requires enclosure”. Michel Foucault, Surveiller et punir,
p. 166.
51 Lianos and Douglas (2000, pp. 261–278). Lianos describes ‘dangerization’ as “the tendency to
perceive and analyse the world through categories of menace. It leads to continuous detection of
threats and assessment of adverse probabilities, to the prevalence of defensive perceptions over
optimistic ones and o the dominance of fear and anxieties over ambition and desire”. Lianos, and
Douglas, “Dangerization and the end of deviance”, p. 276.
52 Lyon (2003, p. 161); Misa et al. (2003).
53 Martin et al. (2009, pp. 231–232, p. 216).
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as counter-surveillance). They all consist in differential responses to the application
of surveillance practices and are modulated according to the degree and intensity of
surveillance at stake. Individuals tend to implement and develop differential forms
of acceptance of surveillance. They depend upon several variables which are usually
linked to the personal, social and economic status of the surveillance target. Nonethe-
less, there are “varieties of overt and covert responses to surveillance both within a
given form and across forms of surveillance”54 which result in differential degrees of
acceptance and resistance to surveillance. These different attitudes are usually asso-
ciated with conditions of ignorance, manipulation, deception or seduction55 which
vary across peoples, places and times.

Thus, there is a tight relationship between surveillance and resistance which is
framed alongside the pair action-reaction. This idea was clearly illustrated by Fou-
cault who highlighted the dialectical nature of the relationship between surveillance
and resistance. In his thinking, resistance rose from the relation of power between the
surveillant and the surveilled and was an unavoidable component of this relationship.
As he pointed out, “in the relations of power there is necessarily the possibility of
resistance, for if there were no possibility of resistance—of violent resistance, of
escape, of ruse, of strategies that reverse the situation—there would be no relations
of power”.56 Furthermore, he stressed that in order to exercise a relation of power,
there must be “at least a certain form of liberty” from the side of the surveillant and
the surveilled.57 As a consequence, liberty is a condition for resistance and resis-
tance does always express a certain form of liberty. However, in the framework of
the disciplinary surveillance described by Foucault resistance did not emerge as a
concrete option and did not bring the surveilled to perform active moves. In fact, in
the framework of the panoptic machine, resistance appeared helpless in the face of
surveillance.58

The changing nature of today’s surveillance is followed by the emergence of a ‘new
resistance’which is exercised through new and/or innovative forms of resistance. This
process is triggered by a more balanced relation of power between the surveillant
and the surveilled, as well as by the proliferation of new surveillance technologies
and practices. Given that technology is within the surveilled’s reach, resistance ap-
pears more like a concrete option than a potential one. New resistance has a higher
intensity than ‘old’ resistance and can be expressed through multiple forms. Marx
has identified 11 prominent types of response to surveillance, namely: discovery
moves; avoidance moves; piggybacking moves; switching moves; distorting moves;
blocking moves; masking (identification) moves; breaking moves; refusal moves;
cooperative moves; and counter-surveillance moves.59 The wide array of forms of
resistance includes also privacy which in this context becomes “the legal recognition

54 Marx (2005, p. 377).
55 Marx (2005, p. 342).
56 Foucault (1994, pp. 1–20, p. 12).
57 Ibid.
58 Simon (2005).
59 Marx (2003, pp. 369–390, pp. 374–384).
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of the resistance or reticence to behaviour steered or induced by power”.60 From a
Foucauldian perspective, it is apparent that new surveillance legitimises the exercise
of several and wide forms of liberty.

Nonetheless, resistance will keep on evolving in the future alongside new surveil-
lance patterns. As Haggerty et al. argue, new resistance is an “inevitable by-product
of the increased level of social monitoring. To the extent that surveillance is perceived
to be unjust or stands in the way of desirable ends, more individuals will likely find
themselves resisting surveillance in new and innovative ways”.61 Yet, given today’s
advances in technology, it is reasonable to claim that resistance will be highly de-
pendent on these developments in the future and that forms of counter-resistance
will become more manifest. Thus, the relationship between the surveilled and the
surveilled will turn out to be even more circular or spiral. In Leistert words, “once
one side re-empowers itself by technical measures”, the other will find “new ways
to gather information or hide better their activities”.62 The following section will
throw light on resistance to online surveillance focusing on avoidance and making
reference to the ‘Facebook case’. This analysis will be useful to show how resistance
patterns are evolving nowadays and will emphasise their main challenges, threats
and controversial aspects.

6.4.1 Facebook Resistance: Turning Resistance Into
Criminalisation?

With more than a billion monthly active users, Facebook is the fastest growing and
most used social media nowadays.63 It is the most popular network which serves as
a tool for the presentation of the self. Facebook users insert bits of their lives into
the system, posting pictures, videos and may other items, so making them ‘visible’
to their actual and potential friends. On the one hand, Facebook lets users share
information with friends in an easy way. On the other, it is an electronic monitoring
system. Apart from all information that can be accessed and monitored by users,
each piece of data can be tracked by the makers of Facebook (or by hackers).64

Furthermore, there are specific functions on Facebook that are considered particularly
detrimental to privacy and can be used for surveillance purposes, such as the Like
button.65 Profiling is a common practice on Facebook, considered that users create
profiles themselves and make them accessible into the system.

Resistance to Facebook is expressed mainly by avoidance moves. As mentioned
above, avoidance is one of the forms of resistance to surveillance. It involves
withdrawal and consists in making passive moves in order to avoid confronting

60 Hert and Gutwirth (2006, pp. 61–104).
61 Haggerty and Ericson p. 21.
62 Leistert (2012, pp. 441–456).
63 Facebook (2013).
64 Andrejevic (2007); Rachel (2011, pp. 111–129).
65 Roosendaal (2012, pp. 3–19); Roosendaal (2013).
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surveillance. In this event the surveilled prefers to elude surveillance ex-ante rather
than to deal with its consequences ex-post. He does not make any effort to en-
gage in surveillance. Instead, he is extremely cautious in disclosing information
and concerned over leakage. Displacement to times, places and means characterises
avoidance moves.66 The surveilled avoids places and settings in which surveillance is
present or may be present and reduces the exposure to surveillance taking decisions
that have the least impact on his privacy. In the case of Facebook, resistance results
from the choice of having no account, not using the system and/or using it seldom
if ever. Thus, this conscious choice denotes the margin of liberty that characterises
resistance. However, resistance to Facebook is sometimes misinterpreted and misun-
derstood. Given the huge number of Facebook users, the mere fact of not appearing
on Facebook is sometimes associated with hiding something to the external world.
According to this logic, suspicious conducts are linked to not having any Facebook
account, having deactivated any prior account or not using Facebook.

A few months ago a piece of news about Facebook avoidance hit the headlines and
appeared in several news media such as the German newspaper Der Tagesspiegel,67

the USA magazines Forbes68 and Time69 and the British The Guardian70 and Daily
Mail.71 Based on research conducted by the German psychologist Christoph Möller,
journalists reported that the fact of not having a Facebook profile or not using Face-
book could indicate mental illness or social dangerousness. It could be “the first sign
that you are a mass murderer”.72 Initially Der Tagesspiegel flagged the news noting
that mass murderers like Anders Breivik73 and James Holmes74 lacked social media
presence and showed Facebook resistance. Although there is not any official scientific
study supporting this claim, this case is paradigmatic of how resistance can be mis-
interpreted and how pre-crime logics may impact on resistance. Even though we are
far from giving criminal labels to Facebook abstainers, this mere hypothesis warns us
against the risk of turning resistance into criminalisation. In addition, it shows how
resistance is modulated alongside the development of new surveillance technologies
and practices. Given that resistance is an expression of liberty, its criminalisation is
a degeneration of that resistance into crime.

66 Marx (2003, pp. 375–377).
67 Schulze (2012).
68 Hill (2012).
69 White (2012).
70 Bennett (2012).
71 “Is not joining Facebook a sign you’re a psychopath? Some employers and psycologists
say staying away from social media is ‘suspicious”’, Daily Mail Online, 6 August 2012,
http://www.dailymail.co.uk/news/article-2184658/Is-joining-Facebook-sign-youre-psychopath-
Some-employers-psychologists-say-suspicious.html (last accessed 1 March 2013).
72 “Facebook abstainers could be labeled suspicious” Slashdot, 29 July 2012, http://tech.slashdot.
org/story/12/07/29/1627203/facebook-abstainers-could-be-labeled-suspicious (last accessed 1
March 2013).
73 Anders Behring Breivik was convicted of mass murderer and terrorism in 2012, further to the
2011 Norway attacks which killed 77 people.
74 James Eagan Holmes is the suspected perpetrator of a mass shooting that occurred in July 2012
in Colorado, which killed 12 people and injured 58 others.

http://www.dailymail.co.uk/news/article-2184658/Is-joining-Facebook-sign-youre-psychopath-Some-employers-psychologists-say-suspicious.html
http://www.dailymail.co.uk/news/article-2184658/Is-joining-Facebook-sign-youre-psychopath-Some-employers-psychologists-say-suspicious.html
http://tech.slashdot.org/story/12/07/29/1627203/facebook-abstainers-could-be-labeled-suspicious
http://tech.slashdot.org/story/12/07/29/1627203/facebook-abstainers-could-be-labeled-suspicious
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6.5 Conclusions

Resistance is changing nowadays alongside new surveillance technologies and prac-
tices and the New Penology. New surveillance is more horizontal and lateral (and
less vertical) than traditional surveillance and a more balanced power exercise char-
acterises the renewed relationship between the surveillant and the surveilled. The
changing nature of resistance and surveillance represents an interesting subject matter
which deserves in-depth analysis.

Similarly, criminal surveillance is undergoing significant changes nowadays, in-
fluenced by new trends in surveillance studies, criminology and policing as well by
the raise of New Penology. The gap between criminals and non-criminals is narrow-
ing within a “growing culture of dangerisation, wherein others constitute by default
a source of threat, unless one has good reasons to think otherwise”.75 As a con-
sequence, paradigms of social deviance and dangerousness are subject to tensions
nowadays. Individuals tend to modulate their forms of resistance to surveillance
alongside surveillance developments. Deviance has always been referred to forms of
divergence from social and/or moral values which, translated into the legal norms,
originated categories and species of criminality. Social dangerousness denoted the
possibility of a person to subvert the established legal order or to contravene so-
cial and/or moral norms. Although these patterns are still in place and are regularly
applied nowadays, they tend to be adjusted to new surveillance practices. As the
Facebook case illustrated, deviance seems to be increasingly associated with forms
of resistance to surveillance. Still, dangerousness tends to indicate the possibility of
a person to avoid or reject surveillance.

It is hard to say if resistance and criminalisation will converge in the future. Despite
the inclusiveness of new surveillance, is important to ensure that the surveilled could
always be given the possibility exercise forms of resistance to surveillance freely.
Nonetheless, it is crystal clear that clustering individuals according to their Facebook
affiliation would neither help prevent and counter crime, nor detect social deviance.
Finally, the decision not to be subject to surveillance and not to engage in any social
media activity should be respected like any other consumer choice.
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Chapter 7
Surveillance and Criminal Investigation:
Blurring of Thresholds and Boundaries in the
Criminal Justice System?

John A. E. Vervaele

7.1 Introduction

The classic objective of criminal justice is an ex-post and reactive determination
of guilt for criminal behaviour and imposing the related criminal punishment. The
crime control function of criminal justice (the sword) has to go hand in hand with
notions of due process and fair trial (the shield) in accordance with the rule of law
and related constitutional and human rights standards. As long as the defendant is a
suspect and is not convicted, then he/she has to be protected by the presumption of
innocence (presumptio innocentiae, in dubio pro reo principle). This presumption
is a long-standing principle which lies at the heart of the criminal justice system
and can be traced back to the Enlightenment, but is also enshrined in human rights
conventions.1 In the European context it is protected as one of the fair trial rights
under article 6(2) European Convention on Human Rights (ECHR) and repeated
verbatim by article 48(1) of the EU Charter of Fundamental Rights:

“everyone charged with a criminal offence shall be presumed innocent until proved
guilty according to law”.

The wording of this right is somewhat misleading, as the combination of “charged”
and “proved guilty” could be understood as applying to the trial stage. However,
thanks to the interpretation by the European Court of Human Rights (ECtHR) we
know that article 6(2) does apply during the procedure as a whole, which means
from the formal opening of a criminal judicial investigation onwards or from the first
investigative acts from which a person can deduce that he/she is suspected of having
committed an offence.2 When the authorities use investigative measures within the
framework of criminal proceedings they have to comply with the standards of fair
trial, including respect for the presumption of innocence.

1 Ashworth (2006).
2 Adolf v. Austria, application no. 8269/78, 26 March 1982, para. 30.
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Surveillance is increasingly used as an investigative technique and implies dif-
ferent modus operandi: behavioural surveillance, communication surveillance, data
surveillance, location and tracing, body surveillance, attitude surveillance or com-
binations thereof. The constantly renewal of technical devices and the digitalisation
of society result in constantly new modus operandi. Surveillance technologies such
as satellite or wireless bugging or remote computer surveillance are quite recent.
Although the mentioned technologies are quite recent new trends can already be iden-
tified: through mobile devices surveillance is delocalizing and is becoming global.
Cloud surveillance and cloud tapping are the most recent examples.

When looking for a definition of surveillance, we encounter very different ones
From a classic view of criminal procedure surveillance is defined as electronic
monitoring:

Electronic monitoring is a general term referring to forms of surveillance with which to
monitor the location, movement and specific behaviour of persons in the framework of the
criminal justice process.3

Researchers dealing with surveillance, such as for instance within the framework of
the 7th EU framework programme (Surveille/IRISS), have deliberately opted for a
wider definition of surveillance:

Targeted or systematic monitoring of persons, places, items, means of transport or flows of
information, in order to detect specific, usually criminal, forms of conduct, or other hazards,
and enable, typically, a preventive or reactive response or the collection of data for preparing
such a response in the future.4

This definition includes anticipative ex-ante (judicial) investigations,5 thus investi-
gations before the commission or the preparation of an offence in order to deal with
situations of risks and threats to security. In some countries these investigations are
submitted to ex ante judicial review, in others they are not. The “war” against the
drugs trade, organized crime and terrorism justifies the use of intrusive measures,
also in situations in which there is no suspicion that an offence has been committed
and thus there can legally be no suspect yet In situations of ex-ante risk assessment or
threat assessment the only reference is dangerousness (relating to behaviour and/or
the mind). The pre-emptive investigation and surveillance is part of a new security
paradigm that redefines not only the classic concepts of criminal justice, but also the
applicable human rights standards.

The human rights dimension of these surveillance measures is mostly related to
article 8 ECHR, as in many cases they interfere with privacy, the protection of the
home and, family life and data protection. Secret surveillance in private places is in
many states considered to be a highly intrusive measure, but systematic or targeted
surveillance in public places can also interfere with privacy. Privacy protection under

3 Council of Europe, European Committee on Crime Problems (CDPC), Council for Penological
Cooperation (PCCP), Scope and Definitions—Electronic Monitoring, PC-CP (2012) 7 rev 2.
4 http://cordis.europa.eu/search/index.cfm?fuseaction=proj.document&PJ_LANG=EN&PJ_
RCN=12717722&pid=0&q=A6F3555B2B910072A30F6A42438C154D&type=adv.
5 McCulloch and Pickering (2009); Brakel and De Hert (2011).

http://cordis.europa.eu/search/index.cfm?fuseaction=proj.document&PJ_LANG=EN&PJ_RCN=12717722&pid=0&q=A6F3555B2B910072A30F6A42438C154D&type=adv.
http://cordis.europa.eu/search/index.cfm?fuseaction=proj.document&PJ_LANG=EN&PJ_RCN=12717722&pid=0&q=A6F3555B2B910072A30F6A42438C154D&type=adv.
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human rights standards applies to all interferences, whether within the framework of
criminal justice or not.

The way in which the presumption of innocence comes legally into play is how-
ever very different, as the presumption is only triggered once a person is suspected
of having committed a criminal offence or other irregularities for which punitive
penalties can be imposed.6 Legally speaking, there can be no presumption of in-
nocence without a suspect. Moreover, even when we focus on the surveillance of
suspects, there is very little case law on the presumption of innocence in relation to
surveillance. The use of surveillance measures as (coercive) investigative techniques
is as such not a violation of this presumption. The status of suspect include that
there must be reasonable grounds of suspicion against him/her. The use of surveil-
lance techniques as investigative measure is only possible if certain thresholds are
met and these thresholds include standards of suspicion. Even if surveillance is used
for identification (naming) and for profiling, the results are rarely made public and
do not result in the voicing of suspicion (shaming). If the measures are challenged
as being disproportionate the test is mostly related to the infringement of privacy.
Surveillance can of course stigmatise persons and violate their dignity. This does not
mean, however, that their right to the presumption of innocence is legally infringed.
Recently the ECtHR has seemed to widen the concept and to build a link between ar-
ticle 6(2) and article 8 of the ECHR in the case of S. and Marper v. United Kingdom7,
dealing with the indefinite retention of applicants’ fingerprints, cellular samples and
DNA profiles after their acquittal:

122. Of particular concern in the present context is the risk of stigmatisation, stemming from
the fact that persons in the position of the applicants, who have not been convicted of any
offence and are entitled to the presumption of innocence, are treated in the same way as
convicted persons. In this respect, the Court must bear in mind that the right of every person
under the Convention to be presumed innocent includes the general rule that no suspicion
regarding an accused’s innocence may be voiced after his acquittal (see Asan Rushiti v.
Austria, no. 28389/95, § 31, 21 March 2000, with further references). It is true that the
retention of the applicants’ private data cannot be equated with the voicing of suspicions.
Nonetheless, their perception that they are not being treated as innocent is heightened by
the fact that their data are retained indefinitely in the same way as the data of convicted
persons, while the data of those who have never been suspected of an offence are required
to be destroyed.

This is an interesting reasoning in the framework of article 8, but not an expressis
verbis admission of a violation of the presumption of innocence in this context. The
legal reasoning could of course also be applied to the ex-ante situations in which
pre-emptive surveillance results in disproportionate storage and processing of data.
It remains to be seen if and to which extent the ECtHR is willing to expand the
presumption of innocence outside the framework of article 6(2) in that direction.
For the moment, there is no case law in that direction and for that reason not much
to say about it, at least not from a legal point of view. Moreover, it is more likely

6 I am referring to the Engel criteria as elaborated in ECtHR 21 February, 1984, Óztürk v. the Federal
Republic of Germany, no. 8544/79.
7 Bellanova and De Hert (2009).
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that the results of ex-ante surveillance could be addressed under human rights stan-
dards when dealing with the principle of collection limitation and the principle of
purpose specification under article 8 than under a widened concept of presumption
of innocence. Interesting might be also the application of article 14 ECHR, since
there can be an un unjustified differentiation between those innocent who have been
suspected of a crime during their lifetime, and those who have not, an aspect that
was also invoked in S. and Marper v. United Kingdom, but not further elaboration
on the discrimination after having established a violation of Article 8.

Anyway, investigative surveillance is an important issue from the human rights di-
mension of fair trial. Considering the secret character of many surveillance measures
(and their modus operandi), many human rights cases deal with restricted access to
the file, the limited disclosure of evidence between parties, ex-parte proceedings in
the pre-trial or trial phase and anonymous witnesses. The aim of my contribution is
however not to elaborate on surveillance and fair trial, as there is abundant doctrine8

and case law thereon, but on the questions to which extent and by which concep-
tual changes surveillance has invalidated the classic thresholds and boundaries of
criminal justice and the related presumption of innocence. The conceptual changes
are strongly related to the information society and to transformations in the criminal
justice system under the security paradigm.

7.2 Post-industrial Information Society and Transformations
in the Criminal Justice System 9

7.2.1 Post-industrial Information Society

The processes of globalization have been combined in the past decades with the trans-
formation of our societies into post-industrial information societies, by which our
social behaviour and social structure have been fully reshaped. A single information
society concept does not exist. Scientists are struggling about definitions and values
of the concept and focus on economic, technical, sociological and cultural patterns.
Postmodern society is often characterized as an information society, because of the
widely spread availability and usage of Information and Communication Technology
(ICT). The most common definition of information society indeed emphasizes the
technological innovation. Information processing, storage and transmission have led
to the application of ICT, and related biotechnology and nanotechnology, in virtually
all corners of society. The information society is a post-industrial society in which
information and knowledge are key-resources and are playing a pivotal role.10 How-
ever, information societies are not solely defined by the technological infrastructure
in place, but rather as multidimensional phenomena. Any information society is a

8 De Hert (2012); Gutwirth (2002); Gutwirth et al. (2013).
9 IRISS (2013)
10 Bell (1976).
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complex web, not only of technological infrastructure, but also as an economic
structure, a pattern of social relations, organizational patterns, and other facets of
social organization. Therefore, it is important to focus not only on the technological
side, but also on the social attributes of the information society, which include the
social impact of the information revolution on social organizations, such as the
criminal justice system.

Moreover, the postmodern age of information technology transforms the content,
accessibility and utilization of information and knowledge in the social organiza-
tions, including the criminal justice system. The relationship between knowledge
and order has fundamentally changed. The transformation of communications into
instantaneous information-making technology has changed the way society values
knowledge. In this rapidly changing age, the structure of traditional authority is
being undermined and replaced by an alternative method of societal control. The
emergence of a new technological paradigm based on ICT has resulted in a network
society,11 in which the key social structures and activities are organized around elec-
tronically processed information networks. There is an even deeper transformation of
political institutions in the network society: the rise of a new form of state (network
state) that gradually replaces the nation-states of the industrial era. In this rapidly
changing age, the structure of traditional authority is being undermined and replaced
by an alternative method of societal control (surveillance society). The transition
from the nation-state to the network state is an organizational and political process
prompted by the transformation of political management, representation and dom-
ination in the conditions of the network society. All these transformations require
the diffusion of interactive, multi-layered networking as the organizational form of
the public sector. Information and knowledge (Information Power) are key-resources
of the information society, affecting the social and political structure of society and
state12 and affecting the function, structure and content of the criminal justice system.
The increased possibilities to gather information, to store and process the data have
substantially changed the way in which law enforcement is designed and functions.13

7.2.2 Transformations in the Criminal Justice System

The classical rationale for the use of criminal justice (starting with the primary
criminalization by the definition of offences), based upon ultimum remedium, strict
conditions of harmful conduct that violates legally protected interests and concepts
derived from the Enlightenment and Kantian philosophy, has been replaced in the
past decades by a globalizing criminal policy concept, translated into criminal policy
paradigms: combat/war against drugs, combat/war against organized crime, com-
bat/war against terrorism. I call them paradigms, because they function as a frame of

11 Castells (2000).
12 Lyon (1994).
13 Lyon (2007) and Brown (2006).
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reference for the perception of reality and thus for the definition of social constructs
as crime, danger, risk and insecurity. These criminal policy paradigms have been
used both at the domestic and at the international level in order to justify substan-
tial changes in the relation between state-society and criminal justice and within the
criminal justice system itself.

Although there has been a substantial shift (from drugs to organized crime and
to terrorism)14, the three paradigms have transformed, through a common and cu-
mulative security-orientated approach (security paradigm) the objectives, nature and
instruments of the criminal justice system. The objective of the criminal justice sys-
tem has changed from punishment of guilty perpetrators of committed offences (with
general and special preventive aims, including rehabilitation) towards a broader field
of social control of danger and risk.15 The net widening and function creep has af-
fected general criminal law, special criminal law (the definition of the offences),
criminal procedure and mutual legal assistance (MLA) in criminal matters. The
substantive application has been widened in order to include preparatory acts and
incrimination of criminal organizations and terrorist organizations (or conspiracy
variants of it).16 As a result, the commission of criminal conduct by a suspect is no
longer the triggering threshold for the ius puniendi of the state. The threat of orga-
nized crime or terrorist crime by setting up organizations (with a very low threshold
definition) is sufficient for criminalization. The criminalization of apology of terror-
ism or other apologies (xenophobia) demonstrates a similar trend.17 Such offenses
concern the criminalization of the mind (and may touch upon the freedom of ex-
pression) of a person, instead of the criminalization of a criminal act, based upon
conduct. By redefining the objective of criminal justice, its very nature has been con-
verted. The greater the risk or the danger, which is based on a social construction and
certainly not on empirical facts, the lower the threshold for using the ius puniendi,
which means that criminal law turns into security law. Security law is not so much
based on a legal definition of suspect and criminal conduct, linked to serious harm to
a legal interest, but is based upon a pre-set definition of an enemy18 that is associated
with risk, danger and insecurity. The security approach in criminal law has led to
an expansion of substantive criminal law (general part and special part) beyond the
traditional boundaries and limits as defined by the Enlightenment. The growth of
modern surveillance technologies have facilitated this shift, as pre-emptive identifi-
cation and profiling of potential perpetrators or potential dangerousness has become

14 van Duyne (1996); Fijnaut et al. (2004).
15 In continental theories of criminal law, a basic distinction is made between the effects of pun-
ishment on the man being punished, individual prevention or special prevention and the effects
of punishment upon the members of society by general prevention. The characteristics of special
prevention are termed: deterrence, reformation and incapacitation. General prevention, on the other
hand, may be described as the restraining influences emanating from the criminal law and the legal
machinery. See: Andenaes (1965–1965).
16 Pelser (2008).
17 de la Cuesta (2007), http://scholar.google.nl/scholar?start=20&q=apology+of+terrorism&hl=en
&as_sdt=0,5 and van Noorloos (2011).
18 Jakobs (2004).

http://scholar.google.nl/scholar?start=20&q=apology+of+terrorism&hl=en&as_sdt=0,5
http://scholar.google.nl/scholar?start=20&q=apology+of+terrorism&hl=en&as_sdt=0,5
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possible through information and intelligence19 obtained by large-scale surveillance
operations, and high-tech storing and processing. Surveillance is however not only a
net widening device and technique but also a new function and objective of criminal
justice: from punishment to social control.20

The transformation of the criminal justice system, especially in the era of counter-
terrorism, has had even more far-going consequences, especially for the field of
criminal procedure.21 Proactive criminal investigation includes the situation in which
there is not yet any reasonable suspicion that a crime has been committed, is about
to be committed or that specific preparatory acts have taken place and in which, of
course, there can be no suspect(s) legally speaking. The objective of proactive in-
vestigations is to reveal the organizational aspects in order to prevent the preparation
or commission of a serious crime and to enable the initiation of criminal investi-
gation against the organization and/or its members. This use of coercive measures
for crime prevention can be realised by intelligence agencies, police authorities or
judicial authorities. When doing so, they belong to the intelligence community, even
if they are normally authorities belonging to the law enforcement community. In
that time frame they might collect information and use certain coercive measures of
criminal procedure in order to prevent the preparation or commission of the crime.
In this area of criminal law without suspects we see a new combination between
proactive or anticipative enforcement and coercive investigation (Vorbeugende Ver-
brechensbekämpfung, Vorfeldaufklärung and Vorermittlung).28 These function creep
has affected in the criminal justice system:

a. the type of players/authorities;
b. their powers and investigation techniques (the sword dimension);
c. the safeguards and constitutional and human rights to be respected (the shield

dimension).

7.2.2.1 Redefinition of Players (Authorities)

In the first place, traditionally, criminal investigation is supervised by judicial author-
ities and coercive measures are authorized and/or are executed by members of the
judiciary (investigating judges or pre-trial judges or trial judges). In many countries
we can see a shift in the pre-trial phase from judicial investigation to prosecutorial
and police investigation. We can clearly speak of a reshuffling of responsibilities
in the law enforcement community. Magistrates are less and less involved in the
pre-trial phase as such; there is a clear shift to the executive or to semi-executive
branches of state power.22

Secondly, there is not only a shift between the classic players; new actors, such
as administrative enforcement agencies also play an increasing role in the field of

19 Bureau of Justice Assistance (2005).
20 Lianos and Douglas (2000).
21 For a more elaborated version, see Vervaele (2009).
22 Ost and van de Kerchove (2002).
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fighting serious crime. The intelligence community is also gaining ground in the
criminal justice system, both as specialized police units dealing with police intel-
ligence and as security agencies. These intelligence entities are responsible as the
forerunners of police and intelligence-led investigations, and in some countries they
have even obtained coercive and/or judicial competence. Furthermore, classic law
enforcement agencies convert into intelligence agencies and change their culture and
behaviour. This shift goes hand in hand with the increase of surveillance, as many of
these administrative agencies have specialised surveillance tasks (f.i. the intelligence
community) or are specialised in storage and processing of data surveillance. The
Financial Intelligence Unit’s (FIU’s), dealing with money laundering and Terrorist
Finance Tracking Programs (TFTP) is an excellent example. Contemporary finan-
cial intelligence23 consist mostly of a set of surveillance measures applied by law
enforcement agencies in the fight against financial crime and terrorism. All current
strategies for combating terrorism and financial crime include financial measures
increasing the surveillance of capital movements.

Thirdly, many countries have increased the use of private service providers (tele-
com operators, business operators, financial service providers) and professions with
information privileges (such as lawyers and journalists) as gatekeepers and as the
long-arm collectors of enforcement information. In these move towards privatisation
of law enforcement, journalistic and legal privileges are no longer safe havens and
key players in the private information society (producers, service providers, key con-
sumers) are endorsed with law enforcement obligations. Data retention and data and
communication surveillance by private players has become a key tool of criminal
law enforcement.24

7.2.2.2 Redefinition of Players’ Competences and Techniques (the Sword)

Firstly, the information society has substantially changed the ways in which law
enforcement authorities can obtain information and evidence. The building up of
information positions is as important as the use of investigative powers. This means
that judicial authorities (police, prosecutors, administrative agencies with judicial
powers, investigating magistrates) have own specialised databases at their disposal,
but also that they have access to huge amounts of data in all types of public and private
databases. The storage of these data is steered by intelligence led policing and by
data retention obligations for public and private players. The storage, processing and
use of these data have substantially changed in the last decades. Law enforcement
authorities are not only checking certain facts, but are elaborating techniques of
profiling in order to steer their investigation work.

Second, in most countries the paradigms of the drugs trade, organized crime and
terrorism are not only used to redefine investigative, coercive instruments, but also
to introduce new special investigative techniques, such as wiretapping, infiltration

23 Biersteker and Eckert (2007).
24 De Busser (2009) and de Busser (2010).
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and surveillance, which can only be applied to investigate serious crimes. The result
is a set of coercive measures with a double use (for serious and less serious offences)
and a set of coercive measures with a single use for certain serious crimes.

Thirdly, in many countries the classic measures dealing with securing evidence
and the confiscation of dangerous instruments or products in relation to crime have
become an autonomous field of security measures concerning goods and persons
(e.g., seizure and confiscation, detention orders and security orders). Related to that,
investigations into the financial flows from the drugs trade, organized crime (financ-
ing, money laundering) and terrorism (financing) have been converted from a classic
investigation for gathering evidence into an autonomous financial investigation, deal-
ing with extensive seizure and confiscation of the proceeds of crime (asset recovery)
and/or into autonomous financial surveillance and investigations into the financing
of serious crime.

Fourthly, the triggering mechanisms or minimum thresholds for the use of coercive
measures to combat serious crimes are changing. Criminal investigation no longer
starts with a reasonable suspicion that a crime or an offence has been committed
or attempted, or with a reasonable suspicion that a preparatory act for commit-
ting a serious crime has been committed or attempted. Investigative techniques and
coercive measures are also used in a proactive or anticipative way to investigate,
anti-delictum, the existence and behaviour of potentially dangerous persons and or-
ganizations in order to prevent serious crimes or dangerousness. The conversion from
a reactive punishment of crime into a proactive prevention of crime has far-reaching
consequences. The distinction between police investigation and judicial investiga-
tion is under pressure. Coercive proactive enforcement becomes important for serious
crimes. The intelligence community becomes a main actor in the law enforcement
field. Preventive criminal law is not about suspects and suspicion, but about informa-
tion gathering (information and criminal intelligence investigation) and procedures
of exclusion against potentially dangerous persons. The criminal justice system is
increasingly used as an instrument to regulate the present and the future and not
to punish for behaviour in the past. The criminal process is becoming a procedure
in which the pre-trial investigation is not about truth-finding related to committed
crime, but about construction and de-construction of social dangerousness.

Fifthly, the sword of criminal justice has changed substantially by the use of
digital-led investigation (online criminal searches, the monitoring of data flow, data
processing) and the use of advanced technology in judicial investigations (digital
surveillance, detection devices, etc.). Information-led investigation replaces mere
suspicions. The expansion of the judicial investigation into a proactive investiga-
tion and the increasing overlap between the law enforcement community and the
intelligence community has been further increased by the technological develop-
ments in investigative devices: the sword of technology with far-reaching eyes and
razor-sharp edges. Thanks to new technology, the methods of surveillance for com-
munication, the physical surveillance of persons and their movements and activities
and for transactional surveillance (of their services) have changed dramatically. Tech-
nology has completely changed not only the behaviour of citizens, but also, through
the use of wiretapping, video surveillance, tracking devices, detection devices and
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see-through devices, data mining, remote digital searches, Trojan horses, and so
forth, the environment of enforcement and proactive enforcement.25

7.2.2.3 Redefining the Safeguards and the Constitutional and Human Rights
Dimension (the Shield)

In many countries, the legislator considered some procedural guarantees as burdens
to the efficiency of serious crime prevention, serious crime investigation and serious
crime prosecution. First of all, the use of existing instruments such as search and
seizure and police detention is submitted to other parameters for serious offences than
for less serious offences. Moreover, judicial authorization (in the form of warrants)
is weakened or abolished for some coercive measures (warrantless coercive mea-
sures). The role of the defence and of the judge as procedural guarantees is reduced.
This means in practice that the police and prosecutors have more autonomy and are
subjected to diminished supervision by the judiciary on their investigative work. We
could speak of a two-fold expansion of the existing coercive measures: a general ex-
pansion of the powers of the police and prosecutors with relaxed safeguards, which
trend is even stronger for the investigation of serious crimes because of the presence
of a security interest. Generally speaking, we can say that the seriousness of the
crimes under the aforementioned paradigms is used to justify raising the sword and
lowering the shield. In many countries, in the case of serious crimes, the relation-
ship between the intrusiveness of the measures and judicial control has changed:
the greater the security interest, the less the judicial control and the procedural
safeguards.

Secondly, by lowering the thresholds (reasonable suspicion or serious indications
to simple indications, reversed burden of proof, legal presumptions of guilt) for
triggering the criminal investigation and for imposing coercive measures, the pre-
sumption of innocence is undermined and replaced by objective security measures.
The shields protecting the citizen against the ius puniendi of the state are put at the
back of the stage in the theatre of criminal justice. This has, of course, direct con-
sequences for habeas corpus, habeas data, fair trial rights, redefinition of evidence
rules, public proceedings, etcetera.

In the third place, in many countries there is also a need to secure the functioning
of the criminal justice system and its players. The protection of witnesses has also
been converted into the protection of anonymous witnesses, including those from
the police authorities and intelligence agencies involved in infiltration. The criminal
justice system is increasingly shielding its surveillance agents against the defence
through ex parte proceedings, forms of secret evidence-gathering and the use of
secret evidence in the pre-trial and trial setting.

Fourthly, several countries have amended their mandate for intelligence forces and
their powers. Their investigative competences now include coercive powers, parallel
to the ones in the Code of Criminal procedure, and their objective also includes

25 Casey (2011) and Pradillo (2011).
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the prevention of serious crime, as this constitutes a threat to national security. In
some countries they need the authorisation for the use of these powers by a public
prosecutor or by the executive branch of government. De facto, the intelligence
community is using judicial coercive powers without being a judicial authority and
without the guarantees of some form of judicial warrant and/or judicial supervision.
We can see an overlapping competence between the intelligence agencies and the
police authorities acting as intelligence community in the preliminary proactive or
anticipative investigation. Intelligence led enforcement has blurred the conceptual
boundaries and thresholds.

In the fifth place, we see an increasing use of intelligence in the criminal justice
system. As long as it is used as steering information or as data sharing or as trig-
gering information for the opening of a judicial investigation it does not affect or
infect the criminal justice system. However, when intelligence is used as triggering
information, establishing probable cause for using coercive measures, or as evidence
in criminal proceedings it does infect the classic rules of fair trial and equality of
arms, as most of this type of intelligence can only be used in shielded and secret in
camera and ex parte proceedings.

It goes without saying that all these transformations affect the position of the
defence lawyer in the criminal process. His legal privilege is under pressure. In
certain countries, when dealing with secret evidence in cases of organized crime and
terrorism, the defence lawyer has no full access to the file (limited disclosure) or only
special security screened bar lawyers can act on behalf of the suspect. The defence
lawyer’s role and his duties and responsibilities are redefined.

The transformation have resulted in a clear expansion of the punitive state,26

thereby disfavouring the rule of law. The focus on public security and preventive
coercive investigation is clearly undermining the criminal justice system and its
balances between the sword and the shield. Administrative and preventive forms
of punitive justice are expanding. The result is also that the equilibrium between
the three branches of the trias politica is under great pressure in favour of the
executive.

In the majority of European countries transformations have resulted in a distinction
within the ordinary criminal justice system between a criminal procedural regime
for serious offences and one for ‘petty’ offences or in special legislation replacing
substantial parts of the ordinary criminal justice system. In fact, criminal procedure
is no longer organized in line with the general part of criminal law, but in line
with the dual use in the special part of criminal law. The exceptional features for
organized crime and terrorism changed from the exception into the main and common
procedure for serious crimes, for which reason we can speak of the normalization of
the exception.

26 Frost (2006).
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7.3 Conclusion

We are living in a setting of time in which many reforms of the criminal justice system
are the result of a political instrumentalisation and mediatisation of crime and the
fear of crime. These reforms are being justified by the criminal policy paradigms of
combating drugs, organized crime and terrorism. The result is that the ius puniendi
of the state (being one of the most repressive interferences in liberty on behalf of the
state), is being instrumentalised and put at service of danger and risk management.
When prevention of dangerousness becomes the triggering mechanism for the use of
very intrusive investigative techniques, as secrete surveillance or systematic targeted
surveillance and criminal punishment, the criminal justice system is risking pervert-
ing into a security system. These developments result in a substantial expansion of
the criminal justice system, through substantive and procedural criminal law, and
thus of expanded interference with the liberty of citizens. The expansion of criminal
justice goes hand in hand with the erosion of its basic principles (nullum crimen
sine iniuria, nulla poena sine culpa, ultimum remedium, fair trial, presumption of
innocence, etcetera). At the same time, criminal repression becomes a passe partout
formula for solving societal problems. The expectations about the problem-solving
capacity of criminal justice are however in sharp contrast with the real performance.
The expansion of criminal justice is very real in terms of social control, but very
symbolic in terms of societal problem solving capacity.

The criminal policy paradigms (drugs, organized crime, and terrorism) are used
as political justifications at the domestic, European and International levels. We can
certainly not conclude that the European and/or international dimensions have uni-
laterally caused these shifts. The three levels are strongly interacting under the same
paradigms and aiming at integrating further the security approach into the crimi-
nal justice system. It is clear that the basic concepts of modern criminal justice,
as elaborated in the Enlightenment, and further substantiated in codifications, con-
stitutions and human rights instruments, have come under strong pressure by the
security paradigm. This is reflected by shifting responsibilities within the criminal
justice system (between the public authorities and between the parties), but also by
the expansion of the criminal justice system itself.

This net widening and function creeping towards the proactive prevention and
pre-emptive use of coercive measures has been laid down in new concepts such as
intelligence-led policing and information-led policing. Surveillance is a key tool of
these forms of policing, but one that effects the whole conceptual design of criminal
justice. So we could confidently say that surveillance-led enforcing has become
a dominant feature of criminal justice and security law. Surveillance as a coercive
measure is used in a pre-suspect setting, in which the legal presumption of innocence
can play no role at all. Given the potential intrusive impact of surveillance and the
coercive character of some surveillance techniques, also in the pre-emptive setting,
it is logical to build in guarantees against disproportionate infringements of privacy,
human dignity and the presumption of innocence. The latter could then be related
not to the commission of offences, but also to the definition of dangerousness.
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When used in a suspect setting evidential thresholds are lowered to justify the
measure and prior authorization by the judiciary is either delegated to the prosecutor
or is disappearing. Due to the secrecy of the modus operandi of surveillance tech-
niques the basics of natural justice, such as equality of arms, disclosure between the
parties and open confrontation are being adapted to shield surveillance agents, their
modus operandi and part of the evidence. Investigative surveillance does contribute
to inquisitorial secret proceedings. Equality of arms and fair trial are not absolute
human rights. Legitimate aims (such as the protection of security) can justify re-
strictions. However, there is a bottom line for fairness: the procedure must be fair
as a whole. This means that the defendant must be able to prepare his defence and
challenge the evidence at trial. It also means that the judiciary must have full access
to the file in order to balance the rights of the defence and security. Without judi-
cial supervision (justiciability) surveillance is a potential undermining factor of the
thresholds and guarantees in the criminal justice system.

It needs to be acknowledged that these basic concepts of criminal justice have a
certain degree of flexibility, but also that they always have the function to limit the
ius puniendi of the state. Only within a balanced approach between the sword and
the shield function of criminal justice can the ius puniendi of the state become justice
as we know it.
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Chapter 8
Privatization of Information and the Data
Protection Reform

Els De Busser

The need for law enforcement authorities to use personal data originating from
private entities has been questioned and discussed on several occasions, e.g. the 2010
EU-US Agreement on the processing and transfer of financial messaging data for
the purposes of the terrorist finance tracking program (the TFTP Agreement)1 and
the 2006 Data Retention Directive.2 As necessity is one of the key requirements for
personal data to be used for a purpose that is different from or even incompatible with
the purpose they were gathered for, this condition also forms the core of the debate.

The central theme of this contribution deals with the need for law enforcement
authorities to receive personal data from private entities.3 Even though the proposed
directive on data protection in criminal matters is not applicable to Europol or In-
terpol, both agencies will also be covered by this analysis due to their involvement
in cross-border criminal investigations and the correlated use of personal data from
private entities. Directive 95/46/EC on the protection of individuals with regard to
the processing of personal data and on the free movement of such data4—and the
proposed regulation that should replace it in future—is the basic legal instrument

1 Agreement on between the European Union and the United States of America on the processing
and transfer of Financial Messaging Data from the European Union to the United States for the
purposes of the Terrorist Finance Tracking Program, O.J. L 195, July 27, 2010, 5.
2 Directive 2006/24/EC on the retention of data generated or processed in connection with the
provision of publicly available electronic communications services or of public communications
networks and amending Directive 2002/58/EC, O.J. L 105, April 13, 2006, 54.
3 Both Europol and Interpol use a definition of “private parties”, respectively “private entities”.
Apart from minor differences, both definitions are largely the same. The similarities in both is
that a private entity should be a legal person that is governed by private law such as a business,
company, commercial association or a not-for-profit organization and that is not categorized as an
international organization. For the purpose of this research, this definition will be used.
4 O.J. L 281/95, November 23, 1995, 31.
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covering the protection of personal data processed for commercial activities. Personal
data processed for the purpose of criminal investigations and prosecutions are dealt
with in other legal instruments due to the limited competences of the EU in this
area and due to the specific sensitivity of data being processed for such purposes.
Framework Decision 2008/977/JHA on the protection of personal data processed
within the framework of police and judicial cooperation in criminal matters5 should
soon be replaced by the proposed directive. The first question this contribution thus
focuses on is which legal instrument should regulate a transfer of personal data
from private entities to law enforcement authorities: the proposed directive or the
proposed regulation? To answer this question, it is necessary to analyze the effect
of private-to-law-enforcement transfers on data protection. In other words, does the
fact that data are transferred from a private to a public entity make them fall into a
gap between two legal instruments, essentially affecting the protection of these data?
The effects that the transfer will have on the quality of the data, their security and the
purpose limitation principle will be analyzed due to their specific vulnerability when
data are transferred from a private entity to law enforcement. It would be beyond
the scope of this article to also include the risks regarding the right to a fair trial
and the admissibility of the data as evidence in criminal proceedings, although this
should be the subject of a separate research paper. What has been included as a second
question in the present research is the situation in which personal data held by private
entities are requested by a third state for the purpose of a criminal investigation or
prosecution on the territory of that third state. Due to the potentially different data
protection approaches of third states and possible conflicts of jurisdiction, the analysis
should be made as to how to regulate the transfer of personal data. Such an analysis
includes the question of whether the transfer of personal data should be regulated in
the current data protection reform package or in another legal instrument such as a
bilateral agreement with the third state.

8.1 How to Regulate Private-to-Law-Enforcement Transfers?

When a private entity processes personal data collected during commercial activities
in the EU, these data fall within the scope of the data protection regime of Directive
95/46/EC. This means that they should be accurate, adequate and not excessive in re-
lation to the legitimate commercial activity they were collected for. Furthermore, they
should not be processed for purposes that are incompatible with this commercial ac-
tivity and also should not be stored for longer than is necessary for the purpose of their
collection. The principle of informed consent plays an important role in Directive
95/46/EC as consent is one of the legal grounds for processing of personal data.

When a law enforcement authority conducts a criminal investigation into corrup-
tion, for example the bank accounts of the persons involved are particularly interest-
ing to investigate and cooperation of the bank(s) in question will be needed. In accor-
dance with Framework Decision 2008/977/JHA the aforementioned data protection

5 O.J. L 350, December 30, 2008, 60.
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principles also apply here. The informed consent rule obviously does not apply as this
is a principle that does not work when dealing with suspects of a criminal offence.

Processing personal data for commercial activities and processing personal data
for law enforcement purposes are two distinct operations that are governed by two
distinct types of legislation in the EU legal framework on data protection. The reasons
for this separation of legal instruments are the particular context of criminal inves-
tigations and prosecutions, on the one hand, and the competences of the EU, on the
other hand. Transferring personal data from a private entity to a law enforcement au-
thority, however, is a transfer that links both legal instruments. This particular type of
transfer and what the applicable legal instrument should be is analyzed in the first part
of this chapter. Transferring personal data from a private entity to a law enforcement
authority involves a change of data controller, who is responsible for compliance with
the data protection principles. In the second part of this chapter, the risks concerning
data accuracy and data security during this type of transfers will be assessed.

8.1.1 Applicable Legal Instrument

Directive 95/46/EC is applicable to the processing of personal data wholly or partly by
automated means. It is also applicable to the processing of personal data other than by
automated means which are part of a filing system or are intended to become part of a
filing system in the course of an activity that falls within the scope of Union law. This
roughly translates into the processing of personal data for the purpose of commercial
activities. The proposed regulation does not change this scope. Framework Decision
2008/977/JHA is applicable to the transmitting of personal data that a Member State
receives from another Member State6 for the purpose of the prevention, investigation,
detection, or prosecution of criminal offences or the execution of criminal penalties.
The proposed directive expands its scope to include domestically gathered personal
data. There are several reasons for using two distinct legal instruments.

First, processing personal data for the purpose of a criminal investigation acti-
vates the fair trial rights laid down in Article 6 ECHR from the moment a criminal
charge is made. This means that the presumption of innocence, the right to defend
oneself against the charges made, etc. should be safeguarded when personal data are
processed for the purpose of a criminal investigation and a criminal charge is made.
This is not the case for data processing for the purpose of a commercial activity.
An important distinction between both purposes is also the principle of informed
consent as a ground for lawful processing in commercial matters. Including consent
as a ground for lawful processing in criminal matters would not work.

6 Additionally, the scope of the Framework Decision includes personal data that have been trans-
mitted or made available by Member States to authorities or to information systems established on
the basis of Title VI of the Treaty on European Union; or are or have been transmitted or made
available to the competent authorities of the Member States by authorities or information systems
established on the basis of the Treaty on European Union or the Treaty establishing the European
Community.
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Second, the competences of the EU to make laws are limited. Due to the creation
of the internal market, commercial activity is one of the main areas in which the EU
enacts legislation. In the field of criminal matters, its competences are restricted. In
the traditional pillar structure, it was the third pillar dedicated to judicial and police
cooperation in criminal matters that was intergovernmental while the first pillar on
Union law was organized in a supranational fashion. Even though the Lisbon Treaty
has merged the three pillars, there is still a difference in the legal instrument to be used
for judicial cooperation in criminal matters and police cooperation in comparison
to commercial matters. Regulations are the legal instruments governing commercial
matters, binding in their entirety and directly applicable in all Member States. Di-
rectives are only binding with regard to the result leaving the Member States some
measure of flexibility with regard to the means they choose to achieve that particular
result. This makes directives an appropriate tool for harmonizing national criminal
law. Since the legal instruments currently known as directives were called framework
decisions up to the entry into force of the Lisbon Treaty, the legal instrument cur-
rently still applicable for data protection in criminal matters is Framework Decision
2008/977/JHA, which will be replaced by the proposed directive in the future.

With data processing in commercial matters governed by Directive 95/46/EC and
data processing in criminal matters governed by Framework Decision 2008/977/JHA,
where is the transfer of data from a commercial entity to a law enforcement author-
ity regulated? This question cannot be answered by naming a legal instrument that
governs these types of transfers in general. The EU legal instruments that regulate
private-to-law-enforcement transfers all have a scope that is restricted to a transfer
between specific private entities and law enforcement authorities. They include Di-
rective 2006/24/EC on the retention of data generated or processed in connection with
the provision of publicly available electronic communications services or of public
communications networks and amending Directive 2002/58/EC (the Data Retention
Directive), the 2012 Agreement between the EU and the US on the processing and
transfer of passenger name record data (the PNRAgreement) and the aforementioned
2010 TFTP Agreement. Directive 2005/60/EC on the prevention of the use of the
financial system for the purpose of money laundering and terrorist financing (the
Third AML Directive) should also be mentioned here.7 Additionally, both Europol8

and Interpol have laid down rules for processing the data they receive from private
entities or persons.9

No legal instrument adopted on the EU level lays down standards on private-to-
law-enforcement personal data transfers in general. The question then arises as to

7 Article 22 of Directive 2005/60/EC on the prevention of the use of the financial system for the
purpose of money laundering and terrorist financing, O.J. L 309, November 25, 2005, 27.
8 Recently a new proposal was published that further strengthens the data protection regime that
Europol has in place: Regulation on the European Union Agency for Law Enforcement Cooperation
and Training (Europol) and repealing Decisions 2009/371/JHA and 2005/681/JHA, COM(2013)
173 final, March 27, 2013. This proposal is currently in its preparatory phase in the European
Parliament.
9 Article 25 Europol Decision and Article 28 Interpol Rules on the Processing of Data.
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how this should be done. In order to answer this question, it is first necessary to
define the precise nature of this transfer and whether it is necessary to regulate it on
the EU level or leave it up to the Member States.

When the provisions of the currently applicable legal instruments are consulted,
a definition of this particular transfer is found lacking. Not having a definition of
what constitutes a private-to-law-enforcement transfer, we can nonetheless conclude
what it is not. It is certainly not “processing under the authority of the controller
and processor”10 since there is no reporting or supervision between both parties. It
can also not be qualified as “processing on behalf of a controller”11 because that
would mean that the law enforcement authority would be processing the data for a
commercial purpose or vice versa. It is also not a transfer to a third state or inter-
national organization. Obviously, it could constitute a transfer to a third state’s law
enforcement authority but it can also be a transfer within the EU or even within one
Member State.

Because both the private entity and the law enforcement authority are data con-
trollers but both process the data for the performance of different activities unrelated
to each other, the transfer of personal data from a private entity to a law enforcement
authority can be defined as a transfer from a data controller to another data controller
where the purpose of the data processing changes from a commercial purpose to that
of a criminal investigation or prosecution.

To answer the question of why this transfer should be regulated on an EU level, we
need to go back to the data protection principle of purpose limitation. As mentioned
earlier, the processing of personal data is protected in a different manner based on the
purpose of the processing. When the processing serves the purpose of commercial
activities, different rules apply than when the processing serves the purpose of a
criminal investigation or prosecution. Transferring data from one purpose to the
other is restricted by the purpose limitation principle, meaning that the processing
of data for a purpose that is incompatible with the purpose they were collected for is
not allowed. Derogating from this principle is foreseen on the condition that it has
been laid down in law and on the condition that processing for the “incompatible”
purpose is necessary and proportionate.

What exactly constitutes an incompatible purpose has recently been explained by
the Article 29 Data Protection Working Party.12 In an elaborate opinion, key fac-
tors are identified to facilitate deciding upon the compatibility of a purpose. Earlier,
scholars stated that the processing of personal data for a criminal investigation or
prosecution after they were originally collected for a commercial purpose can be con-
sidered incompatible due to the lack of functional equivalence and foreseeability.13

The Article 29 Working Party identifies the relationship between the purposes for

10 Article 16 of Directive 95/46/EC (Article 27 of the proposed regulation) and Article 22 of the
proposed directive.
11 Article 17 of Directive 95/46/EC (Article 26 of the proposed regulation) and Article 21 of the
proposed directive.
12 Article 29 Working Party (2013).
13 Bygrave (2002, p. 340). See also De Busser (2009, p. 68).
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which the data have been collected and the purposes of further processing as one of
the key factors. It is considered important to also take the factual context into account.
The context in which the data were collected and the reasonable expectations of the
data subject as to the further use of the data is a second key factor to be considered
according to the Article 29 Working Party. This is very close to the concept of fore-
seeability previously formulated by aforementioned authors. The third and fourth
key factors identified by the Article 29 Working Party have not been highlighted in
this context before but are nonetheless of great significance. They stress the impact
that processing for incompatible purposes can have on the data subject and which
safeguards are in place to ensure fair processing and prevent negative impact. This
shows a certain extent of flexibility with regard to processing for other purposes
while at the same time safeguarding the rights of the data subject.

The requirement of legality can be fulfilled by providing for data protection rules
on this type of transfer in national legislation. Nonetheless, a set of rules adopted on
the EU level would be more efficient for the following reasons.

The protection of personal data as such is regulated on the EU level and the
question being dealt with here is which one of the existing legal instruments applies
or should apply. Due to the current debate on reforming the data protection legal
framework, additional provisions could be included in either the proposed regulation
or the proposed directive. It would be more efficient to regulate the private-to-law-
enforcement now than to wait for an ECJ ruling on the matter.

8.1.2 Data Protection Related Risks

8.1.2.1 Data Quality

In accordance with Directive 95/46/EC, the data controller must ensure that per-
sonal data are accurate and, where necessary, kept up to date. Framework Decision
2008/977/JHA also states that personal data shall be rectified when inaccurate as
well as completed or updated when possible and necessary. The proposed directive
made this provision more precise by explicitly making it the competent authority’s
responsibility as a data controller to adopt policies and implement appropriate mea-
sures to ensure that the processing of personal data is performed in compliance with
the provisions adopted pursuant to the directive. This includes the right to rectifica-
tion of inaccurate or incomplete data and the right to deletion. More importantly, in
accordance with the proposed directive, law enforcement authorities are also obliged
to indicate the degree of accuracy and reliability of the personal data they process.

Thus, when personal data are transferred from a private entity that is a data
controller to a law enforcement authority, which then becomes the data controller,
the accuracy of the data should be safeguarded. With regard to data accuracy, what
is then the risk of this transfer? The risk lies in the assessments that law enforcement
authorities make based on personal data received from private entities. The personal
data as such can be accurate but that does not make the assessments or conclusions
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drawn from them accurate. For instance, the data indicating that a certain individual
buys a large amount of artificial fertilizer could lead to the conclusion either that this
individual may be using the chemicals to produce explosives or that he legitimately
needs the chemicals for agricultural activities.14

As mentioned above, the proposed directive has therefore included an obliga-
tion for law enforcement authorities to distinguish different degrees of accuracy and
reliability when processing different categories of personal data: in particular, the
distinction between personal data based on facts, on the one hand, and personal
data based on personal assessments, on the other hand. This is not a new idea. It
was already provided for by principle 3 of CoE Recommendation (87)15 regulating
the use of personal data in the police sector. During the negotiations on Framework
Decision 2008/977/JHA, the Austrian presidency proposed inserting a clarification
of the term “accuracy” in the preamble.15 This proposal resulted in recital 12. The
Commission’s first proposal of the framework decision, however, included the dis-
tinction of degrees of accuracy and reliability in the text of the legal instrument, more
specifically in the principles relating to data quality.16 The proposed provision did
not survive the negotiations.17

In its rules on analysis work files, Europol has included the stipulation that data
stored in these files for analysis purposes shall be distinguished according to the as-
sessment grading of the source (see below) and the degree of accuracy or reliability
of the information. Data based on facts are distinguished from data based on opin-
ions or personal assessments.18 Information is evaluated by Europol using a 4 × 4
system that awards a code to the source of the information and a code to the informa-
tion itself. Based on these codes, decisions are made regarding the accuracy of the
information or the reliability of the source.19 The responsibility for data processed
at Europol, particularly as regards transmission to Europol and the input of data, as
well as their accuracy and their up-to-date nature, lies with the Member State that
has communicated the data. However, with respect to data communicated to Europol
by third parties, including data communicated by private parties, this responsibility
lies with Europol.20

14 Such purchasing behavior, while being the owner of an agricultural firm, was reportedly one of
the preparatory acts of Anders Behring Breivik using the chemicals to produce and detonate a bomb
in the centre of Oslo, Norway in July 2011.
15 Council, 6450/3/06, May 11, 2006, 15.
16 COM(2005) 475 final, October 4, 2005, 16. See also the European Data Protection Supervisor’s
second opinion on the proposal, O.J. C 91, April 26, 2007, 11.
17 See also De Busser (2009, pp. 131–134).
18 Council Decision on adopting the implementing rules for Europol analysis work files, O.J. L 325,
December 11, 2009.
19 Europol Information Management Booklet, File no: 2510–271. See also “Europol: ‘4 × 4’ intel-
ligence handling codes includes ‘dodgy data’”, Statewatch, accessed January 7, 2013, http://www.
statewatch.org/news/2013/jan/03europol-dodgy-data.htm.
20 Article 28 Europol Decision.

http://www.statewatch.org/news/2013/jan/03europol-dodgy-data.htm.
http://www.statewatch.org/news/2013/jan/03europol-dodgy-data.htm.
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With regard to information processed in the Interpol Information System, the na-
tional central bureaus, national and international entities are responsible for ensuring
that these data are still accurate and relevant before using them. Data that have been
received from private entities in accordance with the Interpol rules of data processing
can also be processed in the Interpol Information System.21

Therefore, where the quality of personal data that law enforcement authorities of
the Member States have received from private entities is concerned, the currently
applicable rules do not provide for the necessary safeguards. However, the proposed
directive improves this situation. As long as the provision on distinguishing degrees
of accuracy and reliability remains in the proposed directive, it is not necessary to
provide for further rules on ensuring the quality of data transferred from private
entities to law enforcement authorities.

8.1.2.2 Data Security

In accordance with Directive 95/46/EC, the data controller is responsible for imple-
menting appropriate technical and organizational measures to protect personal data
against accidental or unlawful destruction or accidental loss, alteration, unauthorized
disclosure or access, and against all other forms of unlawful processing. The level
of security should be appropriate for the risks presented by the processing and the
nature of the data in question. The private entities that transfer personal data to law
enforcement authorities should thus secure the data until the moment of transfer.

Law enforcement authorities have a similar obligation of ensuring data secu-
rity under Framework Decision 2008/977/JHA. The provisions are more specific,
also including equipment access control, data media control, storage control,
communication control, transport control, etc.

Building on the personal data breach notification in Article 4(3) of e-privacy Di-
rective 2002/58/EC, the proposed regulation introduces the obligation for the data
controller to notify the supervisory authority of a personal data breach. This new obli-
gation has been inserted in both the proposed regulation and the proposed directive;
hence both private entities and law enforcement authorities are bound by it as data
controllers. The provision states that the controller needs to document any personal
data breaches, comprising the facts surrounding the breach, its effects, and the reme-
dial action taken. This documentation must enable the supervisory authority to verify
compliance with the regulation. It is neither laid down in the proposed regulation nor
in the proposed directive, but if personal data is sent to law enforcement authorities
that were the subject of a data breach when under the control of the private entity
as data controller, the above-mentioned documentation should also be transferred to
the law enforcement authority in question. The purpose is not to verify compliance
with the regulation but to be informed of possible manipulation of personal data that
can be used in a criminal investigation or prosecution at a later stage. In view of the
accuracy and reliability of personal data processed by law enforcement authorities,

21 Article 7, § 2 and Article 63 Interpol Rules of Processing Data.
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the fact that a security breach may have affected or disclosed these data at an earlier
stage could be vital information.

Both Interpol and Europol have data security rules in place that are based on
risk assessment and proportionality. In the case of Interpol, the General Secretariat
develops control mechanisms and the National Central bureaus are also responsible
for adopting appropriate security measures that are at least equivalent to the minimum
level of security laid down in the security rules established by the General Secretariat.
In the case of Europol, Europol itself takes the necessary technical and organizational
steps to ensure data security and that each Member State and Europol implement
measures to ensure controls regarding data access, data media, etc.

Regarding the personal data supplied by private entities, the Interpol General
Secretariat is obliged to ensure that the means used by private entities to supply data
processed in the Interpol Information System allow those entities to access only the
data authorized in accordance with the particular agreement that has been concluded
to that effect.22 The Interpol rules on the processing of data do not mention security
breaches of personal data before they are transmitted from a private entity to Interpol.
Nevertheless, cooperation with a private entity must respect Interpol’s Constitution,
and an agreement is concluded between Interpol and the private entity. In accordance
with the Europol Decision, direct contact with private entities is not allowed. Europol
may only process personal data transmitted by private entities via the National Unit
of the Member State under whose law the entity was established, and the transfer
should be in accordance with the national law of that Member State.23 Thus, for
the security of the personal data in the hands of the private entity, the national law,
which needs to comply with Directive 95/46/EC and, in the future, with the proposed
regulation, will be applicable.

The introduction of data breach notifications in the proposed data protection legal
framework of the EU is highly important to both data processing for commercial pur-
poses and data processing for the purposes of a criminal investigation or prosecution.
In order to fulfill the requirement of distinguishing different degrees of accuracy and
reliability, a mandatory transmission of the notification by the private entity to the
receiving law enforcement authority should also be provided for.

8.1.2.3 Purpose Limitation

The transfer of personal data from a private entity to a law enforcement authority is a
clear breach of the data protection principle of purpose limitation, which only allows
processing for purposes compatible with the purpose the data were collected for. Key
factors to decide upon the compatibility of the purpose have recently been defined by
the Article 29 Working Party.24 In order to make the processing of relevant personal
data for the purpose of criminal investigations and prosecutions feasible but consistent

22 Article 28, §§ 4 and 10 Interpol Rules on the Processing of data.
23 Article 24 Europol Decision.
24 Article 29 Working Party (2013).
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with the data protection principles, a compatible purpose should have a link with the
original purpose the data were collected for and the reasonable expectation of the
data subject regarding the further processing should be considered. As mentioned
before, these key factors correspond to theories on the compatible purpose that were
formulated in academic publications. The concept of “functional equivalence” refers
to the link or similarity between the original purpose and the data subject. The latter
should be able to reasonably foresee the processing of his data for that purpose.25

Functional equivalence is more than just relevance. It means that both purposes serve
a function that is similar, e.g. personal data given to the bank to open a bank account
can be used by the bank to contact clients with offers of better service with regard
to their bank account. Processing for a different but compatible purpose should be
reasonably foreseeable when any person in these circumstances can also predict that
the data will be used for another—compatible—purpose. The fact that data can be
retained or stored for longer periods of time could lower the level of foreseeability for
the data subject. In this respect, the processing for other purposes is closely related
to the duration of data retention.

An incompatible purpose could be defined as a purpose that is not reasonably
foreseeable26 and does not have functional equivalence with the original purpose. In
order to process personal data for incompatible purposes, e.g. the processing of per-
sonal data that were collected for commercial purposes for the purpose of a criminal
investigation or prosecution, the legality and necessity requirements should be ful-
filled. Additionally, the Article 29 Working Party correctly attaches great importance
to the impact that processing for a different purpose has on the data subject and the
safeguarding of the data subject’s rights.

Directive 95/46/EC and the proposed regulation both enshrine the traditional pur-
pose limitation principle but allow restrictions of it when necessary to safeguard
the prevention, investigation, detection and prosecution of criminal offences. This
raises the question of how to ensure that only the necessary personal data are trans-
ferred from private entities to law enforcement authorities. What it really means is
that no bulk transfer of personal data is allowed, which was the central issue with
respect to the controversial Data Retention Directive but also with respect to the
transfer of financial messaging data from the Belgian based company SWIFT to the
US Department of the Treasury (UST). It is essential to maintain the link or nexus
between the data that are transferred by a law enforcement authority and the criminal
investigation or prosecution that they should be processed for. For example, when
highly sophisticated printers are found and confiscated during the investigation into
large scale counterfeiting of the euro currency, receiving data on the buyer of these
machines from the manufacturer can be crucial to tracing the offender(s). In this
case there is a clear nexus between the personal data and the ongoing investigation.
If a manufacturer of printers were to be asked to transfer his client database to law

25 Bygrave (2002, p. 340). See also De Busser (2009, p. 68).
26 ECtHR, The Sunday Times v. United Kingdom (1979), 49; Malone v. United Kingdom (1984),
67–68; Rotaru v. Romania (2000), 55 and Amman v. Switzerland (2000), 56.
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enforcement authorities for them to “comb” through, however, there would not be
such nexus.

The addition should be made to the provisions of the proposed regulation as well
as the proposed directive that the necessity requirement means that a nexus should
be present between the personal data requested and the criminal investigation or
prosecution for which their transfer and processing will be carried out.

In the 2012 TFTP Agreement, Europol was assigned a special task after the first
version of the Agreement was rejected by the European Parliament.27 The new role
for Europol that is laid down in Article 4 of the TFTP Agreement gives Europol the
power to give binding force to the requests from the UST. Europol was thus put in
the unexpected key position as the authority that decides upon the legitimacy of the
requests to obtain data from a private entity. Besides checking that the requests do
not include SEPA-related data, Europol should check the requests formulated by the
UST on three aspects. The request should identify as clearly as possible the categories
of data requested, the necessity of the data should be demonstrated and the request
should be tailored as narrowly as possible to minimize the amount of data. Europol
receives a copy of each request that the UST sends to SWIFT and SWIFT must
wait for Europol’s authorization before carrying out the request.28 At the moment
of the first joint review of the TFTP Agreement in 2011, an inspection report by the
Europol JSB concluded that the requests that had been sent made a proper verification
by Europol within the terms ofArticle 4 of the agreement, impossible. In addition, the
JSB revealed that UST staff gave Europol staff oral instructions—with the stipulation
that no written notes would be made—that influenced Europol’s decisions regarding
the requests. As the content of these instructions is not known, the JSB as well as
Europol’s own data protection officer were unable to carry out an effective inspection.

The second joint review of the TFTP Agreement has a more positive view on
Europol’s task. Highlighting that this verification role is based on an operational
assessment of the validity of the request, the reviewers concluded that Europol is
best placed for deciding on the requirement of tailoring the requests as narrow as
possible while enjoying a certain margin of discretion.29 Involving also the Europol
data protection officer is a positive innovation.30 Nonetheless, verifying requests
for data on compliance with data protection rules is not a task that belongs to the
Europol tasks laid down in the Europol Decision. So far, the Europol Decision has not
been amended regarding this additional task. Furthermore, the Europol JSB still has
concerns regarding the amount of data being transferred since subsequent requests—
that have all been positively verified by Europol—with an average of one per month

27 In the first version of the Agreement, Article 4 referred to the 2003 EU-US MLA Agreement as
the legal basis for the UST’s requests to obtain SWIFT data.
28 Article 4 of the TFTP Agreement.
29 Report on the second joint review of the implementation of the Agreement between the European
Union and the United States of America on the processing and transfer of Financial Messaging data
from the European Union to the United States for the purposes of the TFTP, SWD(2012) 454 final,
14.12.2012, 6–7.
30 JSB Report 2012, Public Statement, 2.
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essentially cover a continuous time-period. Another concern expressed by the JSB
is the continuing role that oral information provided by the UST to Europol plays
in the verification process.31 On 18 March 2013, a brief statement was made by the
JSB concerning a third inspection. Again, the JSB repeats its unease with the amount
of data that is being transferred in accordance with the TFTP Agreement. The JSB
recognizes that this is a political issue and that it is “up to the legislators to balance
the massive transfer of data sets—mostly of non-suspects—with proportionality”.32

8.2 Where to Regulate Private-to-Law-Enforcement Transfers?

With a proposed directive and regulation on the EU institutions’ negotiation table,
the opportunity is there to incorporate clear provisions on how to properly organize
transfers of personal data from private entities to law enforcement authorities and
ensure that the data protection principles are respected. The question is whether these
provisions belong in the proposed directive or in the proposed regulation.

The proposed directive is limited to the processing of personal data by competent
authorities—i.e. law enforcement authorities—for the purposes of the prevention,
investigation, detection or prosecution of criminal offences or the execution of crim-
inal penalties. This type of processing is explicitly excluded from the scope of the
proposed regulation. The latter is limited to the processing of personal data in the
course of an activity which falls within the scope of Union law. Yet the processing
that is envisaged is the processing of personal data that were collected in the course
of an activity which falls within the scope of Union law but are afterwards processed
for the purposes of the prevention, investigation, detection or prosecution of criminal
offences or the execution of criminal penalties. Drawing up a third legal instrument
for this particular type of processing would not be efficient. What is meant is a
transfer from what is covered by the proposed regulation to what is covered by the
proposed directive. Thus most of the applicable data protection provisions already
exist; only the transfer of the data is not regulated yet.

To decide which of the two proposed legal instruments should regulate these
transfers, the jurisprudence of the ECJ should be consulted. The ECJ used the element
of essential objective of data processing to determine the correct legal basis for
the first EU-US PNR Agreement. Limited by the action brought by the European
Parliament, the Court did not elaborate on this point but decided that Article 95
TEC was not the appropriate legal basis for the agreement.33 In its judgment on
the Data Retention Directive, the ECJ was equally faced with the question whether
the purpose of use for the investigation, detection and prosecution of serious crime
should be the determining factor in deciding upon a third pillar instrument rather

31 JSB Report 2012, Public Statement, 2–3.
32 JSB of Europol, Implementation of the TFTP Agreement: assessment of the follow-up of the JSB
recommendations, Ref. 13–01, March 18, 2013.
33 ECJ C-317/04 and C-318/04, Parliament v. Council (2006).
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than a directive.34 However, the situation in the case of the Data Retention Directive
is different from the PNR Agreement. According to the Court, the directive only
pursues the objective of safeguarding the internal market and excludes activities
under Title VI TEU. Thus, the directive remained a first pillar instrument as the
action for annulment was dismissed.

The element of safeguarding the internal market could not be used in the case of
transfers of personal data from private entities to law enforcement authorities. The
element of essential objective or the final purpose of the data processing would lead
to the conclusion of regulating these transfers in the proposed directive. Not only
would this be in line with the jurisprudence of the ECJ, it would also respect the scope
of the proposed directive that is limited to processing of data by law enforcement
authorities. Thus the proposed directive should lay down that its provisions also apply
to the personal data a Member State’s competent authority receives from a private
entity. This would avoid future confusion as to which legal instrument applies to a
transfer from what is covered by the proposed regulation to what is covered by the
proposed directive.

8.3 Transfer to Third States

Considering the difficulties in transferring personal data from a private entity to a
law enforcement authority described above, additional issues can arise when the
requesting law enforcement authority is located in a state that is not an EU Member
State. When a third states’ authority cooperates with a Member State, there are
two possible scenarios: the third state has also ratified the CoE Data Protection
Convention or it has not. In case of ratification of the Data Protection Convention, the
Member State can safely assume that the personal data will be adequately processed,
i.e., in compliance with the data protection principles that it adheres to. In case of
a third state that has not ratified the Data Protection Convention, several scenarios
are possible. The third state could have a data protection regime that is similar but
not equal to a regime that complies with the Data Protection Convention, or it could
have a legal framework that is based on fundamentally different data protection prin-
ciples. It could even have no data protection rules at all. This is where the adequacy
requirement comes in, i.e., the requirement for a Member State or the European
Commission to assess the level of data protection in a third state to which personal
data should be transferred. Besides the issue of transfer of personal data to a private
entity in a third state, the adequacy requirement as such is not without problems.

8.3.1 Adequacy Requirement

The EU was the first to introduce the requirement of an adequate level of data pro-
tection. In Directive 95/46/EC, the EU laid down rules for exchanging personal data

34 ECJ C-301/06, Ireland v. Council and Parliament (2009).
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within the scope of European Community activities, including commercial trade.
Due to this particular scope which essentially extends beyond the external borders of
the EU, the directive also provided for rules on data protection when doing business
with third states. Article 25 of Directive 95/46/EC requires an assessment of the ade-
quacy of the level of data protection in the third state. As the first provision of its kind
in the EU, the adequacy requirement drew attention among third states’ authorities.
Before the directive was even adopted, reactions surfaced on how this would affect
the trans-border flow of data such as electronic payments in international trade.35 The
first effect of this requirement for an adequate level of data protection was felt in the
US, resulting in the so-called Safe Harbor compromise. This compromise was a set
of data protection rules that companies in the US promised to apply when receiving
data from an EU Member State’s company. In 2001 the CoE included the adequacy
requirement for all automatic data processing in its Additional Protocol to the Data
Protection Convention, but this Additional Protocol has not yet been ratified by all
Member States.

Thus, Directive 95/46/EC includes the adequacy requirement for personal data
being transferred to a third state for commercial purposes. In the area of judicial and
law enforcement cooperation in criminal matters, the transfer of data to third states
has been protected by the adequacy requirement in the Europol Decision and Frame-
work 2008/977/JHA,36 but they are not relevant here since the sending authority
under these legal instruments is not necessarily a private entity. It is, however, essen-
tial to mention the specific agreements that have been made concerning transfers of
data from EU-based private companies to public authorities in the US. These include
the 2012 PNR Agreements between the EU and the US37 and between the EU and
Australia.38 The 2005 PNR Agreement between the EU and Canada39 is currently
being renegotiated due to the expiry of the adequacy decision. The aforementioned
2010 TFTP Agreement between the EU and the US also belongs in this list.

The PNR Agreements with the US and Australia as well as Canada followed a
decision by the Commission on the adequate level of data protection by the receiving
authority in the third state. The agreements that have been concluded between the EU
and Europol on the one hand and the US on the other hand, should have been based
on an assessment of the level of data protection in the US as well. The receiving
authority on US territory is different from the receiving authority in the case of the
PNR Agreement. Nevertheless, this condition has not always been fulfilled. In ac-
cordance with Article 18, § 1, 2) of the Europol Convention—which was applicable
in 2002—and in accordance with the rules governing the transmission of personal
data by Europol to third States and third bodies, the level of data protection of the US

35 Boehmer and Palmer (1993); Bennet and Raab (1997) and Long and Pang Quek (2002).
36 The same goes for Eurojust: Council Decision 2009/426/JHA on the strengthening of Eurojust
and amending Decision 2002/187/JHA setting up Eurojust with a view to reinforcing the fight
against serious crime, O.J L 138, June 4, 2009, 14.
37 O.J. L 215, August 11, 2012, 5.
38 O.J. L 186, July 14, 2012, 4.
39 O.J. L 86, March 24, 2006, 15.



8 Privatization of Information and the Data Protection Reform 143

should have been assessed before concluding the 2002 Supplemental Europol-US
Agreement on the exchange of personal data and related information (2002 Europol-
US Agreement).40 Considering inter alia the fact that in an exchange of notes, the
scope of this agreement is widened considerably,41 comprehensive proof of the US
endorsing a data protection regime that fulfils the conditions of the adequacy re-
quirement in accordance with the Europol Convention has not been produced yet.
On the contrary, the later concluded agreements with the US show how the adequacy
requirement is pushed aside in favor of a smooth flow of information.

An informal explanatory note reflecting Europol’s view on the 2002 Europol-US
Agreement states that the Agreement is “generally in line with the major principles
incorporated in Europol’s legal framework”. The note goes even one step further
and states that the provisions of Article 5 of the Agreement on general terms and
conditions “would not be used as a legal basis for generic restrictions, but only in
specific cases where there was a real necessity.”42 The phrase “generic restrictions”
can clearly be understood as the requirement involving an adequate level of data
protection and as such appears also in other transatlantic agreements. The 2003 EU-
US MLA Agreement43 and the Eurojust-US Agreement44 both include a provision
on “limitations on use to protect personal and other data,” which explicitly states
that generic restrictions with respect to the legal standards of the requesting state
or party in the processing of personal data may not be imposed by the requested
state or party as a condition for providing evidence or information.45 Where, in the
2002 Europol-US Agreement, the US was labelled an adequate partner with regard
to its data protection regime, even though this was unjustified, in the 2003 EU-US
Agreement and the 2006 Eurojust-US Agreement, the adequacy requirement as such
was disregarded.46

8.3.2 The Problem with Private-to-Law-Enforcement Transfers
to Third States

In addition to the inherent difficulties with the adequacy requirement, the principle
that personal data should only be processed when they are necessary for the purpose
that they are processed for is one of the more problematic areas in the cooperation
with third states. The experiences with the aforementioned TFTP Agreement—even
with Europol in the role of verification authority—and the history of the subsequent

40 O.J. C 88, March 30, 1999, 1.
41 See De Busser (2009, pp. 322–334).
42 Council, 13696/1/02, November 28, 2002, 10.
43 Agreement 25 June 2003 on mutual legal assistance between the European Union and the United
States of America, O.J. L 181, 19 July 2003, 41.
44 Agreement between Eurojust and the United States of America, November 6, 2006.
45 Article 9 of the 2003 EU-US Agreement and Article 9 of the 2006 Eurojust-US Agreement.
46 De Busser (2009, p. 343).
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PNR Agreements between the EU and the US illustrate how challenging it is to strike
a balance between the prevention, investigation and prosecution of criminal offences
on the one hand, and data protection on the other.

The European Parliament has attempted to rule out bulk transfers of personal data
in the TFTP Agreement. This is however connected to the setting up of an EU-system
that is equivalent to the TFTP, an ambitious project that takes time to be developed.47

Also, as mentioned before the joint reviews and the report by the Europol JSB show
that in practice the ban on bulk transfers of data can be circumvented by making
successive requests for specific data.

It is important to point out that the concept of law enforcement authorities is
differently defined in the EU and the US. When defining the scope of the principles
under consideration for a general EU-US agreement on data exchange in criminal
matters, the differences were considered but unfortunately no compromise was made
as to how this should work in practice. In the EU, the term law enforcement covers
the use of data for the prevention, detection, investigation, or prosecution of any
criminal offense. In the US, this encompasses the prevention, detection, suppression,
investigation, or prosecution of any criminal offense or violation of law related to
border enforcement, public security, and national security as well as non-criminal
judicial or administrative proceedings related directly to such offenses or violations.48

The problem lies in the fact that personal data from EU origin can be used in
the US as intelligence so the more data are transferred, the more will be used for
intelligence analysis, possibly even for profiling, e.g. profiling potentially dangerous
passengers before they board a flight. This is possible due to the US’ structure of
state and federal authorities and of authorities involved in both law enforcement and
intelligence such as the FBI and the CIA.49 Together with other elements of infor-
mation, personal data are compared and analyzed to serve the intelligence purpose
of following a lead to further reveal evidence of criminal activity. In such cases
there is no link with a specific investigation or prosecution at the stage of process-
ing the personal data. Striking examples of this have recently been revealed in the
media after in December 2012 the US Department of Homeland Security granted
the National Counterterrorism Center access to a number of databases including
databases containing information about foreign-exchange students and visa appli-
cations.50 These are not actual transfers of personal data in the sense of Directive
95/46/EC or Framework Decision 2008/977/JHA, however they can and most likely
will involve personal data on EU citizens.

The necessity requirement is thus theAchilles heel of data exchange in the transat-
lantic cooperation in criminal matters and should be carefully dealt with when laying

47 COM(2011) 429 final, July 13, 2011.
48 Council, 9831/08, EU US Summit, June 12, 2008—Final Report by EU-US High Level Contact
Group on information sharing and privacy and personal data protection, May 28, 2008, 2. See also
European Data Protection Supervisor (2008).
49 See inter Fijnaut (2004); Vervaele (2005) and Manget (2006).
50 Angwin (2012).
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down provisions on data transfers to third states. On this particular point, the proposed
directive and the proposed regulation do not offer a solution.

8.3.3 Reforming the Adequacy Procedure

Improving the adequacy procedure was one of the main points of the reform of the data
protection legal framework.51 The proposed directive and the proposed regulation
contain similar provisions when it comes to third state transfers and the assessment of
a third state’s level of data protection, however none mentions or covers the transfer
from a private entity to a law enforcement authority in a third state.

8.3.3.1 Adequacy Assessments

Directive 95/46/EC, Framework Decision 2008/977/JHA and the Europol Decision
provide in a list of example criteria to be included in an adequacy assessment.52

No limited list was ever part of a legally binding instrument. Thus, assessments
could differ as to the criteria being used.53 In the context of reforming the data
protection legal framework, the Commission introduced a list of three criteria that
need to be taken into account: a legal component containing the rule of law, relevant
legislation, and effective and enforceable rights, such as administrative and judicial
redress; a supervision component containing not only the existence, but also, the
effective functioning of an independent supervisory authority; and an international
component covering all international commitments to which the third state is bound.
It is new that the right to redress and the functioning of a supervisory authority are
also explicitly mentioned as criteria to consider when assessing a third state’s data
protection level.

The list is inspired by policy documents from the Article 29 Working Party on
Data Protection in the context of Directive 95/46/EC. In addition, the list refers
to the umbrella CoE Data Protection Convention. 17 third states have ratified this
Convention and are thus bound by the same data protection standards that inspired
the EU legislation. This should make an adequacy assessment fairly easy; however
it is not sufficient to rubberstamp the third state as adequate for the following reason.
Framework Decision 2008/977/JHA does not provide for the exception set forth in
the Additional Protocol to the Data Protection Convention that requires assessments
only for states that did not ratify the Data Protection Convention, and neither does

51 COM(2012) 9 final, January 25, 2012, 11–12.
52 The same goes for Eurojust: Council Decision 2009/426/JHA on the strengthening of Eurojust
and amending Decision 2002/187/JHA setting up Eurojust with a view to reinforcing the fight
against serious crime, O.J L 138, June 4, 2009, 14.
53 De facto the criteria being used are the same with regard to Directive 95/46/EC since the Article
29 Working Party published a working document in 1998 on the application of articles 25 and 26:
Article 29 Working Party (1998).
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the proposed directive. In fact, both legal instruments provide for more precise
data protection rules in comparison to the Convention. A third state’s ratification of
the Data Protection Convention is thus not sufficient for establishing that it has an
adequate level of data protection. The implementation at the national level also needs
to be considered.

Directive 95/46/EC allows both the Commission and Member States’ authorities
to decide upon the adequacy of a third state’s level of data protection. Framework De-
cision 2008/977/JHA only provides in the Member States making this decision. If the
Commission makes the assessments, the result is obviously one decision on which all
Member States could rely. Granting only Member States the authority to make these
assessments could theoretically lead to different conclusions, thereby creating con-
fusion and ‘data shopping’. In this case the door is open for third states to abuse such
a situation and request their data from the Member State that is most likely to rub-
berstamp their data protection system as adequate. In the proposed directive as well
as the regulation, the decision on adequacy is to be taken by the Commission only.

8.3.3.2 Alternatives

Both the proposed directive and the regulation have formulated alternative solutions
to the adequacy procedure but the provisions create some confusion as to what
happens if the Commission decides that a third state does not provide in an adequate
level of data protection. The text of the provisions could be interpreted as if a negative
decision would block all possible data exchange with the third state in question. It
could also be read as another way to activate the alternative solutions. This should
be made clear in order to rule out all confusion.54

In case the Commission does not take any decision, two alternative solutions are
offered. First, adequate safeguards could be enshrined in a legally binding instrument
or the data controller or processor assesses the adequacy of the offered safeguards and
thus allows for the data exchange. A bilateral agreement would be the most logical
way of providing in a legally binding instrument. In the transatlantic cooperation
in criminal matters, the European Commission started negotiations in 2010 with
US representatives for drafting a general agreement on the protection of personal
data transferred and processed for the purpose of preventing, detecting, investigating
and prosecuting crime, including terrorism. After a Council Decision authorizing
the opening of the negotiations in November 2011, the talks have not resulted in
an agreement yet.55 Since a positive adequacy decision on the US’ level of data
protection is rather unlikely56 at the moment, these negotiations could lead to the
development of an alternative solution. Possibly after the adoption of the proposed
directive, both the EU and the US will find the described provisions to be a new
incentive for their negotiations.

54 Article 29 Data Protection Working Party (2012).
55 16908/11, November 15, 2011.
56 De Busser (2009, pp. 293–303).
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A second alternative amounts to placing the data controller or processor in the
driver’s seat and giving them the authority to label a third state as offering an adequate
level of data protection. The European Data Protection Supervisor rightfully points
out that for the proposed directive this is not only an inappropriate but also an
insufficient safeguard for the protection of personal data.57 For transfers of personal
data from private entities to law enforcement authorities in third states, this is equally
inappropriate. Due to inter alia the significant risk of private entities being pressured
to deliver personal data to a third state’s authorities for the purpose of a criminal
investigation or prosecution, the option of having the data controller or processor
decide on adequacy should not be available or at least be covered by the supervisory
authority’s verification. Derogating from the adequacy requirement could be seen
as a third alternative. This is not new. It is also not new that derogations must be
interpreted restrictively and that frequent, massive and structural transfers of personal
data should not be the result.58

Considering the experience with the TFTP Agreement and the bulk transfer of
personal data to the US Department of the Treasury as well as the questions regard-
ing the necessity of transfers of PNR data, there is a need to stress the necessity
requirement more in the adequacy assessment procedure. The provisions that would
specify that the adequacy procedure should also be applied for the transfers of per-
sonal data from private entities to law enforcement authorities in third states, would
thus have to restrict these transfers to only those data that are necessary. Article 33
of the proposed directive already contains such safeguard restricting the transfers to
those that are necessary for the prevention, investigation, detection or prosecution of
criminal offences or the execution of criminal penalties.

8.3.4 Where to Regulate Private-to-Law-Enforcement Transfers
to Third States?

If the provisions governing the transfers of personal data from private entities to law
enforcement authorities within the EU should be included in the proposed directive,
should the same conclusion be made for such transfers to law enforcement authorities
in a third state? The question cannot be answered with a simple yes or no. Due to
the particularities of third states’ criminal justice systems, e.g. the structure and
competence of US’ law enforcement authorities, bilateral agreements will still have
to be concluded after a positive decision has been made on the third state’s level of
data protection. The aforementioned examples of EU-US agreements and the PNR
Agreements with other third states illustrate this.

57 Opinion of the European Data Protection Supervisor on the data protection reform package,
March 7, 2012, 64.
58 Opinion of the European Data Protection Supervisor on the data protection reform package,
March 7, 2012, 65.



148 E. De Busser

Also, the proposed directive is only applicable to processing by law enforcement
authorities. In the case of a transfer to a third state, the data are transmitted from a
private entity on EU territory to a law enforcement authority in a third state. The re-
ceiving law enforcement authority is thus not bound by the provisions of the proposed
directive.

Therefore, the procedure for reaching a decision on the level of data protection
of a third state should be included in the proposed regulation. This should not be
incorporated in the proposed directive since Article 33 limits its scope to transfers
by competent authorities. A better solution is to add a specification to the adequacy
procedure in the proposed regulation that it is also applicable for transfers of personal
data from private entities to competent authorities in a third state for the prevention,
investigation, detection or prosecution of criminal offences or the execution of crim-
inal penalties. Bilateral agreements should be concluded for laying down further
provisions on the processing of the data by the receiving authority. With regard to
third states such as the US, where data sharing between government agencies is a
legally organized practice, provisions on purpose limitation and data retention should
be carefully considered.

8.4 Conclusion

The topic of transfers of personal data from private entities to law enforcement
authorities within and outside the territory of the EU raises many questions. Several
of those are covered by this contribution, especially the question as to which legal
instrument should contain the provisions governing both types of transfers.

On the level of data quality, attention should be paid to the different degrees
of accuracy and reliability of the data before and after the transfer. Introducing an
obligation for the private entities to inform the receiving law enforcement authority
of any data protection breaches, is a tool that would assist determining the accuracy
and reliability of the data in question.

Fulfilling the necessity requirement when processing personal data, especially
when transferring them to another data controller, has been proven to be difficult in
practice. It is crucial in this respect that respecting the necessity of the data should
be a task to be taken seriously both by the private entity that sends the data and the
law enforcement authority that receives and processes the data. It is the proposed
directive that should regulate that its provisions also apply to the personal data a
Member State’s competent authority receives from a private entity.

Ensuring a clear nexus between data that are transferred and a particular criminal
investigation or prosecution becomes especially complicated when the receiving law
enforcement authority is located in a third state that has a different definition of law
enforcement and where data sharing among government agencies is common. When
data are then received to be used as intelligence, the nexus with a specific criminal
investigation or prosecution is not present. This is however an issue that cannot be
covered by the proposed directive or regulation. For such third state transfers, bilateral
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agreements should be concluded. The assessment whether the third state offers an
adequate level of data protection however should be laid down in the proposed
regulation. Its provisions on adequacy decisions should thus be expanded with the
transfers from private entities to law enforcement authorities for the purpose of
the prevention, investigation, detection or prosecution of criminal offences or the
execution of criminal penalties.

Providing for such set of rules on the transfers from private entities to law en-
forcement authorities both within and outside the EU, would remove legal uncertainty
regarding a practice that is not only useful but also necessary. While developing a
new legal framework on data protection for the EU, it is the perfect timing to decide
upon such provisions.
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Chapter 9
Quo Vadis Smart Surveillance? How Smart
Technologies Combine and Challenge
Democratic Oversight

Marc Langheinrich, Rachel Finn, Vlad Coroama and David Wright

9.1 Introduction

Surveillance is undergoing profound changes. Formerly distinct surveillance sys-
tems are converging and being combined.1 Both data collection and data processing
are becoming more complex, more varied, and are being automated.2 Surveillance
technologies, which used to be the prerogative of government agencies, are now in
the reach of companies and citizens.3 Taken together, these trends lead to what is
increasingly called “smart surveillance”.

We believe the rapid evolution of smart surveillance to be driven by five main
trends: (i) a qualitative broadening of the types of data that can be collected, (ii) the
quantitative increase for most of these data source types, driven by increased automa-
tion, (iii) more and better analytic and processing tools, (iv) the increasing ubiquity

1 Haggerty and Ericson 2000, pp. 605–622.
2 An example for the automation of data collection is given by Diffie and Landau (2009) for the
surveillance of communications. The pervasiveness and automation of data analysis can be observed,
for example, by means of the profiling technique, which is enabled by data mining: Hildebrandt
(2008).
3 Wright et al. (2010).
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of surveillance as an everyday tool, and (v) the convergence of surveillance systems
and assemblages.

Surveillance technology has moved far beyond video and audio recordings. Recent
types of data sources include: positioning data from the triangulation of mobile
phones between GSM cell towers4 or from the neighbouring relation to WiFi access
points;5 remote temperature readings from infrared cameras;6 extensive data on
vehicle whereabouts from traffic cameras or electronic toll collection systems; the
content of e-mails and instant messaging chats from so-called “parental control”
programmes.7

As new types of data sources appear, the quantity of existing data sources is
continuously expanding—mostly driven by the rapidly falling cost of surveillance
hardware. According to some estimates, around 0.5 million CCTV cameras were
deployed in the UK in 1999;8 in 2007, there were some 4 million.9 Airports, es-
pecially in the US, are quickly increasing the number of body scanners: in 2011,
a total of 486 machines were installed at 78 airports.10 In many countries, Inter-
net service providers record comprehensive data about the Internet usage of their
customers, as required by law. Fingerprint databases are becoming commonplace.11

DNA databases store ever more DNA profiles—in the UK, for example, the national
DNA database contained around 6 million profiles in 2012.12 And India is in the
process of building the world’s largest biometric database, which will comprise the
fingerprints and iris scans of each of its 1.2 billion inhabitants.13

An emerging feature of new surveillance technologies is that both the data col-
lection and the data processing are increasingly automated. In this aspect, smart
surveillance extends the concept of dataveillance, which, as defined by Roger Clarke
in 1988,14 consists of two steps: gathering data from various databases and then
“mining” this data. When Clarke coined the term in 1988, the main data sources

4 Figueiras and Frattasi (2010).
5 Skyhook.
6 Lee (2010).
7 Naraine (2007).
8 Haggerty and Ericson (2000).
9 Goodchild, Sophie, “Britain becoming a Big Brother society, says data watchdog”, The Indepen-
dent, 29 April 2007. These numbers have been widely and frequently quoted, however, there has
been some controversy about just how many CCTV cameras there are in the UK and how many
times a day on average a person in London is caught by CCTV cameras (see Aaronovitch 2009).
The source of these “statistics” appears to be Norris and Armstrong (1999). However, Norris and
Armstrong say that their numbers are “guesstimates”.
10 Transportation Security Administration, “Advanced Imaging Technology (AIT)”, 2011.
http://www.tsa.gov/approach/tech/ait/index.shtm. US airports have installed both millimetre wave
and backscatter x-ray scanners. In early 2013, the TSA decided to remove the backscatter scanners,
which some had described as equivalent to a strip search. Plungis (2013)
11 Lyon (2008).
12 GeneWatch UK.
13 Polgreen (2011).
14 Clarke (1988).
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were financial transactions (credit card usage, ATM withdrawals, electronic trans-
fers) and official records (court orders, criminal records, fingerprints). At the dawn
of the new millennium, these sources had already grown to include more mundane
tasks such as cellular phone usage, driving patterns (recorded by electronic toll col-
lection systems), Internet usage, and shopping behaviour (as recorded by Internet
shops and loyalty schemes).15 Nowadays, with the emergence of ubiquitous comput-
ing,16 the distinction between the online and the offline life is continuously fading,
and increasing parts of what used to be the analogue offline world are now avail-
able in digital format. Sensors record and digitise information on our location, our
encounters, what we see and hear,17 or the way we drive.18 CCTV cameras still
sweep the public space but now complex activity recognition algorithms discovering
distinct behaviour automatically trigger alarms.19 Visual recognition algorithms help
police to identify vehicle licence plates and photo sharing websites to “tag” friends
in a photo. When local computation capabilities do not suffice, the data is sent over
wired and wireless networks to be processed elsewhere.

Consequentially, while in the past surveillance has often been confined to high
security applications driven by institutional actors, today’s widespread availability of
sensing and data processing capabilities leads to much more pervasive surveillance:
surveillance becomes commonplace, a routine that can be performed with increasing
easiness by ever larger circles, but is also less evident. The true power of future
smart surveillance systems lies in the combination of all of these data collection and
processing capabilities into an ever expanding array of interconnected surveillance
tools, where the output of one system is the input to another. Haggerty and Ericson
proposed the term “surveillant assemblage” to describe this increasing intertwining
and almost discretionary interconnection of individual surveillance systems: “We
are witnessing a convergence of what were once discrete surveillance systems to
the point that we can now speak of an emerging surveillant assemblage.”20 Bauman
and Lyon have gone even further by suggesting that surveillance is “liquid”. Lyon
explains what this means as follows:

‘Liquid surveillance’ is less a complete way of specifying surveillance and more an orienta-
tion, a way of situating surveillance developments in the fluid and unsettling modernity of
today. . . Surveillance spreads in hitherto unimaginable ways, responding to and reproducing
liquidity. . . A number of theorists have noted the ways in which surveillance, once seem-
ingly solid and fixed, has become much more flexible and mobile, seeping and spreading
into many areas where once it had only marginal sway.21

15 Clarke (2003).
16 Want (2009).
17 Langheinrich (2009).
18 Coroama (2006).
19 Wright et al., op. cit., 2010.
20 Cited from Haggerty and Ericson, op. cit., 2000, p. 606.
21 Bauman (2013).
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CCTV Shape
Recogni on People Tracking

Fig. 9.1 A simple example for smart surveillance. A single data source (CCTV) is the input for a
single data processing stage—in this case, a tool to automatically detect human shapes (e.g., in a
parking lot). Ultimately, this tool allows the system to track people in a parking lot, highlighting
them to a human operator and keeping statistics on movements in the parking lot over time

Behavioural 
Learning 

Automated 
Operator Alert 

CCTV Shape 
Recogni on People Tracking 

Fig. 9.2 Cascading smart surveillance elements into systems. Once the system is able to track
people in a video, a learning algorithm can be used to classify the detected human behaviour in
the image into “normal” and “suspicious”, thus allowing an operator to receive automated alerts
whenever a potential theft is in progress

Liquid surveillance is perhaps another way of expounding the notion that surveillance
is becoming increasing pervasive, of saying that we live in a surveillance society,
that we are entering a world of ambient intelligence, where all manufactured things
will have some bit of “smart dust”, which will enable all things to network, to
communicate and to contribute to the ubiquity of surveillance.

9.2 Defining Smart Surveillance

To define smart surveillance, we first differentiate three types of building blocks of
smart surveillance systems: sources, tools and functions (or in other words: data
collection, data processing and data use). In the simplest case, one or more sources
provide data to a tool in order to perform a particular function (cf. Fig. 9.1). By
processing a digital video stream, a shape recognition processor is able to extract
human shapes moving through the image, allowing an operator to better identify
people in the video, and keep simple statistics about the number of people over time
and their movements.

Multiple tools might be combined for a more complex function, as illustrated in
Fig. 9.2. Once people can be tracked, a behavioural learning system can classify
the movements into “suspicious” and “normal”, thus supporting the new function
of automatically alerting the operator of a potential theft in progress. Such a system
greatly expands the number of cameras a single operator can control, as it frees the
human from close monitoring.
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Law Enforcement 
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Travel Records 

Fig. 9.3 Airport passenger screening as an example of a smart surveillance assemblage. Several in-
dependent surveillance systems contribute to the assessment of the threat posed by a passenger: The
behavioural learning system is just one of the several inputs to a comprehensive threat assessment
function

Tools may become sources for other tools, as may functions, leading—in
principle—to systems of arbitrary complexity (cf. Fig. 9.3). A smart airport surveil-
lance system may combine not only movements but also other physical signals such
as body temperature into the behavioural alert system. This information may be
joined with background information from passenger name records (PNRs) and other
law enforcement databases to provide a comprehensive threat assessment of each
traveller.

These complex combinations of sources, tools and functions lie at the heart of
smart surveillance systems. We thus define smart surveillance as follows:

Smart surveillance systems are those capable of extracting application-specific information
from captured information (be it digital images, call logs or electronic travel records) in order
to generate high-level event descriptions that can ultimately be used to make automated or
semi-automated decisions.

Smart surveillance systems inherently offer a high level of scalability, as they in turn
can act as input to other surveillance systems. Smart surveillance systems contribute
to social reconfigurations in ways that essentially differ from previous surveillance
techniques, especially by introducing new folding processes of the spatial and tempo-
ral dimensions with the purpose to go beyond “mere” re-action. For example, Gary
Marx offered a definition of “new surveillance” as the use of technologies to ex-
tract personal information, and stated that they were characterised by a breakdown
between the distinction between the watcher and the watched, a greater focus on
monitoring large populations rather than closely monitoring particular individuals
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and the related distantiation of surveillance.22 However, this does not account for
the increasing interlinking of surveillance systems, nor the scalability and automated
decision-making which characterises “smart” surveillance.

In order to better understand the potential of this development, we will look at the
current research landscape of surveillance technology, offering a brief examination
of the different types of surveillance technologies that are currently being deployed,
the types of data they collect and the applications associated with each technology.

9.3 Technologies and Applications

We distinguish six families of surveillance technologies: visual surveillance, sensors,
location determination technologies, biometrics, communication surveillance and
dataveillance, and discuss individual technologies within each. Taken together, these
different families of surveillance technologies demonstrate the extent to which the
types and sources of surveillance data that can be collected has been broadened,
and how surveillance has become increasingly ubiquitous and integrated into the
everyday lives of many Europeans.

9.3.1 Visual Surveillance

The use of visual surveillance devices for surveillance purposes has expanded from
the use of basic photography equipment to high-tech imaging scanners. Photography
via the portable camera was the original form of visual surveillance technology and
was used to link individuals to particular places at particular times. Portable devices
such as mobile phones with picture and video recording capabilities perform a simi-
lar function today. However, although state or other authorities use this equipment to
target the less powerful, these systems may be more democratic than other surveil-
lance systems. Relatively non-powerful individuals can use this equipment to capture
images of powerful individuals such as police, celebrities and/or state officials in a
synoptic surveillance framework23, as the Ian Tomlinson case in the G20 protests
illustrated. CCTV represents another common form of visual surveillance and gen-
erally refers to “all semi-permanently installed video equipment. . . [and includes
cameras that are] primarily used to monitor places or behaviour” usually by the po-
lice or other state or public authorities.24 Such surveillance, according to Webster,
is “considered ubiquitous, a normal part of everyday life, with citizens . . . happy
to forego some personal privacy in return for greater levels of personal safety and

22 Marx (2002).
23 Mathiesen (1997).
24 Nouwt et al. (2005).
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security.”25 Cameras may be actively monitored in real time, where those monitoring
the cameras can provide a response to incidents, or they may be passively monitored,
in that they may only record data which can be later referred to if an incident occurs.
Some examples of applications of CCTV systems include, but are not limited to,
the protection of private property, national security, counter-terrorism, road traffic
monitoring (associated with automatic number plate recognition), identification of
individuals, monitoring for criminal or anti-social behaviour, behaviour or pattern
recognition, border control and employee monitoring. Examples of places in which
camera systems have been deployed are public spaces such as streets and town cen-
tres, motorways, casinos, housing association houses/estates, workplaces (including
the home as a workplace as in “nanny cams”), shopping malls, convenience stores,
banks, transport systems, airports and schools. CCTV cameras have also been fitted
to mobile vehicles, including unmanned aerial vehicles (UAVs), which can generally
be defined as a “device used or intended to be used for flight in the air that has no
onboard pilot”26 that include “multiple pieces of ancillary equipment, such as ve-
hicle control equipment, communications systems, and potentially even launch and
recovery platforms”.27 Here, the range of applications of visual surveillance technol-
ogy, the ubiquity of surveillance technology and its increasing integration with other
surveillance data signals the extent to which it is becoming “smart” in the theoretical
sense of the term.

9.3.2 Communications Surveillance

Since ancient times, remote communications have been prone to interception, and
modern forms are no exception; efforts towards their interception are as old as the
communication technologies themselves. In the context of surveillance, the following
technologies have been used to intercept communications. Electronic eavesdropping
is “the act of electronically intercepting conversations without the knowledge or con-
sent of at least one of the participants”.28 Wiretapping defines a specific subset of
electronic eavesdropping, where an actual wire is involved in the communication.
Electronic eavesdropping can be used to intercept communications along landline
telephony, mobile telephony and calls using the Voice over Internet Protocol (VoIP).
For a classic landline phone call, for example, interception can occur inside one
of the telephones themselves, in a junction box, a phone closet, on a telephone
pole, or in the telephone company’s central office.29 Digital communication data can
also be collected via more recent digital wiretaps that work remotely, do not alter

25 Webster and William (2009).
26 Quoted from Aviation Safety Unmanned Aircraft Programme Office, 2008, in McBride (2009).
27 McBride, op. cit., 2009, p. 629. See also Directorate of Airspace Policy (2010).
28 Britannica (2011).
29 Diffie and Landau, op. cit., 2009.
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the communication stream, and are thus virtually undetectable.30 As the voice trav-
els in digitised form, though, users can use end-to-end encryption devices.31 When
strong end-to-end cryptography is used, the conversation cannot be wiretapped along
the line—the only possibility lies in wiretapping one of the telephones directly. In
addition, digital mobile phone signals can also be intercepted by accessing the unen-
crypted portion of the signal that travels unencrypted through the mobile provider’s
core network, to be encrypted again between the other telephone and its respective
base station.32 Voice over Internet Protocol (VoIP) is a collection of communication
protocols that define how audio or audio-video conversations can use the Internet as
a communication medium instead of telephone lines. Interception of communication
within these technologies can be accomplished with a man-in-the-middle attack at
the VoIP provider—this is the mechanism foreseen for lawful interception. The most
popular VoIP software, nonetheless, works differently. Skype uses a proprietary, de-
centralised protocol that integrates the Advanced Encryption Standard (AES), and it
is, by today’s known technological standards, virtually impossible to eavesdrop on a
Skype call along the line. The only possibility of wiretapping is before the voice signal
has been encrypted by the Skype software, that is, on one of the communication part-
ner’s devices (computers, smartphones). Finally, other communication surveillance
practices include call logging that records the time and duration of the conversation,
as well as the identities of the communicating parties, albeit not the content33 and the
interception of text messages, e-mail and other digital communications, principally
via spyware on smartphones and personal computers. Thus, despite the proliferation
of communication devices, ubiquitous surveillance technologies can be deployed to
intercept this varied range of communication data.

9.3.3 Sensors

Sensors are technological components that can recognise certain physical or chemical
properties of their environment. They represent another type of surveillance technol-
ogy, with a growing market in relation to security, law enforcement and commercial
applications and which generate a range of different types of data. Sensors can range
from traditional metal detectors or retail security systems at store entrances to com-
plex, recently developed explosives “sniffing” or behavioural sensors. “Chemical
sniffers” or “electronic noses”34 are designed to detect and identify residual traces

30 Diffie and Landau, op. cit., 2009.
31 These come in numerous flavours, from rather home-brewed devices that can only be used in
pairs by both parties and that use unknown, possibly unsafe algorithms (e.g., http://www.pimall.com/
nais/voicekeeper.html) to enterprise-scale devices that use state-of-the-art encryption algo-
rithms with a new key for every conversation (e.g., http://www.cisco.com/en/US/products/ps5853/
index.html).
32 Prevelakis and Spinellis (2007).
33 Petersen (2007).
34 Gardner and Bartlett (1999).

http://www.pimall.com/nais/voicekeeper.html
http://www.pimall.com/nais/voicekeeper.html
http://www.cisco.com/en/US/products/ps5853/index.html
http://www.cisco.com/en/US/products/ps5853/index.html
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that indicate either the presence of, or someone’s recent contact with, certain chem-
icals, such as drugs or explosives. Metal detectors are electromagnetic devices able
to detect the presence of metals in their vicinity. They come either as portable units
or walk-through gates, e.g., handheld metal detectors used by security staff or walk-
through portals that are typically installed in points of access to zones where an
increased level of security is needed.

In addition to measuring the presence or absence of particular materials, sensors
such as heat sensors can provide data which is comparable and relative. There are two
main types of heat sensors: passive infrared sensors and infrared cameras. Passive
infrared sensors are small devices that create a small electrical potential when its
temperature changes, while infrared (or thermographic) cameras sense the levels of
infrared radiation (invisible to the human eye) in their field of sight and to transform
them into a visual representation. Both types of heat sensors represent common
security tools. Passive sensors are often used to sense human heat in relation to
burglar alarms, and helicopter-mounted infrared cameras, for example, are often
used to support ground forces in searches for suspects, especially at night.

Although each type of sensor often performs only one specific task, these sensing
systems can be combined to consolidate a comprehensive, multi-modal system. For
example, automated “behavioural profiling” aims to use multi-modal behavioural
sensing to replace TSA agents in US airports who watch for suspicious behaviour
among passengers (e.g., nervousness) and single out suspects for more detailed
screening.35 These systems use a large number of sensors (e.g., chemical, biometric,
but also CCTV, licence-plate recognisers, retina scanners) to detect real-time be-
haviour to provide a centralised, real-time classification of travellers.36 Thus, while
these sensors are found in a number of quotidian security applications, and they col-
lect a range of different types of data, they are furthermore becoming automated an
integrated with other surveillance systems to signal the advent of smart surveillance
systems.

9.3.4 Biometrics

Biometrics refers to the use of measurements and analysis of human body charac-
teristics to distinguish between individuals. There are two types of biometrics: those
that use physical characteristics such as fingerprint, face or iris patterns and those
that use behavioural characteristics such as voice, signature or gait patterns.37 Bio-
metrics can be used for identification, where an individual’s pattern is matched to
many records, or authentication, where an individual’s pattern is checked against
the one stored in their record. Fingerprinting systems are used to either identify or

35 McElroy (2011).
36 Wolfe (2010).
37 Wei and Dongge (2006).
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verify and are being used in an increasing number of applications, including na-
tional identity systems, criminal justice systems, immigration and border control,
public transport, in schools and social assistance systems in some countries. These
applications are becoming interlinked, and some countries are considering universal
fingerprint databases linked with passports. Facial recognition technology works by
matching an image of a person with an image stored on a database. Facial recogni-
tion technology involves capturing a still image of a person’s face, or multiple still
images of a person’s face, and then using computer software to measure the distance
between a number of nodal points on the individual’s face.38 Thus, like fingerprints,
the individual’s face is transformed into a mathematical template. Facial recognition
technology is not particularly effective at identifying faces in a crowd, and works
best when individuals voluntarily enrol and then co-operate with the identification
system.39 Iris recognition systems have consistently performed as the most reliable
biometric identification technology. These systems work by converting an image of
the iris into a sequence of 1s and 0s.40 Once this sequence is collected, an IrisCode
is used to represent the pattern, and an individual’s identity is verified when two
IrisCodes are compared.41 Iris recognition has been used primarily for air travel, but
could also be used as an access control system in other contexts. Finally, DNA profil-
ing for matching has been implemented in the context of criminal justice throughout
Europe, in the USA, Canada and Australia, as well as many other countries. In some
jurisdictions, only violent criminals convicted of serious crimes can be included in
a DNA database, whereas in other contexts, DNA samples can be taken, and stored,
for anyone arrested.

Soft biometrics refers to biometric measurements that are behavioural and/or oth-
erwise subject to change. Two often cited examples of soft biometrics include voice
recognition systems and gait recognition systems. According to Wei and Lee, voice
recognition systems work by capturing the voice of a person through a microphone
and extracting certain features of their voice from the signals produced by their
speech which can be compared to a database of known persons. 42 While this bio-
metric is most commonly used for access control, it has also been used in the UK
to check whether known offenders are complying with the terms of their curfew
orders43 or to check if football hooligans are at home during match times44. Yet, Wei
and Li point out that problems such as background noise and people’s sensitivity
about having their speech recorded will likely prevent widespread roll out of this
technology.45Gait recognition involves people being identified through a computer

38 Stefani (2006).
39 See Zureik and Hindle (2004); Introna (2009).
40 Wei and Li, op. cit., 2006.
41 Adkins (2007).
42 Wei and Li, op. cit., 2006.
43 The Times, “Joyrider, 14, is first tagging guinea pig”, 17 July 2001.
44 Fay (2005).
45 Wei and Li, op. cit., 2006.
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analysis of the way they walk via measurements of their step length, hip, knee and
foot joint angles and speed. Although the accuracy of gait recognition has not yet
been optimised, the technology has created quite a bit of interest because it has the
potential to identify individuals at a distance, and to identify people without their co-
operation. Therefore, like sensors, the range of different biometric technologies and
applications available demonstrate the different types of data which can be collected
and mined by surveillance systems, as well as the different types of usage to which
they can be put. Furthermore, the different applications associated with biometric
technology, from criminal justice to personal security and consumer applications,
demonstrates the extent to which biometric identification or verification is becoming
increasingly ubiquitous and unremarkable.

9.3.5 Location Determination Technologies

While a wide variety of location determination systems exists, all of them fall into two
main classes of localisation techniques: (1) triangulation and (2) proximity sensing.
One of the earliest location determination technologies was measuring the viewing
angle of several known points (e.g., lighthouses, mountain peaks) and determining
the intersection of the view lines on a map. Instead of measuring such distances
directly, one typically measures signal propagation times t and then calculates the
corresponding distance s through s = v*t (given one knows the propagation speed v of
the used signal). This is known as “Time ofArrival” (TOA). These techniques are used
for the Global Positioning System (GPS) and for the triangulation of mobile phones
or WiFi devices. “Sound ranging” systems also use the triangulation technique.46 To
determine a position on a surface, three points of reference are needed, and in order
to determine a three-dimensional position, four such points are required. Since the
mid-1990s, simpler civilian systems have emerged, with filters that can distinguish
the sound of a firearm from all the other city sounds in neighbourhoods that are
considered dangerous.47 The sensors are small (can-sized) and placed on rooftops
or light poles, and are virtually undetectable. They are typically linked directly to a
police station, where they raise an instantaneous alarm as soon as a firearm has been
fired, pinpointing the location with a precision of a few metres.

Proximity sensing systems work after a rather distinct principle: they do not aim
at pinpointing objects or people in terms of co-ordinates, but at assessing their close-
ness to a known location. The location is thus a consequence of the neighbourhood
relation with a known spot. Proximity sensing systems use physical phenomena with

46 Strictly speaking, “triangulation” denotes the AOA technique, which measures the angles be-
tween the unknown location and several points of reference. Using distances would thus be called
‘trilateration’. The term “triangulation”, however, is commonly used to denote either of the two
methods.
47 ShotSpotter, “The ShotSpotter Gunshot Location System”. http://www.shotspotter.com/
technology.

http://www.shotspotter.com/technology
http://www.shotspotter.com/technology
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limited ranges—when the corresponding phenomenon takes place, the neighbour-
hood is assessed. Examples include: the usage of magnetic induction in RFID (Radio
Frequency Identification) systems to conclude upon the presence of an RFID tag in
the vicinity of the antenna; the connection between a GSM base station and a cellular
phone to assess the presence of the phone within the base station’s cell; an exist-
ing connection between a laptop and a WiFi antenna to assess the laptop’s presence
within the range of the WiFi antenna; or—through low-power magnetic induction—
the detection of an ID badge to assess its presence in the close “neighbourhood”
(typically a few centimetres) of the access control antenna. The use of such location
data in consumer applications, law enforcement, security and access control signals
how pervasive this technology has become. Drivers and those navigating on their
mobile phones use location determination technologies on a daily basis to find par-
ticular places as well as to suggest local services and amenities. RFID technology is
used in a number of transportation, commercial and access control applications and
in providing document authenticity and security.

9.3.6 Dataveillance

The term “dataveillance” denotes surveillance based on the electronic data traces typ-
ical for the modern world. Roger Clarke, who coined the term back in 1988, observed
the increasing pervasiveness of such day-to-day data traces: “trends include the in-
tegration with EFTS [Electronic Funds Transfer System] of air-travel systems and
telephone charging; road traffic monitoring, including vehicle identification, closely
integrated with ownership and driver’s-license records; computerization and integra-
tion of court records, criminal records, fingerprint records, and criminal-investigation
systems;. . . and homes wired for reasons of employment, security, entertainment,
and consumerism”.48 Electronic traces have since become ubiquitous: Employers
can monitor employees’ calls and e-mails; cellular phone companies have access not
only to the calls but also the whereabouts of their customers; credit card companies
know their clients’ online and offline shopping habits; Internet service providers can
inspect their subscribers’ data traffic; operators of electronic highway tolls know
when and where their subscribers drive. Clarke himself noted in 2003 the broaden-
ing and continuous sophistication of electronic data traces—and, thus, of potential
dataveillance sources—in the 15 years that had passed since 1988 when he coined
the term.49 Clarke distinguishes between “personal dataveillance”, the monitoring of
the data of one specific person, and “mass dataveillance”, the systematic investiga-
tion or monitoring of groups of people via their data traces.50 Personal dataveillance
represents the act of monitoring a specific targeted individual via his or her data.
Mass dataveillance monitors the data traces of large groups of people in order to

48 Clarke (1988).
49 Clarke (2003).
50 Clarke, op. cit., 1988.
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identify individuals with a specific profile (e.g., individuals considered potentially
dangerous): “mass dataveillance is concerned with groups of people and involves the
generalized suspicion that some (as yet unidentified) members of the group might
be of interest”.51

The main method deployed for mass dataveillance is data mining. Definitions
vary slightly, but data mining is usually understood as the “nontrivial extraction of
implicit, previously unknown and potentially useful information from data”52, or
a “procedure by which large databases are mined by means of algorithms for pat-
terns of correlations between data”.53 Such correlations indicate a relation between
the data, without necessarily establishing causes or reasons—data mining is thus
sometimes referred to as a discovery-driven approach as opposed to the more tradi-
tional assumption-driven approach.54 Mass dataveillance is thus also closely related
to profiling. Profiling is “a means of generating suspects or prospects from within a
large population and involves inferring a set of characteristics of a particular class
of person from past experience, then searching data-holdings for individuals with a
close fit to that set of characteristics”.55 The main application domains of profiling
are the targeted assessment of consumer behaviour, risk assessment for insurance
and criminal profiling. Data mining is typically the first step in this process, as it
defines the classes (“suspects or prospects”) into which users can then be profiled.
Profiling attempts to predict, or at least pre-empt, individual future behaviour by
relying on the stereotypes learned during the data mining step, ultimately classifying
individuals as potential risks or commercial windfalls.

While not exhaustive or completely mutually exclusive, this review of current
surveillance technologies illustrates the different types of surveillance data that are
available to different security, government, corporate and other stakeholders within
the field of surveillance. Furthermore, because of the spread of different sectors of
application (i.e., personal security, state security, public safety and criminal jus-
tice, consumer and entertainment sectors), surveillance technologies are becoming
increasingly ubiquitous, particularly among European, North American and other
industrialised populations. Increasingly, these different data sets and their use across
different applications are being captured and integrated in order to produce more
detailed and comprehensive profiles of individuals, which often enable the compila-
tion of sophisticated behaviour analyses and the identification of individuals within
complex smart surveillance systems. The following section examines some of the
drivers for this integration of varied and detailed data.

51 Ibid.
52 Frawley et al. (1992).
53 Hildebrandt (2008).
54 Hildebrandt, op. cit., 2008.
55 Clarke (1993). A closely related term is “social sorting”. Lyon comments that surveillance is “a
means of social sorting. It classifies and categorizes relentlessly, on the basis of various—clear or
occluded criteria. It is often, but not always, accomplished by means of remote networked databases
whose algorithms enable digital discrimination to take place”. Lyon (2003).
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9.4 Drivers of Surveillance

Surveillance technologies such as those described above do not simply come into
existence—they are introduced into society by a range of stakeholders, who in turn
are influenced in their actions by a diverse set of drivers. This section examines the
technological, economic and policy drivers associated with the implementation of
surveillance technology, and the main stakeholders influenced by these drivers. It also
touches upon many of the key debates surrounding the implementation of surveillance
systems, and how these have differed in particular contexts and applications. This
information will be used to contextualise some of the emerging and developing smart
surveillance technologies.

9.4.1 Surveillants, Surveilled and Other Stakeholders

We can identify five main stakeholders relevant to the surveillance society who
have various reasons for implementing different smart surveillance technologies:
authorities, industry, academia, policy-makers, the media and citizens:

1. Governments and public authorities are intimately involved in the introduction
and procurement of smart surveillance systems in order to protect citizens and
the state from illegal immigration, terrorism and crime, and as such they must
often pass laws introducing or enabling new surveillance systems.

2. Industry representatives make up a large proportion of the stakeholders involved
in the introduction of surveillance technology as they are interested in identifying
a market for the products they develop and deriving economic gain from them.
These typically come from a range of different links in the surveillance chain,
such as developers, manufacturers and suppliers.

3. Academics are involved in the debates about surveillance technology. Academics
develop new technologies or methods, explore applications for those technologies,
develop standards and interoperability, explore the social implications of new
technologies or encourage the take-up of new technologies.

4. Policy-makers, such as departments of defence or law enforcement often influence
law and policy in relation to surveillance technologies, as do legislative commit-
tees. Other policy-makers, such as Data Protection Authorities or the European
Article 29 Data Protection Working Party56 (Article 29 WP) may comment on
and produce guidelines for the use of surveillance technologies in society. The
Article 29 WP has commented on the introduction of RFID technology, body
scanners, electronic health records, passenger name records, video surveillance,
smart phones, online social networking and electronic communications, as well
as many other issues.

56 The remit of the Article 29 WP is to provide expert advice to policy-makers in relation to data
protection in Europe.
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5. The media often distribute information and set the public agenda, particularly
around generating demand for the implementation of surveillance systems. Jour-
nalists are often involved in implementing or operating surveillance technologies
themselves in order to investigate or supplement a news story. However, the media
also give voice to the potential negative privacy impacts of surveillance systems.

6. Citizens and other groups of people often demand the introduction of surveil-
lance systems that target offenders, terrorists, illegal immigrants or other socially
“undesirable” individuals. However, numerous dataveillance systems, cyber
surveillance deployed by Internet service providers, or ubiquitous video and
CCTV surveillance, are designed from the outset to target large parts of the
society.

In addition to these categories of stakeholders, civil society organisations are also
relevant to the introduction of smart surveillance systems, although they often focus
on the potential negative aspects of these systems. While none of these stakeholder
categories are exclusively supportive of or opposed to smart surveillance systems,
civil society organisations, such as civil libertarians, human rights groups, privacy
advocates and academic networks, are often the primary way in which details about
how surveillance technologies may influence individual privacy are disseminated.57

A range of civil rights organisations, e.g., the American Civil Liberties Union, State-
watch, European Digital Rights (EDRi-gram) and the Electronic Frontier Foundation
(EFF), have generated information and undertaken legal action against governments,
public authorities or other entities who implement surveillance technologies in ways
which infringe upon privacy and other human rights.

A number of other drivers emanate from these different categories of stakeholders
that also assist in contextualising the further development and deployment of smart
surveillance technologies, including technological drivers, economic drivers and
policy drivers, some of which were alluded to above.

9.4.2 Technological Drivers

Stakeholders are influenced by particular “drivers”, some of which are technological.
New discoveries, new standards and simply increases in available information can
drive the introduction of particular technologies, where UK media and civil society
organisation have described the introduction of CCTV and proposed introduction
biometric identity cards “a solution looking for a problem”.58 Similarly, some have
argued that the mass collection of information by governments in relation to air
travel or consumer behaviour is driven by the simple fact that this information is
available. Increasing interoperability is also a technological driver, in that the ability
to link systems together increases the attractiveness of technologies for stakeholders

57 Lyon, op. cit., 2007.
58 See, for example, Liberty, Liberty’s Evidence to the Home Affairs Committee on the Government’s
Identity Card Proposals, Dec 2003.
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who are charged with procuring systems. For example, the US and Canadian gov-
ernments encouraged the introduction of common standards to enable the mutually
interoperable reading of biometric passports for their “smart border” programme.59

9.4.3 Economic Drivers

Another key driver of the introduction of surveillance technologies is economics.
One such economic driver is stakeholder interest in maximising or maintaining prof-
its. Zureik and Hindle note that “the economic payoff for the biometrics industry in
the United States has been substantial” after September 2001.60 This is particularly
the case as the defence industry has sought new markets for technology it developed
originally for military use. Unmanned aircraft systems, imaging scanners, biomet-
rics and satellite surveillance provide some examples of such market augmentation.
Rothstein and Talbott note that virtually all of the data surrounding the effective-
ness of DNA databases in relation to criminal justice are compiled and released by
“crime laboratories and other entities with an interest in promoting the maintenance
or expansion of DNA databases”.61

Researchers also note that decreases in the cost of surveillance technology are
another driver of surveillance technology uptake. Because of a decrease in cost and
an increase in convenience of use, fingerprinting is becoming increasingly popular
for personal property protection, and in Asia and Europe, fingerprint readers are used
to ensure that only legitimate owners are able to use their personal mobile phone.62

This also links to another driver of the introduction of surveillance technology—
the protection of goods, services or property from theft, tampering or fraud. In
addition to fingerprint readers, other technologies such as RFID and satellite tracking
of vehicles represent further examples. Organisations installing surveillance technol-
ogy also seek to use them for risk management or to avoid liability. McCahill finds
that one of the uses of CCTV in shopping malls is to protect the management com-
pany from law suits as a result of trips, falls or other injuries as a result of spills or
other obstacles.63

Government investment and other financial incentives are other drivers for the
introduction of surveillance technology. Specifically, Zureik and Hindle note that
the Department of Homeland Security in the US had a budget of $ 38 billion for
investment in domestic security in 200464, while Webster notes that the UK gov-
ernment made approximately ≤ 200 million available for CCTV schemes between
1994 and 2003.65

59 Zureik and Hindle, op. cit., 2004.
60 Zureik and Hindle, op. cit., 2004, p. 123.
61 Rothstein and Talbott (2006).
62 Wei and Li, op. cit., 2006.
63 McCahill (2002).
64 Zureik and Hindle, op. cit., 2004, p. 121.
65 Webster and William (2009).
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9.4.4 Policy Drivers

Policy drivers also impel the introduction of surveillance technologies. These policy
drivers include providing regional or national security, protecting citizens, reduc-
ing threats from crime and terrorism and co-operating with other governments or
authorities.

Protecting citizens from crime and terrorism is discussed in the European Stock-
holm Programme66, as well as the US and UK National Security Strategies. Zureik
and Hindle note that, in their rhetoric, governments espouse the use of surveillance
technology for citizen protection.67 Furthermore, these policies need to respond to
citizens’ subjective feelings of safety and security. David Lyon discusses this driver
in terms of perceived “risk” in society, where terrorism is a “dread risk” with a low
probability of occurrence but high consequence. As a result, policy-makers and their
constituents favour “zero risk” options such as hi-tech interventions to eliminate the
threat.68 The introduction of CCTV in many contexts is also a reaction to citizens’
demands, especially if other, nearby areas already have CCTV systems, which is
perceived to increase the threat from crime in the local area without CCTV.69 Insur-
ance companies may also demand the use of surveillance technologies as a condition
of insurance coverage. These may include access control systems for dangerous
goods, security systems to protect private property or dataveillance systems to detect
unusual activity. Finally, and perhaps paradoxically, some surveillance systems are
introduced to meet privacy demands. One example is the introduction of body scan-
ners at airports, notably those with privacy enhancing software or other safeguards,
which passengers seem to prefer to physical pat-down searches by security officials.70

This squares with a key goal of the Stockholm Programme, which foregrounds the
EU’s commitment to provide both security and fundamental rights protection for
citizens.

As alluded to above, co-operating with other governments or authorities is also a
policy driver for the introduction of surveillance technology. Perhaps most famously,
the introduction of RFID-enabled biometric passports in Europe was driven largely
by a US declaration that this technology was necessary in order to enable visa-
free entry to the USA for European citizens. The European Security Strategy, in
particular, re-affirms a commitment to work with other partners, including the US
and the NorthAtlantic Treaty Organisation (NATO), to devise interoperable solutions
to meet common security needs.

Each of these drivers explains some of the reasons why stakeholders are sup-
porting research into and the development of emerging and future smart surveillance
assemblages. They are indicative of overall trends in the development of surveillance

66 Council of the European Union (2010).
67 Zureik and Hindle, op. cit., 2004.
68 Lyon, op. cit., 2008, p. 503.
69 McCahill, op. cit., 2002.
70 Jones (2010).
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technologies, including providing technological, economic and political reasons for
supporting further research and development of surveillance systems.

9.5 Emergent Assemblages

The saying that “predictions are difficult, especially about the future” applies a fortiori
to a domain as vast, heterogeneous and dynamic as surveillance. Nevertheless, by
analysing current trends in both European and U.S. surveillance research, as well as
current societal trends and the drivers of research such as those indicated above, we
can attempt to extrapolate future smart surveillance both from a technological and a
functional point of view. These emergent technologies and new types of assemblages
reinforce and widen the trends presented in the previous two sections.

9.5.1 Major Smart Surveillance Research Initiatives

A good starting point for this future-oriented task is represented by the recent re-
search initiatives funded by the European Commission within the Seventh Framework
Programme (FP7, 2008–2013), and United States agencies such as the Defense
Advanced Research Projects Agency (DARPA) and the National Science Founda-
tion (NSF). Some of these research initiatives include foresight studies designed to
identify technological trends in sectors such as surveillance and security.

As a first step, we collected relevant projects in a comprehensive list that iden-
tified 38 projects funded by the European Commission (FP7, mainly under the
Security71 and ICT Themes72) and 20 US projects, funded by DARPA73 and the
NSF. The absolute number of projects does not directly reflect the budget devoted
to a specific research area though—DARPA projects usually have a wider scope
(and a considerably larger budget) than individual EU projects. All US projects
are technology-oriented, as are the majority of the EU ones. In the European
FP7 program, however, and unlike the DARPA projects, the ethical analysis of
surveillance is plainly represented. Of the total of 36 surveillance-relevant research
projects identified, no less than seven investigate the ethics of state surveillance
at different abstraction levels: from concrete technological proposals for a better
privacy-compliance of video surveillance up to the effects of today’s and tomorrow’s
surveillance on existing human rights’ standards.

71 The complete list of projects funded under the theme security is available at http://cordis.europa.
eu/fp7/security/projects_en.html.
72 See the FP7 projects dynamic database developed by the HIDE project and available on the HIDE
website at http://www.hideproject.org/references/fp7_projects.html.
73 Information taken from DARPA Financial Year 2012 Budget Estimates, available on the DARPA
website.

http://cordis.europa.eu/fp7/security/projects_en.html
http://cordis.europa.eu/fp7/security/projects_en.html
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As a second step, we then distilled this information in order to identify trends,
core research areas and critical parts. We therefore extracted from each project—
dependent both on its semantic breadth and its size—up to three main aims (e.g.,
“person identification” or “activity recognition”). We also identified the core tech-
nologies (for non-technological projects: the methods) used to achieve these aims. A
subsequent mind mapping exercise revealed shared aims and common technologies
across all research projects. Finally, we created groups of semantically related project
aims (such as “person identification”, “activity recognition”, “person tracking” and
“intrusion detection”). The more ubiquitous the presence of such a group within
individual projects, the more likely it is to point towards a future trend. Figs. 9.4 and
9.5 summarise our findings, structuring both the aims of the individual projects, as
well as the technologies used and/or envisioned to achieve these goals.

In FP7, the European Commission funds surveillance research mainly within the
scope of two themes (SECURITY and ICTs), but surveillance-related projects can be
found in other segments of the Cooperation programme, such as Transport and Space.
The main research goals of the enlisted projects include the development of systems
for the automated identification or tracking of individuals or of objects that can
be related to individuals, activity recognition, software that identifies “suspicious”
behaviours or intentions, and automated identification of illegal trespassing.

DARPA, on the other hand, groups its current research focus into nine so-called
“strategic thrusts”74:

1. Robust, Secure, Self-forming Networks;
2. Detection, Precision ID, Tracking, and Destruction of Elusive Targets;
3. Urban Area Operations;
4. Advanced Manned and Unmanned Systems;
5. Detection, Characterization and Assessment of Underground Structures;
6. Space;
7. Increasing the Tooth to Tail Ratio;75

8. Bio-Revolution;
9. Core Technologies.

The main goals of DARPA research projects in the field of smart surveillance in-
clude the development of new theories on machine learning and reasoning that could
enhance the capabilities of future surveillance systems, cognitive and ubiquitous
powerful computing, video surveillance and threat detection systems, automatic
information processing systems, new sensors, social networking monitoring, and
communication surveillance. The list of DARPA projects shows a considerable
difference with the EU research focus. The USAgency pays particular attention to the

74 See Defense Advanced Research Projects Agency (DARPA) (2009).
75 Wikipedia explains that the Tooth to Tail Ratio is a military term that refers to the amount of mili-
tary personnel (“tail”) it takes to supply and support each combat soldier (“tooth”). One of the stated
goals of DARPA is increasing the tooth to tail ratio (reducing the amount of logistics and support
personnel necessary in proportion to combat personnel without reducing combat effectiveness).
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Fig. 9.4 European projects exploring different surveillance-related aspects. The first-level indicates
the main aims of the projects, while the second layer indicates the technological means to achieve
them. The small numbers indicate the frequency of occurrence across all surveyed projects

creation of advanced tools for what could be called “surveillance 2.0”: apart from
the development of traditional video surveillance technologies and threat detection
systems, large research efforts of DARPA are devoted to the development of systems
for the (entirely or partially automatic) monitoring of social networks.

While the majority of the enlisted EU projects, and the totality of the US ones, are
technical, i.e., they focus on engineering issues and technological development and
demonstrations, part of the European research effort is also devoted to the analysis
of the broader ethical and legal implications of security technologies. The European
Commission has funded research and supported activities on social implications
of security technologies since its Fifth Framework Programme.76 Starting with the
current FP7, the Commission has included an “ethics, security and society” theme in
the Security Programme under Activity 6 (Security and Society). The ESRIF report
thus states that “ethical issues and full respect for privacy, liberty and civil rights are

76 E.g., Changing landscape of European liberty and security (CHALLENGE), a project which
took place from 2004 to 2008; European liberty and security (ELISE), 2004–2008; Bioethical
Implications of Globalisation (BIG), 2002–2006.
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aspects that cannot be neglected in all present and future technological developments.
A balance must be achieved between the privacy rights of citizens and the need to
protect Europe and its citizens against threats.”77

Despite its lack of projects focusing directly on ethical assessments, DARPA
is committed to take into consideration all non-technical, sensitive aspects of its
research:

There is often a tension between novel concepts and an underdeveloped ethical, legal, and
societal framework for addressing the full implications of such research. This is a problem
not unique to DARPA. Other agencies have faced it, such as NIH, during the Human Genome
Project. If we do our research well, we will necessarily bump up against these concerns.78

In order to address privacy implications, DARPA states that the agency will

consistently examine the impact of its research and development on privacy, responsibly
analyse the privacy dimension of its on-going research endeavours with respect to their
ethical, legal and societal implications (ELSI), transparently respond to the findings of its
assessments for unclassified work, and ensure independent review of its classified work, in
accordance with a commitment to shared responsibility for addressing the privacy issue.79

To fulfil its responsibilities both to innovation and ethical assessment, DARPA has
taken some initiatives, such as the creation of an internal independent privacy review
panel that works in liaison with the Department of Defense Privacy Office, and
the establishment of an ELSI working group together with the National Science
Foundation.

Most projects financed by the European Commission and DARPA focus directly
on different aspects of human surveillance (cf. Figs. 4 and 5). Five European and
two US projects have automatic identification of persons amongst their main goals;
nine projects (seven EU and two US) focus on the automatic recognition of human
activity; a further 10 projects (five each) on the tracking of persons, including the
simultaneous tracking of several persons; and another nine projects (eight EU and
one US) aim at intrusion detection, either for a particular property or across the
border.

Some projects aim at the monitoring of objects. While at first glance they might
thus not seem relevant to an analysis of surveillance, they actually can be significant,
either because the objects under scrutiny (such as luggage within an airport) can
easily be matched to their owners, turning thus an object monitoring system into a
human tracking and/or activity recognition one, or because the technology developed
for such a project (such as unmanned flying drones fitted with a variety of sensors
and cameras) can easily be used for human surveillance as well.

A second core area focuses on what is often called big data: combining the in-
formation from various sources (including the direct surveillance sources above),
searching for patterns or stereotypes, and generating higher-level information.
Dataveillance could be used to exploit big data, but the two terms are not syn-
onymous. Dataveillance typically concerns the surveillance of individuals or groups
via data trails, whereas the exploitation of big data may not necessarily concern the

77 European Security Research and Innovation Forum (ESRIF) (2009).
78 Defense Advanced Research Projects Agency, “DARPA’s S&T Privacy Principles”.
79 Ibid.
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surveillance of individuals or groups (although it could). While the European projects
in this domain focus more on combining many individual information sources, the
DARPA projects aim rather at generating new or better information from existing
sources. There are two DARPA projects aiming at the machine-based distillation
of information, and another two projects aiming at the autonomous translation of
speech recorded in noisy natural environments (such as a crowd of people).

Note that in the European FP7 program, and unlike the DARPA projects,
the ethical analysis of surveillance is plainly represented. From the total of 38
surveillance-relevant research projects identified, no fewer than seven investigate
the ethics of state surveillance at different abstraction levels: from concrete tech-
nological proposals for a better privacy-compliance of video surveillance up to the
effects of today’s and tomorrow’s surveillance on human rights.

9.5.2 Emergent Technologies

To achieve the aims of the projects listed above, numerous, heterogeneous technolo-
gies are under research within the different projects. While some projects have the
exclusive development of a new technology at their core, most projects use them
jointly with existing technologies to achieve a surveillance goal.

9.5.2.1 New Sensors

One of the most important technologies for surveillance is obviously video—a total
of 14 projects use video data. While one project actually aims at developing new
low-cost electro-optical components for the identification of persons and of possible
intrusions, most projects rather use existing cameras and focus their technological
efforts elsewhere, often in the development of smart surveillance algorithms evalu-
ating the video input. Other types of sensors developed in European and US projects
include:

• biometric sensors for remote identification and authentication,
• novel radar technologies for the identification of persons and objects (such as

weapons) remotely, for example, inside buildings,
• sensor networks for the autonomous transmission of information between nodes

in the area under scrutiny,
• new microphone arrays for voice recording in natural environments and subse-

quent automatic translation, and
• an architecture for “participatory sensing”, which uses small custom sensor boxes

(e.g., for sensing air quality) or even regular smart-phones (e.g., to measure
noise levels) to “crowd-source” large-scale sensing tasks in a community/peer-
to-peer/grassroots fashion.
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9.5.2.2 Unmanned Vehicles as Mobile Sensor Platforms

Sensors need a physical platform from which to operate. While for numerous appli-
cations (for example, for biometric access control) a static platform is adequate, a
mobile sensor platform opens new surveillance possibilities.

The recent surge of interest in unmanned aerial vehicles (drones) is well repre-
sented in European and US projects. Six projects in total make use of UAVs as mobile
sensor platforms (cf. Figs. 9.4 and 9.5). As with video cameras, while most projects
use existing drones in their technological mix aimed at surveillance, some try to ad-
vance the technology itself, such as developing very small-scale (a few centimetres)
autonomous drones.

9.5.2.3 New Powerful Algorithms

The automatisation of surveillance (in other words, the emancipation from the
processing limits imposed by human operators and from the risk of error due to
their fatigue) lies at the core of all advanced surveillance projects. In all examined
projects, software systems take care of identification, monitoring, tracking or activ-
ity recognition—human operators are sometimes consulted in a second step for the
fine-tuning of already filtered events.

Due to these processing capabilities, but also to powerful, wide-area and detailed
sensorial coverage, some of the projects display an impressive capacity for surveil-
lance. DARPA’s Wide Area Video Surveillance project, for example, can choose
130 independent targets within a Giga-pixel camera array (providing both video and
infrared imagery) and automatically follow their movements. While the system is
aimed at battlefield surveillance, such systems could be deployed for other surveil-
lance tasks as well. DARPA also funds projects that explicitly develop algorithms
for surveilling social networks, with the aim to infer current or future threats.

9.5.3 Future Smart Surveillance Assemblages

Combining the surveillance technologies most prevalent in current research projects
with already existing technologies, and taking into account current societal, political
and economic trends, we can arrive at a number of future smart surveillance systems
and assemblages that are feasible, if not likely, to emerge over the next decade. Four
such future smart surveillance scenarios are illustrated below.

9.5.3.1 Border and Crowd Control with Drone-Mounted Sensors

The detection of illegal trespassing ranks high among the aims of current European
projects. No fewer than eight of them have “intrusion detection”, “illegal border
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crossing detection” or “detection of human trafficking” as a core function related to
the security of borders or infrastructures. To achieve such functions, a large number
of the projects rely on sensors or networks of sensors mounted on unmanned aerial,
sea or land vehicles.

Police forces already use drones for the video surveillance of rallies or sport
events that might lead to riots, or for the security of sensitive meetings.80 Video-
equipped drones are also used for border control. It is likely that ever smaller and
cheaper drones will be able to patrol increasingly long border stretches—not only
North American ones, but the long maritime borders of Europe as well. The next
logical step for UAVs used for crowd control is the development of smart CCTV
algorithms for person tracking, facial and/or activity recognition—and indeed such
development is the subject of on-going research.

Becoming more speculative, law enforcement might start using swarms of drones,
the prospect for which is more related to societal acceptance than technological
feasibility. Small crawling drones equipped with both optical and infrared cameras
are already being produced,81 and police forces in the US have been testing them for
reconnaissance in dangerous environments. In a decade from now, such land-based
drones might very well be equipped with iris scanners and be wirelessly connected
to a biometric database, making them able to identify humans. Networked crawling,
swimming and aerial drones might become a standard tool for law enforcement and
counter-terrorist forces; the sensors with which they can be equipped, and the level
of surveillance and intrusion they are allowed might become a matter of debate.

9.5.3.2 Lateral Surveillance with Drone-Mounted Sensors

Lateral surveillance has been defined as “peer monitoring” or “peer -to-peer surveil-
lance of spouses, friends, and relatives”.82 Lateral surveillance could also be on the
verge of a boom due to sensors mounted on unmanned vehicles, particularly UAVs.
Hobby pilots of remote controlled (R/C) aircraft and helicopters routinely fly UAVs
along the highest peaks of the Alps, along motorways, above private properties, and
vertically along skyscrapers, as numerous clips on Internet film platforms show.83

There is an obvious lateral surveillance potential to this development, for example,
when filming unsuspecting targets from above their own property or through the
windows of their apartment on the 45th floor.

In addition to cameras, UAVs can be equipped with other sensors used for dif-
ferent sorts of lateral surveillance. A slightly curious such example is represented
by a rather large UAV carrying computation equipment strong enough to be used
for communication surveillance. The drone can crack GSM encryption and carry

80 For examples of how law enforcement authorities are using drones, see Finn and Wright (2012).
81 See, for example, Recon Robotics.
82 Andrejevic (2005).
83 See, for example, the videos of the “Team Black Sheep”. http://www.team-blacksheep.com/
videos

http://www.team-blacksheep.com/videos
http://www.team-blacksheep.com/videos
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out a man-in-the-middle attack for WiFi communication.84 Other assemblages are
possible: combining sensor-recorded data with public data from the yellow pages or
the telephone book, it might be possible to match the data recorded by the UAV to
known names and addresses. In a negative but possible scenario, such data could then
be used for blackmailing these persons. By feeding the navigation system of flying
drones with publicly available 3D models of a city, they could be sent autonomously
for the targeted spying of a subject’s known address.

9.5.3.3 Mandatory Crowd Sourcing

As discussed above, the ability to locate citizens (and/or some of the objects they
own) in certain circumstances is, or will soon become, mandatory. Mobile telephony
operators are required by law to be able to precisely locate their subscribers, and
hand over this data to law enforcement authorities upon request. From 2015, all
new vehicles sold in the EU will have to be equipped with the eCall system which
will alert paramedics and the police in case of an accident and transmit the vehicle’s
whereabouts as well. Providers of mobile telephony are selling their customers’
location data to producers of satellite navigation systems, who infer traffic jams from
this information. Although the data is anonymised, the customer has nevertheless no
possibility to opt out.85

Telephony providers might start handing over further data recorded by their cus-
tomers, either because the law requires them or due to commercial interests. Such
data could then be used for novel types of surveillance assemblages. Every tele-
phone is, for example, inherently equipped with an audio sensor—its microphone.
Law enforcement authorities in the US, and recently in Europe, have started to in-
stall sound ranging sensors in some cities for the automatic detection and localisation
of gunshots. The costly part of such an operation is the deployment of the sensors
throughout cities; the algorithms for filtering the sound of a firearm and for triangu-
lating the position of the shooter are rather simple. If providers of mobile telephony
were asked to run gunfire detection algorithms on the voice streams of their cus-
tomers when they are making a call, the complex and costly part of gunfire detection
would be easily tackled to almost the same results: most likely, there is always and
anywhere someone talking on the phone. No software would need to be installed
on the customer side; the algorithm would only analyse the voice streams within
the premises of the providers. And the location, while not as precise as the one pro-
vided by dedicated audio sensors installed in known locations, would also be precise
enough to constitute valuable information for automatically dispatched police forces.
This assemblage represents a technologically feasible example for future mandatory
crowd sourcing.

84 Flacy (2011).
85 TomTom, “Real-time traffic information”. http://www.tomtom.com/landing_pages/traffic_solu-
tions/web/

http://www.tomtom.com/landing_pages/traffic_solutions/web/
http://www.tomtom.com/landing_pages/traffic_solutions/web/
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9.5.3.4 Smart “Blackbox” for Communication/SMS Surveillance

As discussed above, the surveillance of communication is becoming both easier in
some aspects, and more difficult in others. However, on balance, it seems that the
surveillance of communications is becoming rather more difficult than it was at the
initiation of the Echelon programme of the US, UK, Canada, Australia and New
Zealand, which has been credited with the ability to intercept a good deal of the
worldwide radio and satellite communications.86 Nowadays, however, fibre optic is
the medium used by the vast majority of communications.87 Such communications
can only be intercepted by placing a wiretap at one of the points where such com-
munication is being switched, making it harder for foreign intelligence agencies to
access the inland communications of a third country; just pointing an antenna from
their own territory towards the skies does not suffice any longer. At the same time,
communication surveillance by law enforcement can also easily be avoided through
the use of VoIP services such as Skype, which uses encryption algorithms that, as
mentioned before, are currently considered impenetrable.88 Finally, protesters or
rioters are aware of the routine monitoring of social networks by law enforcement,
and have started to warn of the usage of such media and spread the word of planned
actions only by text messages sent to known friends.89

In this context, it is likely that law enforcement has to seek out new, smarter ways of
communication surveillance. Given that the e-mail service Gmail scans its customers’
e-mails for keywords and tries to find matching advertisements, it is conceivable that
text messages could be scanned by the mobile telephony provider and potentially
suspect messages presented to a human operator. The content of text messages could
further be stored by the provider (either in plaintext or encrypted). When identical
messages are being noticed in a short interval of time, indicating a possible call for
public disobedience, this content would be forwarded to a human operator. As all
messages have been stored, the senders and receivers would be easily found. Such
“smart” communication surveillance system would not even have to be continuously
turned on; it could be switched on before important political meetings, football
matches or other sensitive events. Diverting all inland fibre-based communication
from the telephony and Internet operators to secret services premises is another
possibility; one that would allow these to eavesdrop on all the non-encrypted inland
communications. Through keyword-searching algorithms and sensitivity levels set
according to databases of suspected terrorists, such system could be an effective

86 European Parliament, “Report on the existence of a global system for the interception of
private and commercial communications (ECHELON interception system) (2001/2098(INI))”,
Rapporteur: Gerhard Schmid, A5–0264/2001, 11 July 2001. http://www.europarl.europa.eu/
sides/getDoc.do?pubRef=-//EP//NONSGML+REPORT+A5-2001-264+0+DOC+PDF+V0//EN&-
language=EN. See also Bamford (2009).
87 European Parliament, op. cit.
88 Even so, politicians and law enforcement authorities are pushing the new Internet companies to
“co-operate” so that digital communications can be intercepted. See, for example, Savage (2010).
89 As, for example, the organisers of an illegal party recently did in Zurich. See Schindler (2011).

http://www.europarl.europa.eu/sides/getDoc.do?pubRef=-//EP//NONSGML+REPORT+A5-2001-264+0+DOC+PDF+V0//EN&language=EN
http://www.europarl.europa.eu/sides/getDoc.do?pubRef=-//EP//NONSGML+REPORT+A5-2001-264+0+DOC+PDF+V0//EN&language=EN
http://www.europarl.europa.eu/sides/getDoc.do{?}pubRef=-//EP//NONSGML+REPORT+A5-2001-264+0+DOC+PDF+V0//EN&language=EN
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counter-terrorist measure. Using automatic universal translators (as several are under
research in DARPA projects) would make it language-independent.

9.6 Conclusions

This article has highlighted the ways in which both current and emerging tech-
nologies are increasingly being organised into assemblages or “smart surveillance”
systems, where surveillance systems are becoming integrated, multi-modal, auto-
mated, ubiquitous and increasingly accepted by the public.90 We have shown that
contemporary surveillance involves different technologies and is used in different
settings, for a range of purposes. In addition to more traditional criminal justice and
national security applications, we find surveillance technologies, and often systems
of surveillance technologies, in public spaces, mass transit, air travel, consumer
space and combined with technologies or systems associated with communication.
This means that as individuals travel back and forth to work or on errands, shop in-
store or online, visit their town centre, communicate with friends and family, watch
television, go on holiday, surf the Internet or even go for a hike near national borders,
they are often subject to surveillance by a range of systems. As such, surveillance
technologies have become part of our daily infrastructure and part of the activities
that we undertake on a day-to-day basis. Such surveillance has “enter[ed] our daily
life without notice, [and] become a common part of our socio-political and economic
relations, so that we become acclimatised or accustomed to surveillance”.91 There is
no doubt some surveillance yields social benefits, but equally there is no doubt that
those controlling surveillance systems gain more power over those surveilled and
targeted. Benjamin Goold speaks of the political dangers of surveillance and coun-
sels that “We should resist the spread of surveillance not because we have something
to hide, but because it is indicative of an expansion of state power. While individuals
might not be concerned about the loss of autonomy that comes from being subjected
to more and more state scrutiny, it is unlikely that many would be comfortable with
the suggestion that more surveillance inevitably brings with it more bureaucracy and
bigger, more intrusive government.”92 It is not just an expansion of state power; it
is also an expansion of corporate power—especially of a few corporate behemoths
such as Google and Facebook—as well as carrying an increased threat for malicious
actions by individuals (e.g., stalkers) in the form of “lateral surveillance”.

90 Several Home Office studies have found evidence of strong public support for surveillance cam-
eras. One found that “the level of support for CCTV remained high at over 70 % of the sample in
all but one area” of the 13 schemes the study had assessed. Other research found that “levels of
support for CCTV are high, although it was not clear that respondents were fully informed about
how it functioned”. House of Commons Home Affairs Committee (2007–2008). As evidence, the
report cites Gill and Spriggs (2005) Assessing the impact of CCTV (London: Home Office Research,
Developments and Statistics Directorate, 2005), p. ix; Spriggs, Argomaniz et al (2006).
91 Wright et al., op. cit., 2010, p. 344, n. 3.
92 Goold (2009).
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From our review of surveillance technologies and applications, the ways in which
they are being integrated into “assemblages” and, looking into the near future, devel-
opments on the horizon, one can only conclude that surveillance is indeed becoming
ubiquitous in our societies, both online and in the physical world. Surveillance
systems are capable of watching over us (the citizenry), tracking us and making
assumptions about us in many different ways. Undoubtedly, as surveillance systems
become more pervasive, they eat away at our privacy. And if one sees privacy as
a cornerstone of democracy,93 then surveillance systems are undermining the very
political system some of them are supposed to protect. This is the great irony.

The ability of surveillance systems to monitor whatever we are doing and wher-
ever we are going has greatly encroached upon privacy in the last 20 or 30 years.
Privacy guru James Rule has commented that “The ridiculous ease of compiling data
previously evanescent or unavailable challenges us to re-think our very idea of what
is public and private.”94 Should citizens throw up their hands in despair? Have we
lost our privacy to the rapacity of governments and multinationals? Is there nothing
to be done to protect our privacy—and with it our democracy?

Like Benjamin Goold, James Rule argues that we can and should resist the
depredations against our privacy. He makes some practical suggestions. Regarding
surveillance by government entities, he says

The new default condition for public policy should be: no government surveillance without
meaningful individual consent or legislative authorization. . . . For government surveillance,
elected officials should be required to authorize each appropriation of personal data in ev-
ery government surveillance system. . . . The aim would be to politicize the working and
extension of surveillance.95

Similarly, for the private sector

a parallel precept should apply: no use of personal data for institutional surveillance without
meaningful, informed consent from the individual. . . . Taking privacy seriously would entail
that any commercialization of personal data, either from government files or private-sector
records, would require active assent from the individual concerned. In the jargon of privacy-
watchers, “opt in” would be the rule: no commerce in personal information from any source
would be possible without adequate notice and explicit consent from the individual.96

Rule’s propositions are congruent with what the European Commission has advo-
cated in the proposed Data Protection Regulation, i.e., explicit user consent would be
required for third-party use of personal data, a provision which is being opposed by
the likes of Google, Yahoo, Amazon, Facebook and other large corporations whose
growth has been fuelled by their use of our personal data. In some very real sense,
the fate of the proposed Data Protection Regulation is intimately linked to the fate

93 The Supreme Court of Canada has stated that “society has come to realize that privacy is at the
heart of liberty in a modern state . . . Grounded in man’s physical and moral autonomy, privacy
is essential for the well-being of the individual”. R. v. Dyment (188), 55 D.L.R. (4th) 503 at 513
(S.C.C.).
94 Rule (2007).
95 Ibid.
96 Ibid., p. 196.
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of our privacy and our sense of democracy. How pernicious the surveillance society
becomes hangs in the balance.
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Chapter 10
Surveillance of Communications Data
and Article 8 of the European Convention
on Human Rights

Nora Ni Loideain

The danger threatening democratic societies . . . stems from the temptation facing public
authorities to ‘see into’ the life of the citizens.1

10.1 Introduction

Article 8 of the European Convention on Human Rights (“ECHR” or the “Conven-
tion”) guarantees respect for private life and correspondence, a legal instrument that
has raised standards in the protection of individuals’ freedoms through the reform
of domestic laws and practices across Europe.2 The following analysis of Article 8
comes at a pertinent time for the use of communications data by law enforcement
authorities (“LEAs”) within the EU due to technological advances in information
processing, the advent of the Internet and regulatory developments.

The legislative framework, the EU Data Retention Directive3, currently governing
this area of surveillance is under review by the EU Commission.4 This Directive
requires the mandatory retention of every European citizen’s communications data
for up to two years for the investigation, detection and prosecution of serious crime,
as defined by each Member State under their national law.5 It is expressly provided
under the Directive that compliance with the requirements of Article 8 of the ECHR
is “a necessary measure” for this EU legal instrument.6 Furthermore, challenges

1 Malone v. United Kingdom (1985) 7 EHRR 14, concurring judgment of Judge Pettiti, 38.
2 See Drzemczewski (1983); Gearty (1993); Keller and Stone-Sweet (2008).
3 Council Directive (2006, OJ 2006 L 105 p. 54) (hereafter, the “Data Retention Directive”). Article
1(1) of the Directive specifically refers to “operators of publicly available electronic communications
services or of public communications networks”. These include fixed-line and mobile telephone
companies as well as Internet service providers. They will be collectively referred to hereafter as
“telecommunications operators”.
4 See EU Commission Directorate General for Home Affairs.
5 Council Directive (2006, Art. 1 (1)).
6 Council Directive (2006, Recital 9).
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concerning the necessity and proportionality of the Data Retention Directive are
pending before the Court of Justice of the European Union (“CJEU”).7 These pend-
ing assessments by the Commission and the CJEU will determine the future operation
and scope of this legislation, matters that have already been the source of consider-
able unease amongst legislators, data protection authorities and telecommunications
operators.8

Thus, Article 8 ECHR has an integral role to play in the review, development and
enforcement of the law, policy and procedure that will protect the right to respect to
private life of EU citizens in an environment where the technology to monitor their
every communication and movement becomes more sophisticated.

This paper sets out and analyses the current scope of protection provided under
Article 8 ECHR to this area of State surveillance and how the Strasbourg Court has
applied the relevant jurisprudence in practice. The paper then proceeds to reflect on
the need for the Court to exercise greater consistency and scrutiny in its application
of Article 8 ECHR when reviewing the compliance of the use and retention of com-
munications data by LEAs following its acquisition. As the Court has consistently
emphasized, powers to instruct covert surveillance of citizens are only tolerated under
Article 8 to the extent that they are strictly necessary for safeguarding democratic
institutions.9 In practice, this means that the Court must consistently review with
rigour whether or not State have adequate and effective guarantees in place to pre-
vent abuse of these powers.10 The Court’s role as “guardian of the Convention”11 is
particularly important in this respect in light of the fact that this State power is exer-
cised in secret. Otherwise, a real risk exists that the standard of protection provided
under the Convention in this area may become more illusory than real.

7 Preliminary references concerning the Directive have been raised by the Constitutional Courts
in Ireland and Austria. Questions concerning the role of Article 8 ECHR and the operation of
the Directive have been raised in both of the preliminary rulings submitted to the CJEU. See
Case C-293/12, Reference for a preliminary ruling from High Court of Ireland made on 11 June
2012—Digital Rights Ireland Ltd v Minister for Communications, Marine and Natural Resources,
Minister for Justice, Equality and Law Reform, The Commissioner of the Garda Síochána,
Ireland and the Attorney General. For details on the preliminary ruling sought by the Austrian
Constitutional Court, see the press release by Verfassungsgerichtshofes, an Austrian privacy NGO,
http://www.vfgh.gv.at/cms/vfghsite/attachments/2/7/9/CH0003/CMS1355817745350/press_
release_data_retention.pdf.
8 The review of the Directive is ongoing and follows an earlier assessment undertaken by the
Commission of the legislation’s implementation in Member States. Overall, the Commission found
that the evaluation “demonstrated that data retention is a valuable tool for criminal justice systems
and for law enforcement in the European Union”. The Commission also found, however, that the
Directive has thus far failed in its main objective as the “contribution” of the legislation to the
harmonization of data retention across the EU has been “limited”: Report from the Commission
to the Council and the European Parliament, Evaluation report on the Data Retention Directive
(Directive 2006/24/EC), COM(2011) 225 final Brussels (18.4.2011), 1. For further, see Ni Loideain
(2012).
9 Klass v. Germany (1978) 2 EHRR 214, para. 42.
10 Kennedy v. United Kingdom (2010) ECHR 682, para. 153.
11 Malone v. United Kingdom (1985) 7 EHRR 14, concurring judgment of Judge Pettiti, 43.

http://www.vfgh.gv.at/cms/vfghsite/attachments/2/7/9/CH0003/CMS1355817745350/press_release_data_retention.pdf.
http://www.vfgh.gv.at/cms/vfghsite/attachments/2/7/9/CH0003/CMS1355817745350/press_release_data_retention.pdf.
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10.2 Approach of the Strasbourg Court

10.2.1 Application of General Principles

Article 8 of the Convention provides:

1. Everyone has the right to respect for his private and family life, his home and his
correspondence.

2. There shall be no interference by a public authority with the exercise of this right
except such as is in accordance with the law and is necessary in a democratic
society in the interests of national security, public safety or the economic well-
being of the country, for the prevention of disorder or crime, for the protection of
health or morals, or for the protection of the rights and freedoms of others.12

The Strasbourg Court has decided a significant number of cases concerning Article 8
ECHR and the covert surveillance of communications by law enforcement and secret
intelligence authorities.13 The bulk of this case law has focused on the interception
of content, particularly in relation to telephone conversations. In contrast, scrutiny
of the acquisition and processing of “communications data” by the State has only
been the focus of a few cases before the Court.14

The term communications data relates to information generated or processed as
a consequence of a communication’s transmission. The scope of this data does not
include the content of the communication in question. There is no international
consensus on a definition for communications data, or “traffic data” as it has been
otherwise referred to, and these terms have been used interchangeably in the relevant
literature. As a result, states and organisations, within and outside of the EU, have
adopted different definitions of the concept for law enforcement purposes, varying in
scope.15 The obstacles posed by the legal and technical differences of these different
frameworks in Member States across the EU for telecommunications operators was
attributed as one of the main factors which led to the adoption of the Data Reten-
tion Directive.16 Since the Directive came into effect, a trend has emerged among

12 On Article 8 generally, see White and Ovey (2010, chs. 14–16); Harris et al. (2009, Harris supra
n. 12, chs. 8–9); Feldman (2002, p. 523–542).
13 The literature examining the area of covert surveillance andArticle 8 is extensive. See, e.g., Harris
et al. (2009, p. 400–404); Feldman (2002, p. 664–667). See also JUSTICE (2011, ch. 2).
14 Valenzuela Contreras v. Spain (1999) 28 EHRR 483; P.G. and J.H. v. United Kingdom (2001)
ECHR 546; Copland v. United Kingdom (2007) 45 EHRR 37.
15 Young (2004–2005, pp. 346, 372–373).
16 Council Directive (2006, Recitals 5–8).
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policy-makers17 and commentators18 in the EU showing an increased use of the terms
“communications data” and “telecommunications data”.

There has also been a limited amount of case law in this area involving Internet-
based communications, e.g. email and instant messaging via email and social
networking sites, web browsing and ‘VOIP’ calls (Internet-based telephony, e.g.
Skype).19 As reflected in more recent case law, however, this is gradually changing
as the use of these modern forms of communication surpasses the traditional landline
telephone.

The use of covert surveillance by LEAs concerns the primary duty of the State
under Article 8 not to interfere with the private life and correspondence of the ap-
plicant.20 The application of Article 8 where a negative obligation arises involves a
two-stage test.21 The first stage involves the consideration of whether the complaint
falls within the scope of Article 8(1). The second stage under Article 8(2) involves
the requirement of safeguards to be put in place to prevent against the arbitrary use
of this covert power by the State. Positive obligations have been found to arise in
the context of the covert surveillance of communications where the intercepted con-
versation has been disclosed based on ‘respect’ for the protected interest of private
life.22 The Court then needs to determine whether the national authorities took the
necessary steps to ensure effective protection of the applicant’s right to respect for
his private life and correspondence.23

As will be outlined below, the Court has progressively developed a general set
of principles governing the covert surveillance of communications that constitute an
interference under Article 8(1) and the requirements to be satisfied before a state can
justify an interference by reference to the conditions of Article 8(2).24

17 See the statutory legislation in the United Kingdom, Ireland and references by the European Com-
mission in its evaluation of the Data Retention Directive: The Regulation of Investigatory Powers
(Communications Data) Order 2003 (S.I. No.3127 of 2003) (United Kingdom); the Communica-
tion (Retention of Data) Act 2010 (Ireland); Report from the Commission to the Council and the
European Parliament, Evaluation report on the Data Retention Directive (Directive 2006/24/EC),
COM (2011) 225 final Brussels (18.4.2011), (hereafter, the “Evaluation of the Directive”), 11–12.
18 See, e.g., Maras (2012, p. 447); Brown (2011, p. 95); Brown and Korff (2009, p. 119, 124).
19 Liberty v. United Kingdom (2009) 48 EHRR 1 concerned legislation allowing for the interception
of all public telecommunications, including email between the United Kingdom and any individual
or transmitter outside of the UK; Copland v. United Kingdom (2007) 45 EHRR 37 concerned the
surveillance of a state employee’s Internet usage and emails.
20 Starmer (1999, p. 129).
21 For an analysis of the application of Article 8(2) to covert surveillance generally, see White and
Ovey (2010, supra n. 12, pp. 365–371); Harris (2009, supra n. 12, pp. 397–404); Feldman (2002,
supra n. 12, pp. 665–667).
22 K.U. v. Finland (2009) 48 EHRR 1237, para. 42; Craxi v. Italy (No. 2) (2004) 38 EHRR 995.
23 Craxi v. Italy (No. 2) (2004) 38 EHRR 995, para. 73; Draksas v. Lithuania (App. 36662/04) (31
July 2012), para. 62.
24 Emmerson et al. (2007, pp. 281–284).
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10.2.1.1 Engaging Article 8(1)

It has been well established by the Strasbourg Court that telephone conversations fall
within the notions of ‘private life’ and ‘correspondence’25 and are protected under
Article 8(1) whether they are made to, or received from, the home or a business
premises.26 An interception also interferes with the right to respect for private life
and correspondence even if no use is subsequently made of the material.27

The Court has not considered it possible or necessary to attempt an exhaustive
definition of the notion of ‘private life’28 but it has been held to cover the “physical
and psychological integrity” of the individual.29 As a result, this concept has been
interpreted broadly. Its scope of protection applies to the interests within the inner
circle of an individual’s private life and extends to the zone of interaction of an
individual with others.30 The interception of communications constitutes a breach of
physical and psychological integrity and amounts therefore to a breach ofArticle 8(1).
Even if no physical intrusion into a private place occurs, surveillance can interfere
with physical and psychological integrity and the right to respect for private life.31

The mere fact that a secret regime of monitoring exists creates “a very real menace”
for individuals that their exercise of the right to respect for their private and family
life and their correspondence may be the subject of surveillance.32

The scope of the notion of correspondence is wide and was extended to apply
to email and Internet usage in Copland v. United Kingdom.33 This extension shows
that these protected interests are keeping pace with technological developments in
telecommunications34 that have blurred the line between an individual’s offline and
online lives35. Mobile telephony with Internet access is a clear example of this
development. The power to track an individual’s offline and online communications
and movements by monitoring every use of their mobile phone is a demonstration
of this.

25 Klass v. Germany (1978) 2 EHRR 214, para. 41; Malone v. United Kingdom (1985) 7 EHRR 14,
para. 64; Lambert v. France (2000) 30 EHRR 346, para. 21; Amann v. Switzerland (2000) ECHR
87, para. 44; Draksas v. Lithuania (App. 36662/04), 31 July 2012, para. 52.
26 Niemietz v. Germany (1992) 16 EHRR 97, para. 29; Halford v. United Kingdom (1997) 24 EHRR
523, para. 44; Amann v. Switzerland (2000) ECHR 87, para. 44.
27 Kopp v. Switzerland (1999) 27 EHRR 91, para. 53.
28 Niemietz v. Germany (1993) 16 EHRR 97; Peck v. UK (2003) 36 EHRR 719.
29 S and Marper v. United Kingdom (2008) ECHR 1581, para. 66.
30 Niemietz v. Germany (1993) 16 EHRR 97, para. 29; P.G. and J.H. v. United Kingdom (2001)
ECHR 546, para. 56.
31 Moreham (2008, pp. 44, 53).
32 Klass v. Germany (1978) 2 EHRR 214, 29 (separate opinion of Judge Pinheiro Farinha who
concurred with the Court’s judgment but on different grounds).
33 (2007) 45 EHRR 37, para. 41.
34 Harris (2009, supra n. 12, p. 381).
35 Gillespie (2009, pp. 552, 565).
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10.2.2 Conditions for Justifying an Interference with a Right:
Article 8(2)

10.2.2.1 ‘In Accordance with the Law’

The Court has been rigorous in its application of the ‘accordance with the law’ test
in cases involving the covert surveillance of communications.36 States seeking to
justify challenges to such measures frequently fall at this hurdle ofArticle 8(2) before
the necessity and proportionality tests are even considered.37 The accordance with
the law requirement concerns the principle of legality and has two main elements.
Firstly, the interference must be in accordance with domestic law. Secondly, the
‘quality’ of the law, or the legality requirement, governing the exercise of this state
power is requires that the measure must comply with the rule of law.38 This means
that the domestic law must provide protection against arbitrary interference with an
individual’s rights under Article 8.39 This is an important requirement due to the lack
of scrutiny and the risk of misuse of this secret power by LEAs.40 In order for States
to meet this aspect of Article 8(2) in relation to the interception of communications,
the Court has developed a set of minimum safeguards that should be provided for
under a statutory framework41 and include:

[T]he nature of the offences which may give rise to an interception order; a definition of
the categories of people liable to have their telephones tapped; a limit on the duration of
telephone tapping; the procedure to be followed for examining, using and storing the data
obtained; the precautions to be taken when communicating the data to other parties; and the
circumstances in which recordings may or must be erased or the tapes destroyed.42

The legality requirement consists of two key tests: accessibility and foreseeability.
This means that the domestic law must be sufficiently accessible and clear in its terms

36 Arai-Takahashi (2002, supra n. 61, p. 74).
37 McHarg (1999, pp. 671, 685), observes, the requirements of Article 8(2) “are clearly designed to
give some priority to rights by raising the hurdles which states must overcome in claiming public
interest defences.”
38 Khan v. United Kingdom (2001) 31 EHRR 1016, para. 26; P.G. and J.H. v. United Kingdom
(2001) ECHR 546, para. 44; Copland v. United Kingdom (2007) 45 EHRR 37, para. 46.
39 Khan v. United Kingdom (2001) 31 EHRR 1016, para. 26.
40 Copland v. United Kingdom (2007) 45 EHRR 37, para. 45; Halford v. United Kingdom (1997)
24 EHRR 523, para. 49.
41 Liberty v. United Kingdom (2009) 48 EHRR 1; Huvig v. France (1990) 12 EHRR 547; Amann v.
Switzerland (2000) ECHR 87; Valenzuela Contreras v. Spain (1999) 28 EHRR 483. The Court has
accepted that common law, or case law, may also satisfy the legality test but only if it is sufficiently
detailed, clear and precise.
42 Huvig v. France (1990) 12 EHRR 547, para. 34; Liberty v. United Kingdom (2009) 48 EHRR 1,
para. 62.
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to give individuals an adequate indication to foresee the circumstances and the con-
ditions in which public authorities are empowered to resort to measure in question.43

In line with the principle of the rule of law, it is essential that covert surveillance
measures must be based on law that is particularly precise with clear and detailed
rules as the technology used is continually becoming more sophisticated.44 The scope
of the safeguards required in order to meet the accessibility and foreseeability tests
will depend on the nature and extent of the interference with the private life and
correspondence of the applicant.45 The foreseeability requirement, in the “special
context” of covert surveillance, does not mean, however, that an individual should
be able to foresee when LEAs are likely to intercept his communications so that he
can adapt his conduct accordingly.46

The foreseeability requirement is particularly relevant to the covert surveillance of
communications by the State in two ways. Firstly, it acknowledges the inherent risks
of arbitrariness involved in this area and secondly, it demands a level of transparency
in the otherwise secret exercise of this power by public authorities. Another important
effect of the foreseeability requirement is that the guarantees, which set out the scope
of the manner of how this power will be exercised, must be set out in detail in law
so they have a binding force which circumscribes the discretion of judges in the
application of such measures.47 The first hurdle of Article 8(2) has not therefore
been overcome by States where there has been no legal framework governing the
covert surveillance of telephone communications48 or where the law did not indicate
with sufficient clarity at the material time the extent of the discretion of the relevant
public authorities or the way in which this discretion should have been exercised.49

The lack of an institution to effectively scrutinise any errors that could occur in the
implementation of the surveillance measure will also not be in accordance with the
law within the meaning ofArticle 8(2). The Court has expressed the view that this role

43 Malone v. United Kingdom (1985) 7 EHRR 14; Valenzuela Contreras v. Spain (1999) 28 EHRR
483; Liberty v. United Kingdom (2009) 48 EHRR 1.
44 Huvig v. France (1990) 12 EHRR 547, para. 32; Weber and Saravia v. Germany (2008) 46 EHRR
SE5, para. 93.
45 P.G. and J.H. v. United Kingdom (2001) ECHR 546, para. 46.
46 Leander v. Sweden (1987) 9 EHRR 433, para. 51; Liberty v. United Kingdom (2009) 48 EHRR
1, para. 62.
47 Valenzuela Contreras v. Spain (1999) 28 EHRR 483, para. 60.
48 In Halford v. United Kingdom (1997) 24 EHRR 523, there was no domestic law in place regu-
lating surveillance by the State of internal communications systems operated by public authorities.
Interception of the applicant’s telephone conversations in her place of work, police headquarters in
this case, had no basis therefore in domestic law and could not be in accordance with the law within
the meaning of Article 8(2) (see para. 51); see also Copland v. United Kingdom (2007) 45 EHRR
37.
49 Malone v. United Kingdom (1985) 7 EHRR 14; Valenzuela Contreras v. Spain (1999) 28 EHRR
483, para. 60.
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is best carried out by the judiciary.50 It is not essential, however, under the require-
ments of the Convention that the judiciary carry out this role. In Klass v. Germany,
the Court, having regard to the other safeguards provided for under legislation, ac-
cepted that the replacement of a judicial control with an initial control effected by an
official qualified for judicial office and by the control provided by the Parliamentary
Board and the G 10 Commission met the requirements of Article 8(2).51

10.2.2.2 A Legitimate Aim

Covert surveillance of communications can be justified under the Convention when
undertaken in pursuit of one of the legitimate aims provided for under Article 8(2).
Satisfying this condition of Article 8(2) is rarely a difficulty for States in light of the
broad terms in which these legitimate purposes are framed52 and due to the fact that
applicants frequently concede the existence of a legitimate aim in this area.53 The
Court has accepted that the prevention of disorder, or crime, or the protection of the
rights and freedoms of others would all be legitimate aims for telecommunications
operators to provide LEAs with access to communications data without the consent
of the subscriber.54

10.2.2.3 ‘Necessary in a Democratic Society’

An interference must be ‘necessary in a democratic society’ for the legitimate pur-
poses as well as being lawful and serving a legitimate aim in order to justifiably
restrict a right guaranteed under Article 8(1). States must establish this by showing
that the impugned measure in question is a response to “a pressing social need”
and that the interference with the protected rights is no greater than is necessary to
address that pressing social need.55 This requirement is otherwise referred to as the
test of proportionality and consists of four principles.56

Firstly, the Strasbourg Court has held that the adjective ‘necessary’ is not synony-
mous with ‘indispensable’ or as flexible as ‘reasonable’ or ‘desirable’.57 The Court
has accepted that powers allowing for the covert surveillance of individuals may be

50 Klass v. Germany (1978) 2 EHRR 214, paras. 55–56; Rotaru v. Romania (2000) ECHR 192,
para.59; Kennedy v. United Kingdom (2010) ECHR 682, para. 167.
51 (1978) 2 EHRR 214, para. 56.
52 McHarg (1999, supra n. 37).
53 Beatson et al. (2008, p. 162).
54 K.U. v. Finland (2009) 48 EHRR 1237, para. 49; Copland v. United Kingdom (2007) 45 EHRR
37, para. 48.
55 Leander v. Sweden (1987) 9 EHRR 433, para. 58.
56 Silver v. United Kingdom (1983) 5 EHRR 347, para. 97.
57 (1983) 5 EHRR 347, para. 97.
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permitted under Article 8 to the extent that they are strictly necessary for safeguard-
ing democratic institutions.58 In practice, this means that powers allowing for the
covert surveillance of communications must have adequate and effective guarantees
against abuse. The Court makes a case-by-case assessment of the guarantees that
Contracting States have put in place governing the relevant surveillance measure.
This review will take into account a number of factors including the circumstances
of the case, such as the nature, scope and duration of the possible measures, the
grounds required for ordering them, the authorities competent to authorise, carry out
and supervise them, and the kind of remedy provided by the domestic law.59

Secondly, a “margin of appreciation” will apply in assessing the existence and
extent of such necessity.60 The margin of appreciation is a tool developed from
the Court’s interpretation of the Convention and its use has provoked controversy
amongst commentators.61 The concept raises the question regarding the extent to
which the Strasbourg Court should defer to a State’s interpretation of the situations
it faces in permitting a limitation on the rights guaranteed by the Convention.62 The
scope of this margin is not unlimited as it is subject, to the final ruling of the Court
in deciding whether these restrictions are compatible with the Convention. This as-
sessment embraces both the legislation and the decisions applying it, including those
given by the independent domestic courts.63 In cases concerning covert surveillance
by public authorities, the Court has tended to grant a wider margin to Contracting
States in matters of national security in light of the sensitive and confidential nature
of the information involved.64 Thirdly, the phrase ‘necessary in a democratic society’
implies that there is ‘a pressing social need’which must be ‘proportionate to the legit-
imate aim pursued’ if the interference is compatible with the Convention. Fourthly,
Articles under the Convention that provide for an exception to a right guaranteed are
to narrowly interpreted.65 Thus Article 8(2) is subject to a narrow interpretation on
the basis that it provides for an exception to rights guaranteed under Article 8(1).66

Powers of secret surveillance, characterising as they do the police state, are tol-
erable under the Convention only in so far as strictly necessary for safeguarding the

58 Klass v. Germany (1978) 2 EHRR 214, paras. 42, 48.
59 (1978) 2 EHRR 214, para. 50; Weber and Saravia v. Germany (2008) 46 EHRR SE5, para. 106;
Kennedy v. United Kingdom (2010) ECHR 682, para. 153.
60 Silver v. United Kingdom (1983) 5 EHRR 347, para. 97.
61 See generally Arai-Takahashi (2002); Yourow (1996).
62 White and Ovey (2010, supra n. 12, p. 325).
63 Lambert v. France (2000) 30 EHRR 346, para. 30.
64 Klass v. Germany (1978) 2 EHRR 214, paras. 48–49; Leander v. Sweden (1987) 9 EHRR 433,
para. 59; Segerstedt-Wiberg v. Sweden (2007) 44 EHRR 14, para. 104; Feldman (2002, supra n. 12,
p. 666).
65 Klass v. Germany (1978) 2 EHRR 214, para. 42; Silver v. United Kingdom (1983) 5 EHRR 347,
para. 97.
66 Klass v. Germany (1978) 2 EHRR 214; Rotaru v. Romania (2000) ECHR 192; Draksas v.
Lithuania (App. 36662/04) (31 July 2012).
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democratic institutions.67 Hence, States must ensure that adequate safeguards gov-
ern the use of these surveillance powers to prevent against their abuse or misuse.68

The assessment of these safeguards is relative and may take into account the nature,
scope and duration of the monitoring involved, the grounds required for its use, the
authorities competent to permit, carry out and supervise the relevant measure and
the kind of remedy provided by the national law.69 This last condition of Article 8(2)
has been met where sufficiently tight controls of this state power have included the
imposition of strict conditions on the use of this power by the public authorities, both
in its authorization and implementation.70

10.2.3 Collection, Storage and Use of Personal Data

The protection of personal data is of fundamental importance to a person’s enjoyment
of their right to respect for private and family life as guaranteed by Article 8 of the
Convention.71 Although informational aspects to privacy were not considered to fall
within the ambit of Article 8 in its early jurisprudence, the Court has still adopted
a broad interpretation of the scope of the right to respect in relation to personal
information.72 This approach reflects the Court’s view of the Convention as “a living
instrument” to be interpreted in light of present day conditions and applied in a
manner that renders its guarantees practical and effective and not theoretical and
illusory.73

In developing this scope of protection to personal data under Article 8(1), the
Court has held that the object of the data protections standards under the Council of
Europe Convention 198174 and the principal EU Data Protection Directive 199575

correspond with the broad interpretation of the right to respect for private life as
protected under Article 8. Effectively, the Court has approached the protection of
personal data as an extension of the right to privacy in its application of Article 8.76

67 Klass v. Germany (1978) 2 EHRR 214, para. 42.
68 Segerstedt-Wiberg v. Sweden (2007) 44 EHRR 14, para. 88.
69 Klass v. Germany (1978) 2 EHRR 214, paras. 50.
70 Klass v. Germany (1978) 2 EHRR 214; Weber and Saravia v. Germany (2008) 46 EHRR SE5;
Kennedy v. United Kingdom (2010) ECHR 682.
71 Z v. Finland (1997) 25 EHRR 371; S and Marper v. United Kingdom (2008) ECHR 1581. See
generally, White and Ovey (2010, supra n. 12, pp. 374–377); Feldman (2002, supra n. 12, pp.
308–316).
72 Feldman (2002, supra n. 12, pp. 306–308).
73 Tyrer v. United Kingdom (1979–1980) 2 EHRR 1, para. 31; Hirsi Jamaa v. Italy (App.25579/05)
(16 December 2010) (Grand Chamber), para. 175.
74 Rotaru v. Romania (2000) ECHR 192, para. 43.
75 S and Marper v. United Kingdom (2008) ECHR 1581, para. 50.
76 European Union Agency for Fundamental Rights (FRA) (2010, p. 6).
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The mere collection of personal information can amount to an interference with
Article 8. It is irrelevant if this information has not been subsequently used or dis-
closed.77 Private-life issues may even arise from the collection of information existing
in the public domain if any systematic or permanent record comes into existence
based on this material. For example, files collected by intelligence authorities on a
particular individual will fall within the scope of Article 8, even where the informa-
tion has not been gathered through intrusive or covert surveillance.78 An interference
with this right will also arise even if this information has been collected from in-
formation in the public domain, such as information relating to political opinion,
affiliations or activities79, once it has been systematically collected and stored by
public authorities.80

The level of interference with an individual’s private life that may be permitted
under Article 8 may vary according to the type of information concerned81 and the
purposes for which it is being used, collected, stored or disclosed. A distinction
will also arise between the collection of personal information, its storage and future
use.82 Thus, while the collection of personal information may amount to a justified
interference with Article 8, the scope of its retention may not meet the conditions
of Article 8(2).83 It is important to bear this in mind in relation to the storage and
disclosure of personal information, “where a long series of acts or failures to act may
impact in different ways at different times on interests protected by Article 8(1)”.84

The storage of information concerning the private life of an individual by the
police or security intelligence authorities will amount to an interference with private
life.85 The subsequent use of this stored information has no impact on this finding.86

In determining whether the personal information retained by the authorities involves
any of the private-life aspects mentioned above, the Court will have due regard to
the following factors: the specific context in which the information at issue has been
recorded and retained; the nature of the records; the way in which these records are
used and processed (this includes the possible use of these records in future87); and
the results that may be obtained.88

77 Amann v. Switzerland (2000) ECHR 87; Copland v. United Kingdom (2007) 45 EHRR 37.
78 Rotaru v. Romania (2000) ECHR 192, paras. 43–44.
79 (2007) 44 EHRR 2, para. 107.
80 (2007) 44 EHRR 2, para. 72.
81 S and Marper v. United Kingdom (2008) ECHR 1581, para. 120.
82 Emmerson (2007,supra n. 24, p. 301).
83 S and Marper v. United Kingdom (2008) ECHR 1581.
84 Feldman (2002, supra n. 12, p. 313).
85 Amann v. Switzerland (2000) ECHR 87; Rotaru v. Romania (2000) ECHR 192; Segerstedt-Wiberg
v. Sweden (2007) 44 EHRR 2.
86 Amann v. Switzerland (2000) ECHR 87, para. 69; S and Marper v. United Kingdom (2008) ECHR
1581, para. 67.
87 Van der Velden v. Netherlands (App.29514/05) (7 December 2006); S and Marper v. United
Kingdom (2008) ECHR 1581.
88 Friedl v. Austria (1995) 21 EHRR 83, paras. 49–51; Peck v. UK (2003) 36 EHRR 719, para. 59;
S and Marper v. United Kingdom (2008) ECHR 1581, para. 67.
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States have a positive obligation to ensure secure storage of personal information
about an individual. Disclosing information about an individual will also interfere
with the informational aspects of private life and would amount therefore to a breach
of Article 8(1).89 A margin of appreciation will apply to national authorities in strik-
ing a fair balance between the relevant public and private interests. The scope of this
margin will depend on the nature and seriousness of the interests at stake and the
gravity of the interference. For example, disclosure of an applicant’s telephone con-
versations monitored for the acceptable aims of safeguarding national security and
the prevention of crime by a public authority to the media have resulted in a breach
of this positive obligation.90 Subsequent destruction of data used by the State, in ad-
dition to a refusal to inform the subject of the covert monitoring in question, will also
raise issues under the Convention as such conditions may serve to conceal monitoring
measures interfering with the applicants’ rights under Article 8.91

As the Court has highlighted, “the need for these safeguards is all the greater
where the protection of personal data is concerned, not least where such data are
used for police purposes”.92

10.3 Application of Principles to Communications Data

Before addressing the approach of the Strasbourg Court to Article 8 ECHR and the
surveillance of communications, it is essential to provide some context highlighting
the manner in which this area of surveillance has changed since it was first brought
to the attention of the Court in 1984.93

10.3.1 Communications Data and State Surveillance

10.3.1.1 Evolving Nature of Communications Data

Improvements in information processing and the creation of the Internet have made
the collection, access, storage and processing of communications data more efficient
than ever before. The impact of ‘digitization’, which changed the format of informa-
tion processing from analogue to digital, has played a particularly significant role in
this development.94 The analogue format of information processing meant that meth-
ods of access and storage varied among different types of information. This lack of

89 Z v. Finland (1998) 25 EHRR 371, para. 99; Peck v. UK (2003) 36 EHRR 719, para. 77.
90 Craxi v. Italy (2004) 38 EHRR 47, paras. 74–75; Draksas v. Lithuania (App.36662/04), 31 July
2012, paras. 60, 62.
91 Weber and Saravia v. Germany (2008) 46 EHRR SE5, para. 79.
92 S and Marper v. United Kingdom (2008) ECHR 1581, para. 103.
93 Malone v. United Kingdom (1985) 7 EHRR 14.
94 See, e.g., Diffie and Landau (2010); Solove (2004); Agre and Rotenberg (1997).
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compartmentalization was considered to be the best protection against privacy inva-
sion for a long time because every organization had its own system of information
processing.95 Digitization changed this by storing all information using the same
format—a system of binary signals. Any type of information such as sound, video
or text, once it was put into this format, could then be stored on any digital storage
device. This standardization of information processing led to much greater efficiency
and soon displaced analogue processing once technology was available to transfer
analogue into digital information.96

Digitization precipitated the development of the Internet resulting in a global dig-
ital network of electronic communications providing instant access to people and
information regardless of location. Similar to the impact of digitization for informa-
tion processing generally, the impact of the Internet to modern telecommunications
has irrevocably changed how we communicate with one another and the surveillance
of these communications. The Internet links together a vast number of computers
enabling the communications of hundreds of millions of people around the world
and represents “a fundamental shift in our communications environment”.97 The
automatic ‘packet-switch system’ involved in Internet communications, e.g. email,
enables the tracking of each step in the process of an online communication as a
result of advances in digital processing.98 The very nature of how this network oper-
ates inherently facilitates the surveillance of communications data on a scale that is
unprecedented.99 In addition, Internet communications automatically generate abun-
dant volumes of communications data. This data abundance has resulted in search
engines having the capability to retain “a perfect memory”100 of how each individual
has used that facility resulting in a society where “Google knows more about us than
we do ourselves.”101

The development of social networking has also served to significantly extend the
scope of communications data now being generated through the use of the Internet
in the twenty-first century.102 In 2001, the EU had 10 million Internet users. This
number had increased to more than 350 million users by 2011.103 A distinct change
in how the Internet was used for communication began to take place in 2001 when
users realized that the Internet “wasn’t just a network to receive information, but one
where you could produce and share information with your peers (often termed Web
2.0)”.104 Of course, recording aspects of one’s life, or “life-logging”, is by no means

95 Mayer-Schönberger (2010a).
96 Mayer-Schönberger (2010b, pp. 57–58).
97 Naughton (1999, p. 40).
98 For a clear outline of how this process works in practice, see Kerr (2005, pp. 211, 216).
99 Diffie and Landau (2010, supra n. 94, p. 314).
100 Mayer-Schönberger (2010b, supra n. 96, pp. 11–12).
101 Id.
102 Marsden (2011, p. 6).
103 See Internet World Statistics: www.internetworldstats.com.
104 Mayer-Schönberger (2010b, supra n. 96, p. 3).
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a new concept.105 The impact of digitization has since, however, transformed the
depth, volume and types of data involved in this process on an unprecedented scale:

Before the 20th century, life-logging was restricted to recordings on paper media and involved
written accounts, such as books, diaries, or collections of letters between people as well as
person-constructed images such as drawings or paintings . . . By the end of the 20th century,
most of these life-log data were digitally recorded with both the resolution and frequency of
recording dramatically increasing year on year. Paper diaries and letters gave way to blogs,
e-mail, and social networking status updates with the significant difference that the latter
were potentially recorded forever and with a vastly more complete history than the episodic
fragments of days gone by.106

The trend of open disclosure by individuals of their information online has since be-
come synonymous with the rise of the online environment of social networking sites
(“SNS”), e.g. Facebook. SNS were a response from the private sector to the increas-
ing use of the Internet in everyday communications in the late 1990s.107 Worldwide,
Facebook reports that it has more than 1 billion users with more than 550 million
of these users accessing this website every day.108 More than 230 million Internet
users in the EU subscribe to Facebook.109 10 million users submit requests to access
their Facebook accounts every second.110 Consequently, every communication made
on a social networking site provides for the accumulation of a considerable amount
of communications data due to its ubiquitous use, particularly sensitive information
concerning personal and professional relationships and other information relating to
an individual’s private life.

10.3.1.2 Surveillance of Communications Data

Policy-makers have attempted to emphasize the absence of content when arguing
that the acquisition of communications data by public authorities represents a less
serious intrusion for the privacy of communications. In other words, there has been
a focus on developing the perception that the interception of communications still
poses a more serious threat to privacy than the use and analysis of communications
data. For example, the Data Retention Directive refers to the fact that its scope does
not apply to the content of communications in three different provisions of the legis-
lation.111 This argument is based on the understanding that access to specific items
of communications data is considered to be less sensitive as they provide less per-
sonal information than the content of an individual’s communications. Surveillance

105 European Network and Information Security Agency (ENISA) (2011, p. 5).
106 Id(emphasis added). For further analysis on the value of communications data from SNS for
state surveillance, see Omand and Miller (2012).
107 For further, see Marsden (2011, supra n. 104, ch. 3); Howard (2008, p. 14).
108 See “Key facts” on the Facebook website: http://newsroom.fb.com/content/default.aspx?
NewsAreaId=22.
109 Internet World Statistics: www.internetworldstats.com/stats4.htm.
110 Howard (2008, supra n. 109, p. 16).
111 Data Retention Directive, Recital 13; Article 1(2); Article 5(2).

http://newsroom.fb.com/content/default.aspx?NewsAreaId=22.
http://newsroom.fb.com/content/default.aspx?NewsAreaId=22.
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of this less sensitive information should, therefore, be afforded a lesser standard of
protection under the law.112

This narrow view of communications data reflects an outdated understanding of
the current technological environment in which the covert surveillance of telecom-
munications now operates. Instead, the nature of communications data still seems
to be considered in the context of when the traditional landline telephone was the
prevailing method of communication.113 The capacity of communications data to
reveal sensitive personal information was significantly more limited at this time,
particularly before the advent of the Internet and mobile telephony.

In a society now dominated by these forms of digital communication, patterns of
contacts are far less visible to the individuals and far more susceptible to monitoring
by public and private organisations. This produces a fundamental shift of power away
from individuals and into the hands of the State.114 This is particularly the case with
the access to and processing of communications data. Information that could have
been considered by an individual as not particularly sensitive or revealing, e.g. the
time, device, or location of an email, may be much more sensitive when placed in a
narrative of their overall communications data over an extended period of time. In
a communication with another individual, we say what we choose to share but the
processing of the communications data from the sending of that message can also
disclose actions, movements and intentions.115 Consequently, the justification for
arguing for a lower level of legal protection for the access and analysis of modern
communications data by law enforcement carries little weight:

Generally speaking, the law treats the interception of communications as a much more
serious interference with privacy than access to communications data. However, in many
cases, the information about a phone call, e.g. the time the call was made, who it was made
to, how long the call lasted and so forth, can be far more useful to investigators than what
was actually said.116

There is a consensus among technologists and legal scholars that major changes in
telecommunications technology have dramatically altered the capacity of communi-
cations data to reveal sensitive information, even more than content.117 For example,
the analysis of communications data as a result of these technological developments
can reveal more details about a communication. Young compares communications

112 An example of the lesser standard of protection afforded to access to communications data is the
fact that such information, unlike access to content data, can be obtained without a warrant. See,
e.g., the relevant statutory provisions governing this area in the UK: Regulation of Investigatory
Powers Act 2000, Pt. 1.
113 Escudero-Pascual and Hosein (2004, pp. 77–78).
114 Diffie and Landau (2010, supra n. 94, p. 331).
115 Escudero-Pascual and Hosein (2004, supra n. 117, p. 82).
116 JUSTICE (2011, supra n. 12, p. 18, para. 20); see also Young (2004–2005, supra n. 15, p. 378).
117 Diffie and Landau (2010, supra n. 94, p. 314); Breyer (2005, supra n. 139, pp. 370–371).
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20021021070824178 165 0187611205 6139574222 - ---------001------003sth 46 
5145281768-----0013 1410260 
 
(Caller at (613) 957-4222 makes a phone call at 7:08:24 AM on October 21, 
2002 to recipient at (514) 528 1768 for 3 minutes and 20 seconds.) … 

Fig. 10.1 Traffic Data on a Plain Old Telephone System (POTS)

time GMT=20010810010852 Cell ID=115 MAC ID=00:02:2D:20:47:24 (A) 
time GMT=20010810010852 Cell ID=115 MAC ID=00:02:2D:04:29:30 (B) 
time GMT=20010810010852 Cell ID=115 MAC ID=00:60:1D:21:C3:9C 
time GMT=20010810010853 Cell ID=129 MAC ID=00:02:2D:04:29:30 
time GMT=20010810010854 Cell ID=129 MAC ID=00:02:2D:1F:53:C0 
time GMT=20010810010854 Cell ID=129 MAC ID=00:02:2D:04:29:30 (B) 
time GMT=20010810010854 Cell ID=129 MAC ID=00:02:2D:20:47:24 (A) 
time GMT=20010810010856 Cell ID=41 MAC ID=00:02:2D:0A:5C:D0 
time GMT=20010810010856 Cell ID=41 MAC ID=00:02:2D:1F:78:00 
time GMT=20010810010900 Cell ID=154 MAC ID=00:02:2D:0D:27:D3 

(On August 10, 2001 at 1:08:52 AM, cellphone user A was in radio cell 115 
(Dorval Airport) with cellphone user B and both traveled together at 01:08:54 
am to cell 129 (Hilton Hotel).)118

Fig. 10.2 Traffic Data From Two Callers on a Wireless Network (∼GSM)

data from a traditional landline phone (Fig. 10.1) with digital communications data
from a mobile phone (Fig. 10.2):

As Young observes, the privacy implications of the data in Fig. 10.1 compared to
Fig. 10.2 are considerably less serious. There is less information available to collect,
use and disclose for the purposes of surveillance. The information, however, from
both examples falls under the definition of communications data despite the fact that
the resulting information is contextually very different.119

The consequences of digitization for telecommunications, particularly the de-
velopment of smart devices, have significantly changed the nature of personal
information that the surveillance of communications data can now provide in two
main ways.

First, the scale and detail of personal information that can be acquired from the
long-term retention of traffic and location data, makes the nature of communications
data immeasurably more intrusive than access to the content of a single letter, e-mail
or a telephone call. Whilst monitoring by the State of citizens’ communications is

118 Young (2004–2005, supra n. 15, pp. 379–380), using a sample from a presentation byA. Pascual,
“Access to ‘Traffic’ Data: When Reality is Far More Complicated Than a Legal Definition” (11
October 2002).
119 Id.
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by no means novel, the difference in the threat posed by modern telecommunica-
tions technologies is their efficiency and power.120 Before, technology was mainly
administered by humans and, in terms of monitoring, only what was different was
noticed. Today, digitized data processing is ubiquitous and automatic and collects
everything: “Then the default was that searchable records were not collected; now
the default is that all monitoring produces searchable records”.121

The power to reveal sensitive personal information from the communications data
of landline telephones is significantly more limited compared to what is now possible
following the advent of the Internet and mobile telephony.122 Additionally, the rate at
which landline telephones are now being in modern society has declined to such an
extent that monitoring their use is increasingly of little benefit for law enforcement
purposes. The Data Retention Directive regulates the retention of communications
data from what are now commonly referred to as “smart” telecommunications de-
vices: phones, and now tablets, that are both mobile and capable of accessing the
Internet. Use of these smart devices has also become ubiquitous in modern society.
This has resulted in a sea change in the prevailing use of fixed devices for commu-
nications, from the stationary telephone and personal computer, to smartphones and
tablets.

These changes have significant implications for enhancing the value of commu-
nications data for public authorities, particularly in the area of law enforcement. The
“electronic exhaust” left behind has led to the development of what has been de-
scribed as “a rich tracking ecosystem”.123 These developments also present unique
privacy challenges: “more than other types of technology, mobile devices are typi-
cally personal to an individual, almost always on, and with the user. This can facilitate
unprecedented amounts of data collection.”124 For example, Malte Spitz, a German
Green Party representative, demonstrated the scope of this surveillance in a request
made to his mobile phone provider. In this request he sought a record of the com-
munications data collected and retained from the use of his mobile phone. Over the
course of six months, this communications data tracked his geographical location
and the use of his phone more than 35,000 times building a detailed narrative of his
movements and his communications.125

Secondly, an individual item of communications data, which would otherwise be
peripheral, could reveal the underlying content in the body of that communication,
particularly the combination of such data, e.g., the duration and time of a phone call
or the size and subject line and time of an e-mail.126 It is now possible to construct a

120 Lessig (1999, p. 151).
121 Id.
122 Gillespie (2009, pp. 560–561).
123 Bray (2013, pp. 68–69).
124 See the U.S. Federal Trade Commission (“FTC”) (2013, pp. 2–3).
125 Spitz (2012).
126 See, e.g., McPhie (2005, p. 33).
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profile of an individual that may be considered to be invasive of privacy from isolated
items of information that would not be considered private or personal.127

We now live in a time of “Big Data”, “digital dossiers”128 and “dataveillance”129

where information concerning every individual is systematically stored and moni-
tored in massive computer databases by a host of public authorities and private sector
organisations. These dossiers are the result of “aggregation”, one of the privacy harms
that have emerged from advances in information processing. Solove describes this
development as part of his taxonomy of privacy as follows130:

Aggregation is the gathering of information about a person. A piece of information here or
there is not very telling, but when combined, bits and pieces of data begin to form a portrait
of a person. The whole becomes greater than the parts. This occurs because combining
information can reveal new facts about a person that she did not expect would be known
about her when the original, isolated data was collected.131

This data could be used to identify an individual’s personal and professional rela-
tionships, their racial or ethnic origin, political opinions, religious or philosophical
beliefs, trade-union membership or data concerning health or sex life.132 If accessed
illegally by third parties, or ‘hacked’, this communications data could be used to
cause other harms, including fraud through identity theft.133 The much more sig-
nificant issue, however, relates to the possibility of this information being used for
profiling and how this may lead to the creation or reinforcement of unequal treatment
in society. It is these insidious threats of discrimination and manipulation, Lessig
warns, that ought to be of concern.134

Two factors suggest that more challenges concerning the surveillance of commu-
nications data by law enforcement are likely to come before the Strasbourg Court
in future. Firstly, the impact of technological developments in telecommunications
is likely to continue to increase the capacity of communications data to reveal more
personal information. Consequently, this will increase its value and the frequency
of its use by law enforcement agencies. Further, there is a high probability that this
may become the prevailing surveillance technique for law enforcement in light of
continuing developments in telecommunications and the increasing abundance of
data generated in daily communications.

Secondly, the blanket mandatory retention of communications data by telecom-
munications operators established under the Data Retention Directive enables and

127 Michael (1994, p. 10).
128 Solove (2008, p. 13).
129 Clarke (1988, pp. 498, 499) defined as “dataveillance” as “the systematic use of personal data
systems in the investigation or monitoring of the actions or communications of one or more persons”.
130 Solove’s taxonomy of privacy focuses on activities that can and do cause privacy problems;
Solove (2004, supra n. 130, ch. 5).
131 Solove (2008, supra n. 130, p. 118).
132 See Article 29 Data Protection Working Party, 5/2009 Opinion on online social networking,
(12.06.2009).
133 FTC Report (2013), n. 126.
134 Lessig (1999, n. 122, pp. 153–154).
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thereby entrenches the current use of communications data by law enforcement in
Europe. The increased role of the telecommunications sector in facilitating access to
communications data means that the State now plays a limited role in its acquisition.
LEAs “can obtain most of the data they need from the comfort and safety of their
own desks, with a few clicks of a mouse, a fax, or a phone call to a telecommu-
nications or Internet service provider.”135 This ease of access arguably encourages
the frequency of its use making the covert surveillance of communications data fa-
cilitated by telecommunications operators an increasingly entrenched practice. For
example, the number of requests by LEAs across EU Member States amounts to
tens of thousands every year. The total number of requests recorded in 2008 to
telecommunications operators from twelve Member States, less than half of the EU
membership, came to 1, 392, 281.136 As Breyer observes, the mandatory retention
of communications data has added a new dimension to traditional law enforcement
powers:

The analysis of traffic data may reveal details of a person’s political, financial, sexual,
religious stance, or other interests. Therefore, it is fully justified to describe blanket traf-
fic data retention as a new dimension in surveillance, as compared to traditional police
powers. Data retention does not only apply in specific cases. Instead, society is being pre-
emptively engineered to enable blanket recording of the population’s behaviour, when using
telecommunications networks.137

10.3.2 A Less Serious Infringement?

Contracting states have argued before the Strasbourg Court that the surveillance of
communications data is a less serious interference with the right to respect to private
life and correspondence when compared to telephone tapping.138 One policy-maker
has gone so far as to claim that the Court itself considers the acquisition of communi-
cations data by LEAs to be a lesser infringement of Article 8 than the interception of
communications based on its decision in Malone v. United Kingdom.139 Although no
explanation has been provided for this argument, similar concerns have been high-
lighted elsewhere in the literature based on the interpretation that the Court left open
the issue in Malone as to whether or not the practice of metering itself amounted to
an interference with Article 8(1).140

135 Slobogin (2011, p. 2).
136 Evaluation of the Directive supra n. 3, p. 35.
137 Breyer (2005, pp. 365, 365).
138 See Malone v. United Kingdom (1985) 7 EHRR 14; Valenzuela Contreras v. Spain (1999) 28
EHRR 483; P.G. and J.H. v. United Kingdom (2001) ECHR 546.
139 See the Secretary of State for the Home Department (2012, p. 100): “[I]t is clear from Malone
that the Court considers the acquisition of communications data to be a less serious infringement
of privacy rights than the interception of communications”.
140 Bygrave (1998, p. 247, 263) highlights the contrasting concurring opinion of Judge Pettiti who
was unequivocal in his finding that the use of metering for any aim other than “its sole accounting
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It was established in Malone v. United Kingdom that the use of communications
data by LEAs falls under the same scope of protection provided under Article 8(1)
to telephone conversations on the basis that it is “an integral element” of the com-
munications made by telephone.141 The case concerned a challenge to the regime
governing the surveillance of communications data, in the form of traffic data derived
from telephone usage, otherwise referred to as “metering” by the police in England
and Wales.

The practice of metering involved the use of a device called a meter check printer
that registered telephone numbers dialled and the time and duration of each call.
The main aim of the process was for the telecommunications provider to ensure that
the subscriber was correctly charged. The applicant was an antique dealer who was
charged and convicted of handling stolen goods. He alleged that his telephone had
been metered on behalf of the police. This belief was based on the evidence that when
the applicant was charged the police searched the premises of about twenty people
whom he had recently telephoned. The Government, however, denied that the police
had either caused the applicant’s telephone calls to be metered or had undertaken
any search operations based on the use of this information.

No statutory requirement was in place imposing the mandatory retention of these
records for law enforcement purposes. A practice did exist, however, whereby the
Post Office, the relevant telecommunications’ provider at the time, would make and
provide such records to the police at their request.142 The Government argued that
metering did not amount to an interference with any right guaranteed by Article 8
on the grounds that the Post Office collected communications data from metering
for billing purposes and no interception of telephone conversations was part of this
process.

The Court rejected this argument. While it accepted that metering could be used
for the legitimate purpose of ensuring accurate billing to its subscribers, this did not
mean that any use of data obtained from metering could not give rise to an issue under
Article 8. The threat posed by advances in information processing, long before ‘Big
Data’ or the ability to predict an individual’s future conduct based on the monitoring
of their current communications through the analysis of narrative data became part
of the modern data surveillance environment, were astutely observed by Judge Pettiti
as far back as 1984 in his concurring ruling143:

The comprehensive metering of telephone communications (origin, destination, duration),
when effected for a purpose other than its sole accounting purpose, albeit in the absence
of any interception as such, constitutes an interference in private life. On the basis of the
data thereby obtained, the authorities are enabled to deduce information that is not properly

purpose” constitutes an interference with private life; see Malone v. United Kingdom (1985) 7
EHRR 14, 43.
141 (1985) 7 EHRR 14, para. 84.
142 (1985) 7 EHRR 14, paras. 17, 56.
143 Judge Pettiti’s foresight of the impact of technological developments in the area of State
surveillance of communications is highlighted by Murphy and O’Cuinn (2010, pp. 601, 619).
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meant to be within their knowledge. It is known that, as far as data banks are concerned, the
processing of ‘neutral’ data may be as revealing as the processing of sensitive data.144

The Court then interpreted the information obtained by metering, particularly the
numbers dialled, to be an integral element in the communications made by tele-
phone. This formed the basis for the finding that the release of such information to
the police without the consent of the subscriber amounts to an interference with a
right guaranteed by Article 8.145 The Court has consistently held since that an in-
terference with the right to respect for private life and correspondence has arisen in
cases where the police have accessed communications data without the consent of
the subscriber.146 In Valenzuela Contreras v. Spain147 the Court, citing Malone as
authority, rejected a suggestion by the Spanish Government that a lesser standard
applies under Article 8 to the practice of metering.148

In Copland v. United Kingdom, this scope of protection was also extended to the
use by public authorities of communications data from Internet and email usage.149

The focus of the Court’s assessment in this case was the negative obligation on the
UK Government, taking responsibility for a State-administered college as a public
body for the purposes of the Convention, not to interfere with the interests of private
life and correspondence protected under Article 8(1).

The applicant was an employee of the college whose telephone, email and Internet
usage at work were monitored in order to allegedly ascertain whether she was making
excessive use of work facilities for personal purposes. There was no policy in force
at the college at the material time regarding the monitoring of telephone, email or
Internet use by employees.150 Data relating to the applicant’s Internet usage included
an analysis of the websites visited by the applicant, times and dates of website visits
and their duration. The Government claimed that this surveillance had not taken place
for longer than a month. The applicant contested the short length of this period but did
not suggest what amount of time she suspect may have been involved.151 The analysis

144 Malone v. United Kingdom (1985) 7 EHRR 14, 43.
145 (1985) 7 EHRR 14, paras. 83–84, 89.
146 Valenzuela Contreras v. Spain (1999) 28 EHRR 483; P.G. and J.H. v. United Kingdom (2001)
ECHR 546.
147 (1999) 28 EHRR 483.
148 As held by the Court, (1999) 28 EHRR 483, para. 47: “The tapping of Mr Valenzuela Contreras’s
telephone line . . . constitutes an ‘interference by a public authority’ within the meaning of Article 8
§ 2 in the applicant’s exercise of his right to respect for his private life and correspondence. Indeed,
that point was not disputed. Nor is it decisive in that regard that, as the Government intimated, only
a ‘metering’ system was used (see the Malone judgment cited above, p. 38, para. § 87).” Bygrave’s
concern regarding the ambiguity of the Court’s stance on metering and Article 8(1) in Malone is
understandable given that his observation was made prior to the ruling of Valenzuela Contreras. The
argument made recently in 2012 by the UK Secretary of State carries much less weight in light of
the Court’s subsequent case law and the absence of any supporting authority for this interpretation
of Malone.
149 (2007) 45 EHRR 858, para 41.
150 (2007) 45 EHRR 858, para 15.
151 (2007) 45 EHRR 858, para 11.
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of the applicant’s emails amounted to communications data as it did not include
content. Specifically, the government claimed that the monitoring concerned email
addresses, including the dates and times of those emails, and that the surveillance
had taken place for a few months.152

The Court found that the collection and storage of the applicant’s personal infor-
mation relating to the applicant’s telephone, email and Internet usage, without her
knowledge, amounted to an interference with her right to respect for her private life
and correspondence within the meaning of Article 8.153 As there was no domestic
law regulating the surveillance at the relevant time, the interference was not in ac-
cordance with the law and could not be justified under Article 8(2). Accordingly, the
Court found that a violation of Article 8 had taken place.

The general case law of the Court shows that an approach of strict scrutiny is
applied to the rights that most closely reflect the Convention’s fundamental val-
ues.154 In applying the ‘in accordance with the law’ test to covert surveillance by
law enforcement authorities, the values of the rule of law and democracy have been
invoked in judgments concerning both the interception of content and/or communi-
cations data.155 Regardless of the type of information involved, the Court has found
that applicants have been denied “the minimum degree of legal protection to which
citizens are entitled under the rule of law in a democratic society” where the law has
not contained adequate and effective safeguards.156

Despite being in line with domestic law, Article 8 was violated in Malone due to an
absence of legal rules governing the scope and manner of the discretion enjoyed by the
police and the practice of metering. The foreseeability requirement was not met and
the domestic law was found therefore not to be in accordance with the law within
the meaning of Article 8(2).157 Similarly, the foreseeability requirement was not
satisfied in Valenzuela Contreras.158 The Court found that the national law, written
and unwritten, governing the practice of metering did not indicate with sufficient
clarity the extent of the discretion of the police or the way in which it should have
been exercised at the material time.159

In Copland v. United Kingdom, the Court found that the same scope of protection
that applies to the processing of personal data by LEAs also applies to personal
information relating to the telephone, e-mail and Internet “usage”.160 The same

152 (2007) 45 EHRR 858, para 13.
153 (2007) 45 EHRR 858, para 44.
154 Beatson et al. (2008, supra n. 53, p. 146).
155 Malone v. United Kingdom (1985) 7 EHRR 14; Valenzuela Contreras v. Spain (1999) 28 EHRR
483.
156 Valenzuela Contreras v. Spain (1999) 28 EHRR 483, para. 61.
157 (1985) 7 EHRR 14, paras. 87–88.
158 The surveillance undertaken by the police in this case involved the metering of several phones.
The metered information consisted of lists and times of numbers dialled and received in order to
establish whether the applicant was harassing his former fiancée.
159 (1999) 28 EHRR 483, paras. 60–61.
160 (2007) 45 EHRR 37, para. 44.
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protection, therefore, applies to the storage and collection of communications data by
LEAs. This extends the scope of protection underArticle 8(1) to communications data
‘metered’ from telephones established by the Court in Malone to communications
data derived from email and Internet use.

This means that the principles adopted by the Court in respect of the case law
concerning the processing of personal data by LEAs apply equally to the processing
of communications data. Thus, the right to respect for private life and correspon-
dence is continuously engaged when LEAs seek, collect, store, process, compare,
or disseminate personal information obtained through the covert surveillance of
communications data.161

10.4 Reflections

It is welcome that the Court has acknowledged that the acquisition and processing
of communications data warrants the same protection as personal data under Article
8(1). In order for this protection to be effective and meaningful in practice, however,
the use and subsequent processing involved in the monitoring of communications
data needs to be subject to greater consistency and scrutiny in line with the general
principles and safeguards of Article 8(2).

The Court did not find a violation of Article 8 in relation to the internal police
guidelines governing the storage and destruction of the communications data that
was used by LEAs in P.G. and J.H. v. United Kingdom.162 This finding is curious in
light of the absence of statutory provisions outlining the procedures to be followed
for examining, using and storing the communications data obtained in the contested
domestic legislation.163 The need for such provisions to be legally binding and ac-
cessible and foreseeable to the public forms part of the minimum requirements that
contracting states are required to satisfy in order to prevent abuses of this covert
power of surveillance by public authorities.

The ruling in P.G. and J.H., however, deviated from the established principle of
Convention jurisprudence in this area and found that these internal policy guidelines
were sufficient in place of specific statutory provisions. This does not reflect the
previous or subsequent approach of the Court in its application of the legality test
under Article 8(2) in this area.164 This meant that the applicants in P.G. and J.H. at
the material time did not enjoy the minimum degree of protection to which citizens
are entitled to under the rule of law in a democratic society.165 It is submitted that
this finding should have been otherwise. Contrary to the finding of the Court, the

161 Leander v. Sweden (1987) 9 EHRR 433, para. 48; Kopp v. Switzerland (1999) 27 EHRR 91,
para. 58; Amann v. Switzerland (2000) ECHR 87, para. 69.
162 (2001) ECHR 546.
163 (2001) ECHR 546, para. 47.
164 In contrast, see the rulings of Khan v. United Kingdom (2001) 31 EHRR 1016 and Liberty v.
United Kingdom (2009) 48 EHRR 1.
165 Malone v. United Kingdom (1985) 7 EHRR 14, para. 79.
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measures governing the storage and subsequent processing of this information should
in fact have amounted to a violation of Article 8.

The Court has already acknowledged the “the rapid development of telecommu-
nications technology” in the context of how it has brought about the emergence of
new types of crime as a factor in its ruling that the privacy of telecommunications and
Internet users guaranteed underArticle 8 should be scaled back as it is not an absolute
right.166 As a result of the impact of this factor, the Court has found that the scope of
Article 8 must give way on occasion to the legitimate aim of the prevention of crime
or the protection of the rights and freedoms of others.167 Equally, the increased level
of intrusiveness posed by the rapid development of telecommunications technology
needs to be taken into account by the Court when assessing the proportionality of
the use, storage and subsequent processing of communications data by LEAs.

The nature and extent of the communications data used and stored was raised
in Copland v. United Kingdom but the Court avoided dealing with the necessity
and proportionality elements of Article 8(2) as the interference did not overcome
the quality of law hurdle.168 We now live, however, in an era of digital dossiers
where information derived from communications data can no longer be considered
as isolated pieces of neutral data and where the use of such information is likely
to become more entrenched with the establishment of the Data Retention Directive.
The Court needs to ensure that it takes these developments into account in future.

The possible future use of communications data obtained and stored by law en-
forcement authorities should also be considered in the Court’s test of proportionality
under Article 8(2) and not just in establishing whether there has been an interference
with Article 8(1).169 This was one of the concerns that arose for the Court in the case
of the long-term retention of DNA profiles and other materials by the LEAs in the
Grand Chamber decision of S and Marper v. United Kingdom. As Ian Brown ob-
serves, the Court’s concerns “over the use of DNA profiles have clear applications to
the detailed information revealed about individual’s private lives by communications
data”.170

In line with the principle of the Convention as a living instrument, the Court
needs to consider the cumulative effect of the technological and legal developments
that have taken place since its first ruling on the subject in 1984.171 As communi-
cations technology has advanced, so too has the amount of communications data
available about an individual’s private life and correspondence. Communications
data obtained, therefore, from metering the antiquated landline telephone dealt with

166 K.U. v. Finland (2009) 48 EHRR 1237, para. 22.
167 (2009) 48 EHRR 1237, para. 49.
168 (2007) 45 EHRR 37.
169 S and Marper v. United Kingdom (2008) ECHR 1581, paras. 71–72; Van der Velden v.
Netherlands (App. 29514/05) (7 December 2006).
170 Brown (2011, supra n. 18, p. 102).
171 Malone v. United Kingdom (1985) 7 EHRR 14.



10 Surveillance of Communications Data and Article . . . 207

by the Court decades ago172 is “nothing . . . when compared to what is today recorded
digitally in respect of every mobile phone call, text message or Internet session”.173

References

Agre, Phillip, and Marc Rotenberg, eds. 1997. Technology and privacy: The new landscape.
Cambridge: MIT Press.

Article 29 Data Protection Working Party. 2009. 5/2009 Opinion on online social networking.
(12.06.2009).

Arai-Takahashi, Yutaka. 2002. The margin of appreciation doctrine and the principle of
proportionality in the jurisprudence of the ECHR. Antwerp: Intersentia.

Beatson, Jack, Stephen Grosz, Tom Hickman, Rabinder Singh, and Stephanie Palmer. 2008. Human
rights: Judicial protection in the United Kingdom. London: Sweet & Maxwell.

Bray, O. 2013. The app effect: How apps are changing the legal landscape. Computer and
Telecommunications Law Review 66:68–69.

Breyer, Patrick. 2005. Telecommunications data retention and human rights: The compatibility of
blanket data retention with the ECHR. European Law Journal 11 (3): 365–375.

Brown, Ian. 2011. Communications data retention in an evolving internet. International Journal of
Law and Information Technology 19 (2): 95–109.

Brown, Ian, and Douwe Korff. 2009. Terrorism and the proportionality of internet surveillance.
European Journal of Criminology 6 (2): 119–134.

Bygrave, Lee A. 1998. Data protection pursuant to the right to privacy in human rights treaties.
International Journal of Law and Information Technology 6:247–284.

Clarke, RogerA. 1988. Information and technology and dataveillance. Communications of the ACM
31 (5): 498–512.

Council Directive (EC) No 24/2006. (OJ 2006 L 105 p. 54).
Diffie, Whitfield, and Susan Landau. 2010. Privacy on the line: The politics of wiretapping

legislation. Cambridge: MIT Press.
Drzemczewski, Andrew. 1983. European human rights convention in domestic law: A comparative

study. New York: Oxford University Press.
Emmerson, Ben, Andrew Ashworth, and Alison MacDonald. 2007. Human rights and criminal

justice. London: Sweet & Maxwell.
Escudero-Pascual, Alberto, and Gus Hosein. 2004. Questioning lawful access to traffic data.

Communications of the ACM 47 (3): 77–82.
European Network and Information SecurityAgency (ENISA). 2011. Risks and benefits of emerging

life-logging applications: Final Report. Heraklion: ENISA.
European Union Agency for Fundamental Rights (FRA). 2010. Data Protection in the European

Union: The Role of National Data Protection Authorities. Belgium: FRA.
EU Commission Directorate General for Home Affairs website: http://ec.europa.eu/dgs/home-

affairs/what-we-do/policies/police-cooperation/data-retention/review-of-data-retention-
directive/index_en.htm.

Feldman, David. 2002. Civil liberties and human rights. Oxford: Oxford University Press.
Gearty, Conor. 1993. The European court of human rights and the protection of civil liberties: An

overview. Cambridge Law Journal 52:89–127.
Gillespie, Alisdair A. 2009. Regulation of internet surveillance. European Human Rights Law

Review 4:552–565.

172 (1985) 7 EHRR 14; Valenzuela Contreras v. Spain (1999) 28 EHRR 483; P.G. and J.H. v. United
Kingdom (2001) ECHR 546.
173 JUSTICE (2011, supra n. 12, p. 71).



208 N. N. Loideain

Harris, David J., Michael O’Boyle, Edward P. Bates, and Carla M. Buckley. 2009. Law of the
European Convention on Human Rights. Oxford: Oxford University Press.

Howard, Bill. 2008. Analyzing online social networks. Communications of the ACM 51 (11): 14–16.
JUSTICE. 2011. Freedom from suspicion: Surveillance reform for a digital age. London: JUSTICE.
Keller, Helen, andAlec Stone-Sweet. 2008. A Europe of rights: The impact of the ECHR on national

legal systems. Oxford: Oxford University Press.
Kerr, Orin. 2005. A thinly veiled request for congressional action on e-mail privacy: United States

v. Councilman. Harvard Journal of Law and Technology 19 (1): 211–230.
Lessig, Lawrence. 1999. Code and other law of cyberspace. New York: Basic Books.
Maras, Marie-Helen. 2012. The economic costs and consequences of mass communications data

retention: is the data retention directive a proportionate measure? European Journal of Law and
Economics 33 (2): 447–472.

Marsden, C.T. 2011. Internet co-Regulation: European law, regulatory governance and legitimacy
in cyberspace. Cambridge: Cambridge University Press.

Mayer-Schönberger, Viktor. 2010a. Delete! Oxford Internet Institute, University of Oxford.
http://podcasts.ox.ac.United Kingdom/delete-audio. Accessed 10 May 2010.

Mayer-Schönberger, Viktor. 2010b. Delete: The virtue of forgetting in the digital age. Princeton:
Princeton University Press.

McHarg, Aileen. 1999. Reconciling human rights and the public interest: Conceptual problems and
doctrinal uncertainty in the jurisprudence of the European court of human rights. Modern Law
Review 62 (5): 671–96.

McPhie, David. 2005. Almost private: Pen registers, packet sniffers, and privacy at the margin.
Stanford Technology Law Review 1:1–20.

Michael, James. 1994. Privacy and human rights: An international and comparative study, with
special reference to developments in information technology. Paris: UNESCO.

Moreham, Nicole A. 2008. The right to respect for private life in the European convention on human
rights: A re-examination. European Human Rights Law Review 1:44–79.

Murphy, Therese, and Gearoid O’Cuinn. 2010. Works in progress: New technologies and the
European Court of Human Rights. Human Rights Law Review 10 (4): 601–638.

Naughton, John. 1999. A brief history of the future: The origins of the Internet. London: Phoenix.
Ni Loideain, Nora. 2012. Assessing the evaluation of the EC Data Retention Directive. In Human

rights and risks in the digital era: Globalization and the effects of information technologies,
ed. Christina M. Akrivopoulou and Nicolaos Garipidis, 67–79. Hershey: Information Science
Reference.

Omand, David. 2012. Intelligence and security in the digital age. Conference Paper, University of
Cambridge, 1 Mar 2012.

Omand, David, Jamie Bartlett, and Carl Miller. 2012. Intelligence: DEMOS Report. London:
DEMOS.

Report from the Commission to the Council and the European Parliament. 2011. Evaluation re-
port on the Data Retention Directive (Directive 2006/24/EC), COM(2011) 225 final Brussels.
(18.4.2011).

Secretary of State for the Home Department. 2012. Draft Communications Data Bill, CM 8359.
London: Home Office. (June 2012).

Slobogin, C. 2011. The Law Enforcement Surveillance Reporting Gap. Seminar Paper, Indiana
University Bloomington—Center for Applied Cybersecurity Research, 10 April 2011, 2.

Solove, Daniel J. 2004. The digital person: Technology and privacy in the information age. New
York: New York University Press.

Solove, Daniel J. 2008. Understanding privacy. London: Harvard University Press.
Spitz, Malte. 2012. Your phone company is watching you. TEDGlobal Conference Paper, Ed-

inburgh. http://www.ted.com/talks/malte_spitz_your_phone_company_is_watching.html. Ac-
cessed June 2012.

Starmer, Keir. 1999. European Human Rights Law: The Human Rights Act and the ECHR. London:
Legal Action Group.



10 Surveillance of Communications Data and Article . . . 209

Tene, Omer. 2008. What Google Knows: Privacy and internet search engines. Utah Law Review
4:1433–1492.

U.S. Federal Trade Commission (“FTC”) Staff Report. 2013. Mobile privacy disclosures: Building
trust through transparency. Washington D.C.: FTC. (Feb 2013).

White, Robin C.A., and Claire, Ovey. 2010. The European Convention on Human Rights. Oxford:
Oxford University Press.

Young, Jason M. 2004–2005. Surfing while Muslim: Privacy, freedom of expression and the un-
intended consequences of cybercrime legislation. Yale Journal of Law and Technology 7 (2):
346–421.

Yourow, Howard C. 1996. The margin of Appreciation Doctrine in the dynamics of European human
rights jurisprudence. The Hague: Kluwer.



Part IV
Understanding Data Protection

and Privacy



Chapter 11
Realizing the Complexity of Data Protection

Marion Albers

11.1 Introduction

Realizing the Complexity of Data Protection sounds a bit off-putting. Would it not
be a better approach to lay down a few simple principles that would provide legal
guidance for processing personal data? In contrast to such thinking, the present con-
tribution advances the thesis that data protection is by its nature an extraordinarily
complex field and therefore requires multi-level and complex regulation. Yet at its
core, the legal framework is still characterized by out-dated concepts going back to
when data protection first emerged. This applies both to the understanding of funda-
mental rights relevant to data protection and to the basic approaches to regulation.
Modern data protection calls for new legal approaches.

The article provides a legal analysis both of the influential legal intellectual
approaches and of the central legal provisions and also identifies areas where recon-
ceptualizations are needed. Other analyses of legal rules would be equally interesting:
for example, from a political-science perspective concerning the impact of lobbyism
or from an engineering perspective regarding the transformation of data protection
into technological concepts. However, the legal perspective, which addresses the
understanding of legal rules in terms of legal theory, doctrinal constructions and
methodological approaches, is just as important for data protection. After all, the
law substantially shapes data protection by means of patterns that can be explained
in a manner intrinsic to the legal system.Yet every sophisticated legal approach is also
characterized by the fact that it is able to incorporate insights from other disciplines,
that is, to guarantee that the law is appropriately receptive and that it is compati-
ble with concepts across various disciplines. Precisely this is what data protection
law must be able to achieve, as data protection lies at the intersection of numerous
disciplines. This is another reason why sufficiently complex regulatory concepts are
necessary.
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Legally speaking, data protection is characterized both by fundamental rights and
by legal principles and provisions. The norms cannot be understood by examining
only their wording. More important are the concepts underpinning them that guide
the understanding of the norms. The present article analyzes them less from the
perspective of legal method, which involves the interpretation of certain rules in a
way that is consistent with the method, but more from a legal-theory and doctrinal
perspective. The deliberations center on German and European law. They put German
law into focus as a continental European legal system oriented toward codification in
which data protection law was developed fairly early and has in the meantime been
elaborated to become an extensive complex of norms addressing fundamental rights
as well as legal rules. An impact on European law arises from reciprocal influences
in law-making and from the network of jurisdiction among the German Federal
Constitutional Court, the European Court for Human Rights, and the European Court
of Justice.

The analysis starts by presenting the conception of fundamental rights (Sect. 2.1)
as well as of protected interests (Sect. 2.2). Beyond the right to privacy, the right to
informational self-determination has become a guiding principle, especially in the
German legal system. Sect. 3 demonstrates to what a large extent the concepts of
fundamental rights influence the approaches, principles and legal constructs of data
protection law. My hypothesis is that the elementary patterns of thinking must be
constructed in a different way in order to achieve appropriate data protection law. Data
protection will then prove to be a highly complex and novel field involving particular
challenges for law. This hypothesis shall be explained in Sect. 4 with three aspects in
mind: Firstly, the object of data protection is complex, namely not only personal data,
but a network consisting of several basic elements: data and information, knowledge
and the flow of data and information, decisions and the consequences of decisions
(Sect. 4.1). Secondly, data protection cannot be reduced to a uniform legally protected
good. It encompasses a complex bundle of interests and legal positions aiming at
protecting the individual in his or her sociality (Sect. 4.2). Thirdly, data protection
requires complex concepts of regulation that must not only coordinate data protection
law with the issue-related substantive legal norms appropriately, but must also take
up basic elements of risk regulation or technology law (Sect. 4.3). After all, data
protection law is anything but bureaucratic. It is modern and exciting, and at the
same time requires additional elaboration in many respects.

11.2 Guiding Paradigms of Data Protection Based
in Fundamental Rights

The concept of data protection emerged in the 1970s against the background of central
mainframe computing systems. At the European level as well as in Germany the first
sets of legal rules were developed.1 With huge amounts of data being processed in
these systems in a predefined sequence, the idea was that the individual steps of

1 See the Convention No. 108 for the Protection of Individuals with regard to Automatic Processing
of Personal Data, 28 January 1981; Mayer-Schönberger 1997, 219, 220 ff.; Bygrave 2002, 94 ff. As
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data processing, including data collection, data storage, and data use, would have
to be controlled. Attention was focused on regulating the individual steps of data
processing.2

This background and the patterns of thinking associated with it not only formed
the basis for early data protection rules, but also for the substance of fundamental
rights which were concretized or developed in response to the challenges processing
personal data electronically. Starting in the 1970s, the right to privacy began to be
interpreted in a new way.3 In Germany, the Federal Constitutional Court derived the
right to informational self-determination in its 1983 decision concerning the cen-
sus (“Volkszählungsurteil”).4 Later, fundamental rights quickly became the guiding
principles for the general understanding of data protection by law.

For their part, fundamental rights are linked to certain patterns of observation and
thinking. The traditional understanding of fundamental rights is connected to liberal
paradigms. According to this notion, fundamental rights are about protection against
encroachments by the state. Although extensions of the functions of the fundamental
rights, e.g., rights to protection by the state or institutional guarantees, are recognized
in principle by now protection against encroachments is often considered the primary
dimension of protection in fundamental rights; it still is the leading approach. How-
ever, this approach has prerequisites and limitations influencing the substance and
the functions fundamental rights can have. The newly derived right to informational
self-determination can illustrate this very clearly. In the following section, the tradi-
tional concept of fundamental rights and its limitations will be elucidated as well as
the characteristics of the right to informational self-determination.

11.2.1 The Traditional Concept of Fundamental Rights

11.2.1.1 Protection Against Encroachments as a Central Pattern
of Fundamental Rights

According to the “classical” view based on liberalism, fundamental rights serve
primarily as protective rights of the individual against interventions by the state.5

The persons protected enjoy certain freedoms or legal positions. State measures
interfering in these freedoms can be fended off by means of legal remedies, provided
they are not covered by constitutional law.

to the modernization see www.coe.int/t/dghl/standardsetting/dataprotection/modernisation_en.asp.
See also Nouwt 2009, 275, 286 ff. For data protection history in Germany see Abel 2003, Chap. 2.7
Rz. 1 ff.; Simitis 2011, Rn. 1 ff.
2 Influential in Germany: Wilhelm Steinmüller/Bernd Lutterbeck/Christoph Mallmann/Uwe Har-
bort/Gerhard Kolb/Jochen Schneider, Grundfragen des Datenschutzes: Gutachten im Auftrag des
Bundesministeriums des Innern, 1971, BTDrucks. VI/3826, Anl. 1.
3 See, among others, Westin 1970, p. 42.
4 BVerfGE 65, 1, 42 ff.; Dec 15, 1983, Census Judgment.
5 Negative liberty, see i. e. Berlin 1969, 118 ff. With regard to the jurisdiction of the FCC see
BVerfGE 7, 198, 204 f.—Lüth—68, 193, 205.
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The traditional view of protection against encroachments as a central pattern of
fundamental rights is reflected more or less distinctly in their codification, i.e. in
the European Convention on Human Rights (ECHR), in the Charter of Fundamental
Rights of the European Union (Charter) or in the German Basic Law (Grundgesetz;
GG). The jurisdiction of the European Court of Human Rights, of the European Court
of Justice and of the German Federal Constitutional Court has elaborated the function
of the fundamental rights to protect against encroachment in numerous decisions.

In terms of their structure, fundamental rights involve on the one hand the scope
of protection and—on the other—the reservation allowing legal regulation provided
that such regulation meets all constitutional requirements. For example, their scope
of protection safeguards the right to respect for private life or the free development
of one’s personality6, freedom of expression7, and the inviolability of the secrecy
of telecommunications.8 The crucial point is that the classical concept takes these
freedoms as a given. The role of the state is reduced to the function of limiting
freedom with regard to public good or the rights of others. The reservations included
in fundamental rights allocate this task primarily to the legislature and enables it to
limit the guarantees of freedoms by means of constitutional statutory regulations.9 All
interventions by the state require a statutory basis. This basis must take the relevant
constitutional requirements, especially the principle of the clarity and certainty of
provisions and the principle of proportionality, into account as must the executive
branch in any decision founded upon that statutory basis.

11.2.1.2 Limitations of the Concept

The understanding of fundamental rights as protection against encroachments on
rights seems to be a far-reaching, optimal protection of freedom. But in fact, it has

6 Article 8 (1) ECHR: “Everyone has the right to respect for his private and family life, his home
and his correspondence.”; Article 7 EU Charter: “Everyone has the right to respect for his or her
private and family life, home and communications.”; Article 2 (1) GG: “Everybody has the right to
the free development of his or her personality [. . .]”.
7 Article 5 (1) GG: “Everyone has the right freely to express and disseminate his or her opinions in
speech, writing and pictures [. . .]”.
8 Art. 10 (1) GG: “The secrecy of communication by letters and of telecommunication is inviolable.”
9 See Article 8 (2) ECHR: “There shall be no interference by a public authority with the exercise
of this right except such as is in accordance with the law and is necessary in a democratic society
in the interests of national security, public safety or the economic well-being of the country, for
the prevention of disorder or crime, for the protection of health or morals, or for the protection of
the rights and freedoms of others.”; Article 52 (1) EU Charter: “Any limitation on the exercise of
the rights and freedoms recognised by this Charter must be provided for by law and respect the
essence of those rights and freedoms. Subject to the principle of proportionality, limitations may be
made only if they are necessary and genuinely meet objectives of general interest recognised by the
Union or the need to protect the rights and freedoms of others.”; Article 2 (1) GG: “[. . .] provided
that they do not interfere with the rights of others or violate the constitutional order or moral law.”
or Article 5 (2) GG: “These rights shall be subject to the limitations laid down by the provisions of
the general laws and to statutory provisions for the protection of young people and to the obligation
to respect personal honour.”
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many prerequisites and is accompanied by limitations due to its structure. As the tra-
ditional concept of protection against encroachments builds on liberal conceptions
of fundamental rights, “freedom” is understood as a pre- or non-state sphere, i.e. as
a sphere antecedent to the state or external to it, and as “natural freedom.”10 Con-
sequently, fundamental rights are directed solely toward the protection of freedoms
that already exist. The social preconditions of individual freedom or, expressed more
radically and more precisely, the social foundation and embeddedness of individual
freedom are not given consideration. The approach also results in specific subject
matters or interests which are to be protected by fundamental rights. They are con-
ceived of as individualistic, i.e. from a perspective focusing on the individual and in
the form of an individual good that is not already structurally limited.11 Protection
is granted, in particular, to individual self-determination, to individual decisions and
behavior at will, to one’s own body, or to property.

In liberal thought on fundamental rights, the state appears exclusively as an insti-
tution that limits individual possibilities to decide or to act freely. Such limitations
must be justified, namely by the parliament passing a law that pursues a legitimate
goal, that is as precise as possible both in its legal requirements and its legal conse-
quences, and that is commensurate with the principle of proportionality. Such laws
guide and limit the decisions of the executive. Just as the concept of freedom and the
scope of protection of individual rights are shaped in specific ways, the role of laws
and the requirements of the design of laws are tailored exclusively toward justifying
limitations on freedom. The multi-dimensional role of the legislation as well as of
laws is disregarded.

11.2.2 Informational Self-Determination as a Protected Interest

The classical-liberal concept of fundamental rights also characterizes the form in
which the goods to be protected by data protection are described. This applies espe-
cially clearly to the right to informational self-determination. This right is the decisive
fundamental right in the realm of data protection in Germany. However, it is also
being mentioned with greater frequency in the transnational and European debate
as a central right worthy of protection.12 Several scholarly debates are about how to
understand or how to concretize this right. This section analyzes the right to infor-
mational self-determination with a view to the influential jurisdiction of the German
Federal Constitutional Court, which has developed and established it. At least in this
respect, the construction of this right and the description of its scope of protection
are based upon traditional doctrinal concepts and are therefore insufficient.

10 Böckenförde 1974, 1529, 1532; Lübbe-Wolff 1988, 75 ff.
11 Albers 2005, 30 ff.
12 See, i.e., Schwartz 1989, 675 (677 ff., 701). See also Raab and Goold 2011, 17. With distinguish-
ing considerations Rouvroy and Poullet. (Fn. 1), 45, 52 ff. For an overview of the constitutional
rights in European countries see Leenes et al. 2008.
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The Federal Constitutional Court derived the right to informational self-
determination from the general right of personality guaranteed by Art. 2 in
conjunction with Art. 1 GG13 in its 1983 decision concerning the census.14 The
right to informational self-determination confers on the individual the power to, in
principle, determine for himself or herself the disclosure and use of his or her per-
sonal data.15 Individuals have the right to decide themselves whether and how their
personal data is to be divulged and used, in other words: a right to self-determination
about processing of data relating to them.

How did the Federal Constitutional Court arrive at this subject matter to be pro-
tected called “informational self-determination”? Its precursor is the right to privacy,
which is also anchored in Art. 2 in conjunction with Art. 1 GG and was recognised
in the case-law of the Federal Constitutional Court since the 1970s. The Federal
Constitutional Court originally conceived this right employing the spatial imagery
of areas of retreat walled off from the outside world, or similarly isolated situations
for interaction and communication, and as the right to be let alone, or as the right to
keep events in this isolated sphere confidential.16 The right to privacy centered on a
spatially as well as thematically specified area which is to remain, in principle, free
of undesired inspection. This was the traditional, narrow concept of privacy. This
concept drew the same broad criticism as it did in the American privacy debate. The
first point of criticism emphasized the relativity of the sphere of personal privacy: it
could be described only in terms “relative” to those receiving information.17 There-
fore, what was to be protected was not a predetermined sphere, but the capacity of the
individual to decide to whom to disclose which information. Alan Westin couched
this idea in these terms as early as 1972.18 The second point of criticism highlighted
the fact that the need for protection was less about the private sphere as the context
in which certain data emerge but rather about which information could be derived
from data obtained and how that information could be used.19 In other words, what
is decisive is not the context data originate from but rather the context in which
the information is used. The Federal Constitutional Court responded to these central
points of criticism of the rather narrow concept of the right to privacy understood as a
protected sphere by developing the idea of a right to informational self-determination

13 Article 2 GG: “Everybody shall have the right to the free development of his or her personality
[. . .]”; Article 1 GG: “Human dignity shall be inviolable. To respect and to protect it shall be the
duty of all state authority.”
14 BVerfGE 65, 1, 42 ff.; Dec 15, 1983, Census Judgment. Subsequent decisions are, amongst
others, BVerfGE 78, 77, 84 ff.; 84, 192, 194 ff.; 113, 29, 46 ff.; 115, 166, 188 ff.
15 BVerfGE 65, 1, 43. Analyzing the decision and its background: Albers (Fn. 11), 149 ff.; see also
Rouvroy and Poullet (Fn. 12), 52 ff.
16 BVerfGE 27, 1, 6 ff; 27, 344, 350 ff.; 32, 373, 378 ff.; 33, p. 367 376 ff.; 44, 353, 372 ff. See
also Warren and Brandeis 1890, 193–220.
17 See Schlink 1986, 233, 242; Solove 2004, 212 f.
18 Westin 1970, 42.
19 See Simitis 1971, 673, 680.
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which centers on individual decision capacities as well as on the context of use.20 The
Court also took up the acknowledged constitutionally protected goods of autonomy
and freedom of decision and action, arguing as follows: free decision and action are
possible only under certain circumstances. If a person is unsure whether deviating
behaviors may be stored as information and used to his/her disadvantage, he/she will
try not to attract attention by such behavior and is no longer free to act at will.21

That is why the protection of fundamental rights must cover the protection against
information and data processing by the state. The Federal Constitutional Court then
shaped this extent of protection with reference to freedom of decision and action.
Just as people can decide about their actions, they also have the right to determine
how “their” personal data will be processed.

What characterizes this right to informational self-determination? It reaches be-
yond the classical understanding of the right to privacy. Its core element is a relatively
abstract and therefore far-reaching individual right to make decisions ranging from
disclosure of data to their processing and to their use. Even if the right to informa-
tional self-determination is derived from the right to the free development of his or
her personality and from human dignity22, its scope of protection is shaped likewise
a property right.23 Similar to some American conceptions of privacy—“Privacy,”
Charles Fried writes, “is the control we have over information about ourselves [. . .],
is control over knowledge about oneself.”24—informational self-determination is
thought of as a right of control over personal data. The holders of fundamental rights
also have the right to know by whom and for what purposes personal data referring
to them are processed25, but that right is accessory in the context of the concept.

The fundamental right protects this right to decide over the disclosure, processing
and use of personal data as an individual protection against any encroachment. It
follows from such a scope of protection that, as a matter of principle, every step
in processing personal data is to be considered as an encroachment on the right
to informational self-determination. Therefore, every step in processing personal
data must be based either on consent or—more important26—on a constitutional
legal basis which has to meet the requirements of the principles of clarity and

20 For literary sources of the Court’s decision see Hermann Heußner (former judge at the FCC
preparing the Census Decision), 1984, 279 (280 f.). Amongst others, the ideas of Westin have been
received by the members of the Court, see Ernst Benda (former President of the FCC participating
at the Census Decision) 1974, 23 (32).
21 BVerfGE 65, 1, 43.
22 See the considerations of Rouvroy/Poullet (Fn. 12), 52 ff.
23 It is true that the FCC also stated: “The individual does not have a right in the sense of an absolute,
unlimitable mastery over ‘his’ or ‘her’ data; he/she is rather a personality that develops within a
social community and is dependent upon communication.”, BVerfGE 65, 1, 46. However, these
grounds refer to the reservation allowing to limit the scope of protection by means of statutory rules;
they do not alter the shaping of the scope of protection.
24 Fried 1968, 475, 482.
25 BVerfGE 65, 1, 46.
26 The core of the right to informational self-determination is not that consent has to play a key
role. Theoretically and practically more important is that a constitutional legal basis is necessary to
justify data processing.
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determinedness and of proportionality.27 Additionally, the Federal Constitutional
Court emphasized the principle of specifying the purposes of data processing in
advance and the principle that further data processing is bound to the original pur-
pose.28 These consequences already show the far-reaching influence such a concept
of informational self-determination has on data protection laws.

11.3 Influence on Data Protection Approaches and Principles

In Germany, the right to informational self-determination is very firmly entrenched
and has many ramifications and marks the approaches, principles, legal constructs
and laws pertaining to data protection to this day. The respective patterns of think-
ing have also influenced the Data Protection Directive of the European Union and
the fundamental right expressed in Art. 8 of the EU Charter of Fundamental Rights
via reciprocal influences in law-making. Similarly, they affect court rulings via the
network of jurisdiction among the German Federal Constitutional Court, the Euro-
pean Court for Human Rights, and the European Court of Justice.29 In this section,
important implications these patterns of thinking have on the approaches, principles,
and legal constructs of data protection are highlighted.

Informational self-determination, shaped as the individual right to decide over the
disclosure, processing and use of personal data, centers on data, specifically the indi-
vidual piece of personal data, and in the broader sense its processing in a sequence of
pre-defined steps—collection, storage, alteration, use, transfer. Additionally, “data”
and “information” are treated as though they were synonyms. This reflects an ontic
concept of information, namely the idea that information is a kind of depiction of
reality and that data could be treated as if they were objects. Views of this kind
occur in the basic approaches and in the legal definitions of data protection law.
For example, the German Federal Data Protection Act (Bundesdatenschutzgesetz;
BDSG) does not distinguish between data and information (§ 3 I BDSG) and focuses
on the lawfulness of the collection, storage, use or transfer of personal data (§§ 4,
13 ff., 27 ff. BDSG). Similarly, both the Directive 95/46/EC30 and the Proposal of
the Commission for a General Data Protection Regulation31 define personal data as
any information relating to an identified or identifiabe natural person or data subject

27 BVerfGE 65, 1, 44 ff.
28 BVerfGE 65, 1, 46.
29 For Data Protection in the Case Law of the EctHR and the ECJ see de Hert and Gutwirth,
(Fn. 1), 3, 14 ff.; Siemen 2006, p. 51; Schweizer 2009, 462, 464 ff.
30 Directive 95/46/EC of the European Parliament and of the Council of 24 October 1995 on the
protection of individuals with regard to the processing of personal data and on the free movement
of such data, Official Journal L 281/31.
31 Proposal of the European Commission of 25 January 2012 for a Regulation of the European
Parliament and of the Council on the protection of individuals with regard to the processing of
personal data and on the free movement of such data (General Data Protection Regulation), COM
(2012) 11 final.
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(Art. 2 of Directive 95/46/EC;Art. 4 GDPR-Proposal) and lay down conditions under
which the processing of data, defined as any operation or set of operations which is
performed upon personal data, is lawful (Art. 2, 5 ff. of Directive 95/46/EC; Art. 2,
5 ff. GDPR-Proposal).

It is only owing to this ontic concept of information and data that the protected
interest can be formulated analogously to the concept of property, namely as the
right of disposal over processing of personal data carried out by others. The idea of
informational self-determination as the exercise of individual control over data or
information can be found throughout data protection law.

As the individual’s authority to decide about any processing of personal data is
protected, every step in processing personal data requires either consent or a legal
basis. Both German and European data protection law include the principle that,
apart from their legitimate use with a person’s consent, personal data must not be
processed in the absence of a legal basis (§ 4 I BDSG, Art. 8 II 1 EU Charter,
Art. 7 of Directive 95/46/EC). This basis has to permit, in sufficiently precise form,
such processing for legitimate purposes. Explicit purposes are to be specified for
data processing in advance (§§ 4 III, 13, 14 I, 15 I, 16 I BDSG; Art. 8 II 1 EU
Charter, Art. 6 (b) of Directive 95/46/EC, Art. 5 (b) GDPR-Proposal). Further data
processing is principally bound to these purposes or at least may not be incompatible
with these purposes (§§ 14 I, II, 15 I, III, 16 I, IV BDSG; Art. 6 (b) of Directive
95/46/EC, Art. 5 (b) GDPR-Proposal).32 The entire approach is guided by the idea
that courses of action and decision-making processes could be almost completely
foreseen, planned and steered by legal means. In Germany, this has resulted in a far-
reaching juridification and in a multitude of data protection laws, which, however,
often simply map the data processing steps.

11.4 The Complexity of Data Protection: Analyses
and Consequences

Data protection law has been in flux for some time now. Changes in basic societal
and technical conditions have often been pointed out. But the issue is by no means
simply one of adaptation to changes in external conditions. At a fundamental level,
the patterns of thought and description used in data protection law must be reflected
upon critically and reconceptualized.

This shall be explained for three points in particular: firstly, for the subject matter
at hand; secondly, for the description of the protected interests; and thirdly, for the

32 The requirement that personal data must not be further processed in a way incompatible with
the specified purposes sets lower standards than the requirement that further data processing is
principally bound to the purposes specified in advance. Additionally, the meaning of “incompatible”
requires interpretation. See for the functions of the principle of specifying purposes and of binding
data processing to the purposes specified in advance Albers (Fn. 11), 168 f., 498 ff.
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concepts for regulation. As a result, it will emerge that in all respects data protec-
tion requires an innovative approach, is highly complex, and poses unprecedented
challenges for law.

11.4.1 The Complexity of the Subject Matter: Data
and Information, Knowledge and Flow of Data and
Information, Decisions and Consequences of Decisions

The goal of data protection is not the protection of data but of the individuals to
whom the data refer. The object of protection, then, is not the personal data per se.
We must expand this isolated view by including several elements: at a basic level
the element of information; in the structural dimension knowledge; in the temporal
dimension the flow of data and information; and in the broader context decisions and
consequences of decisions.

Concepts of “data” and “information” are described in multifarious and discipline-
dependent ways.33 In the (social) context of data protection it is at least important
to realize that data and information are not synonymous. On the contrary, they must
be strictly differentiated. Data might be described as characters recorded on a data
carrier, including written documents or videos as well as data digitally stored on
hard drives or mobile data storage devices. Data, forms of storage, and processing
operations are characterized by the various media, technologies, and networks.34

Due to their objectification, data can be conceived of distinctly and provide a starting
point for legal regulation. Nonetheless, data are not meaningful per se, but rather
as “potential information”. Their information content is not an intrinsic attribute of
the data themselves.35 It is created only by means of interpretation in the particular
context of interpretation.

Information involves meaning, and pieces of information are elements of meaning.
Units of information may base on data (or on observations or communications) but
data only attain meaning by being explained and interpreted by the recipient or
data user who uses data to obtain information. Devising meaning depends on the
individual situational conditions for interpretation as well as on the context of the
knowledge and interpretation.36 Information is context-dependent in an elementary
way. Although this insight may be well-established today, people hardly face up to
the difficulties this entails for legal regulation and for a description of the object to
be regulated.

33 See, for example, Floridi 2010, 19 ff.
34 See, among others, Waldo et al. 2007, 88 ff.
35 See with regard to communicationAshby 1963, 124: “The information conveyed is not an intrinsic
property of the individual message.”
36 Albers 2002, 61, 67 ff. See also Bateson 1972, 315 ff.
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Due to the fact that information requires interpretation, which takes place in a
particular context of knowledge and interpretation and is dependent on the individ-
ual, situational conditions of interpretation, information refers to the structures and
processes within which it can be created in the first place. In the structural dimension,
knowledge is involved in generating information. Knowledge is founded upon texts,
files, archives, registers, databases, expert systems, but also upon institutional, orga-
nizational or procedural arrangements. It makes interpretation possible, and limits
the possibilities of interpretation. Knowledge is a factor and a product of the context
in which handling of information and data occurs and it influences this handling in-
herently.37 Whether or not data processing poses risks to the person the data refer to
also depends on the knowledge that exists or can be developed in a particular context
or in a particular case. That is why data protection must also take the knowledge level
into account.38 In the temporal dimension, the procedural character of data process-
ing comes into play as well. Data and information are constantly generated anew
and altered during processing operations. In addition, a collection of personal data
reveals its social and legal meaning only when one views it along with its linkages to
other data, its use, or its transfer to other agencies. For example, one can understand
what it means if personal telecommunications data is stored longer than necessary for
billing (in the context of data retention)39 only with the duties of telecommunications
companies in mind to transmit personal data to the security authorities which then
use the data for further investigations against the respective person.40

The ways in which data and information are handled, the knowledge and the pro-
cessing operations are impacted by the media, technologies, and networks employed.
Whether data are stored in paper files, automated electronic files, or in network sys-
tems has an influence on, for instance, the quantity and the form of data that can be
stored and easily accessed, the potentials for interlinking them, or the possibilities
for transmitting data. Media, technologies, and networks can increase the dangers
individuals are subject to, but can certainly also limit such vulnerability by putting
technical barriers and safeguards related to data processing into place.

What matters not least is the connections between information or knowledge on
the one hand and the decisions made by the public or private bodies processing
the data on the other. In the end, information and knowledge serve as bases for
certain decisions and actions. Such decisions have consequences. They may have an
adverse effect on the person to whom the data and information refer in the form of a
limitation of his/her freedom. And protection from unjustified disadvantages is one
of the reasons for data protection.

37 Albers 2012, § 22 Rn. 14 ff.; Trute 2010, 11 ff.
38 See also Mireille Hildebrandt, Who is Profiling Who? Invisible Visibility, in: Gutwirth et. al.
(Fn. 1), 239, 240 ff.
39 Article 3 of Directive 2006/24/EC of the European Parliament and of the Council of 15 March
2006 on the retention of data generated or processed in connection with the provision of publicly
available electronic communications services or of public communications networks [. . .], Official
Journal L 105/54.
40 See BVerfGE 125, 260 (318 ff.). For a critical review of this Decision see de Vries et al. 2011,
3 ff.
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As a result, data protection deals with highly complex subject matter: It is neces-
sary to operate with the differentiation between data and information. The dimension
of knowledge and the temporal dimension of data and information flow must be re-
garded as well as the decisions and consequences of decisions. In other words, any
new concept would be misguided if it just focused on information rather than on
data, and simply substituted one term for the other. On the contrary, data remains an
important reference point for legal regulation. But data must be conceived of within
a network of several fundamental elements and is not the only reference point. Data
protection aims at regulating data processing, but precisely also at regulating the
generation of information and knowledge, at influencing the decisions based on such
generation, and at preventing adverse consequences for the individuals affected.

11.4.2 The Complexity of the Protected Interests of Affected
Individuals

This brings us to the second point: How can we describe the protected interests of af-
fected individuals? At the center of the legal discussion are a few very abstractly stated
descriptions of legally protected goods which are related to fundamental rights: Pri-
vate life or privacy41, protection of personal data, informational self-determination.
Art. 8 ECHR, the right to respect for private life42, has been concretized to various
claims against collection and storage of personal data or claims to be informed about
data that refer to oneself. However, legal rulings of the European Court of Human
Rights (ECtHR) unfold from case to case; the contents of what constitutes the right
to respect for “private life” as a legally protected good is compiled merely casuisti-
cally.43 Looking at Art. 7 of the EU Charter44, Art. 16 (1) of the TFEU and Art. 8 (1)
of the EU Charter45 the right to respect for “private life” and the right to the “pro-
tection of personal data”—each one a very abstractly formulated legally protected
good—stand side by side. To date, the European Court of Justice avoids a clear cut
differentiation46 and only specifically describes objectives of protection and legally

41 For an analysis of the concept of „information privacy“ in the UK see Raab and Goold (Fn. 12).
42 See Fn. 6.
43 See the references in Fn. 29.
44 See Fn. 6.
45 Art. 8 (1) of the EU Charter: “(1) Everyone has the right to the protection of personal data
concerning him or her. (2) Such data must be processed fairly for specified purposes and on the
basis of the consent of the person concerned or some other legitimate basis laid down by law.
Everyone has the right of access to data which has been collected concerning him or her, and the
right to have it rectified. (3) Compliance with these rules shall be subject to control by an independent
authority.”
46 See ECJ, Rs. C-92/09 u. C-93/09, Schecke and Eifert vs. Land Hessen, http://curia.europa.eu, §§
45 ff. The differentiation is necessary but not easy due to the interplay between Art. 7 EU Charter
in conjunction with Art. 52 (3) EU Charter, Art. 8 ECHR on the one hand and Art. 8 EU Charter on
the other.
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protected goods to a very limited extent. The Federal Constitutional Court focuses on
the “informational self-determination” derived from Art. 2 in conjunction with Art. 1
GG as a legally protected good. Just as well, German academic approaches have long
been centered on patterns of thought such as informational self-determination, au-
thority to decide about processing of personal data, and individual control. In recent
years, there has been some movement, and a new discussion regarding the rights
which data protection should safeguard has commenced. One widespread criticism
argues that control is simply not possible because of the factual circumstances and
the conditions of the internet. But the approach taken by this criticism is not suffi-
ciently profound. The idea of control over one’s own data fails not only because it
would no longer be practicable. It fails because it does not fit the subject matter to
be protected. A reconceptualization is needed which leaves the classic concept of
basic rights behind. The interests which data protection is to safeguard cannot be
grasped using an individualistic perspective; a multidimensional understanding of
fundamental rights is required; and as a result, data protection includes a bundle of
rights which must be described in a new way.

11.4.2.1 From Individualistic Patterns to the Protection
of the Individual in Sociality

Protection of fundamental rights in terms of the way government agencies or other
private parties handle personal information and data is different from the legally
protected good in the traditional understanding of fundamental rights. It is true that
a holder of fundamental rights exists. But the object of protection is not the holder’s
freedom of decision or of action, which would be impaired by state intervention.
Instead—as the analysis of the subject matter has just demonstrated—the holder is
to be protected in terms of personal information and data, which are generated and
processed by others in particular contexts. Government agencies or other private
bodies are structurally involved in this, due to the mere fact that data and infor-
mation must be interpreted. Personal information or data cannot be assigned to the
person in question like an object belonging to him or her.47 Individualistic patterns
of assignment fall short.

Reasoning why and to what extent the person in question is to be protected must
rather stem from a supraindividual perspective, namely by taking a categorizing view
of the context and of adverse consequences that are to be expected with regard to
the person to whom data, information and knowledge refer. The fact alone that a
piece of data refers to a person does not yet predicate a person’s need for protection.
The need for protection arises in particular in relation to negative effects of handling
the personal data and the information gained from it. Legally protected goods and
encroaching mechanisms require their own separate patterns of description. In addi-
tion, protection directed solely at defending against and refraining from processing
personal data is insufficient. The person protected may also be interested in personal

47 More thoroughly Allen 2000, 861, 865 ff.
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data being made available so that an agency has the information at its disposal which
it needs for a correct decision. And it is just as important that the person affected
is informed about processing of personal data and information and can influence it.
Hence, individuals need not only defensive rights, but also rights to know, to obtain
information, to participate, and to exert influence. The subject matter to be protected
by data protection based on fundamental rights must therefore be designed differ-
ently and be more diverse than the legally protected goods in terms of the “classical”
concept of fundamental rights and the “classical” concept of protection against en-
croachments. Appropriate data protection requires a more sophisticated conception
of fundamental rights.

11.4.2.2 The Necessity of Building Upon a Multidimensional
Understanding of Fundamental Rights

Extensions of the functions of the fundamental rights and of the scope of their pro-
tection which go beyond the traditional understanding of fundamental rights are
recognized in principle by now. Modern codifications, for example the EU Charter
of Fundamental Rights, reflect the diversity of dimensions of protection in their cat-
alogs of fundamental rights.48 The German Federal Constitutional Court has derived
positive obligations of the State, for example obligations to provide for the minimum
income needed to exist and especially the state’s duty to protect (Schutzpflicht) as
well as the so-called “Drittwirkung” by which fundamental rights indirectly influ-
ence the legal relationships between private persons. Nevertheless, the court rulings
of the Federal Constitutional Court, the European Court of Human Rights, and the
European Court of Justice are tentative in this regard. Protection against encroach-
ments is still considered the primary dimension of protection in fundamental rights.
That is one of the reasons why, in the case of data protection, the protected interests
are shaped likewise a property right. Doctrinal reasons are also evident with regard
to the rather hesitant acknowledgement of fundamental rights of access to personal
data49 or of institutional guarantees. In scholarly debates, the foundations, the extent
and the details of the further dimensions of fundamental rights’ protection beyond
the traditional understanding are the subject of heated controversy.

48 See, for example, Art. 14, Art. 27 ff. EU Charter.
49 In Germany, the first Senate Decision of the FCC which fundamentally derived rights to know not
only from the guarantee to access to the courts, Art. 19 (4) GG, but from Art. 2 (1) in conjunction
with Art. 1 (1) GG was not earlier than in 2008, see BVerfGE 120, 351 (362 f.); prior to that see
BVerfG (Chamber Decision), NJW 2006, 1116 (1117 ff.). The ECtHR has recognised rights to
access to personal files and to obtain information earlier, however, mostly in special cases, see
for the rights of persons to receive the information necessary to understand their childhood and
development Gaskin vs. United Kingdom, Judgment of 7 July 1989, Application No. 10454/83, for
the right of access to health-related (not necessarily personal) data ECtHR, McGinley and Evan vs.
UK, Judgment of 9 June 1998, Application Nos. 21825/93, 23414/94 —, Rn. 98 ff; see also ECtHR,
Segerstedt-Wiberg, Judgment of 6 July 2006, Application No. 62332/00—, Rn. 99 ff. The Court
argues cautiously: “Although the object of Article 8 is essentially that of protecting the individual
against arbitrary interference by the public authorities, it does not merely compel the State to abstain
from such interference: in addition to this primarily negative undertaking, there may be positive
obligations inherent in effective respect for private or family life. In determining whether or not
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However, the abstract guarantees of fundamental rights are open to interpretation
and permit to elaborate diverse dimensions of protection. The classical understanding
is a concept which is too narrow and has dysfunctional prerequisites and limitations.
Fundamental rights are not only about protection against encroachments, but also
about rights to know and to obtain information, about rights to participate and to
influence decisions, about rights to be protected by the state, or about institutional
guarantees. As individualistic patterns of assignment and the idea of control over
one’s own data fall short and as the subject matter to be protected is multifarious,
data protection has to base upon the further development of the functions and the
contents of fundamental rights.

11.4.2.3 The Bundle of Protected Interests

“Data protection” is a rather vague concept. Some scholars emphasize that data pro-
tection simply describes the tool for safeguarding legally protected freedoms like
autonomy or freedom of decision. Others assume that it points to the good or goods
to be protected. It could also be understood as covering both: the means of pro-
tection and, as an umbrella term, the legally protected interests. Anyway, when it
comes to the goods to be protected, data protection should not be understood as a
merely instrumental concept which protects other freedoms known from the tradi-
tional concept.50 Instead, it is necessary to leave behind the descriptions using an
individualistic approach, to wit: self-determination, freedom of decision, property.
The interests to be protected should be designed so that they gain their meaning when
the sociality of the individual in question is taken into account. This is responsive
to the subject matter elucidated above: data, information, knowledge. Hence, data
protection is about protection from the creation of personality profiles, protection of
a person’s reputation, protection from stigmatization and discrimination, protection
of normative justified expectations of privacy, protection against identity theft, pro-
tection against surveillance and protection of contextual integrity.51 These examples
illustrate that data protection does not encompass a uniform legally protected good.
On the contrary, there are complex and manifold interests that are to be protected.
Their wide range and contextual dependencies have already been worked out in the
context of the “privacy” debates in the US, for example by Daniel Solove and Helen
Nissenbaum, among others.52

such a positive obligation exists, the Court will have regard to the fair balance that has to be struck
between the general interest of the community and the competing interests of the individual, or
individuals, concerned [. . .]” (McGinley and Evan vs. UK, Judgment of 9 June 1998, Application
Nos. 21825/93, 23414/94—, Rn. 98).
50 Of another opinion: Britz 2010, 569 ff.; Poscher 2012, 178 ff.
51 The fundamental right to the guarantee of the confidentiality and integrity of information tech-
nology systems which has been derived from Art. 2 in conjunction with Art. 1 GG by the Federal
Constitutional Court in 2008—BVerfGE 120, 274—points in the right direction, but it should be
understood merely as a part of data protection.
52 Solove 2008; Nissenbaum 2008, 119 ff.; Nissenbaum 2010. See also Rössler 2001.
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A closer analysis reveals that the dangers posed by processing of personal data
and information and the needs for protection that data protection responds to have
be identified at different levels.53 At a basic level, the crucial problem centers on
information and data processing that is all-encompassing, unlimited, and not trans-
parent. As long as one is confronted with a situation of this kind, then no suitable
estimate can be made in what contexts what information is being generated and how
such information is being used or what negative consequences individuals will have
to face in specific constellations. This problem of unlimited and intransparent data
processing must be countered by legal regulation providing basal limits and trans-
parency. Only on this basis is it possible to work out interests to be protected which
exist in quite specific contexts due to quite specific disadvantages.

At the basic level, Orwell’s “Big Brother,”54 Bentham’s “Panopticon,”55 and
Kafka’s “The Trial”56 might be illustrative as widely known, culturally anchored
metaphors that—although these narratives are of course rooted in quite different
contexts—take up different facets of the dangers just mentioned above. Daniel Solove
has pointed out that the “Big Brother metaphor is definitely effective at capturing
certain privacy problems”57 but that it is the Kafka metaphor which captures those
elements of threats to privacy which deal with certain data collection and circulation
by others or other entities “without having any say in the process, without knowing
who has what information, what purposes or motives those entities have or what will
be done with that information in the future.”58 This illustrates that, at the basic level,
there are already multifarious problems data protection shall countervail. Speaking
legally, they are not solved by merely assigning an individual right to control per-
sonal data to the data subject. In keeping with the dangers to liberty, duties of the
legislative branch and requirements of legal regulation are necessary. The legislation
must regulate data processing in an appropriate way and safeguard that handling
personal information and data does not take place in an unrestricted, unlimited, and
intransparent way as well as it has to ensure that the individuals affected have the pos-
sibility to obtain sufficient knowledge about and sufficient influence on processing
of personal data and information. At this level the state is anything but kept out.

At a second concrete level, it is about individual and specific interests to be
protected, which arise for the affected person in concrete contexts in terms of adverse
consequences. The capability to describe the dangers as well as the specific interests
to be protected at this second level requires that basic regulation occur at the first level.
An example is the problem of the domestic intelligence service monitoring a public
meeting, with negative consequences for the freedom of assembly. Another example
is the protection of individuals from media intrusion by publishing personal data
or pictures. At this level, rights as protection against encroachments are applicable.

53 See Albers (Fn. 11), 353 ff.
54 Orwell 2008.
55 Bentham 1995, 29 ff.
56 Kafka 2002.
57 Solove 2001, 1393, 1399.
58 Solove (Fn. 57), 1426.
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Nevertheless, duties to protect have to be derived, too, as well as an overall concept
beyond traditional approaches is necessary.

The result shows that data protection outlines a complex bundle of interests worthy
of protection. Data protection bases upon a multi-dimensional understanding of
fundamental rights and requires entirely new descriptions of the protected interests:
in place of legally protected goods conceived of in an individualistic way, it is about
individual legal positions in sociality, or, in other words: the individual’s social
positions to be protected by fundamental rights. The bundle of protected interests
and positions must still be worked out in greater detail and will also have to be
dynamically adapted time and again to new dangers.

11.4.3 The Complexity of Appropriate Concepts for Regulation

The third point section of this paper shall demonstrate how complex appropriate
concepts for regulation must be. To date, concepts are still characterized by the image
of central mainframe computers that process data using programs in a predefined
sequence. Legally, informational self-determination as the good to be protected and
the reservation allowing legal regulation lead to the idea that every step in processing
personal data must be justified by consent or legally regulated by means of a basis in
law. But meanwhile, the pitfalls of consent are recognized as well as the multitude of
laws is more and more criticized as a flood of legislation. More problematic than the
quantity of laws is that the regulations often simply map the data processing steps
and that the approach is characterized by the belief in planning prevalent in the last
century when people were convinced that it was possible to regulate things precisely
using legal means.59

However, fundamental rights as basis of data protection do not result in being
forced to understand laws against the backdrop of their traditional role. As well
as allowing the development of new legally protected goods, fundamental rights
permit a multidimensional understanding of the reservations and of regulations. Legal
norms do not only limit freedoms. They can also create freedoms in the first place,
make them concrete, and influence their social conditions and prerequisites. Data
protection law must be founded on the diverse functions and diverse forms of law.
Regulation concepts must include a wide range of constituent elements, which utilize
the entire spectrum of legal forms and instruments. They are therefore complex on
their own terms and in addition, they have to be interwoven. Further factors make
clear how challenging appropriate data protection laws are.

59 For new challenges with regard to ubiquitous computing which affects the current principles of
data protection see Čas (Fn. 1), 139, 141 ff.
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11.4.3.1 A Wide Range of Regulation Elements

Rather than merely steering the steps of processing data, appropriate regulation con-
cepts require many different elements. Regulation of data processing stages will
still play an important part in the future. This form of regulation is, however, supple-
mented and augmented by other constituent elements: data protection through system
design, data protection through the development and use of technology, organiza-
tional and procedural precautions, expanded functions of data protection officers, or
quality assurance mechanisms such as data protection audits. In addition, there is a
variety of affected individuals’ rights to know, to obtain information, to participate
and exert influence. The fact that data protection law includes a large number of
constituent elements is generally recognized by now. But up to the present, elements
of different origins have tended to exist side by side. In the future, they must dovetail
and be interwoven appropriately. This is an ambitious task. Moreover, the constituent
elements are rather complex themselves and call for highly varied instruments. This
can be exemplified by data protection through system design, by data protection
through technology and by individual rights to information.

Data protection through system design refers to a level preceding regulation of
the steps of data processing. In summarizing broad discussions, it can be described
as “data protection functionality incorporated into systems and procedures”.60 The
leading idea is that regulating the steps of data processing is not sufficient because
data processing takes place within certain social systems, within organizational struc-
tures and procedures and under specific technical conditions.61 This predetermined
context influences which and how many personal data is needed, how long data has
to be stored, how many people have access to them and how transparent data pro-
cessing is. Therefore, the legal regulation and shaping of this context prior to the
subsequent processing of data and information is not less important than the regu-
lation of the data processing operations. That makes also clear that “system design”
does not refer solely to technical systems or procedures; organizational structures
or decision procedures have to be taken into consideration as well.62 Hence, data
protection through system design aims at the legal shaping of the social, organi-
zational, procedural and technical contexts in which personal data and information
are handled. It has a broad scope: from the shaping of administrative competences
to which data processing operations are oriented, to organizational and procedural
approaches, to the technical setup of data processing equipment. Understood in this
way, data protection through system design is an evidently ambitious task to fulfill.
The German Federal Data Protection Act, for example, attempts to realize it by the
general principle of data avoidance and data minimization (§ 3a BDSG): Systems
shall be designed in a way that as few personal data are needed as possible. Whether
these principles really make sense as overall principles is contested.63 This points to

60 Köhntopp 2001, 55, 56.
61 See also Point 4.1 of this chapter.
62 The scholarly elaborations are heterogeneous in this respect.
63 More closely Albers (Fn. 37), Rn. 106 ff.
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the difficulty that the realization of data protection through system design depends
on a—not yet achieved64—clear and convincing elaboration of protection objectives
and protected interests. All in all, system design as regulation element takes data
protection law beyond the traditional patterns of regulatory law.

Whilst the social risks of mainframe computing systems and data processing tech-
nologies once were the reason for developing data protection concepts, technologies
in the meantime are considered to be also a tool for realizing data protection. Privacy
friendly or privacy enhancing technologies play an important role both in European
and in national law.65 But data protection through technology places high demands
on law. The first problem is that it has to be ensured that technology with which the
normative standards for the handling of personal information and data can be ful-
filled is available at all. Technological developments cannot be commanded. Indirect
incentives and mechanisms for exerting influence must be drawn upon, e.g. giv-
ing financial support, institutionalizing bodies or procedures for developing privacy
friendly technologies or issuing quality seals and product certificates. These “soft
law”-instruments might influence technology development but their influence is lim-
ited. Assumed that applicable technologies are available data protection through
technology shaping defines requirements for the selection, use, and configuration
of data processing networks, systems, programs, or storage media. In advance of
concrete processing operations, these requirements are to ensure that normative
rules are already technically established or can at least be fulfilled. Data protection
through technology shaping overlaps with data protection through system design.
It includes, for example, requiring data protection-friendly default settings. Data
protection through the use of technology encompasses requirements of the forms of
technology that accompany and secure the regulation of the steps of data process-
ing, for instance the obligation to use encryption procedures when transmitting data.
Just as data protection through system design, data protection through technology
development, shaping and use is an ambitious task. And just as well, it depends on
clearness about protection objectives and protected interests and, including forms of
“soft law” and diverse instruments, it takes data protection law beyond the traditional
patterns of regulatory law.

The rights of affected persons to information about the collection and use of
personal data seem to be—although they are directed towards positive actions of the
state or of private persons processing personal data—rather uncomplicated. However,
they fulfill different functions: They are intended to convey to the data subjects the
information they need regarding what others know about them so they can orient
themselves in their social environment. They open up opportunities to participate
and to influence the data and the knowledge. They safeguard the possibility of legal
remedies. Due to these different functions they must be guaranteed and carried
out on several levels and in a variety of forms: as general information about tasks
and organizational structures of authorities or bodies processing data, as duties to

64 See Point 4.2 of this chapter.
65 See, i.e., Report from the Commission, First report on the implementation of the Data Protection
Directive (95/46 EC), COM (2003) 265 final, 15 f.



232 M. Albers

inform or duties of notification, or as rights to access to information or to documents.
Additionally, the exercise of rights to information in practice depends on social and
individual prerequisites, which can be influenced only indirectly by means of law.

To conclude with another regulation element, which has to be refined: Data pro-
tection cannot be guaranteed solely by mechanisms that accord the persons affected
individual protection and individual redress mechanisms. Appropriate institutional
guarantee mechanisms have to be established as well66 so that it must be decided, e.
g., under which conditions they make sense and how they should be combined with
individual rights and legal remedies of the data subject.

11.4.3.2 Further Characteristics of Data Protection Law

Concepts for regulation of data protection become complex not least due to the fact
that data protection law must be coordinated with already existing issue-related le-
gal norms containing, for example, tasks and competences in a particular field. A
thoroughly coordination is necessary because of the close linkages between data,
information, knowledge, and decisions.67 Data protection is not a special field of
law that could stand in isolation beside the substantive fields of law. Rather, data
protection law pertains to a fundamental cross-cutting dimension. The need to coor-
dinate with the substantive provisions also points to the need to differentiate within
data protection law itself. For example, one must consider the questions of when
sector-specific regulations are necessary, when general regulations fit best or to what
extent uniform data protection law for the public and private realms makes sense.

A number of additional factors make appropriate concepts for regulation even
more challenging. In contrast to the original concepts of data protection, it is in
fact not possible to readily predict the handling of personal data and information,
the knowledge generated from them, and the ensuing decisions. The idea that these
processes could be almost completely foreseen, planned and steered by legal means68

has turned out to be too simple. Processing of data and information, generating
information and knowledge, coming to decisions on the basis of information and
knowledge include dynamics and uncertainty at many points. This is all the more
the case with a view to the use of technologies. Consequently, it is less the steering
idea which characterizes or should characterize data protection law than, similar to
environmental law, the idea of risk regulation.

As an innovative and highly dynamic field, data protection law needs to be, in
terms of legal theory, “reflexive law” and, from a doctrinal point of view, a mixture of
stability and dynamics. This is reflected, for instance, in the delegation of legislation
competences, in the use of legal terms which are vague and need to be concretized, in
normative references to dynamically adapted technical standards, in rules allowing
for experimentation, in evaluation procedures or in other tools to ensure the capacity
to learn and develop.

66 More profoundly Mayer-Schönberger 2010, 1853, 1873 ff.
67 Point 4.1 of this chapter.
68 See Point 3. of this chapter.
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Last but not least, data protection law cannot be understood against the back-
ground of the traditional ideas of hierarchical law implementation or enforcement.
There are a number of general theoretical approaches aiming at superseding con-
cepts of central steering by more flexible concepts of law. From a political-science
point of view has been analyzed, how the substance of data protection law is made
concrete by the interactions among different actors—the legislative, executive and
judicial branches, data protection agencies, data users, data subjects.69 An appropri-
ate normative conception has to be responsive to the interplay of actors generating
and concretizing law whilst, at the same time, keeping the normative perspective.
All in all, data protection law proves to be a field of law in which new approaches
are required.

11.5 Outlook: Data Protection Law as a Central New Field
of Law

In sum, data protection law is a new, highly complex field of law in which a consid-
erable amount of elaboration must still be carried out regarding its subject matter, the
interests protected and appropriate concepts for regulation. Elaborating the law also
depends on insights from other disciplines, for example the social sciences, the tech-
nological sciences, or information science. All this makes studying data protection
law so exciting.
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Chapter 12
Forgetting About Consent. Why The Focus
Should Be On “Suitable Safeguards” in Data
Protection Law

Gabriela Zanfir

12.1 Introduction

When one reads the proposal for a data protection regulation (DPR) released by the
European Commission in 20121, one finds 56 references to the notion of “consent”
(including the Preamble). By comparison, Directive 95/462 (DPD—Data Protection
Directive) contains 12 such references. One explanation for the exponential growth
of the regulation of consent is the energy put in the last decade into analyzing if and
why consent is pivotal in data protection law in general3, what does freely given,
informed and unambiguous consent mean4 or whether consent is revocable5, just
to give a few examples. Despite of all the attention consent enjoyed from academia
and advisory bodies, the truth is that it represents just one of the six legal grounds
to process personal data (one of five for sensitive data)6. Moreover, as Kightlinger
showed, consent plays a limited role in the DPD’s treatment of the requirements
imposed on data controllers for data quality, fairness of processing or data security7.
For instance, the controllers have to comply with obligations such as the one to
inform the data subject pursuant to Article 10 and Article 11 of the DPD, regardless
of the legal basis for the data processing.

1 European Commission (2012b).
2 Directive 95/46 of the European Parliament and of the Council of 24 October 1995 on the protection
of individuals with regard to the processing of personal data and on the free movement of such data,
OJ L 281, (23 November 1995), 31-50.
3 See Article 29 Working Party (2011); Brownsword (2009); Bygrave and Schartum (2009); Feretti
(2012); Le Métayer and Monteleone (2009).
4 See Manson and O’Neill (2007); Whitely and Kanellopoulou (2010).
5 See Curren and Kaye (2010).
6 Article 29 Working Party (2011), supra in note 3, p. 34.
7 Kightlinger (2007–2008).
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Even in data protection’s most legitimizing provision as a fundamental right,
Article 8 of the Charter of Fundamental Rights of the European Union (the Charter),
consent is enshrined as an alternative for the bases of fair processing. Article 8(2)
of the Charter states that data must be processed “on the basis of the consent of the
person concerned or some other legitimate basis laid down by law”.

In addition, a significant part of the future data protection law in the European
Union makes no reference whatsoever to consent: the proposal for a Directive re-
garding data protection in criminal matters8 (the draft directive), also contained in
the data protection reform package issued by the European Commission.

While this paper does not aim to minimize the role of consent in the legal philos-
ophy of the informational self-determination, it proposes a more practical approach
to what efficient protection of personal data means. In the end, informational self-
determination can be considered as rooting in free will, which can be expressed by
consent, withdrawal of consent, action or inaction with regard to the processing of
personal data.

The first section of the article analyzes the status quo of consent in the Data
Protection Directive (12.2), with references to the improvements brought by the
DPR proposal, emphasizing the background value of consent as a legal basis for
processing data in the European Union. After embracing the fact that there is more
likely for data processing to happen under consent-free conditions than subject to
consent, the second section looks at the aims of data protection and explores the
ways to accomplish those aims (12.3). The final section will structure a possible
set of “suitable safeguards” to keep the data processing fair, based on the current
European data protection general legal framework, but also on the recent proposals
for future data protection legislation: rights of the data subject, purpose requirements
and accountability mechanisms (12.4). The conclusion (12.5) will show that the focus
in giving effect to data protection law should be on stronger rights for the data subject,
on clear purpose and time limitation related to it for data processing and on several
rights of the data subject and correlative obligations of the controllers and processors,
which are applicable regardless of the legal basis for the data processing.

12.2 The Status Quo of Consent in the Data Protection Directive

Pursuant toArticle 7 DPD, personal data may be processed only if the data subject has
unambiguously given his consent, or processing is necessary for the performance of a
contract to which the data subject is party, or processing is necessary for compliance
with a legal obligation to which the controller is subject, or processing is necessary
for the performance of a task carried out in the public interest or in the exercise of
official authority vested in the controller, or processing is necessary for the purposes
of the legitimate interests pursued by the controller or by the third party or parties
to whom the data are disclosed, except where such interests are overridden by the

8 European Commission, COM(2012) (2012a)
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interests for fundamental rights and freedoms of the data subject. This enumeration
means, in fact, that “most instances of processing will be able to be justified under
the criteria in paras b-f of the provision”,9 which do not include consent.

The number of “or”-s offered as an alternative for data processing based on consent
must be disappointing, prima facie, for all the data protection enthusiasts who link
informational self-determination primarily to the consent of the individual concerned.
They usually stumble upon the first enumerated criteria for lawful processing, a
fact that was translated in the doctrine by considering consent “a cornerstone”10 or
“pivotal”11 for data protection law.

When read carefully, Article 7 DPD reveals itself as allowing the processing
of personal data on almost any ground, a door opened gradually from exceptions
provided by law, to the “legitimate interests pursued by the controller”. The only
criterion offered for assessing the legitimacy of the interests is a balance between them
and the “interests for fundamental rights and freedoms” of the data subject, which
is quite an evasive criterion. The alternative prerequisites are formulated broadly,
thereby reducing significantly the extent to which data controllers are hostage to the
consent requirement in practice.12

12.2.1 The Unsettled Position of Consent

The attributes envisaged for consent in the Data Protection Directive—“freely given”,
“specific”, “informed and unambiguous” were subject to doctrinal debates13 and to
the intervention of the Article 29 Working Party.14

Even the authors who consider data processing consent a crucial component of
data protection law which gives effect to the goal it purports, admit that the way in
which it is currently devised in the law and its application provide an insufficient
protection for individuals and an inadequate safeguard for the values it aims to protect
vis-à-vis the realities of marketplace practices and economic interests.15 Moreover,
as Bygrave and Schartum explain, a large range of extra-legal factors undermines the
privacy interests that consent mechanisms are supposed to promote or embody, as
the degree of choice presupposed by these mechanisms will not often be present for

9 Bygrave (2002).
10 See Feretti (2012) (n 3) at 484; See Métayer and Monteleone (2009) (n 3) at 136.
11 See Manson and O’Neill (2007) (n 5) at 112; They are referring to the UK Data Protection
Act, which transposes the provisions of the Data Protection Directive, stating that the Act “assigns
individual consent a large, indeed pivotal role in controlling the lawful acquisition, possession and
use of personal information”; See also Brownsword (2009) (n 4) at 109.
12 See Bygrave (2002) (n 9) at 66.
13 See Le Métayer and Monteleone (2009) (n 3) at 139.
14 See Article 29 Working Party (2011) (n 3).
15 See Feretti (2012) (n 3) at 505.
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certain services or products, particularly offered by data controllers in a monopoly
or near-monopoly position.16

Taking into account consent is considered to “remain key to inform a properly
functioning policy for the enhancement of individual autonomy”17 and that its con-
crete mechanisms are, nevertheless, unclear, academics sought solutions to make
consent rules work properly. They proposed the insertion of “collective consent”18

in data protection law, or even “privacy agents”19 who are to handle other people’s
consent, besides solutions like removing the psychological barriers to provide con-
sent by providing comprehensive normative disclosure limits, making it explicit that
data subjects may always be allowed to refuse consent or withdraw it at a later stage
without negative consequences or strings attached.20

In the DPR proposal, the European Commission clarifies most of the concerns
regarding the conditions for valid consent, while distributing it, in a form or another,
throughout the whole act as a sign of strengthening the position of the data subject
with regard to data processing, even if, de facto, its role is still an alternative to other
forms of lawful processing.

12.2.2 The Reply of the DPR Proposal

The proposal for a Data Protection Regulation has been received extremely different
by privacy specialists. While some see it as failing to provide either significant legal
certainty or simplification, adding administrative burden and leaving a substantial
risk of fragmentation,21 others see it as a “cause for celebration for human rights”,22

considering that “once finalized the new instrument is expected to affect the way
Europeans work and live together”.23 Surprisingly, though, both extreme approaches
agree on one point: the provisions for consent have been significantly improved.

The skeptics underline that the draft regulation “helpfully removes the unnec-
essary and confusing distinction between explicit consent and other consent (see
Articles 8 and 7 of the DPD, respectively)”,24 while the others also consider that the

16 See Bygrave and Schartum (2009) (n 4) at 160. In line with their idea, Feretti (2012) (n 4)
at 488, also makes a point from underlying that “the inclusion of data processing consent in the
general terms and conditions of sale or services can be a common, yet subtle or elusive, method of
obtaining consumer consent notwithstanding whether a transaction occurs online and irrespective
of the opt-in/opt-out dichotomy”.
17 See Feretti (2012) (n 3) at 500.
18 See Bygrave and Schartum (2009) (n 3) at p. 170.
19 See Le Métayer and Monteleone (2009) (n 3) at pp. 140–142.
20 See Feretti (2012) (n 3) at p. 501.
21 Traung (2012).
22 de Hert and Papakonstantinou (2012).
23 de Hert and Papakonstantinou (2012), p. 131.
24 See Traung (2012) (n 21) at p. 38.
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Commission substantially reinforced the individual consent requirement, enhancing
its definition by means of requiring explicit consent.25

Thus, the new definition of consent is considered clarifying, especially if read
in conjunction with Recital 25 of the draft regulation.26 According to Article 4(8)
of the DPR proposal, “the data subject’s consent means any freely given specific,
informed and explicit indication of his or her wishes by which the data subject, either
by a statement or by a clear affirmative action, signifies agreement to personal data
relating to them being processed”.

Consent is again enumerated as one of the six bases for lawful data processing in
Article 6(1), point a), of the draft regulation, which proposes an interesting addition
by declaring that consent is such a lawful basis if it is given “for one or more specific
purposes”.

One of the most important innovations of the draft regulation are the clear con-
ditions for consent in Article 7, as it introduces procedural provisions regarding the
proof of the data subject’s consent—the burden of proof rests on the controller, the
explicit option of the data subject to withdraw consent and rules intended to counter-
balance the power positions held by some controllers, such as employers. Hence,
consent shall not provide a legal basis for the processing, where there is a significant
imbalance between the position of the data subject and the controller. All of these im-
provements regarding the conditions for consent are responses to the critiques of the
provisions in the DPD.27 However, there are already concerns regarding the entering
into force of Article 7 as it is currently drafted, exactly because the requirements
towards data processors appear to be quite demanding.28

But what is indeed remarkable regarding consent in the DPR proposal is its
widespread echo throughout the whole draft. While the DPD only specifically refers
to consent inArticle 2—its definition, Article 7—lawful processing basis, Article 8—
sensitive data and Article 26—derogation rules for data transfers to third countries
without an adequate level of protection, the draft regulation introduces a panoply of
functions for consent individually or for processing pursuant to consent, with regard

25 See de Hert and Papakonstantinou (2012) (n 22) at p. 135.
26 Recital 25 specifically states that silence or inactivity should not constitute consent and that
consent is considered as being explicitly given either by a statement or by a clear affirmative action
by the data subject, ensuring that individuals are aware that they give their consent to the processing
of personal data, including by ticking a box when visiting an Internet website or by any other
statement or conduct which clearly indicates in this context the data subject’s acceptance of the
proposed processing of their personal data.
27 Even the European Commission criticized the effects in practice produced by the wording of the
Data Protection Directive regarding consent, in a 2011 report: “(. . .) these conditions are currently
interpreted differently in Member States, ranging from a general requirement of written consent
to the acceptance of implicit consent. Moreover, in the online environment—given the opacity
of privacy policies—it is often more difficult for individuals to be aware of their rights and give
informed consent. This is even more complicated by the fact that, in some cases, it is not even clear
what would constitute freely given, specific and informed consent to data processing, such as in the
case of behavioural advertising, where internet browser settings are considered by some, but not by
others, to deliver the user’s consent”. See European Commission. COM(2010) 609.
28 See de Hert and Papakonstantinou (2012) (n 22) at p. 136.
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to the processing of personal data of a child (Article 8), the right to be forgotten
(Article 17), the right to data portability (Article 18), measures based on profile
(Article 20) and processing for historical, statistical and scientific research papers
(Article 83). However, perhaps the most intense effect given to consent in data
protection law is the administrative sanction provided by Article 79(6)(a), according
to which “the supervisory authority shall impose a fine up to 1,000,000 EUR or, in
case of an enterprise up to 2 % of its annual worldwide turnover, to anyone who,
intentionally or negligently (. . .) does not comply with the conditions for consent
pursuant to Articles 6, 7 and 8”.

As a preliminary conclusion, the draft regulation is generous with consent rules.
However, consent still represents only one of the six justifications that allow personal
data to be processed. In addition, where consent is mentioned in other provisions
of the DPR proposal, it also has the nature of an “alternative”. Now that the vast
majority of concerns regarding consent were met by the draft regulation, it is time
for data protection law to find a practical pivotal concept, or cornerstone, which must
be directly linked to the object of the right to personal data protection.

12.2.3 Putting Data Processing Based on Consent in Context

Profiling has been defined as “the process of discovering correlations between data
in databases that can be used to identify and represent a human or nonhuman subject
(individual or group) and/or the application of profiles (sets of correlated data) to
individuate and represent a subject or to identify a subject as a member of a group or
category”.29 Thus, gathering of data is quintessential for profiling. This procedure
is one of the main concerns of privacy advocates nowadays.30 To meet this concern,
the DPR proposal makes a specific reference to “profiling” in Article 20, building on
Article 15 DPD, which regulates “automated individuals decisions”.

Recital 58 of the Preamble in the DPR proposal explains the conditions under
which this special kind of data processing is lawful:

Every natural person should have the right not to be subject to a measure which is based
on profiling by means of automated processing. However, such measure should be allowed
when expressly authorized by law, carried out in the course of entering or performance of a
contract, or when the data subject has given his consent. In any case, such processing should
be subject to suitable safeguards, including specific information of the data subject and the
right to obtain human intervention and that such measure should not concern a child.

The extrapolation of these rules to data processing in general explains in a few words
the philosophy of data protection law: every natural person should have the right
not to be subject to processing of personal data, unless such processing has a lawful
basis—which can be a legal provision, consent or other specific condition stipulated
by data protection law, and unless the processing is subject to “suitable safeguards”.

29 Hildebrandt (2008a, p. 19).
30 See, for instance, Zarsky (2010, pp. 53–75); Hildebrandt (2008b).
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This means that irrespective of which is the lawful basis for data processing, it must
be clear that the individual has some degree of control, pursuant to his or her right to
informational self-determination, upon the processing of personal data and that the
processing must comply with specific, explicit safeguards so that the fundamental
rights of the individual are observed.

For instance, Kightlinger, one of the most vehement critics of consent in Euro-
pean data protection law, argues that under the DPD, the informed consent is never
sufficient to ensure that a website operator (he might as well refer to any other type
of controller) may collect and use the person’s personally identifiable information31

lawfully and that, as far as the transfer of personal data to third countries is concerned,
the consent of the individual plays no role.32 This happens because the Directive im-
poses “a panoply of obligations” on operators that have little or nothing to do with
a person’s consent, including the duty to obtain a license from a DPA, to satisfy the
data quality principles, to grant to individuals access to processed data, or to provide
information to the individual prior to the processing.33 He concludes that consent
can safely take a “back seat”, because it is the job of data protection authorities,
not the individual, to protect privacy of personally identifiable information from
threats posed by data controllers and possibly from the negative consequences of the
individual’s own consensual decisions.34

While it is true that data protection authorities (DPAs) play an important part in
making sure that the data protection provisions are complied with, the supposition
that only DPAs are in charge is erroneous. The most obvious counterarguments are
the legal remedies and liability rules in Articles 22 and 23 DPD which allow actions
for damages in national courts “as a result of an unlawful processing operation or of
any act incompatible with the national provisions adopted pursuant to this Directive”.
Hence, the individual also has an important part in making sure that controllers are
engaged in lawful processing operations.35 In addition, the individual has a few
“weapons” accorded to him by data protection law: the rights to intervene directly
in the process of processing. So, why shouldn’t the focus be on “sharpening” those
rights?

Another critique of the central position of consent in conceptualizing data protec-
tion can be derived from the idea that, especially in the online world, the reliance on
consent for the processing of personal data or the carrying out of an action that would

31 In the American legal system, personal data is often regarded as personally identifiable informa-
tion. However, the Consumers’ Privacy Bill of Rights released in 2012 by the White House opts for
the expression “personal data”; see in this regard, Zanfir (2012).
32 See Kightlinger (2007–2008) (n 7) at p. 21.
33 Kightlinger (2007–2008) at. p. 20.
34 Kightlinger (2007–2008) at p. 29.
35 For instance, in a famous case in Romanian courts, an individual received a 10,000 EUR com-
pensation for moral damages, caused by the publication of details regarding his health condition
on the website of the Municipality of Sector 1 of Bucharest as a justification for the individual
receiving a public transportation free pass; he based his allegations on the provisions of Law No.
677/2001 which transposes into national law the Data Protection Directive; (See Jud. sect. 1 Bucureş
ti, sentinţa civilǎ din 16.03.2009, irevocabilǎ).
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otherwise constitute a violation to the privacy of the data subject does not always
safeguard protection of his privacy.36 For instance, it was revealed that, in practice,
only a fraction of internet users read the privacy notices that precede the collection
of their informed consent.37 As Brownsword argued, such consents are “reduced to
a bureaucratic process, where the collection of informed consent is carried out in a
casual way, and where we succumb to the temptation to make use of consent as a lazy
justification”.38 A probable antidote to the “lazy justification” reality would be, as
Kosta construed, asking data controllers to justify their actions not only on the basis
of the consent of their users, but also stroking a balance between the controllers’
legitimate interests and “the right of the users”.39

Last, taking into account also that even when data processing is based on consent
problems appear in practice, in the sense that “not only consent may be implied or
data processed on the basis of opt-out practices, but it may also be traded for perceived
immediate economic advantages, or it may be taken contractually or as part of the
general terms and conditions of a contract”,40 and that currently “information is
automatically processed to an extent not dreamed of when the need for data protection
law was first accepted”,41 the next section will look into the object of the right to
the protection of personal data with the purpose of identifying safeguards suitable to
comply with this right.

12.3 The Object of the Right to the Protection of Personal Data

The right to the protection of personal data has been recognized as such in Article
8 of the Charter after a 30 years history of regulating data protection in Europe.42

It became clear that, at least in the European Union, this right protects something
distinct than private life, as Article 7 of the same Charter expressly protects private
life. Having two provisions that share an identical object is illogical. Therefore, what
does the right to the protection of personal data protect?

A good way to answer the question is to first categorize the substances of the two
rights envisaged. A valuable approach is to see them in terms of “opacity tools” vs.
“transparency tools”.43 Opacity tools protect individuals, their liberty and autonomy
against state interference and also against interference from other private actors,
this being an accurate description of the legal effects of the right to private life

36 Kosta (2011, p. 315).
37 Van Alsenoy et al. (2012, p. 31).
38 Brownsword (2004).
39 Kosta (2011) (n 36) at p. 315.
40 See Feretti (2012) (n 3) at p. 476.
41 See Brownsword (2009) (n 3) at p. 99.
42 For the beginning of data protection regulation in Europe, see Hondius (1975). For the
generational evolution of data protection laws in Europe, see Mayer-Schönberger (1998).
43 Gutwirth and de Hert (2008).
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enshrined in Article 7 of the Charter.44 Transparency tools limit state powers by
devising legal means of control of these powers by the citizens, by controlling bodies
or organizations and by the other state powers, which is what Article 8 of the Charter
does by organizing the channeling, control and restraint of the processing of personal
data.45

Following the same line of reasoning, Gomes de Andrade showed that the main
difference between the right to privacy and the right to data protection is that the first
one is substantive and the other one is procedural. “Substantive rights are created to
ensure the protection and promotion of interests that the human individual and society
consider important to defend and uphold. Procedural rights operate at a different
level, setting the rules, methods and conditions through which substantive rights are
effectively enforced and protected”.46 Therefore, even if the enactment of the first
data protection rules can be considered a consequence of the affirmation of the right
to private life, conceived at the beginning in a narrow understanding, data protection
“gradually overflowed this context and assumed a role vis-à-vis all the freedoms
enshrined in the European Convention on Human Rights”.47 Data protection, as such,
“does not directly represent any value or interest per se, it prescribes the procedures
and methods for pursuing the respect of values embodied in other rights—such as
the right to privacy, identity, freedom of information, security, freedom of religion,
etc.”48 These are the grounds for data protection to be considered “a catch-all term
for a series of ideas with regard to the processing of personal data; by applying
these ideas, governments try to reconcile fundamental but conflicting values such
as privacy, free flow of information, the need for government surveillance, applying
taxes, etc”.49

It was acknowledged in the literature that the objective of the data protection
regulation in general is to protect individual citizens against unjustified collection,
storage, use and dissemination of their personal details.50 Hence, data protection is
pragmatic: it assumes that private and public actors need to be able to use personal
information, as it is often necessary for societal reasons.51

To answer the question raised earlier, the right to the protection of personal data
has as object, just as its name clearly suggests, the protection itself of the personal
data being processed, and not private life in general or personal data in particular.
As uncommon a right that protects a protection sounds, there could be no other
way to better express the procedural nature of such a right. It indeed encompasses

44 Gutwirth and de Hert (2008, pp. 276–278).
45 Gutwirth and de Hert (2008, pp. 276–278).
46 Gomes de Andrade (2012, p. 125).
47 Poullet (2008, p. 41).
48 Gomes de Andrade (2012) (n 76) at p. 125.
49 de Hert and Gutwirth (2009, pp. 3–44).
50 Hustinx (2005, p. 62).
51 See de Hert and Gutwirth (n 49) at 3.
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mechanisms of protection: principles for lawful and fair processing, “interventional”
rights of the data subject, data quality rules and accountability rules.

As a preliminary conclusion, the right to data protection, in fact, assumes the
inherent nature of processing personal information in the modern society. It is not
its purpose per se to preclude such processing or to give an absolute right to the
individual to object by means of his or her consent to the processing of personal
data. Its object is to provide mechanisms of protection or “suitable safeguards” for
individuals with regard to the processing of their data. Section 12.4 of this paper will
have a look into which are the categories of “suitable safeguards” in data protection
law, calling for a deeper analysis of their legal background and an enhanced attention
to their future development.

12.4 A New “Cornerstone” for Data Protection Law:
The Suitable Safeguards

In order for its protection to be effective, the content of a subjective right, which
represents “a prerogative or a bundle of prerogatives”52 accorded to the subject of
the right, must be appropriate for safeguarding the object. The previous section
contributed to the identification of the object of the right to the protection of personal
data and this section identifies the bundle of prerogatives accorded to the data subject,
which are veritable safeguards suited to the protection of personal data—“suitable
safeguards”.

The most concise and encompassing provision in EU positive law with regard to
the protection of personal data is Article 8 of the Charter. Hence, it is sensible to start
the search for “suitable safeguards” with this provision, even though most of them
were developed since the first enactment of data protection laws in Europe.53 The
second paragraph of Article 8 provides that personal data “must be processed fairly
for specified purposes and on the basis of the consent of the person concerned or
some other legitimate basis laid down by law. Everyone has the right of access to data
which has been collected concerning him or her, and the right to have it rectified”.

The first point to be made is that, even though the bases for lawful processing are
mentioned in Article 8(2), they should not be included in the category of “suitable
safeguards” in the sense analyzed by this paper. They represent more than suitable
safeguards, as they allow the processing itself, while the safeguards are the bundle of
prerogatives accorded to the data subject so that the procedural object of protecting

52 Dabin (2007, p. 168).
53 See generally Nugter (1990). The volume analyzes some of the first data protection laws in
Europe – Bundesdatenschutzgesetz (Germany, 1977), Loi relatif a l’informatique, aux fichiers et
aux libertes (France, 1978), Data Protection Act (UK, 1984) and Wet Persoonsregistraties (The
Netherlands, 1989), all of them containing provisions with regard to the specific rights of the data
subjects and correlative obligations of the data processors. Information and access rights were
omnipresent, while the first European data protection laws contained some variations of the right
to object, the right to erasure and the right to correction.
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personal data is protected itself. Therefore, pursuant to paragraph 2 of Article 8, the
suitable safeguards must first be looked for in the rights of the data subject, on one
hand, and in the principles for fair processing and purpose requirements, on the other
hand.

The rights of the data subject are already systemized and structured in a well
delimited set of prerogatives, and each of them is important for the realization of
data protection.

With regard to the principles of fair processing and purpose requirements, it must
be observed that Article 6 DPD—under the “Principles relating to data quality”
section, is built around the concept of purpose limitation. The only paragraph of
Article 6 DPD which does not expressly mention “purpose” is paragraph 1(a), which
is a general provision, merely requiring the data processing to be lawful and fair.
Thus, purpose requirements are functional and central for fair processing, and they
can be converted in a palpable prerogative.

Article 8(3) of the Charter states that “compliance with these rules shall be subject
to control by an independent authority”. Thus, it refers to a form of accountability.
However, accountability in data protection is more complex than the mere control of
the data protection authorities. Such a fundamental provision indicates, nevertheless,
that accountability plays an important part in the protection of personal data, beyond
the general accountability of the “debtors” of correlative obligations stemming from
the rights in the Charter. As such, the Charter itself provides a further incarnation
of accountability in general in Article 47, which states that everyone whose rights
and freedoms guaranteed by the law of the Union are violated “has the right to
an effective remedy before a tribunal”. The importance of accountability in data
protection is highlighted by its extensive regulation in the DPD, under the chapter of
“judicial remedies, liability and sanctions”, which is further developed and structured
in the DPR proposal.

Taking all these considerations into account, the “suitable safeguards” encom-
passed by the right to the protection of personal data can be structured as such:
the rights of the data subject (12.4.1), the purpose requirements (12.4.2) and the
mechanisms of accountability (12.4.3). Each of them will be briefly discussed.

12.4.1 Rights of the Data Subject

A core principle of data protection laws in general is that persons should be able to
participate in, and have a measure of influence over, the processing of data on them
by other individuals or organizations.54 One of the outcomes of this principle are
the consent rules, which were found in the previous sections as being limited with
regard to the self-determination of the data subject. However, “the Directive insists
on the participation of data subjects even where their consent is not needed”,55 and

54 See Bygrave (2002) (n 9) at 63.
55 Simitis (1997, p. 130).
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it does so by enforcing a set of specific rights: the right to be informed (Articles 10
and 11), the right to access the processed data and to receive a copy of them (Article
12(a)), the right to object to data processing (Article 14), the right not to be subject
to fully automated decisions based on data processing (Article 15), the right to have
the data rectified, erased or blocked (Article 12(b)),56 to which the right to a judicial
remedy (Article 22) can be added, although it is more strongly connected with the
accountability of the controller.57

It has been noted that the purpose of these rights is “to permit the persons con-
cerned to follow and correct processing”.58 Thus, the rights of the data subject are
prerogatives which allow the individual to control the way in which his or her per-
sonal data are processed, regardless of the legal basis of the processing. Nevertheless,
except for the right to a judicial remedy, all of these prerogatives are subject to certain
limitations.59

Previous literature shows that “the Commission in its draft Regulation has taken
bold steps for the improvement of the data subjects’ position in contemporary per-
sonal data processing conditions”60 and that the main achievement to this end is
that their rights “have been strengthened and data controllers’ obligations have been
increased respectively”.61 Despite of the enhancement of the provisions regarding
the rights of the data subject, these particular safeguards need to be further clarified
with regard to their scope and their restrictions.

The DPR proposal contains a chapter dedicated to the “Rights of the data subject”
(Chapter 3), which further details and enhances the already existing rights and adds
the right to be forgotten and the right to data portability in the panoply of data
protection rights. However, none of the two are completely new to data protection
law, as both have roots in the DPD, within the right to erasure and the right to receive
a copy of the processed data respectively. According to the first draft report on the
DPR proposal of the Committee on Civil Liberties, Justice and Home Affairs62 of
the European Parliament, Article 18 is proposed for deletion and its content is moved
under Article 15—“the right to access”.

The DPR proposal introduces in Article 12 rules regarding the procedures and
mechanisms for exercising the rights of the data subject, including means for elec-
tronic requests, requiring response to the data subject’s request within a defined

56 For a comprehensive analysis of these rights enshrined in the DPD and also in Directive 2002/58
on privacy and electronic communications, see Korff (2005, pp. 71–144).
57 For instance, the Romanian law transposing Directive 95/46, Law no. 677/2001 for the protection
of persons with regard to the processing of personal data and the free movement of such data,
enshrines in art. 18 “The right to a judicial remedy”, under Chapter IV – “The rights of the data
subject in the context of personal data processing”.
58 See Simitis (1997) (n 55) at 131.
59 See Articles 13(1), 14(a) and 15(2) DPD.
60 See de Hert and Papakonstantinou (2012) (n 22) at 141–142.
61 See de Hert and Papakonstantinou (2012).
62 Committee on Civil Liberties, Justice and Home Affairs (2012).
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deadline, and the motivation of refusals.63 While such specific rules are welcomed,
paragraph 3 of this article hampers the efficiency of the rights of the data subject, as
it specifically allows the controller to refuse to take action on the request of the data
subject, as long as the data subject is informed of the reasons for refusal and on the
possibilities for a judicial or administrative remedy.

The rights of the data subject are systemized in the draft Regulation in three
categories: (1) information and access (the right of the data subject to be informed—
Article 14, and the right of access to data—Article 15), (2) rectification and erasure
(the right to rectification—Article 16, the right to be forgotten and to erasure64—
Article 17, the right to data portability65—Article 18) and (3) the right to object and
profiling (the general right to object—Article 19, and the right not to be subject to
profiling—Article 20).

While the strengthening of the rights of the data subject has been one of the
main data protection reform themes, on a closer look their proposed provisions lead
to uncertainty and often limit the scope of the rights. For instance, it is true that
the right of the data subject to be informed contains, due to the draft regulation, a
more consistent set of compulsory details to be provided by the controller to the data
subject. However, Article 14(5) provides that this right shall not apply where the data
are not collected from the data subject and the provision of such information proves
impossible or would involve a disproportionate effort. Similarly, Article 14(5)(c)
limits the scope of the right to be informed by excluding from its application the
situation of indirect collection of data where it is expressly laid down by law, without
requiring further safeguards.

These specifications considerably soften the “teeth” of the provision, as nowadays
the cases in which data are collected from other sources than the data subject are
numerous. By contrast, the DPD contained a specific provision which covered the
information of the data subject when the data were indirectly collected. While the
first limitation is also present inArticle 11(2) DPD, it is made clear there that it should
apply in particular for processing of data for statistical or research purposes. Perhaps
the biggest difference between the current provision and the proposed one is the
moment of making the information available to the data subject. While Article 11(1)
DPD states that the information must be made available “at the time of undertaking
the recording of personal data”, Article 14(4)(b) of the DPR proposal provides that
the information can also be made “within a reasonable period after the collection”.
This provision obviously hampers the lawful processing of personal data based on
consent, when the data is not collected directly from the data subject.66

63 See para. 3.4.3.1. from the Explanatory Memorandum of the DPR Proposal.
64 For a critique of the provision of a right to be forgotten in the data protection reform package see
Rosen (2012); See also Ausloos (2012, pp. 143–152); Koops (2012).
65 For an introductory study about the right to data portability as it is enshrined in the DPR proposal,
see Zanfir (2012, pp. 149–163); for a critique of the right to data portability see Swire and Lagos
(2013).
66 For instance, such a situation can easily be imagined in the context of database transactions
between data brokers. See Singer (2012).
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Another problem of the rights provisions in the DPR proposal is the use of sub-
jective, unclear, criteria for assessing their proper application, such as “the essence
of the right to the protection of personal data”,67 “structured and commonly used
format”68 or the “reasonable period” previously mentioned.

The European Data Protection Supervisor (EDPS) formally criticized in its Opin-
ion on the data protection reform package the approach taken by the Commission
with regard to the restrictions of the rights of the data subject. The EDPS considers
that the scope of possible restrictions has been considerably expanded in compar-
ison to what is currently provided in Article 13 DPD, as all the rights of the data
subject can now be restricted due to Article 21 DPR proposal, including the right
to object and the measures based on profiling.69 For instance, the EDPS called for
restricting the use of the public interest exemption to clearly identified and limited
circumstances including criminal offences or economic financial interests.70

The effectiveness of the rights of the data subject is without a doubt a suitable
safeguard for fair data processing, the more so as the proposal of a Directive for data
protection in criminal matters also provides for a similar set of rights, adapted to
the sensitive area of its general scope. The draft Directive recognizes the rights to
information, access, rectification, erasure and restriction of processing71 and it also
makes a reference to profiling measures.72

12.4.2 Purpose Requirements

Purpose requirements are of paramount importance for processing personal data, as
the purpose for processing data is equivalent to a guiding force of the whole “process
of processing”. Four of the five principles related to data quality enshrined inArticle 6
DPD revolve around the purpose of the processing.73 In addition, the legal definition
of “controller” has as point of reference the purpose of the processing.74

One of the unanimously recognized data protection principles is the principle of
purpose specification. It is considered to be a cluster of three principles: the purposes

67 Article 17(3)(d) of the DPR proposal.
68 Article 18(1) of the DPR proposal.
69 Opinion of the European Data Protection Supervisor (2012), para. 160.
70 Opinion of the European Data Protection Supervisor (2012), para. 159.
71 Articles 11 to 16 of the proposal for a Directive on the protection of individuals with regard to the
processing of personal data by competent authorities for the purposes of prevention, investigation,
detection or prosecution of criminal offences or the execution of criminal penalties, and the free
movement of such data.
72 Article 9 of the draft Directive.
73 Article 6(1)(b), (c), (d), (e) of the Data Protection Directive.
74 According toArticle 2(d), (d) “‘controller’shall mean the natural or legal person, public authority,
agency or any other body which alone or jointly with others determines the purposes and means of
the processing of personal data”.
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for which data are collected shall be specified/defined; these purposes shall be law-
ful/legitimate; and the purposes for which the data are further processed shall not be
incompatible with the purposes for which the data are first collected.75 Moreover,
the obligation to connect the processing to a particular purpose predeterminates the
selection of the data and confines their use.76

The data protection reform package confirms the pivotal role of purpose specifi-
cation and purpose limitation in data protection law. Both the draft regulation and the
draft directive provide that personal data must be “collected for specified, explicit
and legitimate purposes and not further processed in a way incompatible with those
purposes”.77

Other common rules are that the processed data must be adequate, relevant, and
not excessive in relation to the purposes for which they are processed and that all the
reasonable steps must be taken to ensure that the personal data are inaccurate, having
regard to the purpose of the processing.78 The draft regulation adds a very important
condition, a proportionality rule, which circumscribes the material scope of lawful
data processing by establishing that personal data shall only be processed if, and as
long as, the purposes could not be fulfilled by processing information that does not
involve personal data.79 Moreover, the rule of lawful processing pursuant consent in
Article 6(1)(a) is directly linked to the “specific purposes” of the data processing.

Another essential requirement related to the processing purpose is that data must
be kept in a form which permits identification of data subjects for no longer than is
necessary for the purposes for which the personal data are processed.80

All of these requirements are currently enshrined in Article 6 DPD, except the
express proportionality rule. According to the EDPS, the effectiveness of the purpose
limitation principle depends on (1) the interpretation of the notion of ‘compatible use’
and (2) the possible derogations to the purpose limitation principle, in other words,
the possibilities and conditions for incompatible use.81 Hence, the EDPS calls for
additional precision in the proposed Regulation.82

Another key issue is the interpretation of “specified”, “explicit” and “legitimate”
purpose, taking into account that the three conditions are cumulative. Interpreting
these conditions stricto sensu is vital for the efficiency of the purpose requirements.
For instance, a general purpose such as “public interest” must not be considered
as fulfilling the “explicit” requirement. From this point of view, the position taken
by the Commission in recital 44 of the draft proposal is subject to critique, as it
specifically allows political parties to “compile data on people’s political opinions”

75 See Bygrave (2002) (n 9) at 61.
76 See Simitis (1997) (n 55) at 129.
77 Article 5(b) of the draft regulation and Article 4(b) of the draft directive.
78 Article 5(c), (d) of the draft regulation and Article 4(c), (d) of the draft directive.
79 Article 5(c) of the draft regulation, second thesis.
80 Article 5(e) of the draft regulation and Article 4(e) of the draft directive.
81 EDPS Opinion (n 58), para. 116.
82 EDPS Opinion (n 58), para. 117.



252 G. Zanfir

for “reasons of public interest”, if the “operation of the democratic system requires
so” in a Member State. It is difficult to find a valid argument which legitimizes a
database of political partisans necessary for the operation of the democratic system.

A criterion for the “explicit” requirement could be that the purpose of the process-
ing should allow the quantitative assessment in time of the data processing.83 As for
the meaning of “legitimate”, previous literature underlined that this notion “denotes
a criterion of social acceptability, such that personal data should only be processed
for purposes that do not run counter to predominant social mores”.84

12.4.3 Mechanisms of Accountability

The draft regulation introduces expressly a principle of accountability in Article 5(f),
stating that personal data must be “processed under the responsibility and liability of
the controller, who shall ensure and demonstrate for each processing operation the
compliance with the provisions of this Regulation”. A similar provision is enshrined
in the draft directive, in Article 4(f). However, even though such a principle was
not expressly recognized in the DPD, certain provisions, such as the ones related to
the judicial remedies and the control competences of the data protection authorities,
indicated a certain degree of accountability of the controllers. Moreover, Article 6(2)
DPD states that “it shall be for the controller to ensure that paragraph 1 is complied
with”, which can be seen as an approximate definition of accountability, as paragraph
1 contained all the principles relating to data quality.

It has been shown that, in broad terms, a principle of accountability would place
upon data controllers the burden of implementing within their organizations spe-
cific measures in order to ensure that data protection requirements are met.85 At
the same time, from the data subject’s point of view, a principle of accountability
would enable her to efficiently protect her right to data protection in front of or even
against the competent authorities.86 Hence, accountability translates into two types
of mechanisms.

On the one hand, such mechanisms include anything from the introduction of
a Data Protection Officer to implementing Data Protection Impact Assessments or
employing a Privacy by Design system architecture.87 On the other hand, they include

83 For instance, personal data related to the students of a University are processed with the purpose
of keeping track of their academic results; hence, the period of time needed for this processing
equals to the period of the students’ enrollment. If all or some of their personal data need to be
processed for statistical purposes after this period, the legal safeguards for this situation must be
observed.
84 See Bygrave (2002) (n 9) at 61.
85 See de Hert and Papakonstantinou (2012) (n 22) at 134.
86 de Hert and Papakonstantinou (2012).
87 de Hert and Papakonstantinou (2012).
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rules regarding remedies, liability and sanctions. Articles 22, 23, and 24 of the DPD
have been consistently developed both in the draft regulation and the draft directive.88

The DPR proposal excels in expressly providing procedural rights for the data
subject: the right to lodge a complaint with a supervisory authority (Article 73)—
which is also extended to any body, organization or association which aims to protect
data subjects’ rights, the right to a judicial remedy against a supervisory authority—
which is provided also for legal persons89 (Article 74), the right to a judicial remedy
against a controller or processor (Article 75), the right to compensation and liability
(Article 77), and even common rules for court proceedings90 (Article 76).

Also, the administrative sanctions provided for in the draft regulation are severe.
Article 79 provides that each supervisory authority shall be empowered to impose
administrative sanctions, which can amount up to one 1 million EUR or, in case of an
enterprise, up to 2 % of its annual worldwide turnover. As a general rule, pursuant to
Article 79(2), the administrative sanction shall be in each individual case “effective,
proportionate and dissuasive”, a formula which will need further clarification.

This particular safeguard needs attention taking into account at least the fact
that the administrative sanctions as provided for in the draft regulation have four
thresholds—from a warning in written to the 1 million EUR fine, each threshold
having its conditions, which amount in the case of the most serious one to 15 different
hypotheses (Article 79(6) from (a) to (o)). Thus, accountability of the controller is
taken very seriously in the future of data protection law in Europe.

12.5 Conclusion

This article explored a conclusion drawn from a “sketch” of the legal philosophy
of data protection: every natural person should have the right not to be subject to
processing of personal data, unless such processing has a lawful basis—which can
be a legal provision, consent or other specific condition stipulated by data protection
law, and unless the processing is subject to “suitable safeguards”. Thus, it put consent
rules into context and highlighted in section 12.2 that while they are an important
part of data protection law, focusing on them is not productive for the achievement of
the goal of the right to the protection of personal data, which has a highly procedural
object. Instead, the focus should be on a set of rules that apply to all the types of
data processing flowing from the six lawful bases recognized by data protection law
and also to both spheres recognized in EU for the general data protection rules (the
general framework and the criminal matters sphere).

88 See Articles 50 to 55 from the draft directive.
89 This provision must refer to legal persons in their controller or representative of a controller
capacity, as the DPR proposal makes it very clear that its provisions only apply to natural persons.
90 Since the Treaty of Amsterdam, an explicit base for harmonization of civil procedural law is to
be found in Article 65 of the EC Treaty (currently Article 81 TFEU); See Eliantonio (2009).
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Section 12.3 clarified what the object of the right to the protection of personal
data is, in order to identify the suitable safeguards which match the achievement of
its goal. It found that this right assumes the inherent nature of processing personal
information in the modern society and that it is not its purpose per se to preclude
such processing or to give an absolute right to the individual to object by means of
his or her consent to the processing of personal data. In fact, its object is to provide
mechanisms of protection or “suitable safeguards” for individuals with regard to the
processing of their personal data: it “protects the protection of personal data”. This
paper aimed at correlating the object of the right to the protection of personal data
to its content.

The last section identified three types of “suitable safeguards”, the bundle of
prerogatives that constitute what it was identified as the content of the right to the
protection of personal data, that need equal attention from lawmakers and privacy
professionals and that need to be further developed and clarified: the rights of the data
subject, the purpose requirements and the accountability mechanisms. Each of them
enjoys broad improvements in the EU’s data protection reform package. However,
section 12.4 showed that they are far from being clear and that they need further
systematization and development.

After making a thorough analysis of consent in data protection law in her thesis,
one of the conclusions Kosta reached was that “the role of consent in this era is
reduced, as the control of the individual over his personal information is overcome by
the facilitation of everyday activities in electronic communications and especially the
internet, to the extent that the privacy of the individual is not infringed”.91 If we accept
that the role of consent in data protection is reduced, then the right to the protection
of personal data needs, both in theory and in practice, to rely on other specific and
well defined prerogatives of the data subject so that its purpose is achieved. The
proposal of considering a systematization of these prerogatives under the concept of
“suitable safeguards” is one possible solution of this problem, a solution which could
also contribute to a functional redress system92 for data protection in the European
Union.
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Chapter 13
“All my mates have got it, so it must be okay”:
Constructing a Richer Understanding of Privacy
Concerns—An Exploratory Focus Group Study

Anthony Morton

13.1 Introduction

In a 2010 UK survey1, 76.4 % of respondents were either very concerned or some-
what concerned about their privacy while using the Internet. In the same survey,
44 % had experienced an invasion of their privacy2 very frequently or somewhat
frequently. A 2011 survey by the European Commission on attitudes towards data
protection and electronic identity found that although three out of four respondents
accepted the need to provide personal information as part of everyday life, 70 %
were concerned about how organisations use their personal information, believing
they had “only partial, if any, control of their own data”.3 Although privacy surveys
have attracted some criticism4, they highlight a genuine concern amongst people
of the impact of technology-underpinned services on their privacy. This concern is
not misplaced. In the last five years, services as diverse as street-level mapping5,
smartphones and smartphone applications6, video-gaming7, social networking8,
targeted advertising9 and peer-to-peer file-sharing10 have attracted adverse publicity

1 Coles-Kemp et al. 2010.
2 For this survey question, an invasion of privacy included offline intrusions, e.g. unsolicited
telephone calls, in addition to online intrusions, e.g. e-mails.
3 European Commission (EUROPA) 2011.
4 Harper and Singleton 2001.
5 Barnett 2008; BBC 2008; Mills 2007.
6 Sarno 2010; Panzarino 2011; Leavitt 2011.
7 Quinn and Arthur 2011.
8 BBC 2010, 2011.
9 Fiveash 2007; Ashford 2011.
10 Mennecke 2007; NBC 2009; Federal Trade Commission 2010.
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or criticism, for collecting or leaking personal information. Such services, although
offering benefits such as easier navigation and travel, entertainment, social contact,
relevant advertising and access to media content, may explicitly request personal
information, collect it covertly or accidentally11, or distribute it without the user’s
knowledge.12

Investigation of an individual’s privacy concerns has traditionally focused on
their general level of privacy concern, or their perception of organisations’ collec-
tion, use, management, control and securing of personal information, by asking them
to respond to a selection of statements about government and/or organisations’ in-
formation handling practices. However, responding to statements about information
handling practices in the abstract is problematic. When asked to consider one of
Westin’s statements—“Most businesses handle the personal information they collect
about consumers in a proper and confidential way”13—a survey participant may
reasonably think, “It depends on the organisation. I trust organisation X, but not
organisation Y, as I don’t believe it will look after my personal information care-
fully”. Furthermore, when providing personal information to an organisation, the
nature of the technology platform involved is omitted from most general privacy
concern surveys. For example, a customer may be comfortable conducting financial
transactions using a bank’s website, but not using a smartphone application—even
when interacting with the same bank. Finally, such surveys do not take into account
environmental influences, such as the experiences of an individual’s friends, or me-
dia stories concerning similar technology-underpinned services. Peoples’ attitudes
to disclosing their personal information is complex, as they may state they value
their information privacy, but are usually prepared to trade personal information for
benefits.14

A more holistic approach to the construction of privacy concern is required, which
encompasses the technical, organisational and environmental factors individuals
take into account when choosing to use a technology-underpinned service requir-
ing the provision of personal information. Existing privacy concern indexes, such as
Westin’s, only provide measurement of an individual’s general level of privacy con-
cern. An individual’s privacy concern is likely to be constructed from their concerns
about the technology-mediated interaction they are having with a specific organisa-
tion, others’ views of the organisation and/or technology, and their personality, life
experiences and innate desire, or otherwise, to protect their privacy.

To emphasise the importance of considering a broad range of factors in determin-
ing privacy concern, this paper henceforth refers to the socio-technical construct of

11 Farrell 2010.
12 Johnson 2008; El Emam 2010.
13 This statement was one of those used by Westin to derive his Privacy Segmentation Index, and
Core Privacy Orientation Index used in his studies between 1995 and 2003—quoted in Kumaraguru
and Cranor (2005).
14 Beldad et al. 2011.
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a technology service—proposed by Morton & Sasse15—in place of the more cum-
bersome phrase technology-underpinned service. A technology service consists of
a technology platform16 and the organisation providing it. The use of the technol-
ogy service construct emphasises the need, when attempting to understand peoples’
privacy concerns, of not only considering the hardware and software in the tech-
nology platform, but the motivation, principles, culture and privacy practice of the
organisation providing the technology service.

When deciding to use a technology service17, an individual’s desire to achieve
their goal(s) usually results in them having to balance relinquishing some aspect of
their information privacy in exchange for benefits18 (e.g. saving credit card details
on an e-commerce website to achieve their goal of saving time). In essence, “[. . .]
individuals will exchange personal information as long as they perceive adequate
benefits will be received in return—that is, benefits which exceed the perceived risks
of information disclosure” (p. 327).19 However, individuals do not always rationally
consider the risks and consequences—including long-term ones—of information
disclosure20, and are often unable to predict the nature of the information to be
managed.21 Nevertheless, the phrase, “perceived risks of information disclosure”
does encapsulate the meaning of privacy concern. If an individual believes the party
requesting the information is not capable of looking after their personal information
properly, they will perceive a high degree of risk. Privacy concern—in the context of
a technology-mediated interaction—can therefore be thought of as an individual’s
perceived risk of disclosing personal information; the higher the perceived risk, the
higher the individual’s level of privacy concern. Beldad views online information
privacy as a response to the risks of disclosing personal data, influenced by the amount
and type disclosed.22 This suggests privacy concern, like privacy, is highly contextual,
depending, in part, on an individual’s expectations of the privacy behaviour of the
technology service under consideration—it cannot be measured in the abstract.

An individual’s privacy-sensitive decision making process is likely to affected by
incomplete information, bounded rationality (their ability to understand the available
information and use it to make a rational privacy-sensitive decision), and psycho-
logical factors.23 However, an individual will usually make some effort to consider

15 Morton and Sasse 2012.
16 Morton and Sasse use the term technology lens for the technology platform to highlight that a
poorly implemented or designed technology platform may lead an individual to have a distorted
view of the organisation, no matter how benign its motivation.
17 For simplicity it is assumed an individual actively makes a decision to use a technology service,
rather than its use being mandatory or unavoidable (e.g. closed-circuit television), or it existence
being unknown.
18 Sheehan and Hoy 2000.
19 Culnan and Bies 2003.
20 Acquisti 2004; Acquisti and Grossklags 2005.
21 Laufer and Wolfe 1977.
22 Beldad et al. 2011.
23 Acquisti and Grossklags 2005.
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information about a technology service to assist, or justify, their privacy-sensitive
decision making, unless they are solely focused on the benefits it offers. Generally
speaking, levels of risk increase when there is insufficient information to assess the
true level of risk. Similarly, an individual’s level of privacy concern will rise if there
is incomplete information about a technology service’s ability to safeguard the per-
sonal information they need to provide. To reduce the discomfort with a lack of
information about the collection and usage of their personal data, people will engage
in ‘information-seeking behaviours’24, with Beldad suggesting “[a]n online privacy
statement is often the only source of information” (p. 222).25 However, people are
also likely to seek information from other sources, such as the attributes of the tech-
nology service which are important to them (e.g. security mechanisms, brand name,
professionalism of website design etc.) and the advice of friends and colleagues.

Perfect information about a technology service is not possible, and even if it was
available, bounded rationality would be likely to prevent an individual from correctly
processing it. Fortifying notice-and-consent, such as clearer privacy policies—
although welcome—assumes “[i]ndividuals can understand all facts relevant to true
choice at the moment of pair-wise contracting between individuals and data gath-
erers” (p. 32).26 An individual is therefore likely to look for certain attributes of
the technology service they are considering using, which they consider to be impor-
tant. These may include: its professionalism; design; ease of use; perceived security
protections; nature of the information requested; perceived ethics of the providing
organisation; evidence of sound information handling practices; and links to trusted
third parties (e.g. online payment systems). Environmental cues, such as friends’
experiences, reviews by existing users and changing social privacy norms27 are also
likely to influence an individual’s privacy concern.

The absence of, or incomplete information about, the technology service attributes
or environmental cues an individual seeks for reassurance in their decision to engage
with it, are likely to lead to an increase in privacy concern. For example, a missing or
unclear privacy policy on a website may cause an individual’s level of privacy concern
to increase, fearing the providing organisation will sell their personal information to
a third-party without their permission. Similarly, a lack of information from friends
and colleagues about their experiences with a particular technology service may also
increase an individual’s level of privacy concern.

If it is assumed the technology service attributes and environmental cues an indi-
vidual seeks for reassurance are underpinned by their innate level of privacy concern,
it can be seen that an individual’s privacy concern when engaging with a technology

24 Beldad et al. 2011.
25 Beldad et al. 2011.
26 Nissenbaum 2011.
27 Mark Zuckerberg, the CEO of Faceboook’s observation that “People have really gotten com-
fortable not only sharing more information and different kinds, but more openly and with more
people. That social norm is just something that has evolved over time” is a good example of
this—TechCrunchTV 2010.
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service can be constructed from: (1) their innate level of privacy concern; (2) en-
vironmental cues, which may be general or related to the technology service under
consideration; and (3) attributes of the technology service under consideration. The
last of these components (attributes of the technology service) will be highly contex-
tual (i.e. relevant to a particular technology service), with the second one partially
influenced by context (i.e. media stories about technology services similar to the one
under consideration). Furthermore, each of the three privacy concern components is
also likely to be influenced by an individual’s personality and attributes (e.g. age,
gender, educational level, computer experience etc.). For example, an individual
may have been told by friends of their negative privacy experiences with a technol-
ogy service, but discounted these views because they believe their friends are “not
particularly Internet-savvy” and “probably didn’t tick the right boxes”.

As the first stage in developing this richer approach to the construction of peo-
ples’ privacy concern, the rest of this chapter describes an exploratory study—using
focus groups and an online survey—to explore what people consider when deciding
to use a technology service offering benefits, but requiring personal information.
Section 13.2 situates the proposed approach to constructing privacy concerns in the
context of existing work in trust, and the measurement of peoples’ privacy concerns,
and proposes a hypothetical model based on this work. Sections 13.3, 13.4 and 13.5
describe the research objectives addressed by the study, and provide a description of
the research method used. The results from the qualitative and quantitative analyses
of the focus group transcripts are discussed in Sects. 13.6–13.9. The paper concludes
in Sects. 13.10 and 13.11 with a discussion of the limitations of the study and the
next steps for the research, which is to create a richer representation of individuals’
privacy concerns, linking this with organisational privacy practice and privacy by
design.

13.2 Related Work

Westin—who defines privacy as, “the claim of individuals, groups, or institutions
to determine for themselves when, how and to what extent information about them-
selves is communicated to others” (p. 7)28—categorised people in his surveys of
their privacy concern as: (1) Privacy Fundamentalists—who are protective of their
privacy, distrustful of organisations collecting personal data, and believe in privacy
regulation; (2) Privacy Pragmatists—who consider the consequences of providing
private information vs. the benefits received; and (3) Privacy Unconcerned—who
are least protective of their privacy, believing any benefits they receive for disclosing
personal information outweigh its potential misuse.29

28 Westin 1967.
29 Kumaraguru and Cranor 2005. Perri 6 observes a fourth group is now also recognised—privacy
fatalists—“who believe that there is little that they or anyone else can do to ensure proper use of
personal information” (p. 2)—6 et al. 1998.
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One-dimensional measurements of peoples’ general level privacy concern, such
as Westin’s categorisation, do not explain the specific dimensions of that concern.30

To address this, Smith et al. (1996) created a multidimensional scale called, con-
cern for information privacy (CFIP), constructed from individuals’ concerns about
organisations’ information handling practices in the context of offline direct market-
ing. CFIP is constructed from four factors relating to the handling of information
by organisations: (1) collection; (2) errors; (3) unauthorised secondary use; and (4)
improper access to information. Stewart & Segars observed, “[. . .] the theoretical
and operational assumptions underlying the structure of constructs such as CFIP
should be reinvestigated in light of emerging technology, practice, and research” (p.
37)31, and empirically validated CFIP. They concluded that CFIP was a second-order
factor mediating the relationship between computer anxiety and behavioural inten-
tion. They also suggested that growing awareness amongst consumers of explicit and
implicit information collection and processing by organisations are likely to impact
the nature of CFIP—in essence, the effect of environmental cues, such as media
stories and the experiences of friends and colleagues.

Using CFIP as the foundation, Malhotra et al. (2004) created the more parsi-
monious Internet Users’ Information Privacy Concerns (IUIPC) scale, specifically
aimed at the Internet environment. IUIPC consists of ten items measuring three
factors: (1) information collection—identified by Smith et al. (1996); (2) control
over personal information; and (3) awareness of an organisation’s privacy practices.
Although these privacy concern scales recognise an individual’s perception of an or-
ganisation’s information handling practices is an important constituent in their level
of privacy concern, they do not explain the influence of external factors, an indi-
vidual’s innate privacy concern, and the specific attributes of the technology service
(e.g. perceived security protections, professionalism, design, ease of use, perceived
brand and ethics of the providing organisation, service etc.), which an individual
seeks for reassurance.

If, as posited earlier, privacy concern is assumed to be the “perceived risks of
information disclosure”32, trust in the technology platform and providing organi-
sation’s privacy behaviour is key to people feeling comfortable disclosing personal
information, as ‘[t]rust is only required in situations that are characterized by risk
and uncertainty’ (p. 384).33 Social exchange theory posits that if the benefits of a
social transaction with another party outweigh the perceived costs (or risks), an in-
dividual will enter into it; trust therefore plays a critical role in this process as it
reduces perceived costs and is a precondition for self-disclosure.34

The relationship between privacy concern, trust and behavioural intention were
explored by Liu et al. in the context of e-commerce, who found that “privacy has
a strong influence on whether an individual trusts an EC [(e-commerce)] business.

30 Malhotra et al. 2004.
31 Stewart and Segars 2002.
32 Culnan and Bies 2003, p. 327.
33 Riegelsberger et al. 2005.
34 Metzger 2004.
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In turn, this will influence their behavioral intentions to purchase from or visit the
site again” (p. 300).35 Privacy, in their privacy–trust–behavioural intention model
consists of the dimensions of notice, access, choice and security, matching the Fair
Information Practices set out by the US FederalTrade Commission for e-commerce.36

This suggests a technology service implementing and following fair information
practices, and making this behaviour visible to an individual considering using it, is
more likely to engender trust than one which does not.

Like privacy, trust’s multi-dimensional nature makes it impossible to arrive at a
unitary definition. To address this, McKnight & Chervany37 developed a typology
of three trust constructs: (1) dispositional trust; (2) interpersonal trust; and (3)
institutional trust. Dispositional trust is essentially the general level of trust an
individual has, consisting of faith in humanity and trusting stance.38 Rotter39 was
the first to develop a scale for this construct of an individual’s generalised trust in
others40—effectively an innate level of trust—which an individual carries with them
and applies to each situation. An individual’s upbringing and culture will mould their
persona and hence their disposition to trust.41 Peoples’ disposition to trust has been
found to be positively related to their enthusiasm to embrace new technology42—
their Personal Innovativeness with respect to Information Technology (PIIT )—a
construct developed by Agarwal & Prasad, which they define as, “the willingness of
an individual to try out any new information technology”.43

Tan & Sutherland44 include dispositional trust in their multidimensional model
of trust, to emphasise the importance of this personality-based trust on consumers’
trusting behaviour. They suggest that interpersonal trust and institutional trust are
founded upon dispositional trust, observing, “[i]f the individual typically finds it
hard to trust in general, they are not likely to find the internet a comfortable place
to conduct business [. . .]” (p. 47)45 Similarly, it is likely an innately private person
will not feel comfortable providing personal information to technology services. An
organisation making its privacy policy available will have little impact on the views of
Privacy Fundamentalists, or those who believe any information disclosure is risky.46

Institutional trust is split into: (1) situational normality—things appear normal;
and (2) structural assurances—contracts, regulations and warranties are in place and

35 Liu et al. 2005.
36 Federal Trade Commission 2000.
37 McKnight and Chervany 2001.
38 McKnight and Chervany 2001.
39 Rotter 1967.
40 Rotter refers to this as interpersonal trust.
41 Tan and Sutherland 2004.
42 McKnight et al. 2002.
43 Agarwal and Prasad 1998.
44 Tan and Sutherland 2004.
45 Tan and Sutherland 2004.
46 Beldad et al. 2011.
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evident.47 In the context of a technology service, an example of situational normality
is an e-commerce website appearing professional and following a familiar shopping
basket and checkout paradigm; an example of a structural assurance is the website
adhering to distance selling legislation.

An individual’s assumptions and expectations of a technology service, which form
part of their initial level of trust in it, may be influenced by trust signals emitted by the
technology service, allowing the individual to determine if trust should be given48,
and hence whether personal information should be disclosed. Trust signals include
trust symbols (e.g. evidence of HTTPS and trusted third-party seals) and trust symp-
toms (e.g. user reviews, usability and professionalism of web site design).49 These
trust signals originate from the technology service and mainly influence interper-
sonal trust, allowing an individual (trustor) to decide if trust should be given to the
trustee. If the sources of trust signals are the attributes of a technology service re-
lated to its information privacy practice, e.g. use of technical security controls, stated
privacy policy and control over personal information provided to its users, absent
or weak trust signals are likely to increase an individual’s level of perceived risk of
information disclosure, leading to increased privacy concern and decreased trust.

In addition to the trust signals emitted by a technology service, individuals’ trust
in a technology service may be influenced by environmental cues, such as the experi-
ences of friends, advertising material (e.g. television and poster advertisements) and
social privacy norms. For example, an individual’s level of trust in a particular tech-
nology service is likely to be increased if their friends have used it with no perceived
problems—hence the quote in the title of this paper. These environmental cues may
not be directly related to the technology service under consideration. Environmental
cues such as media reports and experiences of using similar technology services
are likely to be an important constituent of peoples’ privacy concern, as individuals
generalise broadly from their experiences.50

Gefen et al. (2003), in their study of trust and technology acceptance in the con-
text of online shopping, suggest the decision to purchase from an e-vendor has two
antecedents: (1) their trust in the technological aspects of the website interface (influ-
enced by its perceived ease of use); and (2) the trust the consumer has in the vendor
(essentially interpersonal trust), reflecting the two main components of a technology
service, the technology platform and providing organisation. Using three terms from
Riegelsberger et al.’s (2005) framework—an organisation’s internalised norms (e.g.
policies, privacy behaviour etc.), benevolence (e.g. an easy faulty product return
process) and ability (e.g. professionalism of its website)—an individual may trust
the norms and benevolence of an organisation, but not its ability to provide a se-
cure technology platform to protect users’information from unauthorised intrusion.51

For example, an individual may believe an organisation possesses strong information

47 McKnight and Chervany 2001.
48 Riegelsberger et al. 2005.
49 Riegelsberger et al. 2005.
50 Camp et al. 2002.
51 Beldad et al. 2011.
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Fig. 13.1 Grammar of the privacy concern model (for an e-commerce website)

ethics and intention to safeguard collected information52—causing privacy concern
to lessen—but may also suspect the organisation is unable to realise those ethical prin-
ciples due to a poorly implemented technology platform—increasing the individual’s
level of privacy concern.

Research has shown a relationship between an individual’s degree of agreeable-
ness measured by the Five-Factor Model of personality (the Big Five) and their level
of privacy concern measured by CFIP—albeit with a restricted sample of respon-
dents.53 Other studies have shown a relationship between an individual’s personality
traits and their level of privacy concern.54 Peoples’ attributes (e.g. age, gender, expe-
rience, cultural background and intellectual capability) also influence their adoption
of new technology.55

If an individual’s personality influences their level of privacy concern, trust and
technology adoption, it is also likely to influence the environmental cues and tech-
nology service attributes an individual looks for to lessen their privacy concern. For
example, one personality type may place a high degree of importance on technical
security controls (e.g. the HTTPS browser ‘padlock’) and the existence of a privacy
policy, whilst another may only consider the advice of friends or social norms.

McKnight & Chervany represent their trust construct using three sentences in a
grammar of trust, with each one constructed as an action sentence with a subject, verb,
and direct object.56 If an individual’s level of privacy concern is influenced by: (1)
their innate level of privacy concern; (2) environmental cues; and (3) the attributes of
the technology service, a grammar of privacy concern (Fig. 13.1) can be constructed
using a similar approach, with an individual’s privacy concern constructed from:

1. Dispositional privacy concern. An individual’s innate concern about disclosing
any information to other parties. Dispositional privacy concern is essentially the
construct captured by traditional privacy surveys such as Westin’s, and therefore

52 Beldad et al. 2011.
53 Korzaan and Boswell 2008.
54 Iris et al. 2008.
55 Agarwal and Prasad 1999; Venkatesh and Morris 2000.
56 McKnight and Chervany 2001.
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represents only a partial understanding of the nature of an individual’s privacy
concern.

2. Environmental privacy concern. An individual’s level of privacy concern cre-
ated by environmental cues, such as media reports, anecdotes from friends and
family, and social privacy norms. Environmental privacy concern may also be
lessened by structural contracts and regulations (e.g. applicable data protection
legislation) being in place and evident.

3. Interpersonal privacy concern. An individual’s level of privacy concern about
the party they are transacting with. The level of privacy concern will be in-
creased or lessened by the existence or absence of technology service attributes
an individual considers important and therefore looks for.

The shading in Fig. 13.1 represents the increasing influence of context on the three
components of privacy concern. The philosophy of privacy as contextual integrity57

posits that the transfer of personal information between two entities (e.g. a consumer
and an e-commerce website) should be tied to the widely accepted norms of particular
contexts, so that information collection and dissemination is appropriate to each
context and the roles of the entities, and in line with expectations. It is the violation of
these norms and expectations which is one of the principal factors leading to peoples’
perception that their privacy has been invaded. The collection and dissemination of
personal information by increasingly powerful technologies and digital media serve
to subvert these norms and expected information flows.58 Contextual integrity is
constructed from: (1) informational norms; (2) appropriateness of collection and
dissemination; (3) roles of the entities involved; and (4) principles of transmission.59

Given this construction of contextual integrity, Fig. 13.1 shows that interpersonal
privacy concern will be more influenced by context (e.g. a specific transaction with
a particular e-commerce website), than dispositional privacy concern.

Perri 6 describes research by Brunel University, which suggests a “more nu-
anced approach to segmentation” (p. 39) than Westin’s—based on a repertoire of
behaviours—and argues people take different privacy stances in different contexts,
and very few can be simply categorised as fundamentalist, unconcerned or prag-
matic.60 The construction of privacy concerns shown in Fig. 13.1 addresses this by
recognising that although an individual’s dispositional privacy concern is an im-
portant factor underpinning their privacy concern, the contextual influences at the
interpersonal privacy concern layer, and to some extent, at the environmental privacy
concern layer, are extremely important.

Organisations may be able to influence peoples’ level of interpersonal information
privacy concern through information handling practices which avoid substantive
harm, and the use of trust signals61, but are unlikely to be able to significantly, or

57 Nissenbaum 2004.
58 Nissenbaum 2004.
59 Barth et al. 2006.
60 6 et al. 1998.
61 Riegelsberger et al. 2005.
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Fig. 13.2 Hypothesised extended model of privacy concern, trust and behavioural intention

quickly, influence an individual’s dispositional privacy concern. Pragmatically, this
approach to privacy concern seems reasonable. An individual with a very high level
of dispositional privacy concern is unlikely to provide their personal information,
irrespective of the experiences of others, or the perceived privacy behaviour of the
other party. Similarly, an individual with a moderately high level of dispositional
privacy concern may be dissuaded from providing their personal information by
the experiences of friends who have had their information passed to third parties—
increasing the individual’s environmental privacy concern.

Using the privacy–trust–behavioural intention model of Liu et al. (2005) and the
idea of trust signals proposed by Riegelsberger & Sasse62, a hypothesised extended
model of privacy concern, trust and behavioural intention is proposed (Fig. 13.2).
The model illustrates how trust signals emitted by a technology service—albeit mod-
ified by an individual’s personality and attributes—influence interpersonal trust (e.g.
trust in the ability of the technology service to provide the products ordered) and in-
terpersonal privacy concern (e.g. the level of concern about the technology service’s
privacy practices). Similarly, environmental cues will be modified by an individual’s
personality and attributes, influencing their environmental privacy concern.

An individual will have assumptions and expectations of a technology service’s
likely privacy behaviour, with their “privacy perceptions often reflect[ing] their trust
in the organisation, technology and thus expectations for privacy protection” (p.52)
(also please add superscripted reference to footnote 64). If an individual’s experience
of the technology service’s actual privacy behaviour does not match these expecta-
tions and assumptions, because of a malicious or incompetent organisation, error, or
a badly designed technology platform leaking sensitive information, the individual
is likely to feel their privacy has been invaded, have an emotive reaction, and reject
the technology and providing organisation—Adams & Sasse call this the Privacy
Invasion Cycle63, and this concept has been included in the hypothesised model

62 Riegelsberger et al. 2005.
63 Adams and Sasse 2001.
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shown in Fig. 13.2. The invasion of an individual’s privacy is likely to result in a
decrease in their trust as a result of an increase in their privacy concern about the
technology service, suggesting the construction of peoples’ privacy concern is likely
to be a dynamic process.

13.3 Research Objectives & Method

The principal aim of this exploratory study was to understand the factors—
organisational, technological and environmental—which people consider when
deciding to use a technology service. More specifically, it was to explore the factors
which increase or decrease their interpersonal privacy concern and environmen-
tal privacy concern (Fig. 13.1). The secondary aim was to investigate if peoples’
attributes (age, computer experience, gender etc.) influence the organisational, tech-
nological and environmental factors they consider to be important (Fig. 13.2). These
aims resulted in two research objectives:

1. To investigate the organisational, technological and environmental factors people
consider when deciding to use a technology service.

2. To investigate if there is a relationship between individuals’ attributes (e.g. age,
gender, computer experience etc.), willingness to adopt new technologies and
general privacy concern (e.g. their Westin category), and the organisational,
technological and environmental factors they consider.

If people look for very disparate organisational, technological and environmental
factors when faced with different types of technology services, the hypothesised
model (Fig. 13.2) is unlikely to be feasible. Therefore a third research objective was
defined:

3. To investigate if the factors individuals consider are broadly common to all
technology services.

To address these three objectives, a research method was required—richer than online
surveys—which facilitated open-ended investigation of these factors, without unduly
influencing study participants. Focus groups were selected as the research method as
they are suited to the investigation of complex behaviours and motivations64, such as
technology adoption and privacy-sensitive decision making. Focus groups also allow
participants to query each other, explain themselves and comment on each other’s
experiences.65 There has been some use of focus groups in understanding privacy
concerns about technologies, and acceptance of new technologies66; this latter area
being focused on informational privacy in healthcare.67 There has however, been

64 Morgan and Krueger 1993.
65 Kitzinger 1995; Morgan 1996.
66 Zhang et al. 2010; Hundley and Shyles 2010; 6 et al. 1998.
67 Skinner et al. 2003; Snell et al. 2012.
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Table 13.1 Focus group scenarios and composition

Focus group no Scenario Group composition

G1 Photograph sharing web site Technical PhD students and postdoctoral
researchers

G2 Social networking discounts Undergraduate students
G3 Supermarket RFID ordering Technology outsourcing business

development and administrative staff
G4 Smartphone assistant Postgraduate students
G5 Smart metering IT support and development, IT business

development, IT project management,
retirees and administrative staff

G6 Landmark identification web site Extended family group consisting of
retirees, middle managers, administrative
staff and tradesmen

promising work by the VOME project68, which has run interactive sessions with
users discussing citizen-centric privacy by design.69

In addition to the focus groups, an online survey was used to collect quantitative
data prior to participants’attendance at each focus group, although completion of the
survey was not a pre-requisite for attendance. The principal objective of the survey
was to provide data for quantitative analysis to investigate research objective 2. The
survey was split into four sections: (1) eight questions concerning the participant;
(2) one question to ascertain the participant’s willingness to adopt new technologies;
(3) three questions to ascertain the participant’s general level of privacy concern; and
(4) two questions based on Sheehan’s study of privacy concerns70, which were not
used in the study.

13.4 Focus Group Procedure

Six focus groups—considered to be an adequate number71—took place, capturing
the views of 35 individuals. To ensure participants represented a broad range of
experiences and ages, opportunistic sampling with participant peer recruitment was
used for four of the groups, with the other two groups consisting of volunteers from
a UK university’s participant pool (Table 13.1).

At the start of each focus group the researcher provided an overview of the objec-
tives of the session and briefly described the concept of a technology service. This

68 Visualisation and Other Methods of Expression (VOME) is a project involving researchers from
the Information Security Group at Royal Holloway, University of London, Salford and Cranfield
Universities. It has explored how users engage with the concepts of information privacy. For further
information about VOME see http://www.vome.org.uk.
69 VOME 2012.
70 Sheehan 2002.
71 Morgan 1996.
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was to encourage participants to think more widely than the technology described in
the scenario, and also consider the organisation providing it.

Once the focus group had read the scenario randomly allocated to it (seeAppendix
for the six scenarios), it was shown the following three questions:

1. What things would you consider when deciding to use, or not use, this technology
service?

2. How would you go about deciding if the benefits offered by this technology
service were worth the potential loss of some of your privacy?

3. How would you decide whether to trust this technology service to look after your
privacy?

Each focus group lasted approximately one hour, with 15–20 min spent discussing
each question. Use of the same questions and procedure for each focus group facili-
tated investigation into the similarity of the themes discussed across the focus groups.
The groups were designed to encourage participants to interact with each other, rather
than the researcher, allowing “structured eavesdropping” (p. 301).72 The researcher
attempted to restrict their contribution to reading the three questions out aloud, and
asking further probing questions when required.

13.5 Qualitative Analysis of Focus Groups

A thematic analysis—similar to that described by Braun & Clarke73, albeit without
producing a thematic map—was undertaken for the qualitative analysis of the focus
group transcripts.

Each focus group was recorded by the researcher, and transcribed by a professional
typing agency. The researcher listened to the audio recording of each session twice,
correcting any errors in the transcripts, and ensuring anything in the transcript which
identified the focus group or its members was redacted. This ensured the data was
“transcribed to an appropriate level of detail, and the transcripts [. . .] checked
against the tapes for ‘accuracy”’ (p. 96).74 This process of active reading and re-
reading, and becoming familiar with the data, assisted with generating initial ideas
for base-level codes.

Once the transcripts had been checked they were loaded intoATLAS.ti, and partic-
ipants’comments—quotations inATLAS.ti—coded by the researcher in a systematic
fashion with an initial set of base-level codes. The entire transcript from each fo-
cus group was coded to ensure ‘[e]ach data item has been given equal attention in
the coding process.’ (p. 96).75 At the end of the initial coding phase 39 base-level
codes had been created, excluding the ATLAS.ti super-codes and non-substantive
codes used to facilitate subsequent quantitative analysis. The 39 base-level codes

72 Powney J., quoted in Kitzinger 1995.
73 Braun and Clarke 2006.
74 Braun and Clarke 2006.
75 Braun and Clarke 2006.
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Table 13.2 Demographic
profile of online survey
participants

Demographic characteristic Percentage of
respondents

Gender (n = 27) Male 51.9
Female 48.1

Age (years; n = 27)a Under 18 3.7
18–24 7.4
25–34 33.3
35–44 25.9
45–54 14.8
55–64 11.1
Over 65 0.0
Rather not say 3.7

Education levela (n = 26)b Doctoral 7.7
Postgraduate 19.2
Undergraduate 38.5
Diploma level 19.2
School leaver 15.4

a The total of the percentages in Table 13.2 for this survey item
does not equal 100 % because of rounding

b n = 26 as one online survey participant was still attending school

were then collated into candidate themes by considering whether a code could be
combined with others into an overarching theme.

Although Braun & Clarke suggest quotations may be coded ‘[. . .] in as many
different ‘themes’as they fit into [. . .]’ (p. 89)76, the researcher coded each quotation
to a single base-level code, and hence theme. This encouraged the researcher to
consider carefully what each participant was actually alluding to in their comment,
and also facilitated the reconciliation of totals during quantitative analysis. Each
quotation was also coded with a non-substantive reference for the participant who
spoke it, e.g. G5P7, for participant 7 in group 5. This enabled cross-referencing of
focus group quotations with the results from the online survey, during the quantitative
analysis.

13.6 Online Survey Results

13.6.1 Survey Participant Demographics

Prior to attending the focus groups, 27 of the 35 focus group participants completed
the online survey, with response rates ranging from 56 to 100 % within each focus
group. Table 13.2 shows the demographic profile of online survey participants, and
Table 13.3 their level of computer experience and daily computer use.

76 Braun and Clarke 2006.
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Table 13.3 Computer
experience and use profile of
online survey participants

Demographic
characteristic

Item statistics
(n = 27)

Computer experience (years) Mean 19.9
Standard deviation 6.8

Computer use at home
and work per day (hours)

Mean 6.7

Standard deviation 3.1

13.7 Survey Participants’ General Attitude to
Technology and Privacy

Four of the questions in the online survey were asked to determine participants’ gen-
eral level of privacy concern, and their attitude towards adopting new technologies,
the results of which are discussed briefly below:

• Technology Privacy Concern: Participants were asked to respond to two state-
ments concerning their perception of the impact on their privacy of: (1) existing
technology, which had been around for at least three years; and (2) emerging tech-
nology, which had appeared in the last year. These two statements represented a
survey participant’s technology privacy concern (TPC), which can range from 2
to 8, where 2 represents two ‘Not concerned at all’ responses and 8 represents two
‘Very concerned’ responses. Ignoring the results from the two survey participants
who selected ‘Don’t know’, resulted in a sample size of 25, with a mean TPC
score of 6.0 (σ = 1.55), suggesting a relatively high level of TPC amongst survey
participants, which may be caused by the relatively high percentage (40.7 %) of
Privacy Fundamentalists in the survey group.

• Westin’s Privacy Segmentation Index: Survey participants were asked to re-
spond to the same three statements used by Westin between 1995 and 2003 to
determine peoples’Privacy Segmentation Index/Core Privacy Orientation Index77,
with their responses used to place them into one of three privacy categories us-
ing the same criteria as Westin (Table 13.4). In Westin’s surveys from 1996 to
2003, between 55 and 64 % of participants were categorised as Privacy Pragma-
tists, with the remaining participants split approximately equally between Privacy
Fundamentalists and Privacy Unconcerned.78 The high percentage of Privacy Fun-
damentalists (40.7 %) amongst survey participants in this exploratory study may
be caused by the large percentage (65.4 %) educated to undergraduate degree
level or above. Previous studies have found a relationship between higher levels
of education and increased privacy concern.79

77 This index was called the Privacy Segmentation Index for Westin’s surveys between 1995 and
1999, and the Core Privacy Orientation Index for the surveys since mid-2000 (Kumaraguru and
Cranor 2005).
78 Kumaraguru and Cranor 2005.
79 Phelps et al. 2000; Sheehan 2002.
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Table 13.4 Percentage of
online survey participants in
each Westin category (n = 27)

Westin category Percentage of online
survey participants

Privacy fundamentalists 40.7
Privacy unconcerned 18.5
Privacy pragmatists 40.7

The total of the percentages in Table 13.4 does not equal 100 %
because of rounding.

Table 13.5 Responses to:
“Here are some predictions
about how technology will
impact peoples’ privacy in the
next five years. Which of the
following statements comes
closest to the way you feel?”
(n = 27)

Statement Percentage of survey
participants

Coding

Technology will make
peoples’ privacy worse

59.3 3

Technology will make
peoples’ privacy better

7.4 2

Despite advances in
technology, peoples’
privacy will remain about
the same as it is today

18.5 1

Don’t know 14.8 N/A

• Future Impact of Technology on Privacy: Table 13.5 shows the percentages
for the responses from survey participants to the same question used by Westin
in 1996.80 Almost 60 % of survey participants believed technology would make
people’s privacy worse over the next five years.

To test if survey participants’ responses to this question were consistent with their
responses to the TPC statements, they were coded as shown in the far right-hand
column in Table 13.5, and a Pearson two-tailed correlation test (with ‘listwise’ ex-
clusion, so n = 22) performed between these and the TPC scores. Correlation was
significant at 0.599 (p = 0.003), indicative of consistency between the responses from
each participant to these two survey questions about privacy concern in relation to
technology.

• Willingness to adopt new technologies: To assess survey participants’ willing-
ness to adopt new technologies, a score for each participant was calculated by
taking the mean of scores for the four statements in Agarwal & Prasad’s PIIT
scale.81 A mean score of 7 represented someone with the highest level of will-
ingness to adopt new technologies, and a mean score of 1 represented someone
with the lowest. The overall mean PIIT score for focus group survey participants
was 4.82 (σ = 1.18), suggesting a reasonable level of comfort using new technol-
ogy. To assess the reliability of the measure, Cronbach’s α was calculated to be
0.825—indicating good internal consistency.

80 Kumaraguru and Cranor 2005.
81 Agarwal and Prasad 1998.
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Fig. 13.3 Percentage of coded quotations from focus groups for each identified theme (n = 599)

13.8 Focus Groups—Qualitative Analysis

From the analysis of the six focus group transcripts, 599 quotations were coded and
allocated to one of 39 base-level codes, grouped into 16 themes.82 Fig. 13.3 shows
the percentage of coded quotations allocated to each of the 16 themes.

Quotations from the focus group transcripts not directly related to the research
objectives, such as copyright, peoples’ desire for an online presence, the societal
impact of technology and general criminal activity, were placed in a Miscellaneous
theme—representing 3 % of coded quotations. The three themes most frequently
discussed in the groups: (1) Information Control; (2) Privacy Calculus; and (3)
Trust Cues—representing 43 % of all coded quotations—are discussed in the next
three sections.

13.8.1 Information Control

The Information Control theme includes four base-level codes used for quotations
relating to: (1) organisations passing personal information to third parties (34 %);
(2) the ability to opt-in or opt-out of aspects of a technology service (27 %); (3)
individual control over access to personal information (24 %); and (4) information
control provided by a technology service (15 %).

Organisations passing personal information to third parties was the most
common concern within the Information Control theme. This was either because of
a perception that some organisations act unethically, or individuals being unaware

82 See Appendix for a description of the types of quotations covered by each theme.
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they had given permission to share personal information. Passing of information to
third parties without notice, and the secondary use of that information, is an important
factor in people feeling their privacy has been invaded.

In common with the three out of four of the respondents in the European Com-
mission survey83, focus group participants recognised organisations’ commercial
objective to collect and sell consumers’ personal information. One focus group par-
ticipant observed, “Well, they’re probably selling the data to the retailers, aren’t they?
It’s a revenue stream from that” (G5). A participant in another group remarked, “Well
obviously the company wants to get as much money as they possibly can, and this
site would be for free, would be free sign up, so they have to get the money through
the links we share” (G2).

As two of the groups’ discussions progressed (G3 & G4), participants became
aware of the potential consequences—collated under the Consequences theme—of
information being passed to third parties for secondary use. A participant in the group
discussing the Smartphone Assistant scenario said:

So how would that affect insurance companies for example? Because I’ve thought about that
as well, so if there’s all this data about what I’m buying, where I’m going, you know, let’s
say I have diabetes and I went and bought sweets all the time that would get recorded and
then I’d have an issue with my diabetes, and insurance would go like, ‘Well, you know, she’s
doing all of that stuff and she’s not helping herself.’

The ability to opt-in or opt-out of aspects of a technology service was discussed in
all groups, particularly in the context of passing information to third parties. Under
the UK Data Protection Act 1998, if a data holder wishes to pass a data subject’s
information to a third-party, permission must be sought from the data subject. Three
of the groups referred to the framing of such questions84 (G1, G5 & G6); with
participants generally suspecting commercial pressures lead organisations to offer
consumers the choice to opt-out, rather than the more acceptable opt-in. Many in
the group discussing the Photograph Sharing Web Site scenario felt organisations
deliberately obfuscated the opt-in/opt-out process, with one participant expressing
anger about having to opt-out of receiving e-mails from third parties: “[. . .] when it’s
a little tiny little tick that you have to find it in some buried place within the website
that actually really annoys me.” Individuals’ effort to control their privacy and their
selection of services—particularly with respect to opting out—was also raised in
the group discussing the Smart Metering scenario, with one participant remarking,
“Now you have to actively protect your privacy by, you know, looking for the boxes
of ‘I don’t want to be contacted’, [. . .] ‘I don’t want my details to be sent out’”.

Individual control over access to personal information, which relates to the
control people wish to exercise over access by others to their personal information,
was touched upon by five groups (G1, G2, G4, G5 & G6). Unsurprisingly, the group
discussing the Landmark Identification Website scenario contributed the majority
(63 %) of the quotations within this base-level code, as this scenario was potentially
the most personally invasive. One participant in this group reflected the group’s

83 European Commission (EUROPA) 2011.
84 Bellman et al. 2001.
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consensus, stating, “I wouldn’t be altogether comfortable knowing that other people
can just take a photograph of you and find out all sorts of information about you.”

Information control provided by a technology service relates to the amount
of control a technology service provides a user—specifically the data subject—to
manage the disclosure of personal information. Participants raised concerns about
technology services requesting: unnecessarily mandatory data items (G4); informa-
tion perceived as irrelevant by the user (G5); and information considered sensitive or
intrusive by the user during initial interaction with a technology service (G1 & G4).
Three groups (G1, G3 & G6) stressed their need for a technology service to notify
them about which information was being shared, and with whom. One participant
(G1) observed:

You don’t really know what you are going to be sharing. They never really say, ‘If you join
the service we will then take all of these eight items’. That doesn’t really exist.

Providing users with accurate feedback about which information is being collected,
was taken further by a participant in another group (G4) who said:

It’s always you’re in or you’re out, [it’s] never the option to, ‘I would still like to join your
service providing these things are not recorded or done for me’ and then put them all back in
the other person’s court. ‘Do you still think I’m valuable enough to be a customer for you?’

This approach would allow users to decide which personal information they are com-
fortable to provide, given the context and benefit received—leaving the organisation
to determine if they still wish to provide them with the benefits offered.

13.8.2 Privacy Calculus

Westin’s Privacy Pragmatist, who is someone prepared to forgo some of their privacy
in exchange for some sort of benefit, exemplifies the concept of privacy calculus.
Pragmatically, privacy calculus is the cost/benefit85 analysis in which an individual
considers the benefits against the potentially unforeseen consequences of informa-
tion disclosure. The privacy calculus concept is founded on Laufer & Wolfe’s idea of
a “calculus of behaviour”, in which people consider the consequences of engaging
in a particular behaviour.86 They cite the example of an individual submitting to
personality testing, and disclosing personal information, in the belief the outcome
will be beneficial—this individual will not consider this as an invasion of privacy.87

However, they are likely to consider it privacy-sensitive, and ask themselves, “Can
I trust this person to safeguard the personal information I have passed to them?”

85 Dinev and Hart (2006) refer to these polarities as ‘risk beliefs’ and ‘confidence and enticement
beliefs’ respectively.
86 Laufer and Wolfe 1977.
87 Laufer and Wolfe 1977.
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The notion of privacy calculus is therefore effectively a trade-off in which an indi-
vidual weighs up the cost to their privacy against the benefits of disclosing private
information; Beldad et al. (2011) observe:

[w]hen the expected benefits from the information disclosure do not outweigh the value
attached to the personal data to be disclosed, information withholding or incomplete
information disclosure could be forthcoming (p. 226).

The Privacy Calculus theme includes two base-level codes: (1) the benefits received
by an individual for using a technology service (72 %); and (2) an individual’s thought
processes when considering the benefit offered by a technology service, against the
amount and type of personal information requested (28 %). During coding it was often
difficult to decide which of these two base-level codes a quotation should be coded
against; this was mitigated by including both within the Privacy Calculus theme.

The benefits received by an individual for using a technology service were
placed on a continuum by the focus groups, with tangible benefits at one end: cash
payments (G1 & G2); cheaper products and services (G3 & G6); and cost savings (G3
& G5). At the other end of this continuum are intangible benefits: recommendations
(G1 & G4); removal of the effort of visiting shops (G3 & G4); assistance with
lifestyle (G3); ability to save credit card details (G1 & G4); social benefits (G5); and
socialising (G1 & G2). Beldad et al. also categorise benefits as tangible or intangible,
with tangible benefits (e.g. cash, vouchers or gift items), and intangible benefits (e.g.
convenience, joining a social networks and personalised services).88 However, focus
group participants differentiated between discount vouchers or credits, and cash
payments, when considering their privacy. One participant in the group discussing
the Social Networking Assistant scenario—which offered credits which could only
be spent with participating companies—stated:

[. . .] if they gave me cash, physical cash, I wouldn’t mind, but because I don’t have the choice
of where I spend the credits, it has to be targeted on certain sites, my privacy concerns would
be dominant in a situation like this.

This suggests certain benefits, such as discount vouchers and two-for-one offers
(G1, G2 & G6) are actually situated in the middle of the benefits continuum, with
their relevance to an individual’s goal(s) at a particular point in time increasing their
attractiveness. For example, the group discussing the Landmark Identification Web
Site scenario initially rejected the idea, but one participant observed:

I think if I was at a landmark that costs thirty, forty pounds each to get into, and all of a
sudden I was offered two-for-one tickets, but by accepting that offer and using that offer,
there isn’t an opt-out button to receive mailings, for example, from a company. At the time
I’d probably take it.

An individual’s thought processes when considering the benefit offered by a
technology service against their perceived loss of privacy accounted for 28 %
of the coded quotations under the Privacy Calculus theme. However, all groups at
some point during their discussions referred to the privacy-sensitive decision making

88 Beldad et al. 2011.
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process they adopt. The relevance of a technology service’s benefits to an individual’s
goals has already been alluded to, and this appeared to be a particularly important
factor in participants’ privacy calculus. One participant in the group discussing the
Landmark Identification Web Site scenario exemplified this by observing:

The tipping point for me would be, would I get benefit, do I think I would use this enough?
[. . .] I’d make a conscious decision, ‘Will I use this software, is it of benefit to me, are there
savings there, generally across the board? Yes or no?’ Yes, I would use it, and, to a certain
extent, take this on board.

Another participant in the same group explicitly referred to the degree of privacy
invasion versus the benefit received:

For me it comes back to a decision about trade-off. So, am I happy to be bombarded with
emails? Yes. Am I happy to be bombarded with emails, but any stranger could identify me?
Probably not. And if I’m not willing then I don’t want the offer, because it’s not worth it.

13.8.3 Trust Cues

Although the focus groups referred to the importance of trust symptoms, such
as other users’ reviews (G2 & G6), findings from personal research (G1 & G2),
friends’ recommendations (G1, G2, G3, G4 & G6), and magazine reviews (G4), the
groups’ discussions also highlighted the importance of other prompts from the wider
environment—environmental cues—in the construction of an individual’s trust in a
technology service and therefore a willingness to provide it with personal informa-
tion. The Trust Cues theme therefore encompasses not only coded quotations relating
to trust symbols and trust symptoms (45 %)89, but also environmental cues, which
account for the remaining 55 % of coded quotations in this theme.

Environmental cues include: (1) social privacy norms—specifically participants
perception of peoples’ information sharing behaviour; (2) technology norms—
particularly the increasing capabilities of technology to collect and process infor-
mation; and (3) other external cues, such as advertisements (G1), media stories of
hacking and loss of credit card details (G1, G2 & G5), payment for goods and services
through recognised methods, e.g. Verified by Visa (G1), and use of the technology
service by other people (G6). With reference to this last cue, participants admitted
there was comfort in ‘following the crowd’, with a participant in the group discussing
the Landmark Identification Website scenario admitting:

[. . .] you hear of more and more people using it, so you think, ‘Well it must be okay.’ So, it
goes back to the fear of the unknown, and whilst you don’t know much about it, the more
people that use it, the more comfortable you become with it.

Social privacy norms and technology norms appear to define a ‘privacy floor’ for
participants in terms of acceptable levels of information sharing behaviour. One
participant in the group discussing the Landmark Identification Website scenario
observed:

89 Riegelsberger et al. 2005.
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So, it’s just a totally different world now, and I think people are more willing to accept it,
if they’ve come through that generation. I think there’s much more willingness to accept
what’s out in the public domain and what you’re going to share with people [. . .]

Examples from the focus groups of societal and technology norms used by
participants in their privacy-sensitive decision making were:

• Societal norms—the need to share information as part of modern life (G2 &
G6); peoples’ apparent comfort with sharing personal information (G1 & G6);
increasing availability of personal information (G2); and the need to enter personal
details to gain access to discounts and services (G3 & G6).

• Technology norms—the increasing levels of surveillance, e.g. CCTV (G1 &
G4); behavioural tracking by websites and supermarket loyalty cards (G1, G3 &
G6); unsolicited e-mails and targeted advertising (G4 & G6); and the relentless
progress of technology (G3).90

13.9 Focus Group Theme Similarity

There was insufficient data across all theme/focus group combinations to perform a
statistical test to determine if there was a broad similarity between the focus groups,
in terms of the number of times each theme was discussed (research objective 3 in
Sect. 13.3). An approach was therefore required to facilitate visual inspection of the
qualitative data in the transcripts.

The percentages for each of the 1591 themes were calculated as the number of
quotations for that theme, divided by the total number of quotations in each focus
group. A frequency table was created, and the 25 and 75 % percentiles calculated to
define three categories based on the percentage of a focus group’s coded quotations
relating to each theme: (1) H—between 9 and 22 %; (2) M—between 3 and 9 %;
and (3) L—less than 3 %; these categories were used to label each theme/focus
group combination in Table 13.6. Table 13.6 is divided into three sections—shown
by the outlined cells—based on the number of H, M and L categories, so that the
most common category in each section—reading from left to right—is L, M and H.
This overview grid suggests a broad degree of communality of themes raised and
discussed across the focus groups despite the use of different scenarios.

The two most popular themes—Information Control and Privacy Calculus—have
an H category in all six focus groups. Despite the broad commonality of the remaining
13 themes across the focus groups—there are some exceptions—most noticeably the
H categories in five of the scenario/theme combinations in the Somewhat Discussed
group, and the single L category in the Frequently Discussed group. Transcripts from
focus groups where there were unexpected H or L categories in the scenario/theme
combinations were therefore re-examined.

90 In many respects this acceptance of technology norms, i.e. the inevitability of technological
progress and increasing collection and processing of personal information, echoes the views of the
privacy fatalists—6 et al. (1998).
91 The Miscellaneous theme was excluded, resulting in a sample size of 582 quotations.
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Table 13.6 Percentage of quotations—as a category—for each theme across all focus groups
(n = 582 quotations)
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75% of themes in the Frequently discussed section have an H category
58% of themes in the Somewhat discussed section have an M category
72% of themes in the Rarely discussed section have an L category

13.9.1 Photograph Sharing Web Site Scenario (Group 1)

Participants in this group discussed how they felt the law protects their data and
financial transactions, along with their distrust of organisations’ motives—resulting
in an H category for the following two themes:
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• Reliance on Legislation—The discussion in this group began with concerns
about copyright of users’ photographs—coded under the Miscellaneous theme—
and frequently returned to how the law protects consumers. The group discussed
terms and conditions, data protection, consumer fraud and financial protection.

• Trust—Like the Smart Metering scenario, participants generally mistrusted or-
ganisations’motives—with one participant observing, “these big companies have
all been shown to act in very dubious ways and that’s I think that’s what actually
scares people the most”—or trusted particular brands based on their experience—
with another participant remarking, “I trust Amazon, or I am happy to give them
the information I have [. . .] given them”.

13.9.2 Supermarket RFID Ordering Scenario (Group 3)

Participants in this group discussed the collection and use of data about shopping
habits, and the overall security of the system—resulting in an H category for the
following two themes:

• Consequences—Participants were worried about the potential financial conse-
quences of their shopping habits, with one participant fearing that details about
products purchased could be sold to the UK National Health Service (NHS), lead-
ing them to say, “you’ve got a non-healthy diet, because of that and you’re more
likely to develop diabetes. Therefore we’re going to charge you more money in
tax, because you’re more likely to use our hospitals”.

• Security—Participants frequently discussed their concerns regarding the security
of the system, due to the sanctity of the home, concerns about the authorities
(e.g. police) checking up on them, and disquiet about the security of information
captured by the system.

13.9.3 Smart Metering Scenario (Group 5)

Participants in this group frequently returned to their overall mistrust of energy
suppliers, resulting in an H category for the Trust theme. Two comments encapsulated
the group’s opinions—“Do you know any electricity suppliers we trust?”, and “I don’t
trust any of these companies really, deep down”. This appeared to be primarily caused
by participants’ previous experiences of incorrect utility meter readings, with one
observing for estimated bills, “they have actually estimated it for the future [. . .] and
half the time it’s wrong”. This mistrust in energy suppliers’ competence appeared to
be generalised to a suspicion that energy suppliers would probably misuse the detailed
electricity consumption data from smart meters. Participants also mistrusted energy
suppliers’ motives—with one stating “My concern would also be the likelihood is
that they will benefit more than I”.
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Despite this focus group’s mistrust of energy suppliers this scenario was the only
one to have an L category for the Trust Cues theme. This may have been because
participants knew—or at least suspected—that the UK Government will make smart
meter installation mandatory in the future. When asked, “What things would you
consider when deciding to use or not use this technology service?”, one participant
responded, “I think whether it’s optional or not, whether you have got a choice or
whether it’s part of the contract to have this meter fitted”. If smart metering does
become mandatory, environmental cues are likely to have minimal effect on peoples’
adoption behaviour.

13.10 Personal Characteristics and Themes Discussed

A quantitative analysis of focus group transcripts was carried out to investigate the
hypothesised relationship between participants’ personal characteristics (i.e. their
attributes and general attitudes to technology adoption and privacy) and the themes
discussed in the focus groups. As this required data for each focus group participant
from the online survey, only quotations made by the 27 participants who completed
the survey were used in the quantitative analysis.

Where required, the personal characteristics from the online survey were con-
verted into categorical variables92 using the criteria shown. Pearson’s chi-square
(χ2) test was used to determine if there was a relationship between the personal
characteristics captured by the online survey and the themes raised in the focus
groups. Pearson’s chi-square test is used as a test of independence of two categorical
variables (e.g. a personal characteristic and a theme discussed in the focus groups).
The chi-square statistical test calculates the deviations between the actual frequen-
cies observed in each combination of categorical variables and the frequencies which
might be expected due to chance. The sum of the standardised deviations between
the observed and expected frequencies for each combination of categorical variable
results in Pearson’s chi-square (χ2) statistic.

An important criterion for Pearson’s chi-square test to be valid is that the expected
frequency in each combination of categorical variables is greater than 5. However, in
thematic analysis there are likely to be themes with relatively few coded quotations
attributed to them, therefore quotations relating to themes representing less than
5 % of the total 599 coded were removed, resulting in nine themes covering 477
quotations. As chi-square tests could only be carried out for participants responding
to the relevant survey question used in each chi-squared test, the maximum data
set size used for the chi-square test was 420 quotations—70 % of total quotations
coded—across nine themes.

To transform the focus group transcript data into a format allowing quantita-
tive analysis, it was exported from ATLAS.ti as an XML file and processed with
a Microsoft Excel Visual Basic module developed by the researcher. This created
a Microsoft Excel worksheet, which could be imported into SPSS, with each row

92 These are marked with an asterisk in Table 13.7.
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containing a coded quotation, its theme, and information from the survey pertaining
to the participant who made the quotation, e.g. age, computer experience, Westin
category, etc.

The results in Table 13.7 show the chi-square figure in six of the nine Pearson
chi-square tests as significant, supporting an association between certain partici-
pant characteristics and the themes discussed in the focus groups. Conventionally,
a Pearson chi-square test is considered statistically significant, i.e. two categorical
variables are not independent, if the value of p < 0.05 (the column headed “p (sig.)”
in Table 13.7). The results suggest participants’ intrinsic attributes (e.g. age and
gender) are not related to the number of quotations within each theme discussed in
the focus groups, but there is evidence to support an association with educational
level and computer experience. The one exception to this latter category was the
amount of time a participant used a computer each day, which did not appear to have
a significant association with the themes raised and discussed in the focus groups.

The standardised residuals for the six chi-square tests, which supported a signifi-
cant association between the personal characteristic category and the theme discussed
in the focus groups, were used to understand which themes contributed significantly
to the overall association, thus:

• Educational Level—Participants in the Lower education level category made sig-
nificantly less quotations relating to the Trust theme (z = − 2.1) than expected—
this was the only theme with a significant effect for this categorical variable.

• Computer Experience (in years)—There was no theme about which participants
made significantly more or fewer quotations.

• Personal Innovativeness in Information Technology (PIIT)—Participants in
the Late Adopters category (PIIT score < μ) made significantly fewer quotations
relating to the Information Receiver theme (z = − 2.1) than expected—this was
the only theme with a significant effect for this categorical variable.

• Technology Privacy Concern—Participants with a High TPC score (TPC >=
μ+σ) made significantly more quotations relating to the Security theme (z = 2.5),
and significantly fewer quotations relating to the Information Receiver theme
(z = − 2.0) than expected. Participants with a Low TPC score (TPC <= μ − σ)
made significantly more quotations relating to the Trust Cues theme (z = 2.5), than
expected.

• Westin Category—Participants in Westin’s Privacy Unconcerned category made
significantly more quotations relating to the Trust Cues theme (z = 3.2), than
expected; participants in the Privacy Fundamentalists category made signifi-
cantly fewer (z = − 2.3). Participants in the Privacy Fundamentalists category
also made significantly more quotations relating to the Security theme (z = 2.2)
than expected.
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• Future Impact of Technology on Privacy (Westin)—This result should be
treated with some caution, as the expected frequency in 29.6 % of the cells in the
contingency table was less than 5. This was a large contingency Table (3 × 9),
and “[i]n larger tables the rule is that all expected counts should be greater than
1 and no more than 20 % of expected counts should be less than 5” (p. 695).93 For
this chi-square test all expected counts were ≥ 4 and p < 0.001, suggesting the
possibility of a relationship. This personal characteristic also had a significant ef-
fect on the largest number of themes. Participants who thought technology would
make peoples’ privacy better over the next five years made significantly fewer
quotations relating to the Trust theme (z = − 2.3) than expected. Participants who
thought technology would make peoples’ privacy worse over the next five years
made significantly fewer quotations relating to the Trust Cues theme (z = − 2.0)
than expected. Participants who thought the effect of technology over the next
five years would be about the same as it is today, made significantly more quota-
tions relating to the Trust Cues theme (z = 3.3), and significantly fewer quotations
relating to the Information Usage theme (z = − 2.5), than expected.

13.11 Limitations of Study

An obvious limitation of this study was the small sample size of 35 people who took
part in the focus groups. However, as this was an exploratory study involving focus
groups, and the “[. . .] common rule of thumb is that most projects consist of four to
six focus groups” (p. 144)94, an average of six participants in each focus group is
reasonable.

Although the sample size for the online survey was also small (n = 27), the chi-
square tests used to find a relationship between participants’ personal characteristics
and the themes discussed across the focus groups, used up to 420 coded quotations,
split across nine themes. Despite the creation of the themes being data-driven ‘from
the ground up’, significant statistical relationships were found between specific at-
tributes of people (e.g. computer experience, measures of general privacy concern
and PIIT), and the number of times specific themes were discussed across the fo-
cus groups. However, the chi-square tests only investigated the relationship between
two categorical variables—the focus group theme and personal attribute—for all
quotations across all focus groups. Such a test cannot provide a probability that an
individual with a particular attribute will be the one to raise a particular topic in the
group. The analyses also did not differentiate between those quotations which were
the first time a particular theme was discussed, and those that were related to further
discussions on the same theme.

A major advantage of focus groups—their ability to encourage group level
discussion—is potentially one of their major limitations. Participants may behave

93 Field 2009.
94 Morgan 1996.
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differently if faced with the technology service assigned to their focus group in a
different context (e.g. using it alone to achieve a specific goal). The privacy paradox,
in which peoples’ stated privacy behaviour is not the same as their actual behaviour,
is a well-known phenomenon.95 However, in the context of a focus group, partic-
ularly when discussing a specific technology service, people may be more truthful
about their privacy behaviour in front of others who may challenge them and ask for
justification of their views.

In focus group discussions people may be reminded by other participants of fac-
tors they would not normally consider, and therefore there is a danger of dominant
personalities steering a group’s discussion—both these biases were mitigated to some
extent by the study’s design. Firstly, the use of a standard set of three questions, with
an approximately similar amount of time allotted to each question, ensured discus-
sion remained focused, and was not hijacked by particular participants. Secondly,
the use of an online survey gave participants the chance to provide their views of
privacy in a different and solitary context—the data from these two different research
methods still resulted in statistically significant relationships.

13.12 Conclusions and Further Work

Information Control was the most frequently discussed theme in the focus groups,
with 17 % of all coded quotations. Not only does this lend credence to the idea
that people principally seek informational self-determination when engaging with
technology services, but also echoes one of the factors—control over collection and
usage personal information—in the IUIPC scale.96 When empirically validating the
CFIP scale, Stewart & Segars observe97:

[A] central concern that seems to underlie consumer attitudes, and is perhaps the common
theme captured by the higher-order concept of CFIP, is the issue of control. Consumers
desire levels of personalization and customization but also want some sense of control over
how this service occurs. (p. 46)

The control-based privacy paradigm is a recurring theme in privacy literature98, and
is supported by empirical studies99, but has attracted some criticism.100 Furthermore,
although definitions of privacy, such has Westin’s101, consider control as an important
dimension of privacy, due in part to the importance of individual autonomy inWestern
culture102, Laufer &Wolfe suggest “the privacy phenomenon is conceptually different

95 Norberg et al. 2007.
96 Malhotra et al. 2004.
97 Stewart and Segars 2002.
98 Westin 1967; Altman 1976; Fried 1968.
99 Sheehan and Hoy 2000; Malhotra et al. 2004.
100 Allen 2000; Tavani 2007.
101 Westin 1967.
102 Laufer and Wolfe 1977.



13 “All my mates have got it, so it must be okay”: Constructing a Richer . . . 289

from control/choice” (p. 39), and that control/choice is actually a mediating variable
in the privacy system.

An individual’s information control is more than the disclosure or non-disclosure
of information, but a decision making process in which an individual considers
the future consequences of engaging in a particular behaviour—the “calculus of
behavior”.103 Laufer & Wolfe suggest new technologies affect this calculus, so an
“individual is often unable to predict the nature of that which has to be managed” (p.
37).104 Their idea of a calculus of a behaviour underpins Culnan & Bies’ observation
that this “social exchange perspective also applies to a consumer context” (p. 327)105,
i.e. consumers carry out a similar cost-benefit analysis, or what they refer to as a
“privacy calculus”—the second most discussed theme in the focus groups. Although
this implies people consider to some degree, the risks and benefits of providing
personal information, the significant percentage (72 %) of coded quotations in the
Privacy Calculus theme relating to the benefits offered by a technology service,
indicates people are principally focused on the benefits they believe they will receive
for disclosing personal information.106 The fact that the Consequences theme only
accounted for 6 % of all coded quotations, supports the idea that people do not
always consider the medium and long-term consequences of disclosing personal
information.

The third most discussed theme in the focus groups—Trust Cues—not only in-
cluded coded quotations relating to trust symbols and trust symptoms107, but also
environmental cues. Of the coded quotations within the Trust Cues theme, 55 % re-
lated to environmental cues, including the advice of friends, social and technology
norms, and media stories, indicating the possible existence of another component of
peoples’ privacy concern: environmental privacy concern.

Although there was insufficient data to statistically support the research objective
of investigating if the factors individuals consider are common to all technology
services, analysis of 582 of the total of 599 coded quotations does—prima facie—
support this. For the four most frequently discussed themes: (1) Information Control;
(2) Privacy Calculus; (3) Trust Cues; and (4) Information Usage, there was a high
incidence of these themes representing more than 9 % of the total coded quotations
in each of the focus groups. Furthermore, cogent reasons could be found where less
than 9 % of coded quotations in each focus group were related to these particular
themes. There was also a reasonably evident grouping of the themes into the other
two groups: (1) somewhat discussed (i.e. between 3 and 9 % of the coded quotations
in each group); and (2) infrequently discussed (i.e. between 0 and 3 % of the coded
quotations in each group). These exploratory findings suggest it may be feasible to
abstract the technology service attributes and environmental cues people typically
look for—across disparate technologies.

103 Laufer and Wolfe 1977.
104 Laufer and Wolfe 1977.
105 Culnan and Bies 2003.
106 Acquisti 2004.
107 Riegelsberger et al. 2005.
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Table 13.8 Relationship between significant residuals and personal characteristic categories

High level of privacy concern Low level of privacy concern

High technology
privacy concerna

Privacy
fundamentalists

Low technology
privacy concerna

Privacy
unconcerned

Trust cues Less More More
Trust Less Less
Information usage More Less Less
Information receiver Less Less Less
Security More More
a In Table 13.8 those in the High technology privacy concern category includes participants who
believe privacy will get worse in response to Westin’s question on the future impact of technology
on privacy, and those whose TPC score was ≥ μ + σ; all other participants were placed in Low
technology privacy concern category. The two categories in Table 13.8 use the highest standardised
residuals for the Westin and TPC categories

Significant statistical relationships were found between the themes raised and dis-
cussed in the focus groups and: (1) the attributes of educational level and computer
experience; (2) personal innovativeness in information technology (PIIT)108; and (3)
general privacy concern (including those measured using Westin’s categories). For
those cases where a significant statistical relationship was found, examination of the
standardised residuals helps to explain the relationship. For example, those in the
Westin’s Privacy Fundamentalists category made significantly more quotations re-
lating to the Security theme than expected, but significantly fewer quotations relating
to Trust Cues theme than expected. Those categorised as Privacy Unconcerned made
significantly more quotations relating to the Trust Cues than expected.

Table 13.8 shows the relationship between five themes where there were sig-
nificantly more or less comments made in the focus groups than expected (i.e.
z > ± 1.96)109, and two different types of users: (1) those with a high level of privacy
concern; and (2) those with a low level of privacy concern. The results in Table 13.8
suggest there is potentially a type of person with a high level of general privacy
concern, who will attach more importance to a technology service’s security, and
how their personal information might be used, than the advice of friends. Similarly
there may be people who are generally unconcerned about privacy and likely to be
influenced in their adoption of technology by social privacy norms or the advice of
others.

This suggests it may be feasible, with further research, to identify a richer set
of privacy concern types for groups of people, representing the technology service
attributes and environmental cues which each group consider important and therefore
look for. This will assist in understanding how interpersonal privacy concern and
environmental privacy concern are constructed.

108 Agarwal and Prasad 1998.
109 Table 13.8 also shows those relationships where there is standardised residual between 1.7 and
1.96 in faint text. As this table is the result of quantitative analysis of qualitative data it is considered
unrealistic to have an absolute cut-off at 1.96.
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The exploratory study did not explore the impact of individuals’ personality on
their level of privacy concern, i.e. dispositional privacy concern. However, the sig-
nificant statistical relationships between peoples’ innovativeness and general level of
privacy concern, and the themes raised and discussed in the focus groups suggests
certain aspects of peoples’ personality is likely to determine the technology service
attributes and environmental cues they consider important.

Morton & Sasse110 propose a layered approach—the Privacy Security Trust (PST)
Framework—to assist practitioners with effective privacy practice for both the tech-
nology platform and providing organisation within a technology service. The layers
within their framework are: (1) information security; (2) information management;
(3) information principles; (4) information use; and (5) information privacy culture.
It is trust signals from each of the PST Framework layers in a technology service’s
privacy practice, which will be contextual and assist in the construction of an in-
dividual’s interpersonal privacy concern. For example, the Information Principles
Layer in the PST Framework should encapsulate fair information practices, echo-
ing the CFIP scale of privacy concern with its emphasis on peoples’ concerns about
organisations’ information privacy practices.111

Morton & Sasse suggest the trust signals originating from the organisation’s pri-
vacy practice may become distorted by a badly designed or implemented technology
platform leaking personal information. The fact information control was the most
commonly discussed topic in the focus groups, highlights the importance of pro-
viding users with feedback and control of their personal information, implemented
in the technology platform using the tenets of privacy by design112, and seamlessly
linked to the organisation’s Information Management Layer as defined in the PST
Framework.

The qualitative analysis of the focus group transcripts suggests individuals are
likely to seek out specific technology service attributes, whose absence, or inad-
equate implementation, will increase their level of interpersonal privacy concern.
Similarly, the focus group results suggest individuals also take environmental cues
into account, which may increase or decrease their level of environmental privacy
concern. Finally, the quantitative analysis of the focus groups transcripts and sur-
vey data suggest certain individual characteristics influence the technology service
attributes and environmental cues people consider important.
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Appendix

Focus Group Technology Service Scenarios

Photograph Sharing Web Site (discussed by Group 1) A photograph sharing web
site continually runs a software application, which uses facial recognition technology
coupled with information from popular social networking sites, to label (‘tag’) people
in all uploaded photographs. If the picture contains a landmark that the software
recognises by searching images on the Internet, this is also labelled. For example, if
the picture contains identifiable people and a landmark, the picture will be labelled
as ‘Mr. Fred Smith and Mrs Jane Jones by Big Ben in London’. If the picture has
meta-data within it, the date and time are extracted and appended to the picture’s
title, e.g. ‘Mr. Fred Smith and Mrs. Jane Jones by Big Ben in London on June 21st
at 2:30pm’.

Organisations that manage landmarks, such as Legoland, Woburn Abbey, Tower
Bridge, and Edinburgh Castle etc., can subscribe to a service to be sent photographs of
people visiting their landmarks, which they show on their web sites. Users registered
with the photograph sharing web site, can sign up to a service to get ‘2 for 1’offers on
landmarks similar to the one they have been photographed at, with the coupon being
e-mailed to all of the people identified by the software application in the photograph
who are registered with the photograph sharing web site (whether they have signed
up for the ‘2 for 1’ offer or not).

Social Networking Discounts (discussed by Group 2) A social networking site for
which users must register and create a profile containing their personal information.
Registered users can:

• Link to each other by sending invitations.
• Post status messages about themselves.
• Post messages on other users’ pages.
• Send private messages to each other.
• Upload photographs.
• Create and join groups with other users.
• Link to content on the Internet they consider worth looking at.

Users can gain ‘social networking credits’, which they may use as discounts on
products sold on affiliated web sites. The amount of credits is based on a user’s
amount of use of the social networking site, the number of links with other users
they have, and the amount of information about themselves they have entered into
their profile.

Supermarket RFID Ordering (discussed by Group 3) A supermarket uses RFID
(radio frequency identification) chips, which are not disabled at the supermarket
checkout, in the product tags on their food goods.

The supermarket is trialling a new automatic ordering service for shoppers who
are registered on their home delivery web site. For a single payment of £ 25 the
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registered customer is given a small RFID reader unit, which is placed near their
food cupboards and wirelessly connects with the household’s broadband router.

This RFID reader unit continually scans the product tags of goods in the cupboards
and e-mails a message to the customer, at a selected frequency (monthly or weekly),
containing a list of items no longer in the cupboard (and therefore assumed to be
used). The customer can click the Buy Now button in the e-mail and replacement
goods are delivered to the house at the customer’s chosen delivery time. Goods
purchased using this e-mail automatically attract a discount and also get priority for
delivery times.

Smartphone Assistant (discussed by Group 4) A smartphone assistant software
application, which monitors an individual’s location and provides information about
things nearby which may be of interest, including:

• Events (e.g. concerts, theatre, films etc.)
• Places to visit (e.g. museums, parks etc.)
• Shops selling products an individual might be interested in
• Restaurants
• Clearance sales

To ensure the application provides relevant content, individuals must register and
enter information about themselves, their interests and lifestyle. The developers of
the application provide these details to other companies to allow them to provide
targeted advertisements to the registered users’ smartphones. If an individual visits a
retail outlet, which is part of the scheme, a coupon code flashes up on the screen that
can be used to receive a discount at that retail outlet. If an individual has clicked on
an advert on their smartphone and ordered goods online they also receive a discount.

Smart Metering (discussed by Group 5) An electricity company offers its cus-
tomers the opportunity to have a smart meter installed, which sends back details of
electricity consumed by taking readings of electricity consumption every half-hour.
The readings are sent via the customer’s broadband connection to both the electric-
ity infrastructure provider and the electricity supplier. Customers who have a smart
meter installed are given a discount on their electricity bill, every quarter.

If a customer has agreed to have a smart meter installed, they are sent updates
via e-mail telling them which appliances are inefficient and therefore costing money
to run. The electricity supplier, through its relationship with retailers, can offer
discounts on household appliances with better energy efficiency. Customers are sent
e-mails with adverts offering these appliances.

Landmark Identification Web Site (discussed by Group 6) A smartphone soft-
ware application which allows individuals to use the camera built into their mobile
phone to take a picture of a landmark and request identification of it.

The software uses images from the Internet to identify the landmark, its name
being displayed on the smartphone, along with links to relevant web sites providing
more information (e.g. opening hours, special events). This information may also
include special offers relating to the landmark, such as 2-for-1 tickets, discounted
food, private ‘behind the scenes’ tours etc.
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Table 13.9 Types of focus group quotations covered by each theme

Theme name Types of quotations coded under theme

Advisories Information and warnings provided by a technology
service concerning privacy and data handling

Information management Individual’s perception of how an organisation manages
peoples’ information once they are in possession of it

Personal characteristics How an individual’s age and personal experience is
perceived to affect their use of technology, views on
privacy, trust etc

Miscellaneous General quotations not related to the research questions
Information sensitivity An individual’s view of the information they consider

sensitive within the context of a technology service
Perceived ease of use The effort an individual has to make to use a technology

service; design; and whether use is mandatory
Reliance on legislation An individual’s reliance on legislation to protect them, e.g.

data protection, consumer protection etc
Sense making How individuals avoid/minimize privacy invasion, and use

previous experiences or similar situations to understand
a technology service

Security The technology service’s security, and organisations’
physical and information security

Consequences The impact on an individual’s personal security, finances
or behavior of using a technology service

Information receiver Organisations’ ability to provide the technology service, its
objectives and its characteristics

Trust Technological and organisational trust
Information usage Use of information by organisations for location tracking,

behavior profiling, and targeted advertising
Trust cues How individuals use news stories, reviews, third parties

etc. to aid their decision to engage with a technology
service; social and technological norms; and trust
symbols and trust symptoms

Privacy calculus Individuals’ views of the benefits a technology service
offers, and the decision process individuals undertake
when considering the potential benefits vs. private
information that has to be provided

Information control The information control offered by a technology service
(e.g. opt-in/opt-out, feedback and control),
organisations passing information to third parties
without authorisation, and how individuals control
information disclosure

The software is free, but to download it and continue using it, you must register
and provide links to your profile on social networking sites you use such as Facebook,
LinkedIn etc.

This same smartphone software also allows individuals to take a picture of a person
on the street, and using facial recognition technology coupled with information from
popular social networking sites, provide the name of the person in the picture.

A link is provided to the web site(s) so the user can find out any other publicly
available information about the person, such as address, job title etc. (where this can
be found).
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Qualitative Analysis Themes

During qualitative analysis of focus group transcripts 39 base-level codes were
created—grouped into 16 themes—shown in Table 13.9 with a description of the
types of quotations coded within each theme.
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Chapter 14
Data Mining and Its Paradoxical Relationship
to the Purpose Limitation Principle

Liana Colonna

14.1 Introduction

Fair information principles have played a significant role in structuring privacy
statutes around the world. These principles seek to ensure the legitimate collec-
tion and use of personal information. They are designed to empower the individual
by giving him/her rights to control the processing of his/her data. Through exercising
control over personal data, an individual is ostensibly able to decide when and how in-
formation about him/her is revealed to the general public. This helps preserve, among
other things, a zone of solitude where an individual can develop his/her sense of self.1

One of the problems, however, with the current reliance on fair information
principles is that they are increasingly challenged by the technological reality. One
technology that seems particularly disruptive is that of data mining. As early as 1998,
commentators have noted that there is quite a paradoxical relationship between data
mining and some data protection principles.2 This paper seeks to explore this so-
called paradoxical relationship further and to specifically examine how data mining
calls into question the purpose limitation principle: the idea that personal data must
be collected for specified, explicit and legitimate purposes and not further processed
in a way incompatible with those purposes.3

The outline of the paper is as follows: first, it will explore the theoretical foundation
of the purpose limitation principle, which is deeply rooted in the notion of privacy
as control. Then it will explain the advancing technology of data mining in order
to highlight the specific attributes of the technology that run counter to the purpose

1 Westin 1967.
2 Cavoukian 1998; de Hert and Bellanova 2008.
3 Article 6(1)(b) of EU Data Protection Directive 95/46/EC; Article 5(b) CoE Convention for the
Protection of Individuals with regard to Automatic Processing of Personal Data; Article 3 of EU
Framework Decision 2008/977/JHA.
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limitation principle. Next the paper will elaborate upon the contradictory relationship
that exists between the purpose limitation principle and data mining. The paper will
conclude with a discussion about how to cope with the paradoxical situation such
as by moving away from the extensive reliance on the fair information principles
towards more of an abuse-centered regulatory approach that focuses on preventing the
misuse of personal data instead of delivering notice and obtaining prior authorization
to process personal data.

14.2 Privacy as Control

The theoretical foundation for the purpose limitation principle is steeped in the notion
of privacy as informational control. In Privacy and Freedom, Westin sets forth one
of the most prominent articulations of this theory.4 In this landmark book, Westin
analyzes the nature and functions of privacy, its roles in society, and the challenges
posed to privacy by advancing technologies.5 Westin’s work has subsequently in-
formed most scholarly discussions of privacy and most privacy regulations enacted
around the world since its publication in 1967.

Westin defines privacy as “the claims of individuals, groups, or institutions to
determine for themselves when, how and to what extent information about them
is communicated to others.”6 This formulation of privacy can be considered an
early expression of the fair information principles. Essentially, the notion of pri-
vacy as control, and the fair information principles in turn, seek to secure privacy
through processes that are fair and provide individuals with the capacity to make
fully informed decisions about their personal information.7

As part of the overall theory put forth in the book, Westin elaborates upon four
central functions of individual privacy that reflect the value of the concept within
society, the first of which is personal autonomy.8 He explains that autonomy is at
risk when an individual’s inner zone is penetrated and his/her ultimate secrets are
discovered because an individual’s “psychological armor, would leave him (her)
naked to ridicule and shame and would put him (her) under the control of those who
knew his secrets.”9 He also explains that autonomy is threatened when individuals
do not have space to develop their individuality, which requires time for sheltered
experimentation and the testing of ideas.10

4 Westin 1967; see also, Fried 1968 (“Privacy is . . . the control we have over information about
ourselves.”); Miller 1971 (“the basic attribute of an effective right of privacy is the individual’s
ability to control the circulation of information relating to him.”).
5 Westin 1967.
6 Westin 1967.
7 Mulligan and King 2012.
8 Westin 1967, p. 33.
9 Westin 1967, p. 33.
10 Westin 1967, p. 34.
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The second function of individual privacy described by Westin is emotional re-
lease, which means, among other things, that individuals must have moments to be
“off stage”: tender, angry, irritable, lustful, or dream-filled.11 The third function of
individual privacy is self-evaluation. That is, every individual needs space to inte-
grate his/her experiences into a meaningful pattern and to exert his individuality on
events.12 The fourth function of privacy is to afford limited and protected commu-
nication which entails both the need for the individual to share confidences with
those he trusts and to “set necessary boundaries of mental distance in interpersonal
situations ranging from the most intimate to the most formal and public.”13

These functions of the private life are maintained through what Westin describes
as four basic states of individual privacy.14 The first, and most complete, state of
privacy is solitude; here, he explains, the individual is separated from the group and
freed from the observation of other persons.15 In the second state of privacy, intimacy,
the individual acts as a part of a small unit that seeks to achieve a close, relaxed, and
frank relationship among each other.16 The third state of privacy, anonymity, occurs
when “the individual is in public places or performing public acts but still seeks, and
finds, freedom from identification and surveillance.”17 The fourth and most subtle
state of privacy is reserve: the creation of a psychological barrier against unwanted
intrusion.18

It is important to note that many legal scholars reject the notion that privacy can
be entirely understood as control over information by the individual. First, it is con-
tended that the notion of privacy as control is too vague, too narrow and/or too broad
(Solove 2008). It is too vague in that there is neither a clear understanding of the
scope of what constitutes personal information over which an individual should ex-
ercise control nor a clear understanding of what precisely individual control actually
entails.19 It is too narrow because it excludes aspects of life having little to do with
personal information that should, at least arguably, be considered private such as, for
example, a woman’s decision to have an abortion.20 It is too broad when “personal
information” is defined in an expansive manner.21 That is, not every piece of personal
information is necessarily private.22

11 Westin 1967, p. 35.
12 Westin 1967, p. 36.
13 Westin 1967, p. 38.
14 Westin 1967, pp. 31–32.
15 Westin 1967, pp. 31–32.
16 Westin 1967, pp. 31–32.
17 Westin 1967, pp. 31–32.
18 Westin 1967, pp. 31–32.
19 Solove 2008.
20 Allen 1988.
21 Solove 2002.
22 Solove 2002; see also, Inness 1996.



302 L. Colonna

Second, it is contended that privacy as control improperly rests on the notion
that personal information can be construed as property.23 Schwartz explains that
“(p)rivacy-control . . . encourages a property approach to personal information that
transforms data into a commodity.”24 The problem here is that once privacy is equated
with property it receives a price tag, which seemingly contradicts the notion of privacy
as a human right that should not be traded away to the highest bidder.25

Theorists further reject the privacy-control paradigm because it is too focused on
the individual.26 It has been argued, for example, that the control-over information
conception incorrectly assumes that privacy is a subjective matter of individual pre-
rogative and fails to take account of the fact that privacy is also an issue of what
society deems appropriate to protect.27 More specifically, Regan contends that the
notion of privacy as control does not recognize that privacy is important for a myriad
of social interests such as the full functioning of democratic institutions.28

Additionally, it is contended that the notion of privacy as control incorrectly
assumes that individuals have the ability to exercise control over their data in the
first place. Schwartz questions whether individuals are able to exercise meaningful
choices with regard to their information, given the disparities in knowledge and
power in bargaining over the transfer of their information.29 He argues that control
over personal information is illusory because people are not only uninformed about
all the ways their data can be used but also because they are often powerless to
make demands on data controllers. In other words, he suggests that people do not
necessarily have the education or the empowerment to always exercise meaningful
control over their personal data.

Finally, the privacy-control paradigm is rejected, at least partly, because it fails to
address many of the concerns raised by modern technology. Privacy as control does
not account for situations, such as participation in social media, where “individuals
feel pressured to reveal their private information because others have done so and a so-
cial or economic stigma will attach if they stay quiet.”30 Nissenbaum contends a more
contextual understanding of privacy is necessary.31 That is, she argues that privacy is
not necessarily control but rather respect for context-relative informational norms.32

23 Schwartz 2000.
24 Schwartz 2000.
25 See generally, Cohen 2000.
26 Nissenbaum 2010, p. 71 (raising the question, “(h)as a person who intentionally posts photographs
of himself to a Web site such as Flickr lost privacy?”).
27 Nissenbaum 2010, p. 71 (raising the question, “(h)as a person who intentionally posts photographs
of himself to a Web site such as Flickr lost privacy?”); citing Schoeman 1992.
28 Regan 1995.
29 Schwartz 1999.
30 Peppet 2012.
31 Nissenbaum 2010, p. 71 (raising the question, “(h)as a person who intentionally posts photographs
of himself to a Web site such as Flickr lost privacy?”).
32 Nissenbaum 2010, p. 71 (raising the question, “(h)as a person who intentionally posts photographs
of himself to a Web site such as Flickr lost privacy?”).
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14.3 The Purpose Limitation Principle

14.3.1 Understanding the Concept

At the outset, it must be made clear that it is the European Union (EU) that applies the
phrase “purpose limitation.” Other regimes use similar but different terminology. For
example, the OECD Guidelines refers to “purpose specification.”33 It is not obvious
whether “purpose specification” and “purpose limitation” have the same meaning and
so as to avoid any confusion: this paper is written from a European perspective.34

The purpose limitation principle is expressly laid down in Article 6(1)(b) of the
EU Data Protection Directive 95/46/EC which, requires that personal data must be
“collected for specified, explicit and legitimate purposes and not further processed
in a way incompatible with those purposes.”35 More specifically, it requires a data
controller to provide a specific and lawfully-stated reason to the data subject as to
why it is collecting his/her data. This explanation should be made explicit no later
than at the time of the data collection. The principle further requires that the data
controller only use the data for the purposes, which were stated to the data subject
at the time the data was collected.

There are, however, a number of different ways that the subsequent use of the data
can be extended beyond the fulfillment of the initial purposes stated to the data sub-
ject. For example, data can be further processed if the subsequent use is compatible
with the initial purpose. Because there is no definition of what exactly constitutes
a “compatible purpose” this determination is made on a case-by-case basis. Addi-
tionally, derogations from this principle are permitted when such derogations are
authorized by law and constitute a necessary measure in a democratic society.36

33 Guidelines on the Protection of Privacy and Transborder Flows of Personal Data, adopted Sept.
23, 1980 (explaining “(t)he purposes for which personal data are collected should be specified not
later than at the time of data collection and the subsequent use limited to the fulfillment of those
purposes or such others as are not incompatible with those purposes and as are specified on each
occasion of change of purpose.”).
34 Cate 2006 (raising the following serious of questions: “What is the difference between ‘collection
limitation,’ ‘purpose specification,’ and ‘use limitation,’ all three of which appear in the OECD
Guidelines, and how do they compare with ‘purpose limitation’ as that term is used to describe the
EU directive? Does the latter include all three of the former?”).
35 Article 6(1)(b) of Directive 95/46/EC; see also, Article 3 of Framework Decision 2008/977/JHA
and Article 5(b) of the Council of Europe Convention for the Protection of Individuals with regard
to Automatic Processing of Personal Data, ETS 108 (1981).
36 See generally, Article 9 of the Council of Europe Convention for the Protection of Individuals
with regard to Automatic Processing of Personal Data, ETS 108 (1981) (stating, “(d)erogation
from (the purpose limitation principle) shall be allowed when such derogation is provided for by
the law of the Party and constitutes a necessary measure in a democratic society in the interests
of: protecting State security, public safety, the monetary interests of the State or the suppression
of criminal offences (sic); protecting the data subject or the rights and freedoms of others.”); see
also, Rotaru v Romania, ECtHR, judgment of 4 May 2000 (Para. 55) (adding added another three
conditions, notably that violations of privacy should also be precise, foreseeable and proportionate).
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The Article 29 Working Party has recently provided guidance on the purpose
limitation principle. In its opinion on purpose limitation, it provides practical exam-
ples for understanding the principle.37 One particularly helpful example concerns a
situation where a customer contracts with an online retailer to deliver a box of or-
ganic vegetables to the customer’s house each week.38 The Working Party explains,
“(a)fter initial ‘collection’ of the customer’s address and banking information, these
data are ‘further processed’ by the retailer each week for payment and delivery. This
obviously complies with the principle of purpose limitation and requires no further
analysis.”39 If, however, the online retailer seeks to use the customer’s email ad-
dress and purchase history to send the individual personalized offers or to forward
the customer’s data to a business colleague then the Working Party explains that the
compatibility is not obvious and needs further analysis.40

The purpose limitation principle is deeply embedded in the theory of privacy as
informational control, which presupposes that an individual can only have full au-
thority over his/her personal information when he/she understands the purpose of the
data processing before turning it over to a data controller. By requiring that an indi-
vidual be told why his/her personal data is gathered and in which ways the data can
be processed and especially by who, the purpose limitation principle seeks to place
the individual in a position to decide whether a specific information transfer is worth
it to him/her.41 The idea is to fully inform the individual about the data processing
so that he/she can either provide consent or object to the processing. Theoretically,
by affording the individual an opportunity to consent or object after being made
aware of the purpose of processing, the individual is able to safeguard his/her pri-
vacy by, for example, limiting his/her exposure to unwanted public observation and
ridicule.42

Essentially, the core value of the purpose limitation principle lies in its ability to
provide limits on how a data controller will use a piece of personal information so
that an individual can assess and foresee the dangers of giving up this information
in the first place.43 In this respect, the principle can be understood as a shield to
protect an individual against unwanted intrusions into his/her private life. It can also
be understand as a sword to ground a cause of action against a data controller who
violates its promises to the individual.

37 Article 29 Data Protection Working Party: Opinion 03/2013 on purpose limitation (2 April 2013)
available online at http://idpc.gov.mt/dbfile.aspx/Opinion3_2013.pdf.
38 Article 29 Data Protection Working Party: Opinion 03/2013 on purpose limitation (2 April 2013)
available online at http://idpc.gov.mt/dbfile.aspx/Opinion3_2013.pdf .
39 Article 29 Data Protection Working Party: Opinion 03/2013 on purpose limitation (2 April 2013)
available online at http://idpc.gov.mt/dbfile.aspx/Opinion3_2013.pdf .
40 Article 29 Data Protection Working Party: Opinion 03/2013 on purpose limitation (2 April 2013)
available online at http://idpc.gov.mt/dbfile.aspx/Opinion3_2013.pdf .
41 See generally, Rotaru v Romania, ECtHR, judgment of 4 May 2000; see also, Leander v. Sweden,
ECtHR, judgment of 26 March 1987.
42 Westin, Alan. 1967. Privacy and freedom. New York: Atheneum.
43 ECtHR, Peck v. the United Kingdom (Para. 62); see also, Solove 2011.
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Take, for example, the situation where an individual relinquishes personal infor-
mation to a private entity, say a social media company like Facebook. The individual
has agreed that this transfer of information is worth the perceived privacy risks: he/she
is comfortable providing his/her name, email address, a few photos etc. to the private
company so that he/she can connect better with his/her friends. At the same time,
however, he/she expects that this information will not be further processed without
his/her consent or for incompatible purposes unless, of course, there is a very good
reason to do so. In other words, if the man or woman knew that the data collected by
the social media company might be used by his/her local bank to determine his/her
creditworthiness and to deny him/her a loan then he/she might not decide to join the
club after all (or, he/she might have a cause of action against the company).44

14.3.2 A Level of Abstraction

It is important to mention, before proceeding to an analysis of how technology chal-
lenges the purpose limitation principle, that this principle can be criticized as fairly
abstract and thus problematic even before concerns about technology are raised.45

One study found that the principle is open to divergent applications. Specifically,
it concluded, “different EU Member States apply different tests . . . ranging from
the ‘reasonable expectations’ of the data subject, to ‘fairness’ or the application of
various ‘balance’ tests.”46

The study further discovered that, in a few Member States, the principle is subject
to quite sweeping exemptions, in particular for public-sector controllers. In other
EU Member States, the study concluded, purposes are sometimes defined in exces-
sively broad terms, thus undermining the principle itself.47 For example, if the initial
purpose for collection of the personal data is marked broadly as “for any law enforce-
ment purpose” than the police and judicial authorities are able to process (and further
process) the data for a variety of purposes.48 These purposes can range from the pre-
vention to the investigation to the detection to the prosecution of specific criminal
offences without ever technically deviating from the purpose limitation principle.49

It is also problematic that the EU Data Protection Directive does not define what is
meant by “compatible use.” As such, the term has been left open for interpretation by

44 White 2012.
45 See Cate 2006.
46 Korff and Brown 2010.
47 Korff and Brown 2010 (explaining that “ . . . UK law refers to ‘policing purposes’ in one breath
(and thus allows data obtained for one police purpose to be used for any such purpose), where
German law strictly distinguishes between ‘countering immediate threats’, ‘general and specific
prevention’, and ‘investigation and prosecution of [suspected] criminal offences.”’).
48 Colonna 2012.
49 Colonna 2012.
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the various Member States raising the question of whether the notion of “compatible
use” can be considered synonymous with “any use.” Indeed, the European Data
Protection Supervisor has noted that “the notion of ‘compatible use’ is interpreted
differently in various Member States” and it has called for additional precision in the
expression.50

14.4 Data Mining

14.4.1 A Solution to Information Overload

Every day, quintillions of bytes of data are created. The amount of data is so growing
so fast that scientists are no longer talking in terms of megabytes, gigabytes, terabytes
or even petabytes, but have, instead, had to create new terms such as “zettabyte” to
describe it.51 This data comes from everywhere: transactional records captured by
payment providers, location information tracked by mobile phone companies, posts
to social media sites, clinical diagnoses captured by hospitals, to name just a few.
Because much of this data is in digital form “they can be stored, shared, searched,
combined, and duplicated with extraordinary speed and at very little cost.”52 It is also
significant that this data is often embedded with metadata, data about data, which
can reveal a tremendous amount about a person’s life and habits.53

The ability to generate data has to a large extent outstripped the human ability to
do useful things with it.54 As a result, some data collected in large repositories have
become data tombs, “data stores that are effectively write-only; data is deposited
to merely rest in peace, since in all likelihood it will never be accessed again.”55

The promise of data mining is to turn these “data tombs” into “golden nuggets”

50 EDPS Opinion on the data protection reform package (March 7, 2012).
51 A “zettabyte” is equivalent to about 250 billion DVDs. For more, see Arthur 2011; see also,
Kuner et al. 2012.
52 Kuner et al. 2012.
53 Kuner et al. 2012 (explaining that metadata is “data about when and where and how the underlying
information was generated.”); see also, Biersdorfer 2006 (explaining that (m)etadata, a term created
by the fusion of an ancient Greek prefix with a Latin word, has come to mean “information about
information” when used in technology and database contexts. The Greek meta means behind, hidden
or after, and refers to something in the background or not obviously visible, yet still present. Data,
the Latin term, is factual information used for calculating, reasoning or measuring.): see also,
Government Surveillance 2012 (explaining that ”(m)etadata (the records of who people call and
e-mail, and when, as distinct from the content of conversations) can now be amassed on a vast scale,
and run through powerful software that can use it to create a fairly complete portrait of a person’s
life and habits—often far more complete than just a few recorded conversations.).
54 Han and Kamber 2001.
55 Fayyad and Uthurusamy 2002.
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of knowledge.56 And, as inexpensive and widely distributed computing capacity
continues to soar, the promise becomes more and more likely to be fulfilled.57

14.4.2 A Semantic Muddle

At the moment, there is no widely held understanding of what precisely data mining
means.58 The nebulousness of the term data mining is demonstrated by point-
ing to a few of the terms that carry a similar or slightly different meaning to it
such as knowledge mining from databases, knowledge extraction, data archaeology,
data/pattern/predictive analysis, data fishing, data dredging, big data analysis and
analytics.59 These terms are, among others, used rather interchangeably. The prob-
lem with the free flow and ad hoc use of these terms is that confusion arises because
all of the words do not necessarily mean the same thing: important perceptions about
the technology are lost when the different meanings are blurred together.

Because the term data mining is the most popular term applied in the media, in the
scientific research field, in the business community and even in the legal discourse,
it will be the term adopted here.60 However, the term is applied broadly and perhaps
imprecisely. While debating the terminological haze of data mining is important, the
goal here is to focus on those attributes of this advancing technology that separate
it from more traditional forms of data analysis tools, such as structured queries or
statistical analysis software, in order to pinpoint what has changed in the world of data
processing that might require legal attention be paid the purpose limitation principle.

14.4.3 A Difference in Kind and in Degree

Generally, there are two main approaches to data mining described in the litera-
ture.61 The first is verification-driven data mining where information is extracted in

56 Han and Kamber 2001; see also, Symeonidis and Mitkas 2005 (stating, “(t)he human quest for
knowledge and the inability to perceive the—continuously increasing—data volumes of a system
has led to what we today call data mining.”); Schermer 2011, p. 45 (stating “(o)ver the past decades
(data mining) as evolved from an experimental technology to an important instrument for private
companies and institutions to help overcome to problem of information overload.”).
57 Kuner et al. 2012.
58 For an example of the lack of agreement on what “data mining” actually means compare the
definition of “data mining” in the 2007 US Data Mining Reporting Act (defining “data mining” in
such a manner that requires the reporting of “pattern-based” tools but not “linked based” tools), with
the definition of “data mining” provided by the US General Accountability Office (GAO)(defining
data mining in its May 2004 report entitled “Data Mining: Federal Efforts Cover a Wide Range of
Uses”, more broadly as “the application of database technology and techniques—such as statistical
analysis and modeling—to uncover hidden patterns and subtle relationships in data and to infer
rules that allow for the prediction of future results.”).
59 Han and Kamber 2001.
60 Han and Kamber 2001.
61 See e.g., Sivanandam and Sumathi 2006.
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the process of validating a hypothesis postulated by a user.62 Notwithstanding the
application of this approach to large data sets, it is similar to conventional data analy-
sis methods.63 Because this approach is not “opportunistic” or “bottom up” or “data
driven,” it is questionable whether verification-driven data mining can be considered
“true” data mining.

The second approach is discovery-driven data mining. Here, a variety of different
tools are applied to automatically extract information about the data with limited
guidance from the user.64 Discovery driven data mining can further be subdivided
to include descriptive data mining and predictive data mining.65 Descriptive data
mining “provides analysts with a better understanding of the information at their
disposal, while uncovering hidden traits and trends within the dataset.”66 It focuses
on, among other things, the intrinsic structure, relations, interconnectedness of the
data and aspires to improve the overall comprehension of the dataset.67 Predictive
data mining, as the name suggests, is used to make predictions based on inferences
found in the available data such as the possibility that people who buy diapers might
also buy beer.68

The fact that data mining does not necessarily begin with a question to be falsified
or verified by the logical analysis of the data set is a significant departure from earlier
forms of data processing.69 In an almost “voodoo-science” way, data mining can be
used to analyze multiple dimensions of a dataset and to use the data itself to generate
hypotheses.70 Yoo et.al. explain, that according to the conventional scientific method,

62 Sivanandam and Sumathi 2006.
63 Jackson 2002.
64 Sivanandam 2006.
65 Symeonidis and Mitkas 2005.
66 Zarsky 2011; see also, Schermer 2011 (explaining, “(t)he goal of descriptive data mining is to
discover unknown relations between different data objects in a database. Descriptive data mining
algorithms try to discover knowledge about a certain domain by determining commonalties between
different objects and attributes. By discovering correlations between data objects in a dataset that
is representative of a certain domain, we can gain insight to it.”).
67 Symeonidis and Mitkas 2005.
68 Zarsky 2011 (explaining that “(i)n a predictive process, the analysts use data mining applications
to generate rules based on preexisting data. Thereafter, these rules are applied to newer (while
partial) data, which is constantly gathered and examined as the software constantly searches for
previously encountered patterns and rules. Based on new information and previously established
patterns, the analysts strive to predict outcomes prior to their occurrence (while assuming that
the patterns revealed in the past pertain to the current data as well.”); see also, Schermer 2011
(explaining “(a)s the name implies, the goal of predictive data mining is to make a prediction about
events based on patterns that were determines using known information.”); Whitehorn 2006.
69 Custers 2013 (explaining that “ . . . traditional statistical analysis usually begins with an hypothesis
that is tested against the available data. Data mining tools usually generate hypotheses themselves
and test these hypotheses against the available data.”).
70 Calders and Custers 2013 (explaining, “Unlike in statistics, where the data is collected specially
with the purpose of testing a particular hypothesis, or estimating the parameters of a model, in data
mining one usually starts with historical data that was not necessarily collected with the purpose of
analysis, but rather as a by-product of an operational system.”).
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a hypothesis is built and then data is collected to test the hypothesis: this involves a
process of reasoning from the general (i.e., a hypothesis) to the specific (i.e. data).
Unlike with the conventional scientific method, the data mining method involves an
exploration of a dataset without a hypothesis in order to discover hidden patterns
from data: this involves a process of producing the general (i.e., knowledge or an
evidence-based hypothesis) from the specific (i.e., data).71 The automation of the
scientific inquiry means that data mining is not limited by the creativity of humans
to come up with a relevant hypothesis.72

It is important to remember, however, that the data that are initially discovered
through the mining process must subsequently be validated by applying the result to a
new subset of data. Many variables may appear related during the initial exploration
of the data but this could occur purely through chance alone.73 While the results may
be significant, further study is required to ensure that it is not just chance connecting
the variables but some other factor.74 In this respect, it is key to keep in mind that
data mining is a dynamic and iterative process that involves human judgment.

Another interesting feature of data mining is, unlike in earlier forms of data pro-
cessing where the data is collected especially with the purpose of testing a particular
hypothesis, in data mining, “one usually starts with historical data that was not
necessarily collected with the purpose of analysis, but rather as a byproduct of an
operational system.”75 A considerable amount of this data comes from the public
sphere as opposed to the “intimate” sphere.76 In this context, data mining can be
referred to as secondary data analysis because the data were not collected to answer
the questions now posed.77 It is useful to think of secondary analysis as the research
equivalent of recycling. For example, the secondary analysis of telephone records
might not concern the analysis of billing questions for which the data was initially
collected but rather the analysis of calling patterns such as: call length, time-of-day
or from where-to-where, etc.78

Because data mining often relies upon data that was collected by someone else
for some other purpose, it is more likely to have missing values and noise (random
error in the data) than the data found in statistics, for example.79 It has been remarked

71 Yoo et al. 2012.
72 de Hert and Bellanova 2008, but see also, Wiley 2008.
73 Seifert 2006.
74 Schermer 2011 (explaining that “(i)n unguided descriptive data mining we look for correlations
in the data without using a pre-defined working hypothesis. Dependent on the size of the dataset and
the ‘confidence interval’ used to determine correlations, our data mining exercise will yield certain
results. While these results might indeed be significant, there is also a chance they are completely
random. So, the results we find (and the hypothesis we formulate on the basis of these results) need
to be validated to exclude the possibility that the correlation is in fact totally random.”).
75 Calders and Custers 2013.
76 Nissenbaum 2010.
77 Imprecise Causality In Mined Rules 2003.
78 Imprecise Causality In Mined Rules 2003.
79 Han and Kamber 2001.
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that “(d)ata mining results are inherently soft or fuzzy as the data is generally both
incomplete and inexact.”80 The quality of data mining results, therefore, relies on
the data preparation process and on the excellence of the underlying datasets.81

Another distinguishing feature of data mining is that, unlike traditional query
and reporting tools, which only reveal explicit information found in the database,
data mining reveals implicit information.82 That is, instead of simply extracting
“what” is in a database, data mining can turn data into something new and more
useful.83 The “novel” information that arises through data mining can consist of,
among other things, a higher form of knowledge, a more compact summary, a more
abstract description or a more useful form such as a prediction.84 In this respect,
data mining can be understood to be the “silkworm” of data processing: it takes a
raw material, data, and transforms it into something transcendent that was not there
before. If a system can only perform data or information retrieval then it should be
more appropriately categorized as either a database system or an information retrieval
system or a deductive database system.85

Relatedly, data mining is able to confront the visualization and understanding
of large data sets more efficiently than previous forms of data processing.86 Here,
data mining is closely linked with the science of information visualization.87 The
knowledge that is discovered in data mining can be expressed in high-level languages,
visual representations, or other expressive forms so that it is easily understood and
directly usable by humans.88

It is also important to mention that despite the expressiveness of the end results,
some aspects of data mining can be very opaque and highly automated, relying on
“black boxes.” Zarsky explains that data mining can rely upon non-interpretable
processes where “the rationales for actions premised upon the predictions the data

80 Imprecise Causality In Mined Rules 2003.
81 Berti-Equille 2007, p. 101.
82 Taipale 2003.
83 Taipale 2003.
84 Taipale 2003 (explaining that “Data mining is the process of looking for new knowledge in existing
data. The basic problem addressed by data mining is turning low-level data, usually too voluminous
to understand, into higher forms (information or knowledge) that might be more compact (for
example, a summary), more abstract (for example, a descriptive model), or more useful (for example,
a predictive model). At the core of the data mining process is the application of data analysis and
discovery algorithms to enumerate and extract patterns from data in a database.”).
85 Han and Kamber 2001.
86 Symeonidis and Mitkas 2005, (explaining that data mining “ . . . confronts the visualization and
understanding of large data sets efficiently.”).
87 For one explanation of the difference between the two fields see Bertini and Lalanne 2009,
p. 12 (explaining that “(w)hile information visualization (infovis) targets the visual representation
of large-scale data collections to help people understand and analyze information, data mining,
on the other hand, aims at extracting hidden patterns and models from data, automatically or
semi-automatically.”).
88 Han and Kamber 2001.
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mining process provides are not necessarily explainable to humans.”89 When non-
interpretable processes are applied, “the software makes its decisions based upon
multiple variables (even thousands!) that were learned throughout the data analysis
the software makes its decisions based upon multiple variables that were learned
throughout the analysis process, but are not easily explained in text.”90 In these
contexts, the role of the analyst is minimized. Sometimes it is difficult to provide
an answer as to why a specific result was reached beyond stating, “this is what the
algorithm found based on previous similar cases in the past.”91

Furthermore, and perhaps obviously at this point, data mining takes on a much
larger scale than previous forms of data processing. It is usually conducted on huge
volumes of data, which often includes sensitive and private information about individ-
uals or companies, and it seeks to extract value from such volume.92 With traditional
techniques, the usefulness of retrieving data from a database is diminished when the
database is really big. For example, if an analyst ran a database query against a large
table such as “find customers who live in New York”, it might be possible to locate
millions of responses and thus, the usefulness of the search is eviscerated by the large
volume of data. Enter data mining: instead of returning a list of names of people who
live in NewYork, the result of the search could be the creation of useful model of the
data in question.93 A data analysis system that does not handle large amounts of data
can at most be categorized as a machine learning system, a statistical data analysis
tool, or an experimental system prototype.94

Another unique feature of data mining is that the data to be mined is usually of a
high dimensionality such as micro-array data, which may have tens of thousands of
dimensions.95 Statistics, for example, does not consider the dimensionality of data.
Furthermore, the data to be mined can also be very complex, such as social network
data, whereas most of the data in older forms of processing are flatted, simple data
files in text or binary format.96

Lastly, data mining involves very complex interdependencies between humans
and technology that have hitherto not existed. Data mining is not a simple, stand-alone

89 Zarsky 2011.
90 Zarsky 2011.
91 Zarsky 2011.
92 Lloyd-Williams 1997.
93 Lloyd-Williams 1997.
94 Han and Kamber 2001.
95 For more, see Keim 2002 (explaining that “(o)ne-dimensional data usually has one dense dimen-
sion. A typical example of one-dimensional data is temporal data . . . Two-dimensional data has
two distinct dimensions. A typical example is geographical data where the two distinct dimensions
are longitude and latitude . . . Many data sets consists of more than three attributes and therefore,
they do not allow a simple visualization as 2-dimensional or 3-dimensional plots. Examples of
multidimensional (or multivariate) data are tables from relational databases, which often have tens
to hundreds of columns (or attributes). Since there is no simple mapping of the attributes to the two
dimensions of the screen, more sophisticated visualization techniques are needed.”).
96 Keim 2002.
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technology but rather it is a complicated socio-technical system.97 The advanced
algorithms and mathematical models applied in data mining are connected to a world
of interlinked databases and information networks and they rely (at least partly) on
humans to build, train and apply them.

14.5 Data Mining and its Paradoxical Relationship
to the Purpose Limitation Principle

At this point, it should be relatively clear that data mining is a rather complex tech-
nology. It should also be clear that the purpose limitation principle is a good concept
in theory but vague and ridden with exceptions in reality: in the words of Schwartz,
it promises a lot and delivers too little.98 The ambition of this section is to demon-
strate, for the reasons set forth below, that whatever concerns already exists about
the purpose limitation principle, it is going to be made worse as the technology of
data mining continues to advance.

First, data mining challenges the purpose limitation principle because of its re-
liance on huge amounts of data. This reliance on “big data” encourages the large-scale
collection and retention of data by governments and private companies alike. These
entities are creating data silos because of an almost instinctive feeling that the in-
formation stored in such silos might have great value at some point in the future.
This, in turn, encourages an obfuscation of the purpose limitation principle: instead
of stating a clear and specific purpose, data controllers are incentivized to create
broadly defined purposes in order to bolster their freedom to process the data.

The result of this obfuscation of the purpose limitation principle is that the individ-
ual does not fully understand what happens to his/her data beyond the initial transfer.
He/she almost certainly does not grasp that, in many situations, his/her personal data
are being systematically collected for later use in the information marketplace.99 This
creates what van den Hoven calls informational inequality: an unfairness inflicted
upon data subjects that results because of a lack of openness, transparency, participa-
tion and notification on the part of the data controller.100 Ostensibly, this imbalance
of power over information can lead to manipulation, profiling and discrimination in
society.101

Second, it is impossible to reconcile data mining with the purpose limitation
principle because no one knows beforehand what the results of a data-mining search
will turn up. An individual cannot possibly foresee how his/her data will be used
because the very point of data mining is to provide a window to the unforeseeable.102

97 Nissenbaum 2010.
98 Schwartz 1999.
99 Nissenbaum 2010.
100 Van den Hoven 2007, p. 462; see also, Nissenbaum 2010.
101 Gandy 2009.
102 See, Rosenzweig 2010 (explaining that “the purpose and use limitations, if fully applied, would
significantly degrade the analytical utility of many knowledge discovery systems.”).
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This means that a data controller cannot conceive beforehand the specific purpose
of the data collection (and then restrict the use to that purpose) because it will not be
obvious until after the processing what data will be of value or what relationships
will emerge.103 Because the first prerequisite to data protection is not fulfilled—
purpose specification—other data protection requirements, including use limitation,
adequacy, relevance and proportionality cannot be met since the individual has no
sense of the boundaries within which his/her personal data may be processed and
therefore, cannot enforce his/her rights.104

A data miner can, of course, inform the individual ex post facto that his/her
personal data has been subjected to data mining and that some “new” information
about him/her has been extrapolated through the process. It can provide a specific
and legitimate purpose for how it would like to use the new information and allow the
individual an opportunity to consent or reject to the processing. The problem with
requiring that purpose limitation be required after the data mining is that it misses
the theoretical point that the individual is not supposed to possess on-and-off control
over his/her personal data. By pushing the purpose limitation principle aside to data
mine, the control the individual has over his/her data becomes illusory.

To illustrate this point, it is helpful to examine two data mining scenarios, even if
they are both somewhat prosaic and oversimplified. In the first scenario, transactional
data revealing an individual has recently purchased certain fertilizers is combined
with watch-list data and mined to reveal that the individual is a suspected terror-
ist.105 In the second scenario, customer-loyalty-card information is combined with
demographic information and mined to reveal that a woman is pregnant.106 In both
of these situations, the “new” information that is derived from data mining can easily
get passed on to various authorities, without the individual even knowing the data
exists, who might then use it for any number of purposes: for example, as evidence
to obtain a wiretap warrant to collect electronic surveillance about the suspected
terrorist or, to send diaper coupons to the woman, uncovering to her family the she
is pregnant.107 Gunasekara explains rather eloquently that the “new” personal infor-
mation that is derived from data mining becomes part of “ . . . the swelling river of
data whose channels are, in the private and public sectors, ever changing and difficult
to follow, much less control.”108

103 Cavoukian 1998 (explaining that a good data mining program cannot, in advance, delineate
what the primary purpose will be because the “discovery model” upon which data mining is based,
does not need an hypothesis, and without an hypothesis, establishing the specific purpose of data
collection or data processing is a much more complex task); see also de Hert and Bellanova 2008.
104 Article 29 Data Protection Working Party: Opinion 03/2013 on purpose limitation
(2April 2013) available online at http://idpc.gov.mt/dbfile.aspx/Opinion3_2013.pdf (explaining that
“(s)pecification of purpose is an essential first step in applying data protection laws and designing
data protection safeguards for any processing operation.”).
105 Gunasekara 2009.
106 Duhigg 2012.
107 Duhigg 2012.
108 Gunasekara 2009.
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It is further worth mentioning that the “new” information that results from data
mining often takes the form of an abstraction of the underlying dataset such as a pre-
dictive or a descriptive model. These abstractions are the consequence of a dynamic
and iterative process of retrieving, excluding, comparing reorganizing, digging,
pulling etc. huge amounts of data of which any one data unit can technically be
identified, singled out and used again and again in the process. In this respect, data
mining has a jig-saw nature where the idea is to piece together units of data in order
create a clearer picture of something: little by little, pieces of data are placed together
and a picture emerges.109

Lyon raises concerns over the constant circulation of fragments of personal data
within computer systems beyond any agent’s authority.110 These fragments of data
circulate and accumulate in ways that not only make it impossible for an individual
to control the use and reuse of the data but also raise larger questions about dis-
crimination and social justice.111 Likewise, Amoore describes “data derivatives” as
fragmented elements, which are easily moved, shared, traded and exchanged with
complete indifference to underlying data set and data subject.112 She explains that
the “data derivative” is not centered on who the data subject is or even on what a
particular data set says about a data subject but it is instead focused on what can be
imagined and inferred about data subjects.113

The fragmentation of data that takes place in data mining is hard to reconcile with
the purpose limitation principle because it may not be obvious whether a unit of data
is related to any particular data subject, which calls into question the application of
data protection law in the first place. This is because it is only when data can be
linked to an actual individual that the principle of purpose limitation even applies.
For example, there could be data about two, one-way-ticket flights bought on the
same credit card, from two different telephone numbers which incidentally were
the same numbers dialed by three of the 9/11 hijackers used in the creation of some
descriptive or predictive model.114 Yet, it may not be obvious how to connect this data
to an identifiable human being and therefore, no obligations under data protection
law.

The relationship between the purpose limitation principle and data mining be-
comes even more antithetical when one considers that data mining invariably involves
taking data collected in one context and using the data in a different context in a way
never contemplated at the time of its initial collection.115 For example, public-transit

109 See generally, Jonas 2009.
110 Lyon 1994.
111 Lyon 1994; see also, Bennett 2011.
112 Amoore 2011.
113 Amoore 2011.
114 This example is based off a similar example provided by Louise Amoore during her presenta-
tion “Risk based security practices—Risk and the war on terror” held at the Amsterdam Privacy
Conference (October 9, 2012).
115 Calders and Custers 2013.
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card information can be mined for police inquiries116 or social-media data can be
mined to help politicians get their political supporters to the poll boxes.117 Here,
the purpose limitation principle provides an important safeguard against the data
from being “lost in translation” when it migrates from one context to another context
without any granular understanding of how the data was originally classified.118 It
provides the individual the opportunity to step in, exercise his/her control and to
say, “STOP! I do not want you to that with my data!” The problem is, however, as
explained above, there is no moment to afford the individual a chance for meaningful
intervention.

14.6 Moving Forward

The purpose limitation principle has provided an important baseline for protecting
personal data. Over time, however, technological advances such as data mining have
caused the principle to lose much of its meaning. The strict application of this princi-
ple simply does not work well in a world where personal data is frequently transferred
from one context to another context, often without the individual’s knowledge or con-
sent, and then mined to give raise to new information about the individual that is
useful for organizational decision-making.119 If one considers the fact that a data
controller cannot meaningfully inform the individual of a specific and legitimate
purpose for the data processing in advance of data mining, the purpose limitation
principle becomes a conception existing only on paper and individual control of
his/her data just a chimera of the law.

One way of addressing the new kind of privacy threats posed by technological
innovations such as data mining is to move away from the rigid and inflexible fair
information principles such as the purpose limitation principle and to adopt an alter-
native paradigm to data protection. Cate fiercely critics the fair information principles
and suggests that, at least in the commercial context, data protection laws should reg-
ulate information flows only when necessary to protect individuals from harmful uses
of information.120 That is, “data protection law should be designed to prevent tangi-
ble harms to individuals and to provide for appropriate recovery for those harms if
they occur.”121

116 See generally, Lyon 2008 (explaining, “In the case of Oyster cards in the UK, data that begin
life in the commercial sphere of public transit, are increasingly required in police inquiries. Such
data may also stay in the same context but as their uses grow, they may acquire some dangerous
characteristics; internal citations omitted).
117 Duhigg 2013.
118 Ramasastry 2006, p. 757 (aptly using the phrase “lost in translation” to explain the problems that
arise when data migrates from commercial data brokers to government entities in counter-terrorism
data mining programs).
119 Tavani 1999, p. 137.
120 See Cate 2006.
121 Cate 2006.
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Cate’s suggestion is related to Sweden’s “abuse-centered regulatory approach”
which is an approach that seeks to enhance the efficacy of data-protection rules by
simplifying and focusing them on preventing the misuse of personal data.122 Pursuant
to Sweden’s approach, unstructured processing of personal data is allowed unless it
constitutes a misuse of the privacy of an individual.123 The exemption of unstructured
processing of personal data from several obligations arising from the Swedish data
protection legislation marks a significant departure from the traditional model of
regulation that is more orientated towards a system of notice and consent embodied
in fair information principles.124

The misuse model should be explored further as an alternative paradigm to han-
dling the processing of personal data. The focus on actual breaches of privacy rather
than on the risk of potential breaches of privacy might prove more realistic in light
of technologies such as data mining.125 By concentrating on the serious rather than
technical infringements of privacy, it could also serve to limit the unrealistic bur-
dens on legitimate commercial and other data processing.126 It could further lead to
a system more stepped in meaningful, substantive data protection laws rather than
hollow, procedural rules.127

It is true that moving away from the fair information principles and towards a
misuse model of data protection might not afford the individual the same theoretical
level of control of his/her personal data because he/she will not be informed and
consent to every use of his/her data. However, as noted at the outset of this article,
the notion of privacy as control has been questioned by many commenters as resting
on unsound foundations and thus, perhaps it is time to move away from it. Indeed,
Schwartz’ contention that the notion of privacy as control is deeply flawed because
it incorrectly assumes that individuals have the ability to exercise control over their
data in the first place is wholly accurate in the context of data mining.128 It is also
worth mentioning that just because an individual does not have control over his/her
information does not necessarily mean that a privacy intrusion will be perpetrated.129

Another suggestion for handling the privacy threats posed by data mining would
be to create a revised set of privacy principles that are more realistic in today’s
dynamic technological environment. For example, instead of placing the emphasis

122 Kirchberger 2011.
123 For more on how the law works, see, Kirchberger 2011.
124 See Seipel 2001 (where Seipel explains that “(i)n short, the misuse model would mean free-
dom to process whereas the processing model would mean that processing requires some kind of
permission.”).
125 Steele 2002.
126 Steele 2002.
127 Cate 2007.
128 Schwartz 1999.
129 Moor 1990 (“Although control of information is clearly an aspect of privacy, these definitions
emphasizing control are inadequate for there are many situations in which people have no con-
trol over the exchange of personal information about themselves but in which there is no loss of
privacy.”).
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on purpose limitation, the emphasis could be placed on accountability. This would
mean that a data subject need not necessarily be told for what specific purpose his/her
data will be processed but it would require that that the data controller verify and
legitimize the reasons for its data processing after the processing. In this respect,
privacy impact assessments could play a big role in explaining the specific privacy
risks associated with particular data mining applications and to help public and private
actors determine what controls are needed to mitigate those risks.130 Likewise, the use
of “accountable algorithms” could further accountability by allowing the individual
to make sure that the algorithm, which may have caused some adverse decision to
be made about him/her, was executed fairly and lawfully in a particular case.131

A related approach to achieving meaningful privacy legislation in light of data
mining would be to create technological solutions. That is, instead of discharging
the purpose limitation through the adoption of formal organizational policies and
processes, it could be embedded into systems at the very outset of the technology’s
design phase.132 The European Commission and the European Data Protection Super-
visor have emphasized the need to design and develop information communication
technologies in a way that respects privacy and data protection and encourage that
this should be done from the very early design stage of ICT, right through to their
deployment, use and ultimate disposal.133 Essentially, the idea is that by building
privacy in from the outset, it becomes possible to foster confidence and trust in the
technology as being privacy-protective, and ideally avoiding costly future retrofits.134

Privacy by design could have a powerful impact in promoting the notion of purpose
limitation. This is especially true because privacy by design could afford the principle
with a more substantive character. For example, privacy by design could be applied
to automatically limit the unfair use of the “new” data that arises from data mining
for certain specified purposes or certain specified categories of data depending upon
the specific context of the data mining.

14.7 Conclusion

The insight that is derived from the novel information flows that occur as a result of
data mining may lead to many unforeseen human benefits ranging from the identi-
fication of chronic diseases135 to the enhancement of e-government136 to the better

130 Vijayan 2007; see also, Wright and de Hert 2012.
131 Felton 2012.
132 Cavoukian and Jonas 2012; see also, Mulligan and King 2012.
133 Opinion of the European Data Protection Supervisor on Promoting Trust in the Information
Society by Fostering Data Protection and Privacy, Brussels (18 March 2010).
134 Cavoukian 2012.
135 See generally, Ponniah 2010.
136 Hanumanthappa et al. 2012.
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understanding of the nature of hate crime137to the facilitation of student learning138

and even to the improvement of an individual’s own sense of self.139 As such, pur-
pose limitation should not stand as obstacle to these developments. Rather, it must
either be redefined in a way to allow for the positive benefits of data mining while
simultaneously protecting privacy or abandoned altogether in favor a new approach
that more aptly reflects the technological reality.

The proposed EU Data Protection Regulation attempts to address privacy chal-
lenges brought on by technological developments such data mining by introducing
a number of new privacy rights such as the right to be forgotten and to data porta-
bility.140 It also sets forth several new responsibilities on data controllers such as the
requirement to build in “privacy by design” and to implement privacy impact assess-
ments.141 It still, however, relies extensively upon the purpose limitation principle, in
a form unchanged from the current Directive, as a core principle for safeguarding pri-
vacy and in this respect reflects a naivety and disconnectedness with the technological
reality.

References

Allen, Anita L. 1988. Uneasy access: Privacy for women in a free society. Totowa: Rowman and
Littlefield.

Amoore, Louise. 2011. Data derivatives: On the emergence of a security risk calculus for our times.
Theory, Culture and Society (SAGE 2011) 28(6):24.

Arthur, Charles. 2011. What’s a zettabyte? By 2015, the internet will know, says Cisco. Technology
Blog at The Guardian UK Newspaper.

Bennett, C. J. 2011. In defence of privacy: The concept and the regime. Surveillance and Society
8(4):485.

Berti-Equille, Laure. 2007. Measuring and modelling data quality for quality-awareness. Data
Mining, Quality Measures in Data Mining 43:101–126.

Bertini, Enrico, and Denis Lalanne. 2009. Surveying the complementary role of automatic data
analysis and visualization in knowledge discovery. Proceedings of theACM SIGKDD workshop
on visual analytics and knowledge discovery: Integrating automated analysis with interactive
exploration (VAKD’09) 12–20. New York: ACM.

Bienkowski, Marie, Mingyu Feng, and Barbara Means. 2012. Enhancing teaching and learning
through educational data mining and learning analytics: An issue brief. Washington, D. C.: US
Department of Education.

Biersdorfer, J. D. 2006. Weeding out Windows fonts. The New York Times, February 16.
Calders, Toon, and Bart Custers. 2013. What is data mining and how does it work. In Discrimination

and privacy in the information society: Data mining and profiling in large databases, eds. Bart
Custers, Tal Zarsky, Bart Schermer and Toon Calders, p. 28. Berlin: Springer.

Cate, Fred H. 2006. The failure of fair information practice principles. In Consumer protection in
the age of the information economy, ed. Jane K. Winn. Surry: Ashgate.

137 Ozgul et al. 2012.
138 Bienkowski et al. 2012.
139 Eisenberg 2012; Rowan 2011
140 For more, see Rubinstein 2013.
141 Rubinstein 2013.



14 Data Mining and Its Paradoxical Relationship to the Purpose Limitation Principle 319

Cate, Fred H. 2007. The autonomy trap. The Privacy Symposium Cambridge, MA. http://www.
fredhcate.com/Publications/The%20Autonomy%20Trap.revised.pdf. Accessed 24 Aug 2007.

Cavoukian, Ann. 1998. Data mining: Staking a claim on your privacy, Information and Pri-
vacy Commissioner/Ontario. http://www.ipc.on.ca/images/resources/datamine.pdf. Accessed
15 Sept 2013.

Cavoukian, Ann. 2012. Operationalizing privacy by design: A guide to implementing strong
information and privacy practices. http://www.ipc.on.ca/images/Resources/operationalizing-
pbd-guide.pdf. Accessed 4 Dec 2012.

Cavoukian, Ann, and Jeff Jonas. 2012. Privacy by design in the age of big data. 2012.
http://privacybydesign.ca/content/uploads/2012/06/pbd-big_data.pdf. Accessed 8 June 2012.

Cohen, Julie E. 2000. Examined lives: Informational privacy and the subject as an object. Stanford
Law Review 52:1373.

Colonna, Liane. 2012. The new EU proposal to regulate data protection in the law enforcement
sector: Raises the bar but not high enough. IRI-memo, Nr. 2/2012.

Council of Europe Convention for the Protection of Individuals with regard toAutomatic Processing
of Personal Data (ETS No. 108) (Jan. 28, 1981).

Council Framework Decision. 2008. 2008/977/JHA of 27 November 2008 on the protection of
personal data processed in the framework of police and judicial cooperation in criminal matters.
Official Journal L 350:0060–0071.

Custers, Bart. 2013. Data dilemmas in the information society: Introduction and overview. In
Discrimination and privacy in the information society: Data mining and profiling in large
databases, eds. Bart Custers, Tal Zarsky, Bart Schermer and Toon Calders. Berlin: Springer.

David Rowan, “Personal data mining to improve your cognitive toolkit,” David Rowans Blog
http://www.wired.co.uk/news/archive/2011-01/18/edge-question. Accessed 18 January 2011

De Hert, Paul, and Rocco Bellanova. 2008. Data protection from a transatlantic perspective: The
EU and US move towards an International Data protection agreement? Brussels: European
Parliament’s Committee on Civil Liberties, Justice and Home Affairs.

Directive 95/46/EC of the European Parliament and of the Council of 24 October 1995 on the
protection of individuals with regard to the processing of personal data and on the free movement
of such data Official Journal L 281, 23/11/1995 P. 0031–0050.

Duhigg, Charles. 2012. How companies learn your secrets. The New York Times, February 16.
Duhigg, Charles. 2013. Mine personal lives to get out vote. The New York Times, October 13.
Eisenberg, Anne. 2012. What 23 years of E-Mail may say about you, The New York Times

(April 7, 2012)
Fayyad, U., and R. Uthurusamy. 2002. Evolving data into mining solutions for insights.

Communications of the ACM 45(8):28–31.
Felton, ed. 2012. Accountable algorithms. In the blog, Freedom to Tinker: Research and

expert commentary on digital technologies in public life available at https://freedom-to-
tinker.com/blog/felten/accountable-algorithms/. Accessed 12 September 2012.

Fried, Charles. 1968. Privacy. Yale Law Journal 77:475.
Gandy, O.H. 2009. Coming to terms with chance: Engaging rational discrimination and cumulative

disadvantage. Aldershot: Ashgate.
Government Surveillance. 2012. Little peepers everywhere. The Economist Issue 950.
Gunasekara, Gehan. 2009. The ‘final’ privacy frontier? Regulating trans-border data flows.

International Journal of Law and Information Technology 17:147.
Han, Jiawei, and Micheline Kamber. 2001. Data mining: Concepts and techniques. San Diego:

Academic Press.
Hanumanthappa, M., B. R. Prakash, and Manish Kumar. 2012. Applications of data mining in

e-governance: A case study of Bhoomi project in data engineering and management lecture
notes in computer science. vol. 6411, 208. Springer.

Imprecise Causality In Mined Rules. 2003. Proceedings: Rough sets, fuzzy sets, data mining,
and granular computing: 9th International Conference, RSFDGrC 2003, Chongqing, China
(Lecture Notes in Computer Science, Springer-Verlag Heidelberg, v 2639/ 2003), 581.

http://www.fredhcate.com/Publications/The%20Autonomy%20Trap.revised.pdf.
http://www.fredhcate.com/Publications/The%20Autonomy%20Trap.revised.pdf.


320 L. Colonna

Inness, Julie C. 1996. Privacy, intimacy, and isolation. Oxford: Oxford University Press.
Jackson, Joyce. 2002. Data mining: A conceptual overview. Communications of the Association for

Information Systems 8:267.
Jonas, Jeff. 2009. Data finds data. http://jeffjonas.typepad.com/jeff_jonas/2009/07/data-

findsdata.html. Accessed 15 Sept 2013.
Keim, Daniel A. 2002. Information visualization and visual data mining. IEEE Transactions on

Visualization and Computer Graphics 100.
Kirchberger, Christine. 2011. Cyber law in Sweden. The Netherlands: Kluwer Law International.
Korff, Douwe, and Ian Brown. 2010. Comparative study on different approaches to new privacy

challenges, in particular in the light of technological developments. European Commission.
Kuner, Christopher, Fred H. Cate, Christopher Millard, and Dan Jerker B. Svantesson. 2012. The

challenge of ‘big data’ for data protection. International Data Privacy Law 2(2):47.
Lloyd-Williams, Michael. 1997. Discovering the hidden secrets in your data—the data mining

approach to information. Information Research: An International Electronic Journal.
Lyon, D. 1994. The electronic eye: The rise of surveillance society. Minneapolis: University of

Minnesota Press.
Lyon, David. 2008. Surveillance society. Talk for Festival del Diritto, Piacenza, Italia.
Miller, Arthur. 1971. Assault on Privacy. Michigan: University of Michigan Press.
Moor, James H. 1990. The ethics of privacy protection. Library Trends 39(Fall):69.
Mulligan, Deirdre K., and Jennifer King. 2012. Bridging the gap between privacy and design.

University of Pennsylvania Journal of Constitutional Law 14(4):989.
Nissenbaum, Helen. 2010. Privacy in context: technology, policy, and the integrity of social life.

Stanford: Stanford University (Stanford Law Books).
Ozgul, F., M. Gok, A. Celik, and Y. Ozal. 2012. Mining hate crimes to figure out reasons behind.

Advances in Social Networks Analysis and Mining (ASONAM), 2012 IEEE/ACM International
Conference 887.

Peppet, Scott R. 2012. Privacy and the personal prospectus: Should we introduce privacy agents or
regulate privacy intermediaries? Iowa Law Review Bulletin 7:77.

Ponniah, P. 2010. Data mining basics in data warehousing fundamentals for it professionals,
2nd ed. Hoboken: Wiley.

Ramasastry, Anita. 2006. Lost in translation? Data mining, national security and the ‘adverse
inference’ problem. Santa Clara Computer and High Tech Law Journal 22(4):757.

Rosenzweig, Paul. 2010. Privacy and counter-terrorism: The pervasiveness of data, case western
reserve. Journal of International Law 42(3):625.

Regan, Priscilla M. 1995. Legislating privacy: technology, social values, and public policy, p. 9.
North Carolina: University of North Carolina Press.

Rubinstein, Ira S. 2013. Big data: The end of privacy or a new beginning? International Data
Privacy Law 12–56.

Schermer, Bart W. 2011. The limits of privacy in automated profiling and data mining. Computers
Law and Security Review 27:45.

Schoeman, Ferdinand. 1992. Privacy and social freedom. Cambridge: Cambridge University Press.
Schwartz, Paul M. 2000. Internet privacy and the state. Conneticut Law Review 32:815.
Schwartz, Paul M. 1999. Privacy and democracy in cyberspace. Vanderbilt Law Review �52:1609.
Seifert, Jeffrey W. 2006. Data mining and homeland security: An overview, US Congressional

Research Service Report.
Seipel, Peter. 2001. Privacy and freedom of information in Sweden in nordic data protection law.

1st ed., ed. P. Blume, 124. Copenhagen: DJØF Publishing.
Sivanandam, S. N. and S. Sumathi. 2006. Introduction to data mining and its applications. Springer.
Solove, Daniel J. 2002. Conceptualizing privacy. California Law Review 90:1087.
Solove, Daniel J. 2008. Understanding privacy. Boston: Harvard University Press.
Solove, Daniel J. 2011. Nothing to hide: The false tradeoff between privacy and security. New

Haven: Yale University Press.
Steele, Jonathan. 2002. Data protection: An opening door? Liverpool Law Review 24(1–2):19.



14 Data Mining and Its Paradoxical Relationship to the Purpose Limitation Principle 321

Symeonidis, Andreas L., and Pericles A. Mitkas. 2005 Data mining and knowledge discovery: A
brief overview. In Agent intelligence through data mining multiagent systems, artificial societies,
and simulated organizations. Springer.

Taipale, K. A. 2003. Data mining and domestic security: Connecting the dots to make sense of data.
Columbia Science and Technology Law Review 5:1.

Tavani, Herman T. 1999. Informational privacy, data mining, and the internet. Ethics and
information technology. vol. 1, Issue 2, 137. Kluwer Academic Publishers.

Van den Hoven, J. 2007. information technology, privacy and the protection of personal data. In
Information technology, privacy and the protection of personal data. Cambridge: University
Press.

Vijayan, Jaikumar. 2007. DHS must assess privacy risk before using data mining tool, GAO say.
Computer World.

Westin, Alan. 1967. Privacy and freedom. New York: Atheneum.
White, Martha C. 2012. Could that Facebook ‘like’ hurt your credit score? Time Magazine.
Whitehorn, Mark. 2006. The parable of the beer and diapers: Never let the facts get in the way of a

good story, The Register.
Wiley, Steven. 2008. Hypothesis-Free? No such thing: Even so-called ‘discovery-driven research’

needs a hypothesis to make any sense, The Scientist Magazine.
Wright, David and Paul de Hert, eds. 2012. Privacy impact assessment. Series: Law, governance

and technology series. vol. 6. Springer.
Yoo, Illhoi, Patricia Alafaireet, Miroslav Marinov, Keila Pena-Hernandez, Rajitha Gopidi, Jia-Fu

Chang, and Lei Hua. 2012. Data mining in healthcare and biomedicine: A survey of the literature.
Journal of Medical Systems 36(4):2431–2448.

Zarsky, Tal Z. 2011. Governmental data mining and its alternatives. Penn State Law Review
116(2):285.



Chapter 15
The Cost of Using Facebook: Assigning Value
to Privacy Protection on Social Network Sites
Against Data Mining, Identity Theft,
and Social Conflict

Wouter Martinus Petrus Steijn

15.1 Introduction

A popularity amongst millions of users worldwide has rapidly befallen social network
sites (SNS) which focus on social relationships and interaction, such as Facebook.
This popularity is despite the different privacy risks users are exposed to at the same
time. Not only is the shared information on SNSs subject to data mining (Andrews
2012), it also exposes the user to potential identity theft as well (Noda 2009; Timmer
2009), and users have to manage different social contexts (e.g. friends, family, and
colleagues) to avoid social conflict (Binder et al. 2009; Skeels and Grudin 2009). The
use of SNSs is therefore often seen as evidence that users no longer care about privacy
(Johnson 2010) and that users could claim their privacy important is considered
paradoxical.

The paradox quickly unravels though, if one takes the social merits SNS provide
for its users into account. SNS provide social merits in the forms of new possibilities
for self presentation and social interactions with friends (Ellison et al. 2007; Steinfield
et al. 2008). These social merits depend on where one’s social network is (e.g., where
one’s friends are) online, leaving users with little choice what SNSs they pick. As a
result, participation on SNSs is not necessarily informative of actual privacy concern.

This study will not only provide new insight in SNS users privacy concerns by
describing the relative importance they attribute to different privacy threats, but will
also contribute to the ongoing privacy discussion by addressing the privacy paradox
and by emphasizing the need for further development of new privacy policies and
regulation. An innovative method will be used to determine the relative importance
attributed by SNS users to the potential privacy threats of data mining, identity theft,
and social conflict. Furthermore, the degree to which younger and older individuals
differ in how they attribute importance to the various threats will be investigated. To
this date no research exists, to the author’s knowledge, which has explicitly compared
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what privacy threats users find most important. Next, some additional background
will be given concerning the proposed methodology, before the research hypotheses
are formulated based on related work.

15.1.1 Background

A choice based conjoint (CBC) design was chosen to investigate the relative impor-
tance SNS users attribute to different privacy threats1. CBC is a popular research
design used in marketing to determine how a new product would best fit consumers’
wishes (Curry 1996; Orme 1996). The strength of a CBC design is that it can de-
termine the relative value respondents attribute to the features of a product avoiding
direct questioning, but instead relying on respondents’ actual decisions. In addition,
as respondents are presented with a complete product, as opposed to for example
paired wise comparison where respondents’decisions are based on only two features
at the time, the decision making process can be considered more realistic

While potential privacy threats SNSs users encounter can’t be included as fea-
tures directly, it is easy to imagine how respondents could be presented with choice
tasks between SNSs which vary on privacy protection features affecting these dif-
ferent potential privacy threats. This assumes that the importance users attribute to a
certain privacy protection feature will be indicative of where their main privacy con-
cerns lie. This assumption can be justified with Petronio’s Communication Privacy
Management (CPM) theory (2002).

CPM theory addresses the dialectical relationship between the need for privacy
and the desire to share personal information with others. It describes how we create
metaphorical boundaries to be able to share information with some, while excluding
others to this information. These boundaries are signaled and maintained through an
implicit rule-based system. For example, we whisper certain information not only
to literally avoid being overheard, but also to signal to the other that what we say is
private and do not wish for it to be shared with others. In effect, a boundary is formed
surrounding that information including only the other to whom the information is
whispered and who has become a co-owner of that information (Petronio 2002).

Although CPM focuses on the face-to-face context, the described dialectical need
has become especially apparent on contemporary SNS. SNS have become an impor-
tant medium and offer social merits to its users in the forms of new possibilities for
self presentation and social interactions with friends (Ellison et al. 2007; Steinfield
et al. 2008), resulting in large amounts of information being shared on these sites.
Instead of being limited to metaphorical boundaries, SNS provide the technological
tools to enforce the boundaries concerning personal information (Litt 2012). For
example, by changing the settings of their posts to friends on Facebook, users re-
strict access to only their contacts and exclude anyone else who might be attempting
to see what they posted on their profile. Maintaining these boundaries online has

1 http://www.sawtoothsoftware.com/products/cbc/cbc_method
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become increasingly important and necessary because the permanence and searcha-
bility of online information (boyd 2008b, p. 27) would otherwise make online shared
information accessible to anyone at anytime.

The current study specifically focuses on the relative importance SNS users at-
tribute to boundaries against the following three potential privacy threats on SNSs:
data mining, identity theft, and social conflict. While users are exposed to all three
privacy threats at the same time on SNSs, each threat has a different origin and other
factors influence users’ protection against each threat. Next, these three types of
privacy threats will be briefly described in relation to SNSs and examples will be
given of what privacy protection features SNSs could provide that affect that privacy
threat.

Data Mining. This category concerns the potential privacy threat imposed by
data mining and profiling by the SNS provider and third parties. Since the business
model of SNSs is generally based on the use of the available personal information for
commercial purposes, personal data placed on these sites often becomes available
for companies. The scale on which data mining occurs is reflected in the economic
value of Facebook as a company (Pékarek and Leenes 2009). SNSs can contain
several features which affect the privacy protection of the user against data mining.
First, it makes a difference whether the site owns the information posted on the
site and whether information can be removed by users or remains in the database.
Second, SNS generally have a policy concerning the access of third parties to personal
information disclosed by the user as well.

Identity theft. This category concerns the potential privacy threats imposed by
strangers with criminal intent, of which identity theft is the most familiar. Several
features of SNSs can provide privacy protection against identity theft by strangers.
One way is the privacy settings which only allow ones contacts to access ones full
profile. However, this only provides partial protection as users are inclined to accept
friend requests from strangers (Noda 2009). Another way to create boundaries against
identity theft is by refraining from posting personally identifiable information online,
since even posting seemingly innocent information such a the date of birth can have
risks (Timmer 2009). Consequently, if SNSs require users to fill in identifying data
(such as a name) or contact data (such as an email address) to verify their profile, the
privacy threat of identity theft is increased.

Social conflict. This category concerns the potential privacy threat of social con-
flict. This is mainly a consequence of the mixed social contexts on SNSs: socializing
with friends now occurs within reach of your family and (future) employers. In-
formation shared with one group, is not necessarily appropriate or desirable to be
disclosed to others and could lead to tension or conflict (Binder et al. 2009; Skeels and
Grudin 2009; Lampinen et al. 2009). Several features of SNSs can affect the privacy
protection of users against social conflict. First of all, being able to sort contacts into
different groups and to discriminate in what information is available to what groups
can help create boundaries between social context. Second, the possibility to tag
pictures on SNSs can affect the boundary someone tries to protect in a negative way.
An example for thiswould be a tagged picture (drunk at a party) posted by a friend
becoming visible to family as well. Third, SNSs could enable users to track visitors
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to their profile which could expose frequent visitors. Facebook, however, does not
support this option (Mongold 2010).

This study compares the relative importance attributed to privacy protection fea-
tures against data mining, identity theft, or social conflict by users of SNSs of all
ages. The current section has introduced the proposed methodology and grounded it
in theory and operationalized the privacy threats of interest. Next, related work will
be discussed in order to introduce the research hypotheses.

15.1.2 Related Work

Privacy has been a subject of research for many years, but in recent years the focus
primarily lies on privacy and the internet. Not only the media (Andrews 2012; Noda
2009; Timmer 2009), but academia as well have given a lot of attention to the potential
privacy threats of data mining and identity theft on SNSs. (Acquisti and Gross 2006;
Debatin et al. 2009; Govani and Pashley 2005; Gross andAcquisti 2005). The studies
generally concluded that their student samples of Facebook users appear not to care
about the potential privacy threats on such sites. These conclusions were mainly
driven by the amount of information shared by the students, despite the risks.

However, participation on SNS does not necessarily mean that users don’t have any
privacy concerns. The popularity of social network sites is a result of the possibilities
they create for social interaction with friends (Ellison et al. 2007; Steinfield et al.
2008). Non-participation may even simply not be considered due to the related social
costs in missing out on the social interactions amongst friends occurring on these sites
(Raynes-Goldie 2010). As a result, even privacy concerned and aware individuals
may join a SNS.

Indeed, SNSs users have proven to be creative concerning their privacy protec-
tion against social conflict (boyd and Marwick 2011, p. 14; Lampinen et al. 2009;
Stutzman and Hartzog 2009), but when it comes to their boundaries against data
mining and identity theft, they primarily have to rely on what the sites provide. This
does not automatically suggest that they are not concerned about these potential
privacy threats; there is simply little they can do if they want to socialize on these
sites. The findings of Paine and colleagues (2007) support this notion. When asked,
their 20-year-old and older respondents reported spam, spyware, hackers, access to
personal information, and identity theft as their major privacy concerns in relation
to the internet.

Respondents are therefore expected to be aware of the potential privacy threats
of data mining and identity theft and attribute more importance to privacy protection
features related to these aspects as opposed to features protecting against social
conflict. In other words, it is expected that the fact that they are participating on SNSs
does not diminish their concern about data mining and identity theft. Furthermore,
respondents are expected to be unwilling to change to a different SNS provider,
because they are bound to their SNS through their social network being present on
that site. For this purpose the following hypotheses were formulated:
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Hypothesis 1: Respondents will generally attribute more importance to privacy protection
features against data mining and identity theft than privacy protection features against social
conflict.
Hypothesis 2: Respondents will generally be unwilling to change to a different social network
site provider.

As was discussed earlier, the fact that SNSs are most popular amongst younger
individuals, does not necessarily say much since SNSs are a useful social tool for
youth to accomplish several important developmental tasks: forming new friendships
and creating their identity and reputation (Boneva et al. 2006; boyd 2008a; Ellison
et al. 2007; Lampe et al. 2006; Madden and Smith 2010; Marwick et al. 2010).
However, younger individuals are also pretty consistently found to be less concerned
about their privacy compared to older individuals (Cho et al. 2009; Nowak and Phelps
1992; Paine et al. 2007).

One explanation given for this is that young and old differ in what they consider
privacy to entail. Some studies reported that younger individuals might be more con-
cerned with protecting their privacy in relation to social conflict (boyd and Marwick
2011; Livingstone 2008; Marwick et al. 2010; Raynes-Goldie 2010), as opposed to
data mining and identity theft, which may become more important concerns only
after individuals grow older. This would also be in line with CPM theory which states
that as individuals grow older their desired privacy boundaries will evolve as well
(Petronio 2002). Therefore the following hypothesis was formulated:

Hypothesis 3: Younger respondents, compared to older individuals, will attribute more
importance to privacy protection features against social conflict.

CPM theory also states that in the case of turbulence, or privacy violations, individuals
will be motivated to adjust their privacy boundaries (Petronio 2002). Indeed, several
studies reporting a reactive attitude of users concerning their online privacy settings.
Debatin and colleagues found that respondents who actually experienced a privacy
violation, as opposed to hearing about it happening from others, were more likely
to take steps to protect their online privacy (2009). Similarly, Govani and Pashley
concluded that raising the awareness of the privacy threats is not enough to nudge
people into protecting their privacy (2007). It is therefore likely that a relationship
exists between the importance individuals attribute to different privacy protection
features and any negative consequences they may have experienced on SNSs. Thus,
the following hypothesis was formulated:

Hypothesis 4: Respondents who have experienced a negative consequence from using SNS
will attribute more importance to privacy protection related to that experience.

15.2 Method

This study employed choice-based conjoint (CBC) analysis in order to be able to
compare the relative importance attributed to various privacy protection features.
In a traditional CBC design, respondents are given several discrete choice tasks of
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Table 15.1 Overview of all features and levels used in the choice-based conjoint study

Feature Level

Data ownership No ownership of data by SNS O1
Ownership of data by SNS, until deleting profile O2
Ownership of data by SNS, also after deleting profile O3

Access by third parties Third parties cannot access and use personal data A1
Third parties can only access and use personal data with

permission
A2

Third parties can access and use personal data without
permission

A3

Real information No obligatory information necessary I1
Real email-address must be entered, but not obligatory

shown on profile
I2

Real email address must be entered, and must be shown on
profile

I3

Real telephone number must be entered, but not obligatory
shown on profile

I4

Real telephone number must be entered, and must be
shown on profile

I5

Private profile Private profile and sorting of contacts S1
Private profile but no sorting of contacts S2
No private profile and no sorting of contacts S3

Visibility of visitors Profile visitors are not visible V1
Profile visitors are visible V1

Tagging Photos cannot be tagged. T1
Photos can be tagged, only with permission T2
Photos can be tagged, without permission T3

selecting a concrete offering out of a selection of products with several features
which differ over several levels. This could for example concern pizza’s, which vary
in the features price (e.g., with the levels cheap versus expensive), size (e.g., large
versus small), toppings (e.g., cheese versus salami) and brand (e.g. unknown versus
familiar). The respondents would be presented with several different pizza’s and
asked which they would be most likely to buy. When the resulting trade-off decision
is repeated several times, the relative value of each feature can be determined; will
people buy a pizza based on the price or the brand?In addition, it ccan be determined
which level of these features is most preferred; do they rather have cheese or salami
as a topping.

For the current study, respondents were presented with several scenarios depicting
hypothetical SNSs and were asked on which SNS they would prefer to create a profile.
The SNSs varied based on 6 features affecting online privacy: data ownership, access
by third parties, real information, private profile, visibility of visitors, and tagging.
An overview of the features and the levels in which the features will vary during the
discrete choice tasks are shown in Table 15.1.

Generally, all features included a level for the presence or absence of a privacy
protective setting or policy. An additional level was added for data ownership, access
third parties, private profile, and tagging in which the user had control over the
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If you have to choose between the three social network sites below, which would you choose? 

Data ownership Ownership data by SNS, al-
so after deleting 

Ownership data by SNS, al-
so after deleting 

No Ownership data by
SNS 

Access by third parties Third parties can access and
use personal data, without
permission 

Third parties cannot access
and use personal data 

Third parties cannot ac-
cess and use personal da-
ta 

Real Information Real e-mail address must be
entered and shown on pro-
file

You can shield your profile
and sort you contacts 

No obligatory information
required 

Real telephone number
must be entered and
shown on profile. 

You can shield your profile
but cannot sort your con-
tacts

Private profile You cannot shield your pro-
file 

Visibility of visitors Visitors are visible Visitors are not visible Visitors are visible 

Tagging Photos cannot be tagged Photos can be tagged, only
with permission 

Photos can be tagged
without permission 

Ο Ο Ο

Fig. 15.1 This is an example of the screen respondents were presented

feature. The feature real information included levels which varied in the sensitivity
of the information required to be provided (i.e. an email-address versus a telephone
number) and whether the obligatory information should also be visible on the profile.

Each of these features affects the privacy protection against data mining, identity
theft, or social conflict differently. The features data ownership and access by third
parties primarily concern the protection against data mining. The features tagging
and visibility of visitors concern the protection against social conflict. The feature
private profile, however, affects both identity theft—is the profile private or not- and
social conflict—can the user sort his contacts in different groups or not. Similarly, the
feature real information affects both data mining—is contact information obligatory
or not- and identity theft—should contact information be shown on the profile or not.

The SNSs were presented to respondents in the form of an online survey. The
online survey was conducted by the research institute TNS-NIPO2 by means of the
CAWI-method (computer assisted web interviewing), which allows respondents to
participate from their own computer at home. The survey consisted of three parts.

The first part contained instructions that explained the content of the survey. All
features and their levels were explained in the instruction, to get all respondents to
have a similar understanding of what the different levels entail.

The second part consisted of the actual discrete choice tasks. Respondents were
presented with 15 discrete choice tasks each. Each task consisted of three different
SNSs from which respondents had to pick the one they preferred. Figure 15.1 shows

2 www.tns-nipo.com
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Table 15.2 Age gender, and profile of respondents across age groups

12–13 14–15 16–19 20–25 26–30 31–40 41–50 50 + Total

N 66 68 66 77 67 67 71 78 560
Age 12.6 14.5 17.2 22.5 28.2 35.5 44.9 62.5 30.4
Gender

(male)
42.4 % 42.6 % 40.9 % 40.3 % 31.3 % 44.8 % 39.4 % 50.0 % 41.6 %

Facebook 6.1 % 16.2 % 24.2 % 42.9 % 41.8 % 31.3 % 29.6 % 34.6 % 28.8 %
Hyves 48.5 % 13.2 % 9.1 % 6.5 % 3.0 % 4.5 % 11.3 % 19.2 % 14.3 %
Both 45.5 % 70.6 % 66.7 % 50.6 % 55.2 % 64.2 % 59.2 % 46.2 % 57.0 %

an example of a discrete choice task as presented to the respondents. All possible
combination of levels were equally represented throughout the experiment.

The third part contained a short questionnaire with several follow-up questions
to further explore the motivation behind the choices participants made. First, re-
spondents were asked to indicate which of the features had been most important for
them in making their decisions. Next, respondents were asked if they were willing to
switch to another social network site provider. If so, they were subsequently asked
what their primary reason would be. Lastly, two yes/no questions asked respondents
whether they were specifically concerned about something when using their profile
and whether they have had a negative experience due to using their profile. When an-
swered with a yes, respondents were further prompted to describe what exactly they
were concerned with or have experienced. Subsequent responses were categorized as
Misuse information, Privacy (e.g. greater visibility or other general statements about
privacy), Criminals (e.g. hackers or burglars), undesired contact, social conflict (e.g.
bullying or fights), or other (e.g. technical problems). Four raters categorized the
responses independently and inter-rater reliability were acceptable for both concerns
(Kappa’s ranging from .727 to .807) and negative experiences (Kappa’s ranging from
.626 to .694). Disagreements were resolved through discussion.

15.2.1 Participants

Respondents were recruited from participants of an earlier study concerning pri-
vacy and user behavior on social network sites and obtained by means of a stratified
sampling procedure. Five hundred and sixty respondents (327 female, 233 male,
Mage = 30.36, SD = 16.83) completed the survey. Table 15.2 provides an overview
of age and gender distribution over all age groups. All respondents are members of
Facebook or Hyves. Respondents were rewarded for their participation with credits
through which they can obtain coupons at TNS-NIPO. Informed consent was ob-
tained from all respondents and parents provided consent for respondents younger
than 18-years-old.
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15.2.2 Analysis Plan

TNS-NIPO makes use of the simulation tool ‘Valuemanager’ for conjoint analysis,
which provides two statistics of interest: (1) importance percentages, (2) utility
scores (see also Orme 2010, chap. 9). An importance percentage is calculated for all
six features. This percentage is an estimation of how many decisions were primarily
based on that feature. The importance percentages of all features will add up to 100.
The utility score provides the relative importance for each level within a feature. This
utility score can’t be compared between features, but within a certain feature one can
determine which level was preferred most (provided the most utility) by respondents
in their decisions. The utility scores of the levels within a feature add up to 0. As
a result, a negative utility does not necessarily mean that that a specific level was
disliked; other levels within that feature were simply preferred.

In order to analyze the importance percentages obtained through conjoint analysis
and other percentages, one sample t-tests between percents were used. For the com-
parison between groups one-way ANOVA’s and χ2 analysis were used. Bonferroni
post hoc analysis were used to examine significant one-wayANOVA results, whereas
the adjusted standardized residuals were compared for significant χ2’s. Some analy-
sis only involved a sub group of the total sample and therefore violated the assumption
of χ2 analysis that each cell should hold a minimum of 5 individuals. To avoid this,
dummy variables were made of separate answer categories and only three age groups
were used: 12–19-year-olds, 20–30-year-olds, and 31 and older.

15.3 Results

15.3.1 Importance Percentages and Utilities

Before testing the first hypothesis, the utility scores were inspected to gain some
insight in the decision patterns of respondents. Table 15.3 shows that rather than
each feature having a level that was clearly preferred over the others, each feature
has a level that is clearly less preferred compared to the other levels. This means
that their decisions were primarily based on avoiding certain levels, as opposed to
picking SNSs which contained at least a certain level of privacy protection.

Only for tagging a clear preference for a certain level seems to exist as well;
tagging should be possible, but only with permission (T2). Concerning the other
features, the respondents clearly disfavored SNS where: SNS had ownership over
the data, also after deleting the profile (O3), third parties can access and use personal
data without permission (A3), a real telephone number must be provided, and must
be shown on profile (I5), access to the profile cannot be limited to contacts only,
and where the contacts cannot be sorted into groups (S3), profile visitors are visible
(V1), and photos can be tagged without permission (T3).

The utilities show that the levels that provide control to the respondent (in the
form of having to give permission) were most preferred. Furthermore, the utilities
concerning the feature real information, suggest that respondents were primarily
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Table 15.3 Utility scores
obtained through conjoint
analysis

Features Level Utility

Data Ownership O1 34,5
O2 24,0
O3 −58,5

Access by third parties A1 26,0
A2 36,4
A3 −62,3

Real information I1 36,1
I2 46,5
I3 −22,7
I4 21,5
I5 −81,4

Private profile S1 32,2
S2 21,9
S3 −54,0

Visibility of Visitors V1 0,5
V2 −0,5

Tagging T1 0,4
T2 19,7
T3 −20,1

See Table 15.2 for the content of the levels

concerned with having to show contact information on their profile rather than having
to share a telephone number with the SNS per se. Requiring a telephone number to
create a profile was preferred over the requirement of a visible email address, but
a required (not visible on the profile) email address was preferred over no required
information at all. This suggests that respondents had little problem with providing
contact information to the SNSs.

Next, the importance percentages obtained through conjoint analysis were inves-
tigated to test the first hypothesis that respondents would attribute more importance
to privacy protection from data mining and identity theft. Real information was
deemed most important (26.4 %). Followed by data ownership (20.8 %), access by
third parties (19.6 %), private profile (16.6 %), tagging (11.6 %), and visibility of
visitors (5.0 %). These percentages support the hypothesis that respondents attribute
most importance to privacy protection data mining and identity theft. The features
concerning privacy protection against data mining and identity theft, i.e. real in-
formation, data ownership, and access by third parties, determined the decision of
respondents in 66.8 % of all discrete choice tasks which is significantly more often
than the remaining features which primarily concerned social conflict, t(559) = 8.44,
p < .001.

The responses to the question which of the features had been most important
for respondents in making their decisions, shows a rather different picture from the
one presented by the importance percentages obtained through the conjoint analysis.
Only 10 % of respondents reported real information to be the most important feature
for their decisions whereas 44.3 % of all respondents reported private profile to be
the most important feature.
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Table 15.4 Importance
percentages obtained through
conjoint analysis and self
reported importance
attributed to features for
decision making

Importance
percentage

Self reported
importance (%)

Real information 26.4 % 10.0 %
Data ownership 20.8 % 26.4 %
Access by third parties 19.6 % 11.1 %
Private profile 16.6 % 44.3 %
Tagging 11.6 % 1.6 %
Visibility of visistors 5.0 % 3.6 %
None/Don’t know – 1.3 %

Table 15.4 provides both the importance percentages obtained through conjoint
analysis and the percentage of individuals reporting what feature was most important
for their decisions. When comparing the self reported importance of the features for
decision making with the through conjoint analysis obtained importance percentages
of the features, a clear discrepancy can be seen. While respondents claim that the
feature private profile was most important for their decisions, the importance per-
centages suggest that three other features have actually been more important instead
in their actual decisions.

15.3.2 Willingness to Switch SNS

Next, the second hypothesis was explored: that respondents would generally be
unwilling to change to a different SNS provider. In total 201 (35.9 %) respondents
indicated they would be willing to switch. Responses to the question when they would
be willing to switch could be grouped in several categories. Most respondents willing
to switch mentioned they would change only if their friends would change as well
(36 %) or if their privacy was better protected at the other site (33 %). Alternatively,
respondents would be willing to switch if the other site might be easier, better, or
more fun (20.3 %), or they would switch for another reason (10.7 %). Of the 359
(64.1 %) respondents not willing to change, the most often heard reason was that
they were satisfied with their current SNS (54.2 %), followed by, that it would cost
too much time and effort (10.2 %), they are using their current profile little as it is
(9.6 %), it would result in even more information on the internet (3.1 %), and other
reasons (8.2 %).

These results provide support for the second hypothesis as the majority of respon-
dents indicated to be unwilling to switch to a different SNS provider. Furthermore,
a third of the respondents willing to change will only do so if their current social
network (i.e. their friends) switches as well.
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15.3.3 Age Based Differences for Importance Percentages

The third hypothesis stated that in comparison to older individuals, younger individ-
uals would attribute more importance to privacy protection against social conflict.
Investigation of the importance percentages did not provide support for this hy-
pothesis. Although one-way ANOVA showed a significant age effect for tagging, F
(7,552) = 2.307, p = .025, post hoc analysis did not indicate a significant difference
between any of the age groups. Furthermore, no age effect was found for real in-
formation, F (7,552) = 1.817, p = .082, data ownership, F (7,552) = 1.271, p = .262,
access by third parties, F (7,552) = .583, p = .770, private profile, F (7,552) = 1.275,
p = .260, and visibility of visitors, F (7,552) = .778, p = .606.

Similarly, investigation of the self-reported importance of the features with χ2

analyses showed little to no support for the hypothesis. A significant age effect was
found for access by third parties, χ2 (7, 560) = 16.60, p = .020, and for visibility
of visitors, χ2 (7, 560) = 21.51, p = .003. Significantly more 41–50-year-olds and
respondents older than 50 reported these features to be most important for their
decisions. No age effect was found for data ownership, χ2 (7, 560) = 11.14, p = .133,
real information, χ2 (7, 560) = 5.99, p = .540, private profile, χ2 (7, 560) = 11.57,
p = .115, and tagging, χ2 (7, 560) = 6.44, p = .489.

To summarize, no concrete differences were found between the age groups con-
cerning the importance percentages obtained through analysis and the self reported
importance of the features. Which means that not only all respondents of all ages
similalry reported which feature was most important for their decision making, but
they also made similar decisions during the discrete choice tasks resulting in similar
importance percentages. Subsequently, the discrepancy between the importance per-
centages obtained through analysis and the self reported importance of the features
is similar as well for respondents of all ages.

15.3.4 Concerns and Experienced Negative Consequences

First, respondents’ responses to what they were concerned about when using SNSs
were investigated. Of all respondents, 228 (40.7 %) reported to be concerned with
something when using their profile. Table 15.5 provides an overview of what re-
spondents were concerned with. Overall, significantly fewer 12–19-year-olds (32 %)
reported to be concerned when using their profile compared to 20–30-year-olds
(52.8 %) and respondents 31-years-old and older (41.2 %), χ2 (4, 560) = 18.64,
p = .001.

Privacy was mentioned as a concern most often (41.2 %) followed by misuse
information (32.5 %), criminals (12.3 %), undesired contact (7.0 %), social conflict
(4.8 %) and other (2.2 %). Significantly more respondents 31 and older and fewer 12–
19-year-olds were concerned about misuse information, χ2 (2, 228) = 9.72, p = .008.
No age differences were found in the number of respondents who were concerned
with privacy, χ2 (2, 228) = 4.94, p = .085, criminals,χ2 (2, 228) = 4.29, p = .117.
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Table 15.5 Reported concerns or experienced negative consequences from using social network
sites

12–19 20–30 30 + Total

Concerns
N 64 76 88 228
Misuse information 21,9 % 27,6 % 44,3 % 32,5 %
Privacy 34,4 % 51,3 % 37,5 % 41,2 %
Criminals 10,9 % 18,4 % 8,0 % 12,3 %
Undesired contact 17,2 % 1,3 % 4,5 % 7,0 %
Social Conflict 12,5 % 1,3 % 2,3 % 4,8 %
Other 3,1 % 0,0 % 3,4 % 2,2 %

Experienced
N 35 15 31 81
Misuse information 0,0 % 13,3 % 16,1 % 8,6 %
Privacy 17,1 % 6,7 % 22,6 % 17,3 %
Criminals 2,9 % 20,0 % 3,2 % 6,2 %
Undesired contact 5,7 % 26,7 % 19,4 % 14,8 %
Social Conflict 57,1 % 20,0 % 22,6 % 37,0 %
Other 17,1 % 13,3 % 16,1 % 16,0 %

Due to the low number of respondents undesired contact, social conflict,and other
could not be reliably analyzed, although a trend is visible in Table 15.5 that 12–19-
year-olds more often reported the former two.

Eighty-one respondents (14.5 %) reported to have actually experienced a negative
consequence from their presence in a SNS. Table 15.5 shows what negative conse-
quences were experienced by respondents. No age differences were found in number
of respondents reporting negative experiences, χ2 (2, 560) = 3.39, p = .183.

Social conflict was the most reported negative experience (41.2 %), followed by
privacy (17.3 %), other (16.0 %), undesired contact (14.8 %), misuse information
(8.6 %) and criminals (6.2 %). The low number of respondents does not allow for a
reliable comparison between the age groups. However, a higher percentage of 12–19-
year-olds reported social conflict, while fewer 12–19-year-olds reported undesirable
contact and misuse information. Privacy and criminals were reported by more 20–
30-year-olds.

These results suggest that differences do exist between the online experience of
privacy of younger and older individuals in line with the expectations of hypothesis
3. Respondents 12–19-year-old appear to be more concerned about social conflict,
and report to have experienced it more often.

Finally, to investigate hypothesis 4 which predicted a relationship between the
attribution of importance to privacy protection features and experienced negative
consequences, the relationship between negative experiences and the importance
percentages obtained from analysis was explored. A significant relationship was
found between the reported negative experiences and the feature data ownership.
Respondents who reported to have experienced a negative experience had a signif-
icantly higher importance percentage (23.6 %) for the feature data ownership than
respondents who reported not to have experienced a negative experience (20.3 %), F
(1,559) = 6.330, p = 0.012.
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Further investigation showed that only respondents who experienced misuse of
their information attributed more importance to data ownership. The importance
percentage for these respondents was 35.1 % as opposed to the average importance
percentage of 23.6 %. However, due to the low number of respondents involved in this
analysis, the results did not achieve statistical significance. Therefore, only marginal
support was found for the hypothesis. No statistical significant relationship was
found between reported concerns and attributed importance to the various privacy
protection features.

15.4 Discussion

This article’s main objective was to compare the relative importance SNS users
attribute to privacy protection against data mining, identity theft, and social conflict.
The presented results show that respondents of all ages attribute most importance to
privacy protection against data mining and identity theft. Furthermore, respondents
display decision patterns primarily aimed at avoiding obvious privacy violations as
opposed to achieving the best possible privacy protection. The implications of these
results will be further discussed next.

As was stated in the first hypothesis, respondents were found to attribute most
importance to privacy protection features against data mining and identity theft.
Thus, SNS users’ privacy concerns appear to match the privacy threats given most
attention by academia and media alike (Acquisti and Gross 2006; Andrews 2012;
Debatin et al. 2009; Govani and Pashley 2005; Gross and Acquisti 2005; Noda 2009;
Timmer 2009). This suggests that all respondents were at least to some degree aware
of the possible dangers and thus the importance of protection against these potential
privacy threats.

In the introduction, it was argued that individuals’ online behavior should not be
used as gradient for their privacy concerns, because SNSs are primarily used for the
possibilities they create for social interaction (Ellison et al. 2007; Steinfield et al.
2008). Indeed, only a third of respondents reported to be willing to switch in line
with the second hypothesis. Furthermore, a third of those willing to switch reported
explicitly that they would only switch if their social network (of friends) would
switch as well, further supporting that participation is generally based on the social
merits these sites provide and the choice of SNSs thus largely depends on where the
social network of the individual is present.

In other words, the social utility of SNSs appears to be the primary reason indi-
viduals make use of the sites and thus have to accept the potential privacy threats
as a cost for participation. Given the massive popularity of SNSs- Facebook has
over 1 billion users3- non-participating may even be associated with social costs by
individuals as they miss out on the social interaction (Raynes-Goldie 2010). As a
result even privacy concerned individuals are likely to participate on SNSs. Since
the business model of SNSs depends on their users sharing information as openly

3 Statistic from newsroom.fb.com
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as possible (Andrews 2012; Pékarek and Leenes 2009), safeguarding the privacy of
their users can not be considered their priority.

No support was found for the third hypothesis which stated that younger respon-
dents would attribute more importance to protection features against social conflict.
Neither the importance percentages obtained through conjoint analysis, nor the self
reported importance attribution differed significantly between younger and older re-
spondents. The hypothesis was based on CPM theory predicting differences between
desired privacy boundaries as age progresses (Petronio 2002) and previous studies
suggesting youth to be more concerned about their privacy in relation to social con-
flict with known others (boyd and Marwick 2011; Livingstone 2008; Marwick et al.
2010; Raynes-Goldie 2010). Only the fact that more 12–19-year-olds reported fears
or negative consequences related to social conflict provides some support that these
privacy concerns play a bigger role for youth.

A possible explanation for the lack of differences between the age groups concern-
ing the importance attributed to the privacy protection features could be that users
have numerous other tools to safeguard their privacy concerning social conflict. Even
without the features used in this study, youth can safeguard their privacy concerning
social conflict by using multiple sites, or by using more private channels for more
intimate interactions (boyd and Marwick 2011, p. 14; Lampinen et al. 2009; Stutz-
man and Hartzog 2009). Conversely, users are fully dependent on the settings and
policies provided by the SNS platform concerning their privacy protection against
data mining and identity theft, especially if deception is not possible or desirable. As
a result, even if younger individuals are more concerned to avoid social conflict they
may still have prioritized their privacy protection against data mining and identity
theft in this study, because they have no control over these forms of privacy other
than the features the SNS provides.4

The lack of differences between age groups does suggest that even young respon-
dents are aware of the importance of privacy protection features on SNSs against
data mining and identity theft. It is noteworthy that respondents of all ages (i.e. even
12-year-olds and adults) attributed similar importance to all privacy protection fea-
tures. Especially since younger individuals are often considered to care less about
their privacy than adults. These results suggest that SNS users of all ages still at-
tribute importance to their privacy protection from data mining and identity theft,
even though their use of SNSs makes them vulnerable to these threats.

A distinctive pattern was found in the utility scores. Instead of demonstrating
a clear preference, respondents instead demonstrated a clear dislike (relative to the
other levels) for a certain level of each feature. In other words, respondents’decisions
during the discrete choice tasks were not necessarily based on obtaining a certain
ideal SNS concerning privacy protection, but mainly on avoiding unacceptable pri-
vacy violations. When looking at real information, for example, respondents didn’t
primarily pick the SNSs in which they didn’t have to fill in any information (in fact
having to provide an email address, not shown on the profile was most preferred),

4 New developments like the Google dashboard may give users more control in time in this respect.
Google Dashboard promises users more transparency and control concerning the information linked
to their google accounts. https://accounts.google.com
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but mainly avoided those SNSs which required them to show the information on
their profile. At that point the privacy situation apparently became unacceptable for
respondents.

The previously described decision pattern seems related to the fact that individuals
often take active steps to protect their privacy after an incident. A negative incident is
often the first clear sign that the privacy protection was lacking. Therefore, individuals
may be under the impression that their privacy protection is good enough until it is
too late. Either because they lack of accurate knowledge on how well protected they
are (Hoofnagle et al. 2010) or don’t expect to be singled out amongst all the other
SNS users (e.g. “Safety in numbers”, see Grimmelman 2009, p. 1161). As a result,
individuals can be expected to only take action once their lacking privacy protection
has become visible through a negative experience, as opposed to continuously trying
to obtain the best privacy protection.

Here, however, only marginal support was found for the fourth hypothesis that
respondents importance attribution to privacy protection features would related to
experienced negative consequences. Respondents who reported their data having
been misused, did attribute more importance to the feature data ownership, but not
statistical significance was obtained. This could be the result of the low number of
respondents reporting to have experienced a negative consequence, or could simply
mean that this relationship does not exist. Future studies may want to explore this
more elaborately.

The focus on avoiding unacceptable privacy violations might also be related to
the discrepancy found between what conjoint analysis produced as main features
for decision making, i.e. real information, data ownership, and access third parties,
and what respondents reported to be the main feature, i.e. private profile. Although
the former three features were the most prominent for decision making according
to conjoint analysis, the decision for these features may have been made by rules
of thumb: if the level to be avoided was present, that SNS would not be chosen.
As mentioned before, for the feature private profile, numerous alternatives exist for
SNS users to protect their privacy, while for the other three features concerning data
mining and identity theft they are primarily dependent on what the SNS provides.

In this study, respondents apparently first and foremost tried to avoid the un-
desired levels for real information, data ownership, and access third parties. This
decision may have been made relatively easy in the respondents’ mind. The subse-
quent decision if two or more SNSs would still be left, would have to be based on the
remaining features. This aspect of decision making may have been more prominent
for respondents and as a result indicate the feature private profile as most important
for decision making.

15.4.1 Limitations

This study made use of a CBC design to assess the privacy attitudes of SNS users. The
used levels in this experiment are rather long compared to usual discrete choice tasks
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making the decision making more difficult. When discrete choice models become
too complex, respondents could resort to simplified decision strategies. Instead of
assessing the entire scenario, they will mainly focus on one or two features that are
important to them. In this case it could have occurred for real information, and espe-
cially for the level which required a telephone number to be provided which would be
visible on the profile. This may have been particularly unacceptable, causing some
respondents to base their decision primarily on this.

A second limitation is the fact that the presented SNSs consisted of only privacy
related features. No features were included concerning the services a SNS provides
(e.g., gaming or interaction possibilities), possible costs (e.g., monthly fee), or other
concerns (e.g., safety). The aim of the current study was to distinguish the attributed
importance to privacy protection from various risks. Additional non-privacy related
features would have made the SNSs too big for respondents to make repeated concen-
trated rational decisions. Therefore, no conclusions can be drawn on how important
privacy protection is in relation to the provided services, costs, or other concerns.
Future studies might want to do a similar set up with non-privacy related features in
order to investigate the relative importance of privacy protection in relation to these
other factors.

15.5 Conclusion

The results showed that respondents of all ages attribute more importance to privacy
protection features against data mining and identity theft than social conflict. Here
it was argued, that SNSs are used for their social merits and individuals generally
have little choice on what SNSs to use. As a results, users are dependent on the
SNS platform to provide the necessary privacy protection against the various privacy
threats of data mining and identity theft. Lack of these features does not necessarily
mean that the users no longer care about these privacy threats, as the results here
demonstrated.

A recent initiative, The Brussels Privacy Declaration5, calls attention to the need
for regulation of privacy rights online. The results presented here further support the
urgency for the development of regulation of online privacy. Even though SNS users
are aware of the importance of privacy protection against data mining and identity
theft, they generally do not optimize their privacy protection. Instead, they appear
to settle for what they perceive as good enough, which is avoiding the obvious and
worst privacy violations. In addition, users are generally dependent on the service
provider concerning what privacy protection is available. As such the need for
regulation is great; SNS users cannot be expected to protect their own privacy opti-
mally, certainly if the only way to perfectly maintain the online boundaries is by not
participating.

5 Brusselsdecleration.net
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Chapter 16
Strong Accountability: Beyond Vague Promises

Denis Butin, Marcos Chicote and Daniel Le Métayer

16.1 Introduction

Individuals share more and more personal data and are out of touch with what hap-
pens to their data after their release. The principle of accountability, which was
introduced three decades ago in the OECD’s guidelines (OECD 1980), has been
enjoying growing popularity over the last few years as a solution to mitigate this loss
of control by increasing transparency of data processing. For example, a consortium
has been set up in 2009, with precisely the definition and analysis of accountability
as one of its primary goals (CIPL 2009a). At the European level, the Article 29 Work-
ing Group published an opinion dedicated to the matter two years ago (Article 29
Working Party 2010) and the principle is expected to be enshrined in the upcoming
European data protection regulation (EC 2012).

The very popularity of the word yields suspicion. Its widespread use, combined
with the lack of a unique definition, begs the question of whether accountability can be
characterised precisely enough to achieve consensus and bring sufficient protection.
Can one leave behind questions of terminology and elucidate accountability in a way
congruent with most interpretations?

In addition, the concept of accountability has been mentioned in so many different
settings that it is legitimate to wonder whether a precise and consensual definition,
assuming it can be established, would be as broadly applicable as the larger interpre-
tation of the concept seems to be. Is the notion of accountability so diluted that trying
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to pinpoint it would remove all the generality that caused its initial appeal as well as
its expected virtues?

Finally, assuming accountability can be characterised precisely and is still a con-
cept with broad applications, does it bear the capacity to deliver innovative solutions
to long-standing problems such as loss of control over personal data? Could ac-
countability turn out to be little more than an umbrella buzzword for a variety of old
solutions merely rehashed under the guise of new terminology?

Even if all those concerns cannot be resolved easily, there is no reason to give
accountability a blank check. Apprehensions over the possibility of an accountability
strategy backfiring have been spelled out and need to be taken into consideration.

In this article, we will first review the reasons put forward to support account-
ability, as well as the criticisms raised against it (Sect. 2). It will become apparent
how current and upcoming regulations are unsatisfactory in their way to address
accountability when compared with requirements seen as essential by many sources.

Discussing accountability critically requires distinguishing between its applica-
tion levels. We will emphasise what has sometimes been termed accountability of
practice, the requirement that data controllers should be able to provide a statement
(an account) showing that their actual data handling practice complies with their
obligations. We contend that the resulting opacity of actual practices and excessive
focus on procedures is harmful enough to derail the overall accountability approach.
To overcome these limitations, we put forward strong accountability, which relies
on precise legal requirements supported by effective tools (Sect. 3). We then show
that such tools can be provided considering the state of the art in terms of technology
and suggest an approach for accountability by design (Sect. 4). Of course, technical
feasibility is only a prerequisite, not a sufficient condition for effective adoption.
As expressed by Colin Bennett (Bennett 2012), “there is little evidence that market
pressures alone will push this kind of external conformity assessment”. To address
this issue, we also provide suggestions for an overall architecture for strong account-
ability, including legal and economic dimensions (Sect. 5). Finally, we put strong
accountability in perspective and discuss its complementary with other privacy in-
struments such as Binding Corporate Rules, Privacy Impact Assessments, privacy
by design and privacy seals (Sect. 6).

16.2 The Meanings of Accountability and the Question
of its Value

While accountability is no new idea, its use in the field of privacy and data protection
has increased considerably lately. To set up the stage, we sketch in this section
some reference documents on accountability in normative documents (Sect. 2.1),
in the legal doctrine (Sect. 2.2) and in the computer science literature (Sect. 2.3).
Let us note that the goal of this section is not to present a comprehensive survey of
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accountability1, but to provide some background information before discussing the
pros and cons of accountability in Sect. 3.

16.2.1 Accountability in Regulation and Guidelines

In this subsection, we start with a quick review of some landmarks in terms of
accountability before discussing their reception in the legal doctrine in Sect. 2.2 and
the computer science view in Sect. 2.3.

16.2.1.1 The United States’ FTC FIPPs

Accountability in the context of data protection is currently not enshrined in US law.
This is not entirely surprising given the general orientation of US data protection
law, which tends to favour self-regulation and only reluctantly impose binding com-
mitments. As far as soft law is concerned, the US Federal Trade Commission’s Fair
Information Practice Principles (FIPPs) (US Federal Trade Commission 1973), a set
of non-binding2 guidelines that have been used as a basis for specific, sectoral laws
such as the Right to Financial Privacy Act (Title 12 of the U.S. Code 1978), do not
list accountability in their principles even though they refer to related concepts.3

16.2.1.2 The 1980 OECD Guidelines

The introduction of accountability as a basic principle in the 1980 Organisation for
Economic Cooperation and Development Guidelines on the Protection of Privacy
and Transborder Flows of Personal Data (OECD 1980) is often cited as its first
notable appearance. The precise wording of the Guidelines is the following: “A data
controller should be accountable for complying with measures which give effect
to the principles stated above.” While the aim of these Guidelines is the effective
protection of individuals’ privacy, the additional goal of economic benefits through
simplified data export procedures is evidenced by the second part of their title. As
far as enforcement is concerned, one should note that the OECD cannot legislate but
only issue soft law in the incarnation of guidelines or recommendations.

The Detailed Comments part of the Guidelines provides some details about
accountability, even though the word itself is never defined. It is written that “Ac-
countability under Paragraph 14 refers to accountability supported by legal sanctions,

1 We refer the reader to Charles Raab (Raab 2012), Colin Bennett (Bennett 2012) and Daniel
Guagnin et al. (2012) for a more complete review.
2 Note however that the FIPPs have been used as a basis for the US Privacy Act of 1974.
3 The fifth principle, Enforcement/Redress, states that “ (. . .) the core principles of privacy protection
can only be effective if there is a mechanism in place to enforce them.”
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as well as to accountability established by codes of conduct, for instance.” An in-
teresting precision is that accountability is still required from a data controller when
it uses the services of a third party for data processing. However, the nature of the
evidence and the entity receiving that account are not discussed. Some authors (Raab
2012) conclude that the sense in which accountability is used here is close to liability.

In 2011, the OECD published a report (OECD 2011) reviewing the principles of
its original Guidelines, including accountability, in light of the new technological and
regulatory landscapes. The rising role of the accountability principle is highlighted4

and “reporting, audits, education, and performance appraisals” are mentioned as
some of its components. However, the paragraph of the report5 dedicated explicitly
to accountability mainly addresses data export issues.

16.2.1.3 The Canadian PIPEDA

In terms of regulation, the 2000 Canadian federal6 Personal Information Protection
and Electronic Documents Act (PIPEDA) (Parliament of Canada 2000) also includes
a principle of accountability. The stated intent of the act is to balance the protection
of personal information with the support of electronic commerce. It is partly based
on the Canadian Standards Association’s Model Code for the Protection of Personal
Information (CSA 1996) and was also heavily influenced by the aforementioned
OECD Guidelines.

Of the ten privacy principles it includes, accountability is the first one. The prin-
ciple states that “An organization is responsible for personal information under its
control and shall designate an individual or individuals who are accountable for
the organization’s compliance with the following principles.” The concrete measure
of designating employees responsible for ensuring company-wide accountability is
therefore central to PIPEDA’s interpretation of the notion. The fact that this privacy
principle refers to all other principles enumerated in the act gives it an overarching,
prominent tone.

Another important aspect is the responsibility of organisations for data transferred
to third parties: the same section of the act states that an organisation’s responsibility
includes “(. . .) information that has been transferred to a third party for processing.”

PIPEDA also addresses the issue of practical compliance to some extent, even
though its specifications in this respect remain broad: “Organizations shall implement
policies and practices to give effect to the principles.” The need to provide for means
of redress is also mentioned. While not all facets of accountability are made explicit
in the Canadian act, it globally remains comparatively precise in its integration of the

4 Notably the fact that PIPEDA “used the OECD Guidelines as a starting point” while “moving the
Accountability Principle to the beginning.”
5 Role of accountability, p. 52.
6 In addition, provincial private sector privacy laws exist in Alberta, British Columbia and Quebec.
The principle of accountability also appears in those provincial regulations, although in an implicit
form.



16 Strong Accountability: Beyond Vague Promises 347

principle. For instance, it was innovative in shifting the focus of accountability “from
the legal regime to the actual protections afforded by the receiving organisation.”
(Bennett 2012).

16.2.1.4 The 2004 APEC Privacy Framework and the Data Privacy
Pathfinder Program

The Asia–Pacific Economic Cooperation (APEC) forum, an international organi-
sation of 21 countries7, defined a Privacy Framework (APEC 2004) that includes
accountability as one of its 9 information privacy principles. Its first mention states
that “A personal information controller should be accountable for complying with
measures that give effect to the Principles stated above”. The document does not spec-
ify who should receive the evidence making accountability possible, and is not more
explicit than the OECD Guidelines in terms of an actual definition of the concept.

Recently, the APEC started reconsidering the question of accountability in more
detail in the scope of its Data Privacy Pathfinder (APEC 2009); inAPEC terminology,
a Pathfinder is a cooperative project among participating APEC Economies. This
effort is mostly about facilitating regulated data exports. One of its prominent features
is the Cross-Border Privacy Rules system, under which organisations, on a voluntary
basis, can follow a set of rules with the goal of increasing the trust of consumers and
partner organisations in their commitment to privacy. Applications are assessed by
APEC-recognised accountability agents, “which may include trustmarks, seals, and
other private bodies.” (OECD 2011).

16.2.1.5 The Accountability Project

Launched by the Centre for Information Policy Leadership in 2009 and commonly
termed simplyAccountability Project, theAccountability-Based Privacy Governance
Project is an ongoing collaboration between industry actors, non-governmental or-
ganisations and government representatives aimed at defining and disseminating
components of a standardised accountability strategy. White papers are being re-
leased, and the fifth phase of the project, in 2013, discusses the specific challenges
of distributed environments such as mobile applications and cloud computing.

Accountability is made more precise in the publications of the project. Notably,
it adds the dimension of what could be called the accountee or entity receiving the
evidence. Unlike the OECD Guidelines and the APEC Privacy Framework, the Ac-
countability Project addresses this point. For instance, the white paper resulting from
the second phase of the project (The Paris Project) mentions “Organizations may
be accountable to three entities: data subjects/individuals, regulators, and business
partners.” (CIPL 2010).

7 Generally speaking, as pointed out by Colin Bennett (2012), a number of countries engaging in
APEC have no national data protection regulation, which makes the existence of this framework all
the more important.
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The necessity of the link between regulation and concrete measures is articulated
in the Paris Project document: “Accountability promotes implementation of practical
mechanisms whereby legal requirements and guidance are translated into effective
protection for data.” Charles Raab (Raab 2012) notes the frequent use of the notion of
demonstration in the publications of the Accountability Project, reinforcing the idea
that accountability implies the readiness by data controllers to show and explain their
actions, possibly upon request—a kind of information transparency. The Project, like
other think-tanks and regulations surveyed so far, however falls short of going into
the details of acceptable practical mechanisms for demonstrable data protection. In
addition, even though the role of third-party accountability agents is recognised, data
controllers seem to keep the central role, which may cast doubts about the impartiality
of the whole process.

16.2.1.6 European Law and the Upcoming Regulation

In European data protection law, there is no explicit principle of accountability of data
controllers until now, even though one may argue that the accountability obligation
is implicitly present. In its Opinion on the principle of accountability (Article 29
Working Party 2010), the Article 29 Working Party has advocated the introduction
of an accountability principle defined as “showing how responsibility is exercised
and making this verifiable.” The verifiability aspect of this definition is important: it
implies an audit, which opens the possibility of finding that a data controller did not
comply with its obligations. The draft of the new regulation released in 2012 by the
European Commission (EC 2012) indeed includes an article about accountability8,
even though the word itself is not used in the article, and the provisions are rather
vague. Article 20 states that “The controller shall adopt policies and implement
appropriate measures to ensure and be able to demonstrate that the processing of
personal data is performed in compliance with this Regulation.” and “The controller
shall implement mechanisms to ensure the verification of the effectiveness of the
measures referred to [in earlier paragraphs]”. The draft regulation envisions delegated
acts to further specify appropriate measures.

16.2.2 Legal Doctrine

The legal doctrine discusses both the fundamental values underlying the account-
ability principle and its effectiveness for data protection. As far as principles are
concerned, Paul De Hert (De Hert 2012) establishes a link between accountability
for privacy and human rights law by pinpointing the duty for EU member states to
require effective data protection measures from organisations. More generally, he
associates the concept of accountability with external scrutiny—implying the need

8 Article 20.
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for a recipient of the account—and with account giving—the keeping of a record,
and its transmission to an authority.

Other authors see accountability as a focusing lens with the potential to address a
range of issues with an integrated approach: it “can form the focus for dealing with
issues of scale in regulation, privacy risk assessment, self-regulation (. . .) and foster
an environment for the development of new technologies for managing privacy”
(Guagnin et al. 2012).

Charles Raab subscribes to this idea that accountability is a multifaceted notion,
stating that not all of its aspects have been exploited yet: “There are unused di-
mensions in the concept of accountability that need to be examined and developed”
(Raab 2012). He furthermore quotes the interpretation of accountability as steward-
ship: the entrusting of “resources and/or responsibilities” from one party to another.
The importance of transparent data sources, the accounts, which empower audiences
to come to their own conclusions regarding the interpretation of data, which should
not be left solely to data controllers, is also emphasised. Indeed, many actions tend
to be invisible, or at least do not leave a trace in event histories. This combination of
facts and descriptions justifies seeing accounts as stories, possibly carrying elements
of propaganda or bias. He also contends that not only the final account but also the
process of manufacturing it should be visible by the audience if full transparency is
the ultimate goal.

Taking an operational approach, Colin Bennett clarifies the different levels of ac-
countability by distinguishing three layers: accountability of policy, of procedures,
and of practice. He emphasises that excessive focus is often placed on the first one,
resulting in only superficial guarantees; and furthermore states that few organisa-
tions provide accountability at the practice level, and that this level requires external
audit to be credible. The ultimate onus is on data protection authorities to specify
a coordinated list of acceptable verification mechanisms. In addition, the incom-
plete description of actors and evidence in existing regulations and guidelines is
pinpointed: for instance, the OECD guidelines do not mention who is expected to
receive the evidence.

Joseph Alhadeff, Brendan Van Alsenoy and Jos Dumortier support the need for
an accountability of practice as defined by Colin Bennett and an explicit account as
stated by Charles Raab by declaring that common accountability measures as defined
by the Article 29 Working Party “are mainly articulated in the language of principles
and concepts” and not linked to practical mechanisms (Alhadeff et al. 2011).9

Many points made in this section are discussed in greater detail in the recent vol-
ume (Guagnin et al. 2012) resulting from the European Privacy Awareness through
Security Organisation Branding (PATS) project.10 We can see from the above ex-
amples that accountability in legal doctrine is often considered as requiring a more

9 They however emphasise that too strict regulations would be a burden and an unacceptable cost
for budding companies.
10 See the project website: http://pats-project.eu/.
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concrete, practice-oriented aspect where the nature of the evidence is made ex-
plicit. As we will see now, research in computer science concentrates heavily on this
practical facet.

16.2.3 Accountability in Computer Science

Accountability in computer science is generally associated with very specific proper-
ties. An example of formal property attached to accountability is non-repudiation: for
example, in an analysis of a certified email protocol, Giampaolo Bella and Lawrence
Paulson (2006) see accountability as a proof that a participant cannot deny that he has
taken part in the protocol and performed certain actions. The proof of non-repudiation
relies on the presence of specific messages in the network history of security proto-
cols. A complementary concept in this work is fairness: it is not possible that one
agent obtains what they seek while the other does not.

Jan Cederquist et al. (2005) introduce another concept of agent accountability:
in a data usage control system, an audit authority in possession of evidence should
be able to check the formal proofs that entities have to provide to justify themselves.
The focus here is on establishing a kind of evidence that is unforgeable, thereby
guaranteeing the detection of inappropriate data usage.

Jagadeesan et al. (2009) define accountability as a set of mechanisms based on
“after-the-fact verification” by auditors for distributed systems. Mathematics-based
methods are used to rigorously check properties of “accountability-based systems”
where the interaction between entities, including auditors, is modelled and trade-offs
between “potentially conflicting design parameters” are explored. As in (Schneider
2009), blame assignment based on evidence plays a central role in this framework.
Integrity (the consistency of data) and authentication (the proof of an actor’s identity)
are integral to the communication model. Together with non-repudiation (Bella and
Paulson 2006), these rather technical concepts are often seen as pillars of the concept
of accountability in computer science literature.

On the practical side, (Haeberlen 2009) outlines the challenges and building blocks
for accountable cloud computing. Accountability is seen as a desirable property both
for customers of cloud services, who need to know whether something went wrong,
and for cloud service providers, who can handle complaints and resolve disputes
more easily. The building blocks of accountability are defined as completeness,
accuracy and verifiability11. Technical solutions to enable these characteristics on
cloud computing platforms have been devised by the authors.

11 Those characteristics are defined as follows: completeness means that all agreement violations
lead to reports and supporting evidence; accuracy signifies that no violation reports are created if
nothing went wrong; and verifiability means that evidence is checkable independently.
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16.2.4 Conclusion: Overgenerality Versus Overprecision

The above discussion of the perceptions of accountability in normative texts on the
one hand, and in computer science on the other, show that there is quite a shift of
emphasis between the two views: normative texts mostly focus on what Colin Ben-
nett calls accountability of policy and accountability of procedures (internal rules,
existence of a data protection officer, corporate training, organizational issues, etc.)
while computer scientists place more emphasis on very specific technical require-
ments for accountability of practice. To fill this gap and ensure that technical means
can effectively contribute to the implementation of accountability in a broader per-
spective, more interdisciplinarity is needed: we need to get together, as pointed out
in (Guagnin et al. 2012). In the following section, we discuss in more general terms
the potential benefits and limitations of accountability for privacy protection before
suggesting ways to move forward considering technical, legal and economic aspects
in Sects. 4 and 5.

16.3 Accountability for Privacy Protection: Promises and
Pitfalls

In the previous section, we have reviewed the definitions of accountability in a some-
what neutral way, considering the differences in terms of scope, level of precision and
interpretation in the definitions proposed by different communities and authors. The
key issue that we want to address now is the potential impact of accountability rules
on privacy protection. In Sect. 3.1 we will analyse the reasons to support the view
that accountability should play a key role in future privacy protection regulations
before discussing the potential pitfalls of accountability for privacy in Sect. 3.2. In
Sect. 3.3, we will build on these arguments to argue that (1) accountability principles
should indeed become a pillar for privacy protection but, (2) for accountability to
be able to play this role, its must meet an absolute requirement of precision at all
levels12; in default thereof, accountability might turn into a deceptive packaging and
a way to further weaken privacy protection.

16.3.1 Accountability as a Key Privacy Enabler

One commonality among the definitions reviewed in Sect. 2, which is at the core
of the accountability concept, is its introduction of a set of obligations bearing on
controllers: in other words, accountability is complementary to the a priori controls

12 Definitions of the roles of all stakeholders, their respective commitments, the accounts, the audit
procedures, sanctions, etc.
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provided by most privacy enhancing technologies which make it possible for sub-
jects to limit their release of personal data (e.g. through selective disclosure or the
restriction of the disclosure to anonymised or sanitised data). The first and foremost
motivation for accountability in the context of privacy is the issue that, after the
disclosure of their personal data, subjects are powerless—they have no choice but to
trust controllers to handle their data appropriately. But subjects do generally not have
any reason to trust data controllers blindly—one could even argue that subjects often
have good reasons to distrust them because many companies have strong economic
interests in the exploitation of personal data. The potential benefits of accountability
appear exactly in such situations where an actor has a sufficient amount of trust in
another actor to rely on him for a given action (e.g. to collect his personal data and
use it for a given purpose), but is still not completely sure that his confidence is
not misplaced. Accountability provides further means to check what happens on the
side of the controller when the data has been released and therefore to move from
blind trust to proven trust (De Hert 2012). Actually, considering the ever-growing
collection and flow of personal data in our digital societies, a priori controls will be
less and less effective for many reasons, and accountability will become more and
more necessary to counterbalance this loss of ex ante control.13

The reasons why a priori controls lose effectiveness are varied: first, more and
more data is collected without the subject knowing it (through various logs, web
cookies, surveillance systems, mobile phone applications leaking personal data to
application providers or third parties, etc.). Even when the subject is aware of the
data collection and asked to provide his consent, this consent has become a fictitious
protection because he generally does not take the time to read the privacy notice
provided by the controller14, does not understand its implications15, or gives his
consent for lack of a real alternative (because he needs to get access to information or
to a service). Even in situations where the consent of the subject could be considered
free and well informed, the privacy notice on which it is based is by no means a
proof of actual behaviour of the controller. A privacy notice is a declaration of a
controller at a point in time, but the relation between what is announced and the
actual mechanics of personal data processing is invisible. Strong discrepancies can
be observed between privacy policies and actual practices, which can be due to
different causes: the data controller may provide misleading policies from the start,

13 As stated in the Article 29 Data Protection Working Party Opinion 3/2010 on the principle of
accountability (Article 29 Working Party 2010): “Firstly, we are witnessing a so-called ’data deluge’
effect, where the amount of personal data that exists, is processed and is further transferred continues
to grow. Both technological developments, i.e. the growth of information and communication
systems, and the increasing capability for individuals to use and interact with technologies favour
this phenomenon. As more data is available and travels across the globe, the risks of data breaches
also increase.”
14 In the survey Privacy Notices Research by the Privacy Leadership Initiative, only 3 % of
respondents declared to “carefully read” privacy notices “most of the time”.
15 The sheer length of this type of document and their convoluted language often prevents users
from finding straightforward answers to simple questions such as a promise not to share personal
data with third parties or, in case of share, the precise list of third parties which can receive the data.
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the system may evolve without maintaining its original privacy protection, certain
controls may rely on actions of the personnel of the controller or on subcontractors,
the staff of the controller or his subcontractors may not be well aware or informed
about privacy commitments, etc. In addition, the controller himself is not immune
to privacy breaches from malicious (or curious) insiders or external attackers. As a
result, data subjects have no clear knowledge of how much privacy they give up, do
not know what actually happens to their data, and have no way of noticing whether
the data controller breaches his obligations. As distributed systems such as mobile or
cloud computing become ubiquitous, data subjects lose touch even more with what
happens to their personal data.

Even though accountability should by no means be seen as an alternative to sub-
stantive data protection requirements (Bennett 2012) or an encouragement to weaken
principles such as data minimality, it can help mitigating this loss of control, firstly
by making actual behaviour visible and verifiable. Indeed, another common thread
in the definitions of Sect. 2 is that accountability relies on the creation of accounts
and their audits. Regardless of when and by whom these audits are conducted, their
goal is to provide more transparency in data processing and therefore to increase the
level of trust that the subject can place on the data controller. Another major benefit
of accountability is that it can act as an incentive for data controllers to take privacy
commitments more seriously and put appropriate measures in place, especially if
audits are conducted in a truly independent way and possibly followed by sanctions
in case of breach. As pointed out by Paul De Hert (De Hert 2012), “the qualitative
dimension of accountability schemes may not be underrated”.

16.3.2 Objections Against Accountability

Accountability is not a principle that receives unanimous support, though. The
criticisms of accountability can be based on three types of arguments:

1. Objections from the legal point of view: some lawyers argue that accountability
does not bring anything new to the existing notions and legal instruments; others
claim that accountability could even accentuate the imbalance of powers between
data controllers and data subjects by providing deceptive protections.

2. Reservations based on technical arguments: the very implementation of account-
ability measures might introduce further risks of personal data breaches.

3. Warnings based on economic arguments: accountability rules would impose
unacceptable burdens on the industry.

Let us consider each of these categories of criticisms in turn.
The manifold nature of accountability, combined with currently vague definitions

in legal instruments, may lead some data controllers to promote accountability in
the hope of avoiding more constraining and comprehensive regulations. An example
of such trends is described in a recent report (Ernst and Young 2012): “To avoid
greater regulation, organizations in the retail and consumer products industries and
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GS1, a supply chain standards organization, are working with privacy commission-
ers to voluntarily set guidelines that address the privacy implications of using radio
frequency identification (RFID) technology in their operations”. In the worst case,
accountability could be implemented by light organisational measures, for instance
by just having in place a data protection officer, an awareness plan and some execu-
tive oversight. When audits are conducted by the companies themselves or business
associations, the subject may also be concerned about their neutrality: after all, why
should he be more confident in self-audits than in self-declarations of privacy poli-
cies? For these reasons, accountability has been criticised for offering companies
a cheap “data protection favourable” reputation even if their actual practices and
accountability rules actually offer limited guarantees, amounting to “privacy green-
washing” (Guagnin 2012). In the same vein, the 2009 white paper (CIPL 2009b)
from the Accountability Project also draws criticisms from certain lawyers (Bennett
2012), as it mentions that an accountability strategy allows companies to reach data
protection goals in a way “that best serves their business models.”

More generally, accountability is often associated with self-regulation, which
is a controversial approach. The main benefits of self-regulation are its flexibility
and its wider acceptance in the industry: because the rules can be tailored to a given
business sector and controlled by the concerned actors, these actors are more likely to
follow them. More generally, considering the difficulty to regulate the Internet in the
international context, self-regulation is often presented as an adequate solution to face
the “disintegration of traditional sovereignty paradigms” (Poullet 2001). However,
the validity of self-regulation as a norm has to be assessed against traditional criteria
such as the legitimacy of its authors, the conformity of its content with respect to other
legal rules and its effectiveness, including the possibility of sanctions (Ibid.). In the
context of accountability, one could argue that the second criterion should generally
be satisfied (it is to be hoped that the accountability rules defined by e.g. an industrial
sector would comply with applicable laws), but the first one is not really satisfied
unless a data protection authority officially endorses the rules (or the rules are defined
in collaboration with the authority, which could be seen as a form of co-regulation),
nor does generally the last one. It should be clear that the lack of real consequences
for data controller breaching the code or the lack of effective control would seriously
weaken the assurance provided by self-regulated accountability schemes.

Another critical view of accountability relies on the idea that it is just a superfluous
notion because it is already implicitly covered by existing instruments. For example,
Colin Bennett (Bennett 2012) argues that there is an “unfortunate tendency” to be-
lieve that “new constructs for privacy” are needed. According to him, the essential
principles of privacy do not need reformulating to allow for accountability: its key
aspects can be integrated in existing frameworks. To support this view, one may ar-
gue that legal wording such as “Article 22 takes account of the debate on a principle
of accountability and describes in detail the obligation of responsibility of the con-
troller to comply with this Regulation and to demonstrate this compliance, including
by way of adoption of internal policies and mechanisms for ensuring such compli-
ance.” in the draft General Data Protection Regulation released by the European
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Commission in January 201216 does not add very much to existing obligations. Even
more striking are the following comments in the Working Party 29 Opinion on the
principle of accountability (Article 29 Working Party 2010): “One may also suggest
that accountability refers to the implementation of data protection principles”, and
“The Article 29 Working Party wishes to highlight that most of the requirements set
out in this new provision actually already exist, albeit less explicitly, under existing
laws.”17

From the technical point of view, tensions can also arise between accountability
and privacy: the accounts which form the basis of the accountability procedure can
themselves involve personal data; enforcing the implementation and storage of these
accounts therefore introduces an additional risk for these data. This can be the case,
for example, when the accounts take the form of execution logs. Obviously these
logs should be subject to strong security measures but, as experience has shown too
often, there is no absolute security protection. Data minimisation should therefore be
encouraged: only information essential for compliance checking should be recorded
in logs. Efficiency is one reason but the main one is to avoid further spreading
of personal data. Another concern on the technical side is the authenticity of the
accounts. Because they are, by definition, built and stored by (or under the control
of) data controllers, how can the auditor and the subject be convinced that they
provide a faithful representation of the actual data processing? The accounts could
have been forged by the controller to cover up privacy breaches or they could have
been tampered with by external actors. Again, technical means can be implemented
to enhance the trustworthiness of the accounts (Bellare and Yee 1997; Schneier and
Kelsey 1999), but they cannot provide an absolute guarantee, which might become
a problem if the accounts are to be used as evidence in legal proceedings.

Needless to say, binding accountability rules are not necessarily welcome in the
industry because they would introduce additional obligations and potential costs.
As discussed above, this fear can actually turn into a support for a weak form of
accountability (focusing on light organisational measures adopted on a voluntary
basis). This economic argument should be taken seriously though, as it would be
illusory to believe that strong accountability measures could be imposed in any
country if they had to result into unacceptable burdens on the industry, especially at
a time when personal data has become the “oil of the new economy”. We investigate
promising paths to address these issues in the following sections.

16.3.3 Beyond Vague Promises: Need for Precise Commitments

We believe that the criticisms discussed in the previous subsection deserve great
attention. First, the fact that accountability could turn into deceptive promises pro-
viding erroneous expectations to data subjects is of great concern. Indeed, if this grim

16 Section 3.4.4.1.
17 Even though this suggestion is not exactly the definition adopted by the Working Party 29 in the
rest of the document.
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prediction became a reality it would undermine the very value that accountability is
supposed to restore, namely trust. To analyse the reasons why an accountability sys-
tem could be misleading and provide to the subjects a false sense of protection, let us
consider the characterisation of accountability proposed by the Article 29 Data Pro-
tection Working Party (Article 29 Working Party 2010): “its emphasis is on showing
how responsibility is exercised and making this verifiable”. To achieve this objective,
it is necessary to know precisely: (i) what the responsibilities are, (ii) what pieces
of evidence will make the verification possible and (iii) who will be in charge of the
verification and in what conditions. Each of the objections in Sect. 3.2 can be related
to a failure in one of these steps:

(i) If the commitments of the data controller are not well defined (and properly
understood by the data subject) the guarantees provided by the accountability
mechanisms are illusory. These commitments should obviously include all
applicable legal obligations, but also any industry standards and declarations
made by the data controller in his privacy statements.

(ii) If the pieces of evidence are not sufficient to establish that the commitments
have been fulfilled, the verification process will not be reliable. This may be the
case in particular if the evidence is incomplete or if no guarantee is provided
about its integrity and authenticity.

(iii) If the actor in charge of the verification is not trusted by the subject, the whole
accountability process will suffer from the same distrust. This would obviously
be the case if the audits were conducted by the data controllers themselves or
by representatives of their business sector.

The solutions to avoid these failures in the accountability process necessarily blend
legal, technical and economic ingredients: the commitments of the controller involve
legal obligations; the definition and analysis of the accounts have to rely on technical
means; and the roles of all the stakeholders in the process must be integrated within
a viable ecosystem. But the keyword and true imperative for all these aspects of
accountability is precision: any doubt or uncertainty in the process would cause
mistrust and subvert the whole approach.

Precision can also be an answer to the second criticism discussed above, i.e.
the fact that accountability is a superfluous notion because it is already covered by
existing instruments. Indeed, one may agree that if accountability remains a vague
obligation as stated inArticle 22 of the Draft General Data Protection Regulation (EC
2012)18, it does not add very much to existing measures. Except for the designation

18 § 1. The controller shall adopt policies and implement appropriate measures to ensure and be
able to demonstrate that the processing of personal data is performed in compliance with this
Regulation. § 2. The measures provided for in paragraph 1 shall in particular include: (a) keeping
the documentation pursuant to Article 28; (b) implementing the data security requirements laid
down in Article 30; (c) performing a data protection impact assessment pursuant to Article 33; (d)
complying with the requirements for prior authorisation or prior consultation of the supervisory
authority pursuant to Article 34(1) and (2); (e) designating a data protection officer pursuant to
Article 35(1). § 3. The controller shall implement mechanisms to ensure the verification of the



16 Strong Accountability: Beyond Vague Promises 357

of a privacy officer in certain circumstances19 and the reference to a Privacy Im-
pact Assessment (PIA) which is required only when “processing operations present
specific risks to the rights and freedoms of data subjects by virtue of their nature,
their scope or their purposes”, one may wonder whether this article does not merely
make explicit obligations that data controllers already have to meet in case of con-
trol by a supervisory authority. In addition, the verification by “independent internal
or external auditors” is required only “if proportionate”, which can hardly inspire
confidence to data subjects. This article adds very little because it lacks precision:
the only mandatory items in the records20 do not include any information that would
allow an auditor to check that the controller has processed the personal data in a way
consistent with his obligations and declarations. In other words, the Draft General
Data Protection Regulation introduces no more than a form of accountability of pro-
cedures, in Colin Bennett’s classification. As a matter of fact, it is significant that
Article 22 heavily relies on references to other articles of the draft, which reinforces
this impression of redundancy.

As far as technical issues are concerned, solutions have been proposed in the
computer science community to enhance the integrity and authenticity of execution
logs. For example “forward integrity” (Bellare andYee 1997) ensures that an attacker
taking the control of a computer in which the logs are stored cannot tamper with
existing logs (even though he would obviously be able to delete them or to fake
future logs). Similarly, techniques have been proposed to authenticate the log entries
and to set up a selective access to them, e.g. for external auditors. Again, these
techniques can provide strong guarantees if the requirements and assumptions (types
of attackers, level of trust between the stakeholders) are precisely defined.

In the remainder of this contribution, we make the point that accountability, to
yield real added value for data subjects in terms of trust, should:

effectiveness of the measures referred to in paragraphs 1 and 2. If proportionate, this verification
shall be carried out by independent internal or external auditors.
19 Article 35 § 1: The controller and the processor shall designate a data protection officer in any
case where: (a) the processing is carried out by a public authority or body; or (b) the processing
is carried out by an enterprise employing 250 persons or more; or (c) the core activities of the
controller or the processor consist of processing operations which, by virtue of their nature, their
scope and/or their purposes, require regular and systematic monitoring of data subjects.
20 Article 28. § 2 : The documentation shall contain at least the following information: (a) the name
and contact details of the controller, or any joint controller or processor, and of the representative,
if any; (b) the name and contact details of the data protection officer, if any; (c) the purposes of
the processing, including the legitimate interests pursued by the controller where the processing is
based on point (f) ofArticle 6(1); (d) a description of categories of data subjects and of the categories
of personal data relating to them; (e) the recipients or categories of recipients of the personal data,
including the controllers to whom personal data are disclosed for the legitimate interest pursued
by them; (f) where applicable, transfers of data to a third country or an international organisation,
including the identification of that third country or international organisation and, in case of transfers
referred to in point (h) of Article 44(1), the documentation of appropriate safeguards; (g) a general
indication of the time limits for erasure of the different categories of data; (h) the description of the
mechanisms referred to in Article 22(3).
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• be defined precisely, in all aspects, including the contents of the accounts and the
rules to decide if an account is compliant;

• include accountability of practice (in Colin Bennett’s terminology), i.e., apply
not only to declared policies or procedures but also to the actual data processing;

• be supported by independent audits to avoid any risk of accommodating attitudes
of the auditors and mistrust from the subjects.

In the following section, we show that this kind of strong accountability can be
supported by appropriate tools and in Sect. 5, we make some suggestions on the
overall accountability architecture, including organisational, legal and economic
aspects.

16.4 Technical Solutions for Accountability of Practice

The first condition for the advent of strong accountability is that it can be supported
by effective tools. In this section, we outline the key components of an accountability
system (Sect. 4.1) and illustrate them with a practical application, which allows us
to draw some recommendations for accountability by design (Sect. 4.2). We also
discuss the limitations of these solutions (Sect. 4.3).

16.4.1 Key Accountability Components

The first step of the accountability process should be a clear definition of the privacy
policy that the controller has to comply with. Privacy policy languages are a technical
solution for specifying privacy policies in a machine-readable format. By using a
well-defined (formal) syntax, these languages are amenable to automated processing.
A number of such languages have been around for some time, such as P3P (W3C
2006), EPAL (IBM 2003) or SIMPLE (Le Métayer 2009). Other languages, such
as XACML (OASIS 2013) and UCON (Park and Sandhu 2002; Lazouski et. al.
2010) can also be used to define privacy policies, even though they are more general
purpose.A distinction is usually made between data access and data usage languages;
the former makes it possible to set fine-grained permissions for the initial access to
data, while the latter can also be used to specify what can happen to the data after
it has been accessed. Common examples are the use of data for a specific purpose,
its deletion, its anonymisation or its forwarding to a third party. Some languages,
such as XACML, are restricted to data access control21; others, such as UCON and
PPL22, combine both aspects. In practice, privacy policy languages make it possible
to translate the wishes of a data subject, the promises of a data controller and their

21 XACML deals with access control.
22 PPL (PrimeLife Policy Language), based on XACML for its access control aspect, also includes
many usage control features. It was developed by SAP (Trabelsi et al. 1978) as part of PrimeLife,
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common agreement about the use of the personal data into a format that can be
processed automatically. Therefore, privacy policy languages are the first building
block of accountability of practice: by formalising agreements about the authorised
uses of the data, they help structure the evidence (accounts), which is at the core of
the principle of accountability. From the privacy policy, it is possible to derive the
information that must be present in the accounts to establish their compliance.

Accounts for accountability of practice can typically take the form of log files. A
log is essentially a detailed history of the events of the system, often in the form of
a chronological list. Such files can be generated automatically and in real time by
the execution environment of the system. Assuming the mechanism generating them
is tamper-proof (Schneier and Kelsey 1999; Waters et al. 2004), logs make up the
core of the evidence against which accountability is to be assessed for data handling
systems.

The next requirement of an accountability architecture is the possibility of con-
ducting audits. The formal nature of privacy policy languages makes it possible to
design tools to conduct automated and rigorous checks of the logs. Such a log anal-
yser compares the actual sequence of data handling operations (events) represented
in the log with the predefined agreement between the data controller and the data
subject as included in a joint policy. After having processed the log, the tool outputs
a conclusion about the compliance of the actual events with the initial agreement.
If the implementation of the tool itself is transparent23, this process provides real
guarantees and confidence about the analysis of the accounts. If the log is deemed
non-compliant, such a tool can automatically pinpoint which event (or absence of
event) caused the breach.

16.4.2 Illustration With PPL

To illustrate the framework suggested in the previous subsection, we focus now on an
example of a privacy policy language that includes both data access and data usage
features: the PPL language.24

16.4.2.1 Specifics of the PPL Language

The PPL engine includes a negotiation feature, which allows the data subject and
the data controller to express their preferred policies separately before comparing

a 36 month long European project with the goal of investigating “. . . how to protect privacy in
emerging Internet applications such as collaborative scenarios and virtual communities”.
23 For example if its source code is available or can be checked by an independent third party.
24 The a posteriori compliance checking approach is not tied to any particular privacy policy lan-
guage, but we present the specific example of PPL to give a clearer idea of how the strategy can
look like concretely.



360 D. Butin et al.

them automatically to decide whether they are compatible. If it is the case, a joint
agreement (strict enough to accommodate both parties) called sticky policy (Karjoth
et al. 2002)25 is generated and attached to the data; in case of incompatibility, a report
detailing the mismatch is generated, allowing each party to reassess his privacy policy
or to abort the interaction if no compromise can be reached.

In PPL, two central features are available to express privacy policies: authoriza-
tions and obligations. They are used both to express policy preferences (for subjects
and for controllers), and to define the resulting joint agreements (sticky policies).
The PPL authorizations feature a notion of purpose formalised by keywords such
as “marketing” or “identity checking”. Data controllers specify in their policies for
which purposes they intend to use the personal data they would collect; data subjects,
on their side, specify explicitly the purposes they would approve. For the controller
and subject policies to be compatible and generate a joint agreement, all purposes
listed by the controller must be part of the subject’s list. Authorizations also state
whether downstream usage, i.e. the processing of the data by a third party, is allowed.

The core mechanism of PPL is the obligations concept. An obligation consists of
a trigger and an action. Triggers are specific events or circumstances (e.g. data being
used for a specific purpose, or forwarded to a third party). Actions are the events
that are meant to take place once the trigger has fired, i.e. when the specific event
or circumstance has taken place. For instance, a policy may mention that the phone
number of a data subject should be deleted after it has been used for the purpose
of identity checking. In this case, the deletion of data is the action event, and the
trigger is the use of the number for identity checking. To prevent data controllers from
claiming that they will fulfil an obligation in an indefinite future, triggers include a
maximum delay. A number of trigger events are predefined in PPL26 and new ones
can be added. For action events, which specify what should happen if the associated
trigger fires, the same flexibility applies. Default actions include the sending of a
notification to the data subject, the deletion of personal data, and its anonymisation.27

16.4.2.2 Compliance Checking and Log Design Guidelines

PPL logs include both trigger and action events. Trigger events can be seen as
promises, arising from the sticky policy, to be fulfilled in subsequent events by
the data controller. If the log is compliant, the trigger event will be followed, at some
point, by the action event imposed by the corresponding obligation. Temporal param-
eters are taken into account to check whether the action event was performed before
the agreed deadline. Because of this constraint, all PPL log entries are timestamped.

25 Sticky policies have also been used in the field of digital rights management; however, they play
a very different role in our context because here they are checked a posteriori (rather than on the
fly) and the process is audited by third parties.
26 Such as the use of personal data for a specific purpose, its forwarding to a third party, its access
by the subject, etc.
27 Anonymisation is technically realized through cryptography.
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Furthermore, trigger events must carry identification tags so they can be referenced
from action events. Without this tag, ambiguities may arise and propagate to the
global compliance checking.

It must be emphasised that the structure of the logs must be considered carefully
to ensure that a privacy policy is accountable. First and foremost, all relevant data
handling operations must be represented precisely enough to prevent any ambiguity;
the decision of what to include in the logs thus requires careful consideration. In case
of insufficient expressiveness, one log entry may refer to several data handling events,
yielding different consequences on overall compliance. This precision requirement
is complicated by the potential need for the data controller to minimise the amount
of data stored in the logs for reason of efficiency or intellectual property protection.

The frequent subcontracting of data handling to third parties raises other issues: not
only have the outsourced data handling operations also to be logged but sufficiently
detailed information must be kept in the logs to settle disputes in case of malfunctions
or breaches of obligations on the third-party side. Log architecture design and precise
definitions of accountability are intertwined, and evolving circumstances can alter
the distribution of responsibilities—these changes ought to be reflected in logging
systems. Both the contents of the logs and their format are directly influenced by
the way responsibilities are distributed among the main data controller and (possibly
multiple) third parties.

Another source of complication may be the need to support break-glass sit-
uations28, which refer to circumstances under which exceptional access to data
should be granted to an entity that does not possess the required privileges
(NEMA/COCIR/JIRA 2004).29 This type of situation should be part of the scenarios
supported by compliance checking mechanisms; hence the structure of logs must
support them. Complementary human assistance may be required to prevent abuse
of such mechanisms. Nevertheless contextual data ought to be included in the logs
in conjunction with data handling events so as to accurately express the combination
of modalities characterising break-glass situations.

The guidelines sketched in this subsection result from the experience gained while
developing an accountability system for the PPL language. More detailed illustrations
of these issues are described in (Butin et al. 2013).

16.4.3 Challenges and Limitations of Technical Solutions

Since the technical framework outlined here is based on the analysis of logs, these
logs must be truthful. More precisely, they ought to display the following properties:

28 Referring to the breaking of glass to trigger an alarm.
29 Common examples include the exceptional access to medical records in life-threatening situa-
tions, credit card fraud scenarios and military information classification systems (Feigenbaum et al.
2012).
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1. It should not be possible for a DC to create fake logs: in other words, logs should
reflect the actual execution of the system, especially in terms of personal data
processing (unforgeability).

2. Once logs are generated, it should not be possible to alter them without detection
(integrity).

3. It should be impossible to access logs without proper credentials (confidentiality).

Confidentiality can be achieved by encoding logs with cryptographic tools but care
must be taken to allow for selective access: one cannot simply encrypt all logs at once,
since different entities (e.g. auditors, subjects) should be granted access to different
parts of the logs. The second property, integrity, can be supported by techniques such
as the ones proposed by Bellare (Bellare and Yee 1997).

Unforgeability is the most challenging objective because it depends on the whole
architecture of the system. Ideally, the architecture should be designed with account-
ability requirements in mind, so that verifying unforgeability can be made easier.
This kind of architecture, for instance featuring a single decision point for all access
requests to personal data, should make it easier to check informally whether logs
reflect the actual events. The highest level of assurance would be attained through
the application of mathematical modelling (formal methods). In this approach, all
components playing a role in personal data processing and log generation must be
accounted for. However, formal methods tend to be costly and could be applied only
to the most critical parts of the system.

Great care should also be taken to minimize the ambiguities of log contents.
Consider the example of ontologies in PPL: one of the available data handling events
corresponds to the use of personal data for a specific purpose. A list of purposes can
be agreed on, but simply defining a list seems insufficient: the ontology could be
misused by stretching the meaning of words, claiming that the different available
purposes where never clearly defined. This could be addressed by attaching informal
statements of intent by the data controller to corresponding data handling events.
Requiring data controllers to word their intentions in more detail should increase the
pressure on them not to misbehave.

A different limitation is that some obligations defined by policy languages may
not be checkable automatically, requiring human intervention. Integration of this
aspect within an interactive verification tool is feasible but not straightforward; this
kind of tool would produce hybrid compliance arguments involving both mechanical
and manual steps.

Generally speaking, most of the necessary tools for the implementation of ac-
countability already exist, but they must be used and combined carefully to yield a
credible framework. Many challenges of this approach are therefore as much organ-
isational as technical. On the other hand, no bullet-proof solution exists and the very
purpose of accountability is to make it more difficult and more risky for data con-
trollers to misbehave, not to enforce correct behaviours. In the next section, we take a
closer look at non-technical challenges and solutions for an integrated accountability
approach.
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16.5 Accountability Architecture: Legal and Economic Aspects

In the previous section, we have shown that strong accountability is possible from
a technical point of view and we have suggested practical means to support it. Ob-
viously, it is not because strong accountability principles are technically feasible
that they will actually be implemented. The next questions to address are therefore:
should they be adopted on a voluntary basis (and why would this happen?) or should
they be enforced by the law (and how)? What should the roles of the stakeholders
(data controller, data subject, data protection authorities, third parties) be? What
would be the costs and benefits for the industry?

First, following Colin Bennett (Bennett 2012)30, it is unlikely that large-scale
accountability can be adopted on a voluntary basis. Regulation should therefore
impose binding accountability requirements. But such regulation should take into
account two essential requirements:

• As argued in Sect. 3.3, just recalling general or vague accountability principles is
not enough, and it could even provide a false sense of protection. Legal uncertainty
would undermine the very principle of accountability.

• As stated by the Article 29 Working Party (Article 29 Working Party 2010), ac-
countability should not impose “cumbersome new legal requirements upon data
controllers, particularly given the current, challenging EU economic situation.”

To solve this tension between the need for precise legal obligations on the one hand
and economic acceptability on the other hand, we should stress that precision does
not necessarily mean lack of flexibility. Indeed, it should be clear that a one-size-
fits-all approach would not make sense in this area and different factors, such as
the type of personal data at stake and the size and activities of the company, have
to be taken into account to determine the required level of accountability and the
associated measures. Also, because laws (and European regulations) should remain
at a sufficient level of abstraction to be of general application and to avoid quick
obsolescence, they should not go into the details of the accountability process but
rather provide high level requirements imposing the necessary level of precision31.
For example, following the recommendations of Sect. 4, they should state that any
information or event which could have an impact on the data protection requirements
must be recorded in the accounts, without defining what these events are and how
they should be recorded. They should define the requirements for audits (periodicity,
level of detail) depending on the situation. Such a flexible, multi-tier approach does
not contradict the precision requirement: it should always be possible for the data
subject to know, for a given controller, his privacy policy, the precise accountability
measures implemented, the auditors, as well as the way to interact with them to be
informed of the results of their audits.

30 “Privacy audits have been around for a long time, but there is little evidence that market pressure
alone will push this kind of external conformity assessment around the international economy”.
31 “Technology neutrality has long been held up as a guiding principle for the proper regulation of
technology, particularly the information and communications technologies” (Reed 2007).
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This combination of legal requirements, flexibility and transparency is instrumen-
tal to restore the trust of the data subjects. It is also the key to economic viability
of strong accountability: each data controller could decide to opt for the minimal
requirements imposed by the law (both in terms of privacy policy and accountability
measures) or to provide higher guarantees and use them as a business differentiator
to get a competitive advantage.

As far as the extra costs incurred by the mandatory accountability requirements
are concerned, they can be separated in three parts:

(i) Organisational costs: for staff training, privacy officer activities, documentation
keeping, etc.

(ii) Technical costs: to build, store and secure the accounts.
(iii) Audit costs.

Category (i) should not represent significant additional costs, as it mostly corre-
sponds to tasks already carried out by data controllers. Otherwise, they represent
true sources of improvement of the quality of data handling procedures and overall
internal organisation of the company.32

Category (ii) can be reduced to marginal costs if accountability obligations are
considered in the design of the system itself, following an accountability by design
approach as suggested in Sect. 4.

As far as Category (ii) is concerned, the frequency of the audits and the associated
costs should be proportionate to the level of sensitivity of the data and the size and
type of activities of the controller. Technical tools such as the log analyser sketched
in Sect. 4 can also help reducing audit costs.

In any case, as stated in Sect. 3.3, audits should be conducted by independent third
parties: this is an essential condition for accountability to play its trust enhancing
role. As mentioned by Colin Bennett (Bennett 2012), “the ‘trust me, my account
is the truth’ approach will not be sufficient for many organizations”. Furthermore,
one may argue, following Paul De Hert (De Hert 2012), that external review is at
the core of the concept of accountability: “It was brought into twentieth century
public administration literature to denote the external scrutiny process, as opposed
to the inner responsibility processes of the individual as per his or her conscience or
moral value”. Both high-level aspects of accountability such as company policies and
practice-oriented aspects (through data handling log compliance checking) should
be subject to audit.

But how should this independence be established and what kind of actor could play
this role? We believe that in this matter inspiration could be taken from certification
schemes, in particular information technology security schemes such as the Common
Criteria for Information Technology Security Evaluation (Common Criteria 2013) in
which national authorities can deliver accreditations to independent evaluators who
are themselves in charge of conducting the evaluations. Similarly, data protection
authorities, which do not have the resources to conduct large scale, country-wide

32 To this respect, it would be advisable to introduce accountability as a new requirement of
Information Security Management Systems (ISMS).
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audits could deliver accreditations to data protection auditors. A first step in this
direction has been made in France with the introduction of the CNIL audit procedure
seals in 2011 (CNIL 2011). The number of auditors approved by the CNIL is not
very large yet but this business would obviously grow if strong accountability with
independent audits became mandatory. Lobbying could prove to be a challenge in
this area, and solutions such as anonymous auditing ought to be explored.

As far as efficiency is concerned, such an ecosystem of auditors could also help
data protection authorities facing growing needs for controls, considering that their
own resources cannot be extended ad infinitum. Of course, data protection authorities
should keep the power to supervise on a regular basis the activities of the auditors
themselves, to ensure that they keep a high evaluation standard, but auditors are
necessarily much less numerous than data controllers. This monitoring of the whole
process by data protection authorities would be essential, especially if the choice
of the auditor is made by the data controller itself, which could otherwise lead to a
quality dumping race among auditors.

Another benefit of accountability for data protection authorities is pointed out
by the Article 29 Working Party: “putting the accountability principle into effect
will provide useful information to data protection authorities to monitor compliance
levels. Indeed, because data controllers will have to be able to demonstrate to the
authorities whether and how they have implemented the measures, very relevant
compliance related information would be available to authorities. They will then be
able to use this information in the context of their enforcement actions.”

Last but not least, for accountability to fully play its deterrence role, data protec-
tion authorities should have powers of sanction, not only to punish data controllers
who have breached substantive data protection principles but also those who do not
meet their accountability obligations. Penalties should be especially severe if the ac-
counts provided by the data controller are proved to be inaccurate or forged, the same
way organisations manipulating their financial accounts are severely sanctioned.

16.6 Accountability and Perspectives

In this paper, we have argued that strong accountability should be a cornerstone of
future data protection regulations. By “strong accountability” we mean a principle
of accountability which

• applies not only to policies and procedures, but also to practices, thus provid-
ing means to oversee the effective processing of the personal data, not only the
promises of the data controller and its organisational measures to meet them;

• is supported by precise binding commitments enshrined in law;
• involves audits by independent entities.

As discussed in Sect. 5, we believe that this quest for precision is critical to ensure the
effectiveness of accountability, and therefore of substantial data protection principles,
and it should not be contradictory with the need for flexibility that is required by the
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industry. Generally speaking, a system where data controllers are audited by officially
recognised third parties that are themselves accredited by data protection authorities
would provide a consistent and efficient integrated accountability approach featuring
a chain of trust all the way between supervisory authorities and data subjects.

Strong accountability should benefit all stakeholders: data subjects, data con-
trollers, and even data protection authorities whose workload should be considerably
streamlined. Indeed, if standardised accountability mechanisms become widespread,
it would be far more efficient for data protection authorities to evaluate data con-
trollers against well-defined criteria. Here, a form of standardisation would benefit
both data protection authorities, which would enjoy a reduced workload, and data
controllers, who would know in advance and more precisely to which metrics they
must conform.

A further question could be the relationship between strong accountability and
other instruments for privacy protection which have received a lot of attention during
the last decade such as Binding Corporate Rules (BCRs), Privacy impact assessments
(PIAs), privacy by design (Cavoukian 2012) and privacy seals.

The European Commission defines BCRs as “internal rules (such as a code of con-
duct) adopted by multinational group of companies which define its global policy
with regard to the international transfers of personal data within the same corporate
group to entities located in countries which do not provide an adequate level of pro-
tection.”33 The 1995 Directive’s adequacy model (EU 1995), whereby permissions
to export data depend on the country of destination, is ill-fitted to current data transfer
practices. However, its derogation34 permits transfers to countries deemed inadequate
if “the controller adduces adequate safeguards.” A working document by the Article
29 Working Party (Article 29 Working Party 2003) states that Binding Corporate
Rules (BCR) can be considered as an acceptable safeguard to this respect. But BCRs
have shown some limitations, in particular in terms of enforceability. As stated in
(Alhadeff et al. 2011), “the integration of accountability mechanisms could be used
to extend the existing adequacy regime. Our experience with Directive 95/46/EC has
shown that the applicability of legislation offering ‘adequate’ safeguards does not
by itself ensure that appropriate guarantees are implemented in practice.” Indeed, it
may be argued that the additional protection provided by accountability is even more
necessary in case of international transfers of personal data.

PIAs (Wright et al. 2011; Wright and De Hert 2012) constitute a fundamental
approach to evaluating risks: potential issues should be foreseen and analysed in
a collaborative and interactive way before the design and deployment of a new
system. As stated by Gary Marx (Marx 2012), “It anticipates problems, seeking
to prevent, rather than to put out fires.” PIAs have thus to be conducted at the earliest
stages, before a system is deployed. They should result into recommendations and
requirements about the system and organisational measures. These recommendations
should be taken as input to a privacy by design process resulting in an implementation

33 http://ec.europa.eu/justice/data-protection/document/international-transfers/binding-corporate-
rules/index_en.htm.
34 Article 26 (2).
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of the system. This implementation can be evaluated by independent experts to get
a privacy seal, which provides some guarantees about the fact that the system meets
well-defined privacy requirements (including legal obligations) in terms of privacy.
Strong accountability, in contrast with PIAs and privacy by design, concerns the
practices, hence the effective exploitation of the product or system. In other words,
it is an a posteriori rather than an a priori control. PIA do offer benefits, but as an ex
ante analysis: they offer no guarantee regarding the actual processing of data.

However, as shown in Sect. 4, accountability does not emerge spontaneously.
A system has to be designed with accountability requirements in mind, and these
requirements should arise from the PIA. Indeed, the feasibility of accurate and
comprehensive a posteriori verifications depends directly on the architecture of the
technical platform under consideration. The privacy by design approach should thus
include an accountability by design component, to ensure that accountability will
indeed be feasible. This accountability component could also be evaluated as part of
a privacy seal mechanism.35 More generally, we should envisage in the long term a
continuum between privacy seals and the regular audits required by strong account-
ability: the privacy seal would be the original certificate, providing well defined
guarantees about the design of the system and the organisation in place, while ac-
countability certificates would complement the original seal with guarantees about
the effective use of the system. In this architecture, strong accountability could take
the form of continuous maintenance of the original privacy seal. This maintenance
could also have an impact on risk assessment (for example through the identification
of new risks) leading to a new iteration of PIA and a virtuous improvement process.
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