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Preface 

Although energy dissipation has improved with each new technology node, 
because SoCs are integrating tens of million devices on-chip, the energy ex­
pended per operation has become a critical consideration in digital and ana­
log integrated circuits. The focus of this book is sub-threshold circuit design, 
which involves scaling voltages below the device thresholds. In this region, 
the energy per operation cair be reduced by an order of magnitude compared 
to conventional operation but at the cost of circuit performance. In many 
emerging applications such as self-powered RFID, wireless sensors networks, 
and portable devices (PDAs, medical monitoring, etc.), the overall battery life­
time is the primary design metric. Sub-threshold design can also be applied 
to burst mode applications (e.g., a cell-phone processor) where the process 
spends a significant amount of time in the standby mode. The supply voltage 
can be reduced to the deep sub-threshold region, dramatically saving power 
in logic and memory. 

Extremely low-power design was first explored in the 1970s for the design 
of applications such as wristwatch and calculator circuits. Dr. Eric Vittoz 
pioneered the design and modeling of weak-inversion circuits. In this book, 
Eric provides his perspective on the evolution of sub-threshold circuit design. 
Dr. Eric Vittoz and Dr. Christian Enz introduce key models necessary for 
the design and optimization of weak inversion circuits. Design using weak 
inversion has been widely adopted in analog circuits, and Eric introduces the 
key design considerations. His contributions and perspectives are critical to 
the completeness of this book. We are grateful for his insights. 

Ultra-low-voltage CMOS digital operation was demonstrated by Prof. 
James Meindl and Dr. Richard Swanson in a Journal of Solid-State Circuits 
paper (April 1972); they predicted CMOS logic operating at a supply voltage 
of d>kt/q K, 200mV at room temperature and derived the fundamental limits 
of voltage scahng [1]. This is a key result for low-voltage logic digital design 
and is an inspiration for many of the results described in this book. 

This book focuses on the design of ultra-low-voltage digital circuits (< 
0.4V) in scaled technologies. Sub-threshold logic in scaled technology also has 
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potential usefulness in high-performance applications. This book introduces 
the key challenges associated with sub-threshold design including circuit mod­
eling, digital logic design (sizing, logic style selection, optimum supply voltage 
operation, etc.), memory design, and analog design. In scaled technologies and 
at low-voltages, the energy contribution due to sub-threshold leakage camiot 
be ignored. An optimum supply voltage for digital operation is derived that 
balances leakage and switching energy. 

Conventional design approaches for logic scale well into the sub-threshold 
region, however, proper device sizing is necessary (especially in sequential 
blocks). The key challenge in the design of ultra-low-voltage digital systems is 
memory operation. Unfortunately, conventional memory circuits do not easily 
scale, so new cell-design along with architectures and I/O circuits are required. 
The energy must be minimized while keeping the cell area overhead to a min­
imum. This book highlights the importance of design methods that account 
for process variations, which have a larger impact in low-voltage operation. 

The results described in this text book were primarily developed as a 
part of Ph.D. thesis research at the Massachusetts Institute of Technology 
[2] [3]. The book provides a first step towards the design of ultra-low-voltage 
circuits. We expect continued development in this area and widespread use of 
sub-threshold design in many emerging applications. 

Alice Wang Texas Instruments, Inc. 
Benton H. Calhoun University of Virginia 
Anantha P. Chandrakasan Massachusetts Institute of Technology 
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Introduction 

This book focuses on sub-threshold, or weak uiversion, circuit design. Digital 
circuits operating in sub-threshold use a supply voltage that is less than the 
threshold voltages of the transistors. In this region of operation, they consume 
less energy for active operation and dissipate less leakage power than higher 
voltage alternatives, but they operate more slowly. Until fairly recently, the 
emphasis on maximizing operational frequency in digital circuits dominated 
to the point that sub-threshold operation received very little attention. 

A recent explosion in applications that benefit from low energy operation 
has carved out a significant niche for sub-threshold circuits. Gadgets that for 
years were tied down or wired up have severed the cords and broken loose. 
This trend toward portability has created two classes of applications for which 
sub-threshold circuits are well-suited. The first is severely energy constrained 
systems. For systems in this class, conserving energy is the primary constraint, 
and speed of operation is largely irrelevant. Instead, minimizing energy per 
operation becomes the primary goal. Sub-threshold circuits are ideal for these 
types of applications. The second class of applications consists of portable 
devices that require high performance for part of the time but that also spend 
significant fractions of their operation doing non-performance critical tasks. 
The mobile phone is a perfect example since it often enters periods of near-
idle computation to wait for input from the user or the wireless link. For 
these type of applications, Ultra-Dynamic Voltage Scaling (UDVS) is a good 
solution. UDVS is a technique which allows the same circuit to operate at 
high-voltage/high-frequency for performance critical applications and at sub-
threshold/low-frequency for energy-constrained applications. 

Mobile technologies are enabled by wireless communication and by portable 
power supplies. The latter most often takes the form of a battery. Improve­
ments in both of these categories have led to remarkable changes in portable 
electronics. For example, the first commercial mobile phone weighed 16 ounces 
and had a half-hour of talk time. Now more than 10 years later, the cell phone 
weighs less than 3 ounces and provides up to 4-6 hours of talk time. Many cell 
phones also add features including email, MPS playback, gaming, digital TV 
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and movies. The increase of features in portable electronics along with the 
decreasing form factor places a heavy burden on the bat tery to supply more 
energy from less volume. However, the energy density of batteries has only 
doubled everj^ five to 20 years, depending on the bat tery chemistry. At the 
same time, prolonged refinement of any chemistry yields diminishing returns. 
As a result, the energy burden shifts to the circuits, which must reduce the 
energy consumed during each operation in order to extend the system lifetime. 

This chapter briefly explores examples of energy-constrained applications 
and the requirements for these systems. Although best suited to these ap­
plications, sub-threshold operation can also apply to other portable devices 
during periods of non-performance critical operation. The remainder of the 
book looks in detail at sub-threshold operation as a potential approach to 
these applications. 

1.1 Energy-Constrained Applications 

There is an emerging set of applications for which energy consimiption is the 
key metric. These severely energy-constrained applications generally have low 
activity rates and low speed requirements, but the system is required to have 
long bat tery lifetimes (e.g. > 1 year). Ideally, the power consumption of these 
systems will decrease to the point that they can harvest energy from their 
environments and have theoretically unlimited lifetimes. 

1.1.1 Micro-sensor Netvirorks and N o d e s 

A inicro-sensor node refers to physical hardware that provides sensing, com­
putation, and communication functionality. A wireless micro-sensor network 
consists of tens to thousands of distributed nodes that sense and process data 
and relay the results to the end-user. Proposed applications for micro-sensor 
networks include habitat monitoriirg [4] [5] [6], health [7], structural monitoring 
[8] [9] [10], and automotive sensing [7]. 

The performance requirements for microsensor nodes in these applications 
are very low. The rate at which data changes for environmental or health 
monitoring, for example, is on the order of seconds to minutes, so the per­
formance achieved even in sub-threshold is more than adequate. Most micro-
sensor nodes duty cycle, or shutdown unused components whenever possible. 
Although duty cycling helps to extend sensor network lifetimes, it does not 
remove the energy constraint placed by the battery. Most microsensor node 
applications require very long battery lifetimes because it is not possible to 
recharge or replace batteries frequently. Thus, microsensor networks are a 
compelling platform that showcases the need for new low-energy design tech­
niques. 
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1.1.2 R a d i o Frequency Identif icat ion ( R F I D ) 

Radio Frequency Identification (RFID) is another application wliich requires 
extremely low energy consumption [11]. RFID is used to automatically identify 
objects through RFID tags which are attached to the object. The RFID tag 
is able to transmit and receive information wirelessly using radio-frequencies. 
An RFID tag contains a limited amount of digital processing logic along with 
an antenna and communication circuits. 

Although the concept of RFID has been in existence for many years, re­
cently it has become more popular as a means to efficiently control large scale 
supply chains. Its success has spawned many more applications for RFID tags 
including medical implants, pet identification, smart credit cards and smart 
keys for automobiles. 

There are two main types of RFID tags. An active RFID tag communicates 
with the reader by transmitt ing data. Active tags frequently require batteries 
to supply the energy for trairsmission, and the extra energy from the battery 
also allows for extended processing and longer range of communication. A 
passive RFID tag communicates with the reader by modulating the load that 
the reader sees. This indirect means of communication requires less energy, 
so passive tags often operate on energy that is converted from the received 
signal. Passive nodes are usually smaller as a result, and their lifetimes are 
not limited by energy. 

Reducing the digital processing power would benefit both types of tags. For 
passive tags, the power is constrained by the ability to utilize the converted 
energy from the antemia. If the digital logic power dissipation can be reduced, 
then the distance from the reader to the tag can increase since less transmitted 
power has to reach the tag. For active tags, minimizing the digital logic power 
leads to both increased transmission range and/or longer bat tery lifetimes. 

1.1.3 Low-power Dig i ta l Signal Processor ( D S P ) and 
Microcontrol ler U n i t s ( M C U ) 

Most portable electronics that are used for consumer applications require a 
low-power DSP or MCU. Even if the amount of processing is limited, it rmast 
be done efficiently. In a variety of applications, the Texas Instruments (TI) 
C5xx family of DSPs or the TI MSP430 family of MCUs have been used 
successfully for portable measurement, metering and instrumerrtation. 

Also, there are portable applications that take advantage of a wide range 
of performance needs to reduce energy consumption and extend the system 
lifetime. For example, a mobile phone may be on standby for most of its 
lifetime but then require increased processor MIPS (Million Instructions per 
Second) when the user makes a call or runs an application (e.g. games, digital 
TV). In these applications, the DSP and MCU need a wide dynamic range of 
power/performarrce. They should both minimize energy when in standby or 
low activity modes and maximize performance when in high activity modes. 
Design considerations for both spaces are needed to optimize these devices. 
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1.2 System requirements 

In this section, we motivate the need for sub-threshold circuit design based 
on the system requirements for severely energy-constrained systems. 

1.2.1 B a t t e r y Lifet imes 

For some micro-sensor applications, a limited lifetime is sufficient, and a non-
rechargeable bat tery is the logical choice. The small size of the sensor nodes 
imply limited physical space for batteries. However, a Icm'^ Lithium battery 
can continuously supply 10/iW of power for five years [12]. 

Since the standby power alone of most large digital systems exceeds this 
number, energy conservation strategies are essential for achieving the lifetimes 
necessary for viable applications [13]. Sub-threshold circuit design, which dis­
sipates much less leakage power and consumes less active energy than strong 
inversion circuits, provides useful computation at the power levels required 
for extended bat tery lifetimes. 

1.2.2 Energy Harves t ing 

Many of the applications mentioned in Section 1.1 would benefit from un­
bounded lifetimes in an environment where changing batteries is impractical 
or impossible. These types of applications require a renewable energy source. 
The concept of energy harvesting or energy scavenging involves converting 
ambient energy from the environment into electrical energy to power circuits 
or to recharge a battery. 

Table 1.1. Examples of power densities for potential energy harvesting mechanisms 
[14] (© 2005 IEEE) 

Technology 

Vibration - electromagnetic [15[ 
Vibration - piezoelectric [12] 
Vibration - electrostatic [16] 

Thermoelectric (5°C difference) [17] 
Solar - direct sunlight [18[ 

Solar - indoor [18] 

Power Density (juW/cm'^) 

4.0 
500 
3.8 
60 

3700 
3,2 

The most familiar sources of ambient energy include solar power, thermal 
gradients, radio-frequency (RF), and mechanical vibration. Table 1.1 gives 
a comparison of some energy harvesting technologies [14]. Power per area 
is reported because the thickness of these devices is typically dominated by 



1.3 Book Summary 5 

the other two dimensions. The power available from these sources is highly 
dependent on the nodes' environment at any given time. However, these ex­
amples show that it is reasonable to expect lO's of microwatts of power to 
be harvested from ambient energy. Thus, researchers agree that micro-sensor 
nodes must keep average power consumption in the lO-lOO/xW range to en­
able energy scavenging [19] [20]. Coupling energy-harvesting techniques with 
some form of energy storage can theoretically extend system lifetimes indefi­
nitely. Clearly, this type of sy,stem will be much more effective when coupled 
with the significant power and energy savings made possible by sub-threshold 
operation. 

1.3 Book Summary 

In this chapter we showed the motivation for sub-threshold design in future 
energy-constrained applications. The bat tery capacity of portable systems is 
not keeping up with the SoC requirements. Also, new wireless applications 
are emerging that require near infinite lifetimes. One way to extend bat tery 
lifetime is to run at microwatt power levels. If average power consumption 
is sufficiently low, then energy harvesting becomes possible. Sub-threshold 
circuit design provides a solution where a circuit can operate at the voltage 
supply that minimizes energy dissipation. 

This book covers various aspects of sub-threshold design. 
Chapter 2 is a contributed chapter by E. Vittoz, a pioneer in sub-threshold 

design. He gives his unique perspective on the origins of sub-threshold circuit 
design in which he had an important role. Then, in Chapter 3, we survey 
low-voltage, low-power circuit designs from as early as the 1960's. We show 
the trends in voltage scaling for processors, DSP's and research test chips and 
identify results that pushed the minimum voltage limit. Chapter 4 explores 
the concept of optimal energy dissipation. Minimizing energy dissipation is 
the primary design objective for many energy-constrained systems. We ex­
plore operating at the optimum point for minimum energy dissipation over 
various system parameters such as supply voltage, threshold voltage, activ­
ity factor, workload, duty cycle and temperature. A thorough discussion of 
sub-threshold leakage current modeling is presented in Chapter 5, which is 
contributed and written by E. Vittoz and C. Enz. The Enz, Krummenacher, 
and Vittoz (EKV) model that is presented is intended for usage in low-voltage 
and low-current digital and analog design. Chapter 6 discusses digital logic 
operation in the sub-threshold region. First the inverter in sub-threshold is 
analyzed, and then complex CMOS logic circuits are analyzed. In addition, 
different logic families are considered in a section contributed by J. Kwong. 
In Chapter 7, sub-threshold memories are discussed. We explore traditional 
SRAM designs that operate in strong inversion but fail in sub-threshold. Un­
derstanding the limitations of SRAM write and read helps us to design new 
bitcells and read/write circuits for sub-threshold operation. Chapter 8, which 
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is contributed by E. Vittoz, moves on to sub-threshold analog circuit design 
and liighUghts common circuits and design techniques that take advantage of 
specific characteristics of weak inversion operation. The last chapter presents 
two system examples that incorporate ideas presented in the preceding chap­
ters. The first system example is a Fast Fourier Transform (FFT) processor 
tha t operates down to 180mV and demonstrates optimal energy dissipation. 
The second system denronstrates UDVS, which allows a system to dynamically 
scale from strong inversion down to sub-threshold. The contributed chapters 
(Chapters 2, 5 and 8) use different terminology than the remainder of the 
book. A large portion of the content of this book comes from the Ph .D. the­
ses of Dr. Wang and Dr. Calhoun, which were written at the Massachusetts 
Insti tute of Technology. 



Origins of Weak Inversion (or 
Sub-threshold) Circuit Design 

by Eric A. Vittoz 

The state of weak inversion at the sihcon surface in a metal-insulator-
sihcon structure was already imphcitly mentioned as the "parabolic region" in 
the early paper of Garett and Brattain on the MIS diode [21] (see also [22]). 
This particular situation is characterized by the fact that majority carriers 
have been repelled away from the svu-face, leaving a depletion charge of fixed 
atoms. The density of minority carriers is increased with respect to the distant 
bulk, but it is still negligible in the overall charge balance, and does therefore 
not affect the capacitance-voltage curves of the MIS diode. However, these 
minority carriers are the only mobile charge available at the surface. Hence, 
as soon as some voltage is applied between the source and the drain of a 
MOS transistor structure, they move by diffusion, thereby producing a drain 
current. 

This current was ignored for years, since it was at the useless sub-
microampere level, even for rather wide transistors. Indeed, MOS transistors 
were used, and are still mostly used, with a strongly inverted channel, i.e 
with a density of inversion charge comparable to, or larger than, that of the 
depletion charge. 

The very first application that needed to limit the power consumption of 
integrated circuits at the microwatt level was the electronic watch. Early de­
velopments at CEH (Watchmakers' Electronic Center, Switzerland) started in 
bipolar technology [23], but it soon became obvious that the newly proposed 
CMOS technology [24] was ideally suited. The main problem in developing 
the logic part of the system (dominated by frequency dividers) was to obtain 
threshold voltages below 1 volt to ensure strong inversion at the low supply 
voltage of 1.3 volt in order to reach the required speed. But the heart of a 
watch is its crystal oscillator, for which a sufficient continuous transconduc-
tance must be created with the fraction of microampere of available current. 
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The characteristics of MOS transistors were then measured at this very low 
current level, and they showed the unusual exponential dependency of the 
drain current on the gate voltage depicted in Figure 2.1. Weak inversion then 
came to the attention of the digital design community under the name "sub­
threshold current". Indeed, it was the residual "leakage current" that kept 
flowing through a MOS transistor when it was supposed to be blocked by 
imposing VGS = 0. 
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Fig. 2 .1 . Early measurement of the loiVas) characteristics of a P-channel metal-
gate MOS transistor (cleaned-up plot from E. Vittoz' notebook, CEH, 1967). 

This sub-threshold current was modeled in a succession of papers. In 1972, 
Barron [25] showed that this current was exponentially dependent on the 
surface potential (as can be expected from the same dependency of the surface 
charge), but he had no simple relationship with the gate voltage. 

Immediately after, Swanson and Meindl [1] explained that the surface po­
tential is related to the gate voltage by a capacitive divider, the ratio of which 
is approximately constant for a wide range of current. They characterized this 
ratio by a factor n that became the slope factor in subsequent models. In this 
pioneering paper, the authors applied their model to find the transfer char­
acteristics of a CMOS inverter in weak inversion, showing that CMOS logic 
circuits can operate at a supply voltage as low as 8kT/q. It is the very first 
publication on weak in version (or sub-threshold) digital circuits. 

In 1973, Troutman and Chakravarti [26] introduced the effect of non zero 
source voltage and extended the model to include short-chamiel effects. Trout-
man later derived an explicit expression of the sub-threshold slope [27]. The 
model presented in 1974 by Masuhara, Etoh and Nagata [28] used several 
equations to describe the current in the whole range of operation, but the 
relation between gate voltage and surface potential remained complicated. 



2 Origins of Weak Inversion (or Sub-threshold) Circuit Design 9 

A limited small-signal model was published in 1976 with a proposal to 
apply it to amplification [29], but the first analog experimental circuits ex­
ploiting weak inversion were presented the same year at the second European 
Solid-State Circuits Conference (ESSCIRC) [30]. It is interesting to mention 
tha t one comment from the audience was that such circuits, which use the 
"leakage current" of transistors, could not be reliable. Among these circuits 
was an amplitude-regulated crystal oscillator that has since been integrated 
by the tens of millions in electronic watches. Another was a current reference 
circuit tha t was directly inspired from its known bipolar version. The compact 
model used to describe the drain current 

T T ^G / ~Vs -'VD\ . _ , 
ID = IDO exp —— exp — exp -—- (2.1) 

niiT \ UT UT J 
was inspired from all previous publications and was derived in the extended 
paper published the following year [31]. In this model, all voltages are referred 
to the (local) substrate in order to preserve the intrinsic symmetry of the 
device. As was pointed out later [32], this model is very similar to the Ebers-
Moll model [33] for a bipolar transistor having negligible base current. A 
related small signal AC model was first presented in 1977 [34]. It included the 
experimental evidence that channel noise is indeed the shot noise that can be 
expected for a barrier-controlled device. 

During the following decade the interest for exploiting weak inversion in 
analog circuits was very limited world-wide [35, 36], and mostly concentrated 
in Switzerland [37, 38, 32, 39, 40, 41, 42, 43, 44, 45, 46] for the development 
of micropower circuits used in a variety of portable systems. These circuits 
had to use combinations of transistors biased at various current levels from 
weak to strong inversion. This was the motivation for the development of a 
continuous model, which was started by Oguey and Cserveny [47, 48] and 
became the EKV model [49]. 

In the late 80's, a new wave of interest for weak inversion (or sub-tliresliold) 
circuits was triggered by Mead tit Caltech. He promoted them as the best way 
to implement analog VLSI systems that mimic the operation of the brain 
[50]. Mead and Maher also introduced the charge-potential linearization in a 
diarge-based model [51], which was later adopted for the EKV model [52]. 

Sub-threshold digital circuits remained totally ignored until the mid-90's, 
with the newly recognized need of limiting the power consumption, in partic­
ular for portable systems. With modern deep submicron processes, it should 
be possible to reach clock frequencies much beyond 10 MHz with a supply 
voltage of just a few hundred millivolts and to drastically reduce thereby the 
power-delay product [53]. 

The reduction of supply voltage imposed by scaling-down process dimen­
sions imphes a reduction of the saturation voltage of transistors used in analog 
circuits. This is only possible by reducing the amount of channel inversion, 
thereby entering moderate inversion, or even weak inversion for supply volt­
ages below half a volt. 



Survey of Low-voltage 
Implementations 

3.1 Technology Scaling 

During the 1970s the MOSFET started gaining in popularity particularly for 
its dominance in low power and speed. In a retrospective paper about the 
development of semiconductors in the 1970s [54], Sze plotted the trend of 
papers published on both bipolar devices (thyristor, bipolar transistor, etc.) 
and unipolar devices (MOSFET, CCD, MESFET, etc.). The plot showed the 
number of papers on the MOSFET increasing by 20X over a decade. Sze 
also noted the exponential increase of MOS devices on a chip since 1959. In 
particular the amount of MOS memory was doubling at a faster rate than 
logic gates. Figure 3.1 shows the transistor scaling with time. This plot is 
compiled based on CMOS device technologies published in IEEE papers since 
1980. Overlayed is the ITRS roadmap prediction of device scaling out to 2010 
[55]. The figure shows the 3 year delay between process nodes accelerate to a 
2 year development cycle. 

Ever since the first integrated circuit, people have predicted how the 
feature-size will scale with time. In a forty-year retrospective, Svensson showed 
the predictions people made over time on the minimum feature-size [56]. The 
predictions cited different sources of failure such as lithography error, dopant 
fluctuations, cosmic radiation, and Drain-Induced Barrier Lowering (DIBL). 
Over 40 years, predictions ranged from 2/im limit in 1962 to lOnm in 2001 
and even showed a prediction of 2nm by Swanson in 1960 [57]. 

Figure 3.2 shows the rated supply voltage defined for each process tech­
nology node defined in Figure 3.1. The published values are compared to the 
ITRS roadmap values. Until the sub 1-micron process node, the supply voltage 
remained at 5V. 

In 1974, Dennard proposed the Constant Electric Field (CE) theory, where 
the supply voltage is scaled to keep the electric fields constant [58]. The CE 
theory said that for a device scaling factor of S, [S > 1), as the dimensions 
scale with 1/5, the drain svipply voltage scales by 1/5 to keep the electric 
field constant. The benefits of CE are that, as the delay decreases by 1/S, 
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the power density is constant, the packing density is S'^ and the power-delay 
product is 1/5'^ 

Although the benefits of scaling voltage were theorized, it did not occur in 
practice until the 0.8/.im and even 0.5/j.m process node. There are exceptions, 
e.g. IBM shown by the diamonds in Figure 3.2, where voltage scaling occurred 
at the l^n i node. Figure 3.2 shows where IBM process technologies are de­
fined in relation to other technologies. Most technologies were adhering to the 
Constant Voltage (CV) theory, where the voltage supply remained at 5V for 
many generations to facilitate migrating designs and to adhere to standards. 
CV theory does have it's benefits: Delay scales as 1/5^, packing density is 
S^, and power-delay is 1/S. However, the power-density went as S^. As the 
number of devices on chip grew exponentially, the CV theory exacerbated the 
power-density problem, and eventually voltage scaling was adopted at the sub 
1-micron nodes. In retrospect, the Quasi-Constant Voltage (QCV) scaling was 
observed. QCV combines CE and CV and has different supply voltages for 
different dimensions [59] [60]. 

Soon enough, power was not the only driver for lowering voltage with each 
process shrink. Device reliability also drove toward lowered voltage. Device 
reliability was compromised by gate oxide breakdown and hot carrier effects 
due to large voltages applied to the MOSFET. In [61], the authors provide an 
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Fig. 3.2. Supply voltage vs. technology node. 

equation for supply voltage that also accounts for reliability. The equation was 
a function of design rules and predicted 3.05V voltage for O.S/xm technology. 

As technology scaling continued from 0.8/iin down towards 0.25^m tech­
nologies, voltage scaled from 5V towards 2.5V, and most design migrations 
to new technologies did not require much CMOS circuit redesign. However, 
voltage scaling below 5V led to an array of challenges at the system level and 
new circuit implementations followed. These challenges are elaborated on in 
Section 3.2. 

In deep sub-micron technologies, voltage scaling slowed and flattened out 
(Figure 3.2). Also, starting at around the 130nm node, process designers began 
to distinguish between high-performance processes and low-power processes. 
This divergence of process design trends is evident in Figure 3.2. The high-
performance process tends to follow traditional voltage scaling and threshold 
voltage scahng. The supply voltage for 65nm high-performance processes is 
l.OV, because very low threshold voltages are targeted and high-performance 
products can tolerate high leakage power. The low-power processes tend to tar­
get higher threshold voltage for low-leakage conditions. For high-performance 
modules in a low-leakage process, the rated voltage for 65nm low power pro­
cesses is 1.2 V. 
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3.2 Low-voltage Logic Designs 

Vol tage Scal ing in Strong Invers ion 

The tradeoff between power and delay has been a consideration for circuit 
designers since tlie earliest integrated circuits were built. For well-designed 
circuits, higlier speed comes at the expense of more energj' consumption, and 
lower energy operation requires larger delays. Figure 3.3 shows the operating 
voltage as a function of year. This figure was compiled based on pubhcations in 
the International Sohd-State Circuits Conference and Journal of Solid-State 
Circuits. The fiigh speed processors tended to stay witli the International 
Technology Roadmap for Semiconductors (ITRS) predictions for voltage and 
teclmology [55]. 
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In the 1980s, Integrated Circuits (ICs) switched from NMOS to Comple­
mentary MOSFET (CMOS) designs. The dramatic improvement in power of 
CMOS logic relative to the NMOS style logic provided enough flexibility to 
allow designers to focus less attention on energy consumption. 

In the early 1990s, many ciesigns switched from BiCMOS to CMOS and 
started operating at voltages lower than 3V. BiCMOS designers saw that 
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it was becoming difficult to reduce tlie voltage and achieve high performance 
designs. Some designs found an advantage in combining BiCMOS and CMOS, 
but soon liigh speed designs exclusively used CMOS processes. 

In the 1990s, CMOS ICs started making the shift from traditional 5V 
systems down to 3.3V. In [62], the authors describe the system and design 
challenges in migrating a design from 5V at 1.5/im to 3.3V 1.0/./,m process. 
They cited the need for reduced power dissipation and improved device reli­
ability. One main challenge for scaling voltage was interfacing to legacy 5V 
chipset requirements. This drove the design to incorporate both 5V I /O sup­
ply and a 3V internal voltage. The authors also cited many advantages in 
migrating to 1.5/im, such as being able to efficiently add more memory to 
their chip. Also they reduced the threshold voltage and achieved 75% better 
performance node-to-node. 

In 1991, several publications featured digital signal processors (DSPs) that 
operated at the lower 3V range at the 0.8//m node and above, and accelerated 
voltage scaling relative to previous trends. The authors realized that 5V per­
formance requirements could be relaxed for their application. Therefore, they 
tailored the voltage to the necessary performance requirement and were able 
to operate at lower voltage and to dissipate less power. 

Emphasis on high performance operation has kept most energy-delay opti­
mizations in the strong inversion region. In 1994, various papers showcased a 
new push towards low-power for high-performance. Power optimization tech­
niques included architectural solutions like pipelining and parallelism, voltage 
scaling in strong inversion, and sizing [63]. These approaches effectively sped 
up circuits and then traded off the extra speed for power savings by scaling 
the supply voltage. This approach provided quadratic savings in energy while 
keepirrg performance (throughput) constant and was equivalent in most cases 
to trimming wasted energy and pushing designs closer to the Pareto optimal 
point for a given delay. A second paper in 1994 describes a process with zero 
threshold voltages and demonstrated an encoder/decoder operating in strong 
inversion at 200mV [64]. 

In the late 1990s, DSPs tended to push the voltage eirvelope and demon­
strated irrany designs at arovmd IV operation. In 1995, NEC demonstrated a 
CMOS DSP in a 0.25//m process that was targeted at 0.9V operation. They 
were able to demonstrate a wide range of operability between 0.5V to 2.5V 
with their simple DSP composed of a nmltiplier, adder, SRAM and PLL. 
In 1996, NTT and Toshiba both demonstrated much more complex DSP 
designs at IV and below. N T T designed a 0.9V 2-D DCT core processor 
for an HDTV application [65]. This dedicated chip also used body bias con­
trol of the threshold voltage and achieves 150MHz performance with lOniW 
power dissipation. Compared to previous implementations, this design dis­
sipated 10% lower power. Toshiba designed a 26MOPS programmable DSP 
that operated at IV [66]. This DSP was targeted for mobile applications that 
require extremely low power consumption but also have significant data pro­
cessing workloads. In 1997, TI demonstrated a IV programmable DSP chip 
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that achieved 60MHz operation and dissipated 17mW for an FIR filter appli­
cation [67]. Tire DSP was targeted for wireless application and thus required 
much higher throughput and extremely low power dissipatioir. It was able to 
show operation down to 0.6V. 

In 1998, the University of Tokyo showed a 0.5V testcliip consisting of pass 
transistor logic. The chip was fabricated in a 0.3/im process which typically has 
a 2-3V nomiiral supply. The process technology had threshold voltages as low 
as 0.1-0.2V, which normally would have extremely high standby current, but 
was coupled with their super-zigzag cut-off scheme that reduced the leakage 
from lOnA-per gate to pA-per gate in standby. 

By 1999, most DSPs and processors were operating below 2V. Intel de­
signed a Pentium 6 microprocessor for dual usage. The chip operates at 2.2V 
for server applications aird at 1.4V for mobile operation. This was achieved 
by scaling the transistor channel length and migrating to CMOS technology 
from BiCMOS. 

In 1997, [68] showed the advantages of Dynamic Voltage Scahng (DVS) 
for power savings. The authors showed that dynamic scaling of voltage and 
frequency lead to 30-50% average power savings. This paper showed that fre­
quency scaling alone does not improve energy savings. Rather, if latency is 
relaxed, both voltage and frequency can scale together to produced quadratic 
power savings due to the relationship between active power and supply volt­
age. This paper also introduced the concept of voltage dithering. They showed 
that a good approximation to contirmous voltage and frequency range is 
achieved with four discrete voltages. 

Intel prominently showcased DVS in the low-power StrongARM processor 
for hand-held devices [69]. The StrongARM was able to operate at 200MIIz 
at 0.7V, and up to 800MHz at 1.65V. Soon after many Processors and DSPs 
demonstrated DVS as shown in Figure 3.4. 

In 2005, the concept of UDVS was introduced and demonstrated on a 
90nm Kogge-Stone adder. The adder was able to operate both at 1.2V and 
0.3V. Also voltage dithering was used to approximate a continuous voltage 
and frequency curve. This design is described in more detail in Section 9.2. 

Technology scaling has now pushed power consumption back to the fore­
front to the point that most circuit and system designs are power-limited [70]. 
This trend has been evident for the last several technology generations, as 
designers find it increasingly important to operate their circuits o:r the Pareto 
optimal curve between energy and delay. Even though energy has become 
increasingly important, the majority of attention has focused on the high per­
formance tail of the energy-delay Pareto curve. Designers tried to minimize 
energy consumption while meeting high performance frequency constraints. 
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3.3 History of Minimum Voltage 

As early as 1962, Keyes published papers about the limitations of performance 
and power dissipation of digital circuits [71]. The paper conclued that lowering 
voltage is the best way to lower power dissipation. He predicted that keeping 
power dissipation in check would become very difficult as the transistor density 
started increasing. However, there were practical limits to voltage scaling due 
to uncertainty energy, thermal energy and the basic fact that voltage must 
be high enough to maintain a minimum performance. The paper concluded 
that the minimum possible voltage limit is not much higher tlian the thermal 
voltage [kT/q = 0.025V), but ultimately voltage must be above 0.5V for 
performance. 

Then Meindl and Swanson pushed the minimum voltage lower [72]. Tliey 
built a rough model of the inverter using resistors and showed that CMOS cir­
cuits have the best power-speed product in comparison to transistor-transistor 
logic (TTL) or emitter-coupled logic (ECL). The authors showed that there 
was no limit to voltage scaling as long as large delays were tolerable. This 
analysis was indeed true in 1971, when leakage currents were still very small. 
We will show in Section 6.1 that minimizing power dissipation is equivalent 
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to minimizing supply voltage for circuits whose switching energy dominates 
leakage energy. 

In 1972, Swanson and Meindl revised their analysis to account for the static 
or "off" current [1]. They devised a charge based model for the inverter in 
weak, strong and "weak+strong mixed" inversion. Previous work had modeled 
both weak and strong inversion current, but usually there was a discontinuity 
in the model where the two regions met. Swanson used this model to analyze 
the Voltage Transfer Characteristic (VTC) of the inverter and showed that 
the inverter operation could be simulated down to lOOmV. Figure 3.5 shows 
the VTC published by Swanson anci Meindl in 1972. To find the minimum 
voltage he equated the off current for nMOS and pMOS and calculated the 
inverter gain in sub-threshold. Since an inverter must have sufficient gain at 
Vi3o/2, the minimum voltage was estimated to be 8kT/q or 0.2V based on 
device measurements for that time. An implementation of a ring oscillator 
was shown to work at lOOmV soon thereafter [73]. 

Ot 02 0:S OA OS O.S 0,7 
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Fig. 3.5. Inverter VTC showing operation down to lOOmV published by Swanson 
and Meindl in 1972 [1], (© 1972 IEEE) 

In 1981, Keyes analyzed in detail the limitations of digital circuits ac­
cording to information theory techniques [74]. Information theory states that 
the minimum energy to transmit a bit is constrained by the tliermal limit or 
thermal noise. Thus a few hundred times kT is required to electrically trans-
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mit one bit of information. Another requirement specific to digital circuits 
is output stability. This requirement stipulates that the output must be a 
non-linear function of the input. Low voltage can change the non-linearity 
function for many circuits. The author finally concludes that the main reason 
why high voltages, much higher than the thermal limit of kT/q, will be re­
quired is due to VT variation. Threshold voltage will vary due to processing 
differences (e.g., dopant variation, lithography, etc.) and due to environment 
(e.g., temperature). Therefore, to properly switch the transistor, the supply 
voltage must be set higher than the threshold voltage plus margin account­
ing for all possible variation. Again, an implicit assumption the author makes 
is that strong inversion is necessary to maintain performance requirements. 
However, Keyes does mention that with a superconductive material or at ultra 
low temperature conditions, the supply voltage can be as low as 0.4V. 

In 1991, Burr started investigating minimum voltage operation and also 
started theorizing on the optimal supply and threshold voltage pair [75]. 
Trends indicated that threshold voltage should decrease at the same rate as 
supply voltage for performance. However, increasing leakage currents place a 
lower bound on threshold voltage scaling. Thus, for a given process technol­
ogy, the threshold voltage is fixed based on these constraints. Burr provides an 
equation for the user to find the minimum V^/j for their specific application: 

VDD = VT + V^*Ids/k (3.1) 

where fc is a process dependent term, and Ids is the desired Ion or drain 
current. For example, for 2/im CMOS and VV=160mV, the voltage required 
is 300mV. 

In a future paper, the Stanford Ultra Low Power (ULP) CMOS process 
technology was re-designed to use near zero Vr devices and body biasing to 
time VT up to around V D D / 3 . The resulting circuits can operate down to 
below lOOmV, but they operate the transistors in strong inversion [76]. 

While Burr does advocate for operating at the minimum supply voltage, he 
does point out many barriers to achieving this voltage. Among those barriers 
are level-shifting to I/O and analog supply voltages which cannot scale and 
are fixed by system-level standards. Another barrier is the need for internal 
and external noise isolation. Internal noise may be decreased using decou­
pling capacitors. However, unpredictable noise such as power supply variation 
or coupling from other sections of the chip which operate at high voltage, nmst 
be shielded from the low-voltage operating digital logic. Threshold variation 
again is noted as a barrier. As variation gets worse with deep sub-micron tech­
nology, significant voltage margin is needed. Burr suggests that well-biasing 
may solve the variation problem. The final barrier to low-voltage operation 
is the leakage current that increases the power-delay product at the mini­
mum supply voltage. Using high VT devices is suggested to lower leakage, but 
ultimately the optimal supply operation is higher that the minimum supply 
due to leakage currents. Burr also expounds on the optimal supply voltage 
operation that minimizes power which we discuss in Section 3.4. 



20 3 Survey of Low-voltage Implementations 

In 1996, Schrom provides analytical lower bounds on voltage scaling that 
incorporates aspects of noise margins, voltage gain and nMOS/pMOS asym­
metry [77]. To find the lower bound, first the user must set their desired con­
ditions before calculating the minimum voltage for their circuit. The paper 
shows the minimum voltage for various circuits range as low as 36mV for an 
inverter to 83mV for standard logic to 238mV for dynamic logic. The authors 
also propose process technology changes for low-voltage operation that scale 
better into low-voltage because the process is able to avoid many constraints 
that high-performance designs require. The author concludes that ultimately, 
to optimize for low-voltage, independent threshold voltage adjustment is re­
quired. 

In 2001, another minimum voltage operation theory emerged [78]. To 
achieve the lowest possible voltage, the nMOS and pMOS off currents must 
be equalized. The proposed ideal limit was 

VDD = 2nkT/q « ^7mV (3.2) 

In an inverter test circuit, the authors use feedback to control the voltage to 
the wells in order to match the nMOS and pMOS current. The circuit was 
fabricated in a 180nm process which has a nominal voltage of 1.5V. 70mV 
inverter operation was demonstrated with a threshold voltage of zero volts. 
The authors showed 200mV operation lower energy than the minimum voltage 
point. Again, this shows that in deep sub-micron technologies the leakage 
currents make minimum voltage operation less energy efficient. 

In 2002, Ono derived another minimum voltage limit by equating the 
nMOS and pMOS threshold voltages [79]. Using device models, they showed 
that the minimum VDD can be reduced on an SRAM bit by 0.15-0.3V by bias­
ing the nMOS and pMOS wells so that their VT matched. Kao implemented a 
multiply-accumulate test chip designed in a triple-well process with a nominal 
Vr of 0.05V. The results showed that adaptive VDD and VT minimizes active 
power dissipation [80]. By tuning the threshold voltage, the test chip achieved 
operation down to 175mV. 

3.4 History of Minimum Energy 

For many years, minimizing voltage was thought to be the same as minimizing 
power consumption, because for many technology nodes static leakage ciuTent 
was insignificant and not considered in the analysis. In 1991, Burr did mention 
that the off current would limit the theoretical minimum supply voltage [81]. 
In the paper, he shows the optimum supply voltage depending on threshold 
voltage, supply voltage, logic depth, and area. The paper contains an energy 
curve showing the tradeoff between static energy, switching energy, activity 
factor and logic depth resulting in an optimum voltage where total energy is 
minimized. This minimum energy curve is modeled and analyzed in detail in 
Chapter 4. 
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Nowak later theorized in 1993 that the optimal Vpjj possible was 0.5V for 
lOOnm technologies but with a delay penalty. However, operation at the min­
imum voltage was rarely pursued because of the degradation in performance. 
For maximal performance, the optimal voltage was predicted to be 0.8V in 
1993. 

In 1997, Gonzalez used simple leakage and active current models to plot 
energy-delay product (EDP) versus supply voltage and threshold voltage [82]. 
E D P is a metric that is commonly used for servers and high-performance 
processors and gives more weighting to performance. The authors show for 
a 0.25/U.m technology the optimal operating point that minimizes EDP was 
VD£i=250mV and FT=120mV. If the minimum EDP crnwe is steep, then the 
pay-off for operating at the minimum point is the greatest. However if the 
curve is shallow, then there is little benefit to operating at the minimum EDP. 
Instead, the application can achieve higher performance with little energy cost. 
The paper also looked at variation and its effect on the minimiun EDP point. 
Variation increases the minimum EDP point to a higher threshold and supply 
voltage and flattens out the EDP curves. In Chapter 4, we extend this analysis 
by splitting out energy and performance into two curves, with the main goal 
to minimize energy instead of EDP. 

In 1999, Stan gives intuition into optimal voltages and sizing for mininriz-
ing E D P [83]. He shows that E D P is the best metric to optimize because it 
strives to minimize power without sacrificing" too much performance. A rule-
of-thumb proposes the supply voltage should be slightly larger than twice 
threshold voltage for optimal EDP. 

In 2000, Nose gives an analytical expression for the optimum supply volt­
age and threshold voltage point that minimizes power at a given performance 
[84]. Fit ted technology parameters and modeling show the optimal operating 
point for different logical depths and activity factors. For a high performance 
requirement, the optimum threshold voltage ranges from 0-0.IV and opti­
mum supply voltage follows the Semiconductor Industry Association (SIA) 
roadmap. 

Bhavnagarwala extends the transregional model using the National Tech­
nology Roadmap for Semiconductors (NTRS) roadmap and predicts the opti­
mal supply voltage that minimizes power to be 510mV for the 50inn technol­
ogy node [85]. The authors also predict that datapaths that exploit parallelism 
will help to further scale the supply voltage down with new process technolo­
gies. 

Measurements of a test chip with adaptive supply and body bias display a 
minimum power point for a given performance and show how forward-biased 
diode currents (from body biasing) can make the theoretical optimum un­
reachable [80]. More recently, derivations of the sensitivities of energy and 
delay to different parameters support a more formal methodology for build­
ing optimum energy circuits [86]. 
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3.5 Survey of Sub-threshold CMOS Circuits 

Several papers in Section 3.3 agree that either higher supply voltage or near 
zero threshold voltage are necessary to minimize energy dissipation without 
um-easonably large leakage current or delay penalties [78] [76]. Sub-threshold 
circuits are ideal for applications where performance is not critical but mini­
mizing energy constmiption is key. 

An ideal application for ultra-low voltage CMOS circuits was the wrist-
watch [87]. The wristwatch did not need very high speed circuits and thus 
could sacrifice performance to lower power. In 1972, Vittoz et al. designed a 
CMOS frequency divider that operated from a 1.35V mercury battery with 
2MHz performance. Tlie authors did not push the voltage to weak inversion 
because the maximum performance was below IMHz with the 6-10 //m chan­
nel lengths. Additionally, at 1.35V the digital power was extremely small when 
compared to the bat tery leakage and display power. The process pushed the 
threshold voltages to less than I . IV for the nMOS and greater than -0.45V 
for the pMOS. In the paper the authors did show sub-threshold operation as 
low as 0.95V, which was a breakthrough result. [88] 

Other than this demonstration, most sub-threshold circuit design focused 
on sub-threshold analog circuits. Vittoz demonstrated analog circuits such as 
an amplitude detector, a quartz ring oscillator, a bandpass amplifier, etc. oper­
ating in weak-inversion [31]. Lyon and Mead designed many transconductance 
amplifiers in sub-threshold for cochlea applications [89]. 

Sub-threshold CMOS circuits emerged again in 2001 as a solution for a 
hearing-aid application. The hearing-aid required very low frequency clocks, 
aird thus could operate in sub-threshold. Various CMOS datapath circuits 
were designed such as a Delayed Least Mean Square (DLMS) filter [90] and 
adders [91]. The adder was built in O.ibfim technology and operated as low 
as 0.47V. 

Also, this research explored different logic families for sub-tlireshold. The 
adder design used variable threshold voltage CMOS logic that has a controller 
that biases the pMOS and nMOS backgates. Another logic family explored 
was Pseudo-NMOS (P-nMOS) [90], where a weak pull-up pMOS is always on. 
A third logic family explored was dynamic threshold voltage CMOS, where 
the backgates of each transistor is connected to its own gate. We provide an 
additional analysis of sub-threshold logic styles in Section 6.3. 

In 2002, Deen demonstrated an ultra-low power voltage-controlled oscillator 
(VCO) design using ring oscillators [92]. The VCO is able to operate down 
to 80inV, which is significantly lower than the nominal voltage of 1.8V for 
a 180nm design. Body biasing is used to tune the speed of the VCO as it 
transitions from strong to weak inversion. 

This book discusses sub-threshold designs demonstrated in 2003 and later. 
In 2004, a sub-threshold F F T was implemented in 180nm bulk CMOS and 
operated at 180mV [2]. The F F T uses a sub-threshold digital logic library 
and a register file design for ultra-low voltage operation. Design techniques 
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for sub-tliresliold logic are described in Chapter 6, and register file design 
considerations appear in Section 7.1. In 2005, a sub-threshold SRAM was 
implemented in 65imi bulk CMOS and operates to below 400mV [93] [3]. More 
sub-threshold SRAM design considerations are described in Section 7.2. 



Minimizing Energy 
Consumption 

This chapter introduces the concept of a minimum energy operating point for 
a digital design. When the circuit operates at this minimum energy point, it 
consumes less energy per operation than at any other point in the parame­
ter space. While many different parameters can impact the minimum energy 
point, this chapter focuses on the dual knobs of power supply and thresh­
old voltage. Energy and performance simulations of a variable activity factor 
characterization circuit over a range of supply voltages and threshold volt­
ages provide insight into the behavior of the minimum energy point. After 
analyzing the results of these simulations, we derive analytical expressions for 
the optimum VOD a-iid Vp values at the minimum energy point from well-
known equations for sub-threshold current. This model provides a base for 
analyzing how variables such as workload, duty cycle and temperature affect 
the minimum energy point. Measurements of a test chip that implements a 
programmable Finite Impulse Response (FIR) filter confirm the results from 
the minimum energy point models. 

4.1 Energy-Performance Contours 

By examining the energy and delay contours for a simple circuit over supply 
voltage {VDD) and threshold voltage {Vr) we show that minimum energy 
operation occurs in the sub-threshold operation region. This optimum point 
changes with different activity factors and with threshold variation [94]. 

4.1.1 Variable Activity Factor Circuit 

Simulations of a variable activity factor ring oscillator circuit demonstrate the 
optimal VoD and Vr for CMOS circuits. The circuit consists of an 11-stage 
2-input NAND ring oscillator (RO) (Figure 4,1). The stage depth of the RO 
is chosen to emulate the logic depth of a processor pipeline. We define the 
performance as the simulated ring oscillator's frequency. 
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A variable activity factor is achieved by placing nine additional delay 
chains in parallel which are driven by the RO and run at the same frequency. 
The delay chains are enabled/disabled using selector inputs to vary the activ­
ity factor. When all of the chains are activated the activity factor is 1, since 
all nodes in the ring oscillator switch during each cycle. By asserting inputs 
So to S4 and deasserting signals ^5 to Sg, the activity factor is 0.5, because 
only half of the levels are switching. The variable activity factor circuit allows 
for emulation of a wide range of circuits because logic gates typically have 
activity factors much lower than 1. 

As activity factor decreases, tlie amount of switching also decreases. This 
causes leakage energy to becomes more significant in the overall power dissi­
pation. 

4.1.2 Energy-Per formance Contours 

Simulations of the energy-performance variable activity factor ring oscillator 
circuit in a 0.18/im process are shown in Figure 4.2. In these simulations, VDD 
varies from O.IV to 0.6V, and the threshold voltage for both nMOS and pMOS 
varies from OV to 0.6V. The activity factor is set to 1. The comliination of VOD 
and VT for which the circuit consumes the least amount of energy is marked 
by the large filled circle and occurs at Vi3Dopt = 130mV and VVopt=370mV. 
Contours showing a constant average energy per cycle trace rougli circles 
around the minimum energy point. The values associated with the energy 
contours are normalized to the minimum energy point. 

Since this operating point is significantly below the typical voltages for 
a 0.18/im process [ ( V D D , ^ ) = ( 1 - 8 V , 0 . 4 5 V ) nominally], the RO switches at 
a very low clock frequency of 75kHz. Figure 4.2 confirms that the optimal 
operating point for this circuit falls in the sub-threshold region. 
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Fig. 4.2. Minimum energy point and constant energy and performance contours of 
the variable activity factor circuit with activity equal to one (© 2002 IEEE) 

Figure 4.2 also shows contour lines marking constant performance of the 
circuit. The ring oscillator frequency varies between lOkHz and 500MHz. 

The occurrence of a minimum energy point is due to the relationship be­
tween energy and latency at the given VDJJ and Vq^. At strong inversion sup­
ply voltages, switching energy dominates the total power. As Voo is lowered 
from IV to lOOmV, a dramatic reduction of switching energy occurs because 
switching energy scales quadratically with supply voltage: 

•JDYN aCVlj, (4.1) 

However, as the supply is reduced to sub-threshold voltage levels, the propaga­
tion delay increases exponentially. This leads to a corresponding exponential 
increase in leakage energy since the leakage current is accumulated over a 
longer period of time. 

Figure 4.3 shows the relationship between switching energy and leakage 
energy in the characterization circuit as a fimction of VDD with Vp fixed at 
500mV and an activity of one. Mathematically, the minimum energy point 
occurs where the slopes of the leakage energy and active energy are equal in 
magnitude and opposite in sign. The figure shows that the minimum energy 
point for this example occurs in the sub-threshold region at V^i/j = 150mV. 
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Fig. 4.3. Minimum energy point for a fixed threshold voltage 

4.1.3 Act iv i ty Factor 

Figure 4.4 illustrates the impact of activity factor on the minimum energy 
point. By using the selector iirputs, the activity factor is decreased to a = 0 . 5 
in Figure 4.4 (a) and to a~0.1 in Figure 4.4 (b). These energy contours show 
that as activity factor decreases, the VDD and VT associated with the min­
imum energy operating point increase. Decreased activity factor leads to an 
overall decrease of switching energy, while leakage energy remains constant 
with activity factor. This causes leakage energy to contribute relatively more 
to the total energy. 

Analysis of these contours provides us with a better understanding of how 
to minimize energy consumption in system design. All applications can be 
categorized into one of two cases. 

Case 1: Processing speed is not critical. For this case, the optimal oper­
ating point occurs at the minimum energy contour. Circuits should always 
operate at the optimal supply and threshold voltage because, even though 
the performance is low, it is still sufficient for the application. When the task 
is finished, then the processor should enter a power down state or switch to a 
low-leakage mode to prevent further leakage energy dissipation. 
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Fig. 4.4. Constant energy and performance contours of the variable activity factor 
circuit for a=0.5 (a) and a=0.1 (b) (© 2002 IEEE) 
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Case 2: Processing speed is critical. For this case, an optimal operating 
curve is extracted from the contours which contains those points where one 
performance contour is tangent to one energy contour. These points are given 
by the dotted line in Figure 4.4 (b). This is called the optimal operating curve 
because it shows the Vuo and Vj- which minimizes energy as a function of 
frequency. The system should set its VDD and VT along this curve for minimum 
energy dissipation. If the frequency required is less than the frequency of the 
optimal energy contour then this case reverts back to Case 1. 

4.2 Modeling Minimum Energy Consumption 

Although the energy contours in the previous section provide good insight 
related to minimum energy operation, still a specific airalysis of the minimum 
energy point is needed. This section describes an analytical model that sup­
plies such an arralysis. First, this section introduces a model of the MOSFET 
drain current in the sub-threshold region. The current model serves as a basis 
for the minimum energy point analysis. The model that we develop for the 
minimum energy point allows quick estimation of important trends and the 
impact of key parameters on the system energy. 

4.2.1 Sub-Threshold Leakage Current Models 

In sub-threshold operation, the channel of the trairsistors is not inverted and 
current flows by diffusion. Equation (4.2) is a basic equation for modeling 
sub-threshold current and total off current. 

, , (VGS-VT\ . , „. 
^D:sub-threshold = io e x p — [4:.Z) 

\ nVth J 

Equation (4.3) shows the same basic equation with low Vos roll-off: [49] [95] [96]: 

, , (VGS^VT\ (, (-VDS\\ , , ^ , 

lo-sub-threshold = h e x p I — I I 1 - Cxp I — 1 I (4.3) 
where Ig is the drain current when Vas = ^ T given in (4.4) [49] [96]. 

W 
Io^t^oCo.j^{n~l)V,l (4.4) 

For the model that we present in this chapter, we assume that total drain 
current in sub-threshold equals sub-threshold current. Section 4.2.2 comments 
on the validity of this assumption. As expected for diffusion current, (4.3) 
shows that ID depends exponentially on Vos- VT is the transistor threshold 
voltage, n is the sub-threshold slope factor {n = 1 + Cd/C'ox), and Vth is the 
thermal voltage, Vth = kT/q. The parenthetical term on the right models the 
roll-off in current that occurs when VDS drops to within a few times Vth-
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Fig. 4.5. MOSFET drain current, ID, versus gate to source voltage, VGS in 0.18/im 
with VDD = 1.8V. In sub-threshold. ID varies exponentially with Vas- In fact, we 
define VT by looking at where the ID curve deviates from its original exponential 
trajectory. In the sub-threshold region, the Ion/loff ratio reduces relative to strong 
inversion. 

To model Drain-Induced Barrier Lowering (DIBL), (4.3) can include a 
linearized DIBL coefficient, rj, as in [95]: 

/oCxp 
VGS -VT+ yVps 

nVtn 
1 — exp 

'VDS\ 

Vth J 

The sub-threshold slope of the transistor is defined as: 

5 = nVth In 10 

(4.5) 

(4.6) 

S gives the inverse of the slope of ID versus VGS in millivolts per decade of 
change in IQ. The ideal value for S at room temperature is 60mV/decade, 
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and it occurs at the limit when n = 1. Phigging (4.6) into (4.5) gives the 
sub-threshold drain current in a different form: 

ID = /olOV 
'Vas-VT+'iVps' 

I exp 
-V, DS 

Vth 
(4.7) 

Figure 4.5 shows the drain current of a MOSFET versus its gate to source 
voltage, VGS^ across the full range from OV to 1.8V, which is VDD for this 
0.18/im technology. At low values of VGS hi the sub-threshold region. In varies 
exponentially with Vc,s as expected. We define the threshold voltage, VT, by 
the point on the / / j versus VGS plot where IQ ceases to depend exponentially 
on VGS- This point occurs at around half a volt for the transistor in the figure. 

Fig. 4.6. ID versus VDS curves for three values of VGS in a 0.18/u,m process with 
VDD = 1.8V. This above-threshold inverter shows velocity saturation, since ID in­
creases linearly with VGS-

Figure 4.6 shows standard IQ versus Vos curves for strong inversion. The 
current in this plot clearly demonstrates the linear region and the velocity sat­
uration region (not saturation, because ID changes linearly with VGS instead 
of quadratically). Figure 4.7 shows the same curves in sub-threshold. The 
curves show the exponential dependence on VGS-, but they otherwise appear 
quite similar to the strong inversion curves in their shape. The 'quasi-linear' 
region comes from the roll-off of current at low VDS, as seen in (4.3). Unlike 
strong inversion, the onset of this roll-off depends only on VDS and not on 
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Fig. 4.7. / D versus VDS curves for three values of Vas in a O.lS^m process, but 
VDD = 500mV, so the inverter is in the sub-threshold region. ID increases exponen­
tially with Vas-

VGS- In strong inversion, the VDS dependence in the velocity saturation region 
results from channel length modulation and is commonly modeled with the 
Early voltage. In sub-threshold, the VDS dependence in the 'quasi-saturation' 
region results from DIBL and can be modeled with the DIBL coefficient as in 
(4.5) or (4.7). 

Other models extend the basic form of the sub-threshold current equation 
to account for the transitional region between weak and strong inversion. The 
model ill [84] uses a piecewise fitted expression to smooth out the discontinu­
ity between the regions. A complicated piecewise current model in [85] uses 
physical parameters to account for current across all regions of operation. The 
EKV model, which is covered in Chapter 5, has become widely used especially 
in the context of low-voltage analog and digital circuits [49]. 

For gate level circuit design or for careful analysis of analog circuits, one of 
the higher order models makes sense. This is especially true when the circuit 
operates at the edge of weak inversion such that the simple equations no 
longer suffice. For the purposes of modeling the minimum energy point in this 
chapter, however, the simple sub-threshold current modeled by equation (4.2) 
suffices. Two reasons make this the case. First, we assume that the minimum 
energy point occurs well into the sub-threshold region such that (4.2) holds. 
Secondly, the model is intended to give an estimation of the energy-consuming 
behavior of large circuits, so it uses lumped fitted parameters to simplify the 



34 4 Minimizing Energy Consumption 

calculations. The subtleties of higher order current models are not necessary 
for this type of estiinatioii. 

One notable shortcoming of the simple sub-threshold equation is that it 
does not account for changes in Vr with transistor size. In Deep Sub-Micron 
(DSM) technologies, various higher order effects such as the Short Channel 
Effect, Reverse-Short Channel Effect (e.g. [97]), Narrow Channel Effect, and 
Reverse Narrow Channel Effect (e.g. [98]) all cause Vr, and thus Ijj, to vary 
for small device dimensions. 

4.2 .2 Other C o m p o n e n t s of Current 

Sub-threshold current is not the only type of leakage current tha t affects deep 
sub-micron transistors. This section briefly describes other types of leakage 
current and other sub-threshold current effects and discusses their impact in 
the sub-threshold region. 

As technologies scale, the gate oxide gets progressively thinner. The higher 
resulting electrical field across the oxide enables carriers to trmnel through 
the oxide [96]. None of the strong inversion energy optimization work cited in 
Section 3.4 accounts for gate leakage even though gate leakage contributes sig­
nificantly to total leakage in deep sub-micron technologies. For sub-threshold 
airalysis, though, it is reasonable to ignore gate leakage. Gate tunneling current 
has a very strong depeirdence on the voltage across the gate, so it decreases 
with supply voltage much more quickly than does sub-threshold current. As 
a result, gate leakage becomes negligible in the sub-threshold region except in 
rare cases. 

Gate-Induced Drain Leakage (GIDL) is a leakage current that is generated 
at the edge of the drain and terminates in the body of the transistor. GIDL 
current appears for high VDS values in combination with low VQS [96]. On a 
semilog plot of lo versus Vas, GIDL appears as a "tail" where the cru-reirt 
begins to increase when VQS approaches 0 and continues to increase for nega­
tive Vcs- For sub-threshold operation, the lower Vps reduces the electric field 
across the drain such that GIDL becomes negligible. 

As mentioned in Section 4.2.1, DIBL occurs in short channel transistors 
because the depletion regions around the source and drain actually overlap 
slightly, lowering the source potential barrier and increasing current [96]. As 
Vos increases, the depletion region at the drain grows, further lowering the 
barrier due to larger overlap with the source depletion region and increasing 
current. The DIBL effect still impacts current in sub-threshold, but the lower 
VDS means that the impact is less than at strong inversion voltages. 

Reverse-biased diode leakage from the source and drain to the bulk also 
contributes to overall leakage current. This junction leakage results from a 
combination of minority carrier diffusion and drift at the depletion region 
edge and electron-hole pair generation inside the depletion region [96]. Process 
technologies generally are designed to make this pn-junction leakage small 
relative to sub-threshold current. Since the junction leakage scales with Vujj 
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and teniperature in a similar fashion to sub-threshold current, it is negligible 
across the full range of supply voltage. 

Although these other components of current can be quite significant for 
normal strong inversion operation, they tend to be neghgible in tlie sub­
threshold region. One scenario where tliis may not be accurate is in the case 
of very low temperatures. Since gate leakage does not depend strongly on 
teniperature but sub-threshold current decreases exponentially when it grows 
colder, gate leakage can become significant again. This is especially true if 
the sub-threshold current is reduced further by some other mechanism (e.g. 
Reverse Body Bias (RBB)). Nevertheless, except for rare cases, sub-threshold 
current dominates in this region of operation. This allows us to equate total 
current in the sub-threshold region to sub-threshold current. 

4.2 .3 M i n i m u m E n e r g y Point M o d e l 

In this section, we derive a closed form solution for the optimum VDD and Vr 
for a given frequency and technology operating in the sub-threshold regime 
{VDD < VT)- The model we develop uses fitting parameters that are normal­
ized to a characteristic inverter in the technology of interest. Since other gates 
are normalized to this inverter, its size is arbitrary. However, the minimum 
sized inverter is a good choice for simplicity. 

Equation (4.8) shows the well-known form for the delay of an inverter in 
above-threshold from [84]. 

KCgVpD 

'' - [VDD ~ Vrr ^"''^ 

The denominator of (4.8) is the on current of the inverter in above-threshold. 
We adopt the form of (4.8) for modeling the inverter in sub-tiireshokl. Equa­
tion (4.9) shows the propagation delay of a charticteristic inverter with output 
capacitance Cg in sub-threshold: 

ta ^^?#^V^ (4.9) 
nV,„ /o .^exp^ '^"""^"-" 

As with (4.8), K is a delay fitting parameter. The expression for ciuTent in the 
denominator of (4.9) models the on current of the characteristic inverter, so 
it accounts for transitions through both nMOS and pMOS devices. Thus, the 
terms Io,g and V^̂ g are fitted parameters that do not correspond exactly with 
the MOSFET parameters of the same name unless the nMOS and pMOS are 
symmetrical (note that the common expression for strong inversion delay in 
4.8 assume syiumetrical pMOS and nMOS). Operational frequency is simply; 

f = TT^ (4.10) 
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where Ljjp is the depth of the critical path in characteristic inverter delays. 
Thus, the total delay along the critical path of a circuit is: 

TD = -= tdLop (4.11) 

The exponential dependence of cvu'rent on Vr and temperature results iir 
large variations in delay across process and temperature corners. Likewise, 
the total leakage current and leakage power of a circuit will vary by a few 
orders of magiritude with process and temperature variation. Although this 
large variation is a problem for certain types of systems, it is not the focus of 
this chapter. In a severely energy-constrained system where the frequency of 
operation is less important than energy conservation, energy per operation is 
the more important metric. The following analysis shows that the energy per 
operation is much less sensitive to process and temperature changes than are 
delay and leakage current. 

Without loss of generality, we assume that one operation occurs each cycle. 
We also ignore leakage from times after the current cycle because it either is 
accounted for in the next cycle or is addressed by a shutdown mode that is 
optimized separately. Dynamic (EJJYN), leakage (EL), and total energy {ET) 
per cycle are expressed iir (4.12)-(4.14) [99] [100], assuming rail-to-rail swing 
{VGS = VDD for on current). 

EDYN — CeffVjjjj (4.12) 

IleakVoDTo 

WeffloAj exp ( — 7 7 ^ ] VoDtdLop 

WeffKajLnpVEDe^pl-^) (4.1:: 
V n Vth J 

ET — EDYN + El 

= Vho {Ceff + W,jfKC,LDP^^P ( " ^ ) ) ^^-^^^ 

Concurrent work in [101] and [53] arrive at similar equations for sub­
threshold energy consumption. The authors of [101] use curve-fitting to get 
close estimates to the optimum VDD of different logic circuits, whereas we 
solve analytically for the optimum point. 

Equations (4.12)-(4.14) extend the expressions for current and delay of 
an inverter to arbitrary larger circuits. This extension sacrifices accuracy for 
simplicity since the fitted parameters caimot account for all of the details of 
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every circuit. Thus, Cgff is the average total switched capacitance of the en­
tire circuit, inckiding the average activity factor over all of its nodes. Likewise, 
Wef/ estimates the average total width that contributes to leakage current. 
LDP is the logic depth of the critical path norinalized to the delay of the char­
acteristic inverter. Solving this set of equations provides a good estimate of 
the optimum for the average case and shows how the optimum point depends 
on the major parameters. Differentiating (4.14) and equating to 0 allows us 
to solve for Vooopt- Equation (4.15) shows the derivative of the total energy 
with respect to VOD-

l £ = 2 C . / ; F . . + ( 2 - ^ ) W.,,KC,L,,V,o exp ( : ^ ) (4.15) 

Setting (4.15) equal to zero and rearranging the equation yields: 

2CeffVDD +(2- ^ ) WeffKCgLopVoDexp ( ^ ^ ^ ] = 0 
nVthJ \ nVth J 

nVthJ •'̂  -̂  V nVth J 

„ ^D£) \ (—VDD\ ~2Ceff 
2 —— exp ' ' — -nythj V '^Vth J WeffKCgLop 

„ VDD\ /r, yDD\ -2Ceff ,„^ ,. ̂ „ . 
2 - —TT- exp 2 - —— = — -—^ exp 2 (4.16) 

nVthJ \ nVthJ WeffKCgLop 

The analytical solution for Vooopt from (4.16) is given in (4.17): 

VoDopt = nVth (2 ~ lambertW ( " ^ ^ ^ ^ exp(2)) ) (4.17) 

If we define the argument to the Lambert W function as /?: 

/ 3 = - ^ — - S ^ e x p ( 2 ) (4.18) 

then (4.17) is subject to the constraint in (4.19): 

/ ? > - e x p ( - l ) (4.19) 

See [102] regarding the Lambert W function and its constraints. Now, substi­
tuting (4.9) into (4.10) gives Vxapt for a given / : 

T/ T/ T/ 1 (!KCqLDpVDDopt\ , , r,r,\ 
Vropt = VoDopt ~ nVth In I ^ - - j (4.20) 

If the argument to the natural log in (4.20) exceeds 1, then the assump­
tion of sub-threshold operation no longer holds because Vropt < VDD- This 
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constraint shows tha t there is a maximum achievable frequency for a given cir­
cuit in the sub-threshold region. Equations (4.17) and (4.20) give the optimum 
supply voltage and threshold voltage for sub-threshold circuits consuming the 
minimum energy for a given frequency. 

Assuming a standard technology where VT is fixed (i.e. - no triple wells for 
body biasing), the problem becomes finding the optimum Vup and frequency 
to minimize energy for a given design. The optimum VDD for minimizing 
energy per cycle in this scenario still is given by (4.17), and the optimum 
frequency is given by (4.10) at VDD = yoDopt-
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Fig. 4.8. Model versus simulation of FIR filter showing minimum energy point and 
contribution of active and leakage energy. Markers are simulation values, lines are 
model [84]. Analytical solution from eqs. (4.17) and (4.14) is shown. (© 2005 IEEE) 

Figure 4.8 shows the energy profile of an 8-bit, 8-tap parallel programmable 
FIR filter versus VQD- The contributions of active and leakage energy are 
both shown. The lines on the plot show the results of numerical equations 
using a transregional current model [84], and the markers show the simulation 
values. The analytical solution (small star) matches the numerical model and 
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simulations with less than 0.1% error. The optimum point is Vjjoopt — 250mV 
with a frequency of 30kHz. Equation (4.17) provided the optimum VDD for 
the analytical solution, and substituting this value into equation (4.14) gave 
the total energy. Figure 4.9 shows how the delay (Tn) and current {ILEAK) 
components of leakage energy per cycle (Ei) vary with supply voltage. As VDD 
reduces, the current decreases due to the DIBL effect, but the delay increases 
exponentially in the sub-threshold region, leading to the overall increase in 
sub-threshold leakage energy. 

Fig. 4.9. Normalized leakage current (ILEAK) and delay (TD). Markers are sim­
ulation and lines are model [84]. Although DIBL caused I LEAK to decrease, the 
exponential increase in TD causes leakage energy (EL) to increase in sub-threshold. 
(© 2005 IEEE) 

Equation (4.17) shows that Vooopt value is independent of frequency and 
VT- Instead, it is set by the relative significance of dynamic and leakage energy 
components as expressed in ecjuation (4.18). EL increases compared to the 
characteristic inverter in two ways. First, the ratio of Cgff/Weff decreases, 
indicating that a greater fraction of the total width is idle and thereby draw­
ing static current without switching. Secondly, Lop can increase. The larger 
resulting period gives more time for leakage currents to integrate, raising EL-
Figure 4.10 shows Vpoopt versus /? for three examples. The first example is a 
sub-threshold F F T processor described in Section 9.1. The F F T has Vooopt 
at 350mV. The second example is the FIR filter previously described which 
has VoDopt at 250mV. The third example is a ring oscillator. The figure shows 
the beta and Vooopt for the first two examples at 250mV and 350mV lie along 
the optimal curve. The ring oscillator fails to meet the constraint and thus 
cannot be plotted on the optimal curve. To see why, consider a single inverter 
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Fig. 4.10. VDD optimum calculated with equation (4.17). /? for ring oscillator 
[LDP = 21) fails constraint. /3 for 8x8 parallel FIR filter and scalable FFT pro­
cessor [103] also shown. (© 2005 IEEE) 

with activity factor of one; Weff and L^p equal one, Ce// is close to Cg, and 
[3 does not meet tire constraint in equation (4.19). Mathematically, this means 
that the derivative of ET never equals zero. Physically, the leakage compo­
nent for the single inverter with high activity remains insignificant compared 
to dynamic energy over all supply voltages, as shown in Figure 4.11. The true 
optimum VOD in this case is the lowest voltage for which the circuit func­
tions. Circuits with higher relative leakage energy, like the FIR filter or FFT 
processor, have less negative /3 and thus higher VoDopt-

Figiue 4.12 shows theoretically why Vooopt is independent of Vr. As Vr 
decreases in the figure, the sub-threshold current increases exponentially as 
shown by the rise in Ef^ at above-VV voltages. The sub-threshold on current 
also increases exponentially, so To decreases exponentially in sub-threshold 
and offsets the rise in ILEAK such that Ei does not change in the sub­
threshold region. When VT decreases too far, then VoDopt > Vr so the 
sub-threshold equations become invalid. The figure shows that EL physically 
exceeds EOYN for extremely low VT in this filter example. Of course, the ad­
vantage to lowering VT is increased performance in the sub-threshold region 
for the same energy per operation. 

In practice when VT is very large, VoDopt does not follow this derivation. 
As seen in Figure 4.4, VoDopt tails off. The reason why this occurs is that for 
large VT, a slow input slew rate for the circuit is caused by the long delays 
and short-circuit current increases. Also, as the supply voltage is lowered, 
the circuit does not switch rail-to-rail, and the non-ideal logic levels result in 
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Fig. 4.11. Energy per operation versus VDD for a 21-stage ring oscillator has no 
minimum point. Markers show simulation data and lines show equations.(© 2005 
IEEE) 

static current consumption. These two factors are not modeled in the energy 
minimization modeling and cause the Vooopt to tail off. 

Calibrating the model to match a generic circuit requires the fitting of only 
three parameters once the delay and leakage of the characteristic inverter arc 
known. Cgfj is the average effective switched capacitance of the entire circuit, 
including the average activity factor over all of its nodes, short circuit current, 
glitching effects, etc. To calibrate the model, Cejf is esthnated by measuring 
average supply current and solving C e / / = lavy/if^Do)- ^Veff estimates the 
average total widtfi, relative to the characteristic inverter, tliat contributes 
to leakage current. W^ff is determined by simulating the circuit's steady-
state leakage current and normalizing to the characteristic inverter. Since 
Wefj is a function of circuit state, averaging the circuit leakage current for 
simulations over many states improves the total leakage estimate. Simulating 
to exercise the circuit's critical path, measuring its delay, and normalizing to 
the characteristic inverter provides the logic depth, LDP- Solving this set of 
equations provides a good estimate of the optimum for the average case and 
shows how the optimum point depends on the major parameters. 
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Fig. 4.12. Lowering Vy does not improve the energy per operation in the 
sub-threshold region, but it will increase performance at the minimum energy 
point, (© 2005 IEEE) 

4.3 Minimum Energy Point Dependencies 

The optimum VJJD to minimize energy will vary depending on the circuit's 
operating scenario, environment, and temperature. This section examines the 
impact of these parameters on the minimum energy point. 

4.3.1 Operat ing Scenario 

Figure 4.8 graphically confirms the trend apparent in equation (4.17). Any 
relative increase in the leakage component of energy per cycle will push Vooopt 
higher, and the frequency at the optimum point also increases. In the figure, 
this corresponds to any decrease in EDYN or increase in E^. Likewise, any 
decrease in EL or increase in EOYN will lower the optimum VDD- These 
types of changes can occur for a given circuit without changing its intrinsic 
attributes. 
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Fig. 4.13. Energy versus VDD for changing workload. 

For example, consider using the FIR filter in a system whose workload, 
u), changes widely. This might be in a video context where the processing per 
frame depends on the difference between consecutive frames. If the current 
frame is nearly identical to the previous, then very little work is required. 
A scene change, on the other liand, could demand the maximum number of 
computations. Assuming the clock is gated when no computation is required 
(i.e. no mid-cycle shutdown is available) and normalizing to one cycle, Ceff 
per cycle becomes toCpjf in equation (4.18). 

Figure 4.13 shows tfie impact of a changing workload on the energy char­
acteristics of the 8-bit, 8-tap FIR filter as an example. We vary the workload 
over three orders of magnitude to show the effect. The active energy decreases 
in proportion to workload because the amount of switched capacitance per 
operation has decreased. The leakage for the given operation stays constant, 
however, so the minimum energy point moves to lower energy and higher 
voltage with decreasing workload. 

Duty cycle, d, also can vary widely. A lower duty cycle means that the 
circuit spends more idle time (e.g. waiting for data but unable to shutdown) 
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for each completed active operation. Consequently, the leakage contribution 
per operation increases, which corresponds to replacing Wgff with Weff/d 
in equation (4.18). Figure 4.14 shows the impact of a changing duty cycle on 
the energy characteristics of the FIR filter. Again, a wide range of values is 
shown for the duty cycle. The longer idle time spent for each operation means 
that leakage energy increases, but the active energy stays constant. As with 
workload decreases, the minimum energy point moves to higher voltages, but 
the total energy increases in this case. 

Normalizing to one cycle, we include duty cycle and workload in the an­
alytical model and solve the equation set again to find the optimum VDD, 
resulting in a new equation for /?. 

/3 = 
"2wC, e / / 

W, 
^KC„LDP 

exp(2) (4.21) 

Figure 4.15 and Figure 4.16 show the eff'ects of workload and duty cycle 
on the minimum energy and optimum VOD of the FIR filter. The figures 
compare the numerical result with the analytical model and with simulation. 
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The supply voltage for the simulations was quantized in lOOinV increments. 
The quantization causes most of the error for values of w and d close to 
one. The error in modeled energy at low values of uj and d occurs because 
the optimum VUD lias exceeded VT- Thus the assumption of sub-threshold 
operation implicit to the analytical model becomes invalid. The numerical 
model is also less accurate in that region. The analytical result matches the 
numerical values quite well until Vooopt nears VT-

Fig. 4.15. Normalized energy (a) and Vooopt (b) for FIR versus workload, uj. 
Simulation VDD quantized to lOOmV. (© 2004 IEEE) 

Large reductions in either to oi d result in lower total energy per operation 
(normalized to one cycle), but operates at a higher Vooopt- Knowing the 
average workload and duty cycle of a circuit does impact the choice of optimum 
supply voltage. The operational frequency, and thus the data rate, implicitly 
changes with VDD hi these figures. A system in which these parameters vary 
widely would benefit from closed-loop tracking of the optimum point since 
Figure 4.15 and Figure 4.16 show a large variation in the minimum energy. 

4.3.2 Tempera ture 

The optimum point also depends on temperature. Figure 4.17 shows the ef­
fect of temperature on the components of energy. The numerical model shown 
in Figure 4.17 accounts for temperature dependence by decreasing the ef­
fective threshold voltage and decreasing mobility at higher temperatures: 
At(T) = ^ ( T o ) ( ^ ) - ^ and VT{T) = Fr(To) ~ KT [104]. The changes to the 
rmmerical model match well with simulation across most of the temperature 
range, but they slightly underestimate the leakage energy at high tempera­
tures. The lower mobility dominates in strong inversion and leads to slower 
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circuits at high temperatures. In sub-threshold, the lower VT dominates, and 
hot circuits grow faster exponentially. The lower VT that accompanies a tem­
perature increase also raises the leakage current exponentially. This effect 
appears in the figure at higher VOD where I LEAK dominates E^. The lower 
VT also causes the delay to decrease in sub-threshold, countering the increase 
in I LEAK tha t is due to lower VT- Thus, the total effect on EL and ET is 
not so pronounced at lower VDD- Consequently, the total lealrage energy does 
not change quickly near the minimum energy point with VT- Equation (4.17) 
shows that VoDopt is linear with temperature, and taking its derivative with 
respect to temperature gives: 

dV> DDopt 

dT 
2 - lambertW 

-2C, eff 
WeffKCgLoP 

exp(2) (4.22) 

For the FIR filter, this derivative is only ^ 0.85mV/degree Kelvin, and the plot 
confirms that the Vpoopt increases by about 75mV over the full temperature 
range. 

4.3.3 Arch i tec ture 

The models we have presented allow a quick assessment of the effect of archi­
tecture on minimum energy operation. Traditionally, architectural approaches 
such as parallelism or pipelining can reduce power for a given performance 
constraint by operating at a lower voltage [105]. For performance constraints 
that are met at voltages above the optimum, the same conclusion holds for 
sub-threshold operation. The model can also show how architecture will affect 
the minimum energy point when performance is not a constraint. 
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Figure 4.18 shows the numerical model (a) and simulation (b) of a 
pipelined implementation of the FIR filter. The model does not account for 
overhead capacitance, leakage, and delay in the pipeline registers, but it shows 
the general effect of ideal pipelining. As the number of stages increases, Lpp 
decreases and thus reduces leakage energy per operation {EL). The total en­
ergy per cycle thus is reduced, and VoDopt moves to the left. The simulation 
results in Figure 4.18 (b) show the same trend, however the overhead active 
energy makes deep pipelining more costly. The simulation also shows a de­
crease in active energy for shallow pipelines because of reduced glitching in the 
multipliers. Thus, shallow pipelining (2-4 stages) can reduce the total energy 
per operation for a system in a minimum energy scenario. 

In contrast, parallelism cannot reduce the energy per operation, but it can 
increase the operating frequency at the minimum energy point. Once VoDopt 
is known for a functional unit like the FIR filter, parallel copies of the filter 
will consume the least energy if they operate at the origiiral mininrum energy 
point. Discounting the overhead of muxing and demuxing indicates that ideal 
parallelism can increase the operating frequency at the minimum energy point 
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by increasing the number of stages. It cannot, however, decrease the energy 
per operation because the number of copies of the circuit required to maintain 
throughput goes up faster than VDD decreases due to the exponential depen­
dence of delay on VQD- Clearly, the overhead of parallelism in a real system 
will increase active energy and change the minimum energy point. 



EKV Model of the MOS 
Transistor 

by Eric A. Vittoz and Christian C. Enz 

5.1 Introduction and Definitions 

The transistor model described in this chapter is the core of the EKV compact 
model that has been specially developed for low-voltage and/or low-current 
circuit design. It is a shortened description, focusing on weak and moderate 
inversion regimes that correspond to sub-threshold operation. More detailed 
derivations can be found in [45, 49, 106]. A very detailed presentation can 
be found in "Charge-Based MOS Transistor Modeling: The EKV Model for 
Low-Power and RF IC Design", by C. Enz and E. Vittoz, 2006, ©John Wiley 
& Sons Limited [52]. (Figures 1, 2, 4, 5, 6, 7, 10, 15, 16, 18 and 19 of this 
chapter are extracted from this book and reproduced with permission.) 

The schematic cross-section of an N-channel MOS transistor with channel 
length L and channel width W is illustrated in Figure 5.1. In order to maintain 

-yo-

„G 

TD 

I'D 

P+ 

ffi width W 

P-type local 
substrate 

Fig. 5.1. Schematic cross-section of an N-channel MOS transistor, with definitions 
of voltages and current. 

the intrinsic symmetry of the device, the source voltage Vs, gate voltage VQ 
and drain voltage Vp are all defined with respect to the local substrate. The 
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drain current ID is positive if it enters the drain. The channel voltage V 
(quasi-Fermi potential of electrons in the channel) changes rnonotonically, 
from V = Vs at the source end of the channel to V = Vo at the drain end of 
the channel. 

Another important voltage is the thermodynamic voltage 

UT = kT/q, (5.1) 

where k is the Boltzmarm constant and q the elementary charge. Proportional 
to the absolute temperature T, it is a measure of the thermal energy of elec­
trons. Its value is 25.8 mV at 300 K (or 27 °C) and it appears ubiquitously 
in MOS modeling equations. 

The doping concentration of the substrate is assumed to have a constant 
value Nb in the channel, and the gate oxide thickness tox corresponds to a 
capacitance CQX = ^oxl'^ox per unit area. 

Figure 5.2 shows the symbols that can be used in order to preserve the 
symmetry of the device. It also shows how the definition of positive voltages 
and current can be inverted so that the model developed for the N-channel 
transistor can be applied without any change to the P-charmel device. 

^G 

V ^ 

< 

J • 

f 
' L 
,B 

' D , 
- ^ ^ 

i Vn 

VG 

s 

(a): N-channel (b): P-channel 

Fig. 5.2. Symbols for N-channel and P-channel devices with the respective defini­
tions of positive voltages and current. 

5.2 Density of Mobile Charge 

5.2.1 Thresho ld Funct ion 

When a positive voltage is applied to the gate of the N-channel transistor, the 
holes in the channel are repelled away from the surface, thereby creating a 
depleted layer underneath the silicon surface and increasing its potential iZ'j. 
This depleted layer is due to the remaining fixed ionized impurity atoms and 
is characterized by a negative charge density Qb (per unit area of channel) 
given by 

Qb = -rbCox^s, (5.2) 

where 
v/2^iV6i~ 

A = —-^ (5.3) 
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is the substrate modulation factor. This fixed charge Qb is useless since it can­
not move to create a current. But the positive surface potential also at t racts 
electrons to the surface, producing a mobile inverted charge of local density 
Qi tha t can carry a current. The thickness of this inversion charge layer is 
very small, therefore the voltage drop across it can be neglected (charge sheet 
approximation). 

Using Gauss' law, the total charge density underneath the silicon surface 
is given by 

Qs^ = Qb + Q^ = -Co,.{VG'VFB-'^s), (5.4) 

where Vps is the flat-band voltage that includes the difference (I>ms of extrac­
tion potentials between the gate and channel material and the effect of the 
fixed charge of density Qj^ possibly trapped in the oxide and at its interface 
with the silicon: 

VFB = ^ms - Qfc/Cox- (5.5) 

Combining (5.4) with (5.2) yields the density of inverted charge 

Qi = —COX{VG Vjr FB *•., - n s) = -COAVG " VTB), (5.6) 

where 
VTB = VFB +^s+rb J^, (5.7) 

is a threshold function. This function of the surface potential 'I's depends on the 
process through parameters J], and VFB- It is represented in Figure 5.3(a) for 
a particular value of Fi,. The figure also shows the value of —Qi/Cox according 
to (5.6) and that of —Qb/Gox for a particular value of the gate voltage VQ-
This function is nonlinear due to the contribution of Qj,, and its slope n > 1 

^Fff^-M's 

•'^Vn 

V,[U7-] L--V^e-

(b) 
•Vp 

. l/=T„-M^, s " ' 0 

Fig. 5.3. Threshold function and inverted charge density: (a) as a function of the 
surface potential; (b) approximation in strong inversion. 

is obtained by differentiation of (5.7): 
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^*^^^ 1 + - ^ . (5.8) 

Inspection of Figure 5.3(a) shows that , for a fixed vahie of the gate voltage 

aQi Cox /r n\ 

- ^ ^ = - (5.9) 

Now, the local value of inverted charge density Qi can only be obtained 
from Figure 5.3(a) if the local value of "Ẑ ,, is known. We shall first consider 
the case of strong inversion. 

5.2.2 A p p r o x i m a t i o n in Strong Invers ion 

It can be shown [107, 52] that the local inverted charge increases exponentially 
with l?s — V according to 

Q i o c e x p - ^ . (5.10) 
UT 

where UT = kT/q is the thermodynamic voltage, and <?/? is the Fermi poten­
tial of the substrate, which depends on its doping concentration and on the 
intrinsic carrier concentration of silicon rii according to 

^F = UThi—. (5.11) 

Hence, as soon as Qi starts to dominate in strong inversion, the surface 
potential ]Ps only increases very slowly since the total charge Q^i is limited 
by the limited field in the oxide. For this reason, the surface potential can be 
assumed to be independent of VQ and to be given by [52] 

^s = V + %, (5.12) 

where 
% = 2'pF + &kwUT. (5.13) 

In this approximation, the threshold function VTB{V) is therefore identical 
to VTB{^S), but its vertical axis {V = 0) is shifted by ll'o, as illustrated in 
Figure 5.3(b). For ^ = 0, VTB takes the particular value Vro called the 
equilibrium threshold voltage, or for short threshold voltage. Its expression is 
obtained by replacing \I/s by '1'Q in (5.7): 

VTO = V F B + !̂ O + A \ / ^ - (5.14) 

This bias-independent device parameter corresponds to the threshold voltage 
VT for Vs = 0 used in other models. 

As shown by Figure 5.3(b), the slope n for V" > 0 can be considered 
constant and will be called the slope factor. Now in this approximation, for a 
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particular value of the gate voltage VQ, Qi = 0 for a particular value Vp of V 
called the pinch-off voltage. Inspection of the figure shows that Vp is related 
to VG by 

V> = l ^ L z i ^ , (5.15) 
n 

and that Qi can be expressed as 

-Qi/Co^ = n{Vp ~ V), (5.16) 

where the slope factor n is given by (5.8). It is usually convenient to evaluate 
it at ^Pg =% + Vp, giving 

n=l + ~~3 . (5.17) 
2V% + Vp ^ ' 

5.2.3 General Case 

By differentiation of (5.10) we obtain 

Ur^^d^s-dV. (5.18) 
Q 

Now, introducing (5.9) in (5.18) to eliminate d]I/s results in 

dV dQ, dQ, 
(5.19) 

UT nUrCox Qi 

In should be pointed-out that the assumption of constant n amounts to a 
linearization of the charge-potential relationship. 

Further calculations can be simplified by normalizing voltage and charge 
according to 

V = V/UT and g, = Qt/Qspec, (5.20) 

where 

Q,pec = '2nCoxUT- (5.21) 

Equation (5.19) then becomes 

-^dv = 2dqi+dctjq,. (5.22) 

Integrating both sides of this equation yields 

constant " ti = 2gj-f In (ji. (5.23) 

Now, in strong inversion, Ingj ^ 2qi. The comparison with (5.16) after 
de-normalization shows that the constant in (5.23) is equal to Vp = VP/UT, 
hence 

Vp — V = 2qi + In qi, (5.24) 

which is the general relationship between voltages and mobile inverted charge 
density. This relation is plotted in Figure 5.4 but, in the general case, it cannot 
be inverted to obtain the charge from the voltages. 
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Fig. 5.4. Normalized inverted charge vs. normalized channel voltage. 

5.2.4 A p p r o x i m a t i o n in Weak Inversion 

In weak inversion, 2qi <§; | In^i], therefore (5.24) can be approximated by 

Vp-V 
qi = exp {vp - v) or Qi/Cox = 2 n t / r e x p -

Uj 
(5.25) 

where the Vp is tlie piiicli-off voltage defined by (5.15) in the strong inversion 
approximation. 

5.3 Drain Current and Modes of Operation 

5.3.1 Charge-Current Re la t ionsh ip 

The drain current lo is the sum of conchiction and diffusion currents given 
by [108] 

Ir IJW 

( 

\ c 

dip-, dQj 

da; da; 

\ 

(5.26) 

Vconduction diffusion / 

where n is the carrier rnobihty, and x is the position along tlie channel starting 
from the source side. Now, by introducing (5.18), this relation becomes 

ID = y-W{~Q,) 
Ax 

(5.27) 
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Assuming constant mobility, integrating this equation along the channel gives 

where 

Vs ^ ox 

(3 = i^CoxW/L 

(5.28) 

(5.29) 

is the transfer parameter of the transistor. Hence, the drain current is propor­
tional to the integral from V = Vs to V = VD of the Qi{V) function obtained 
in Section 5.2, as represented in Figure 5.5(a). 

-Oi'Cox 

, \ Q . 

-Q;/C, Qj/Cox 

reverse 
current 

Vs VD Vp 

(a) 

Fig. 5.5. (a) Drain current; (b) decomposition in forward and reverse components. 

5.3.2 Forward and R e v e r s e C o m p o n e n t s 

Since Qj tends to zero for V tending to infinity, the integral (5.28) can be 
rewritten as 

P 
-Q, 

Vs Co. 
dV ~/3 

VD Co 
-dV = IF (5.30) 

forward current Ip reverse current Ij^ 

Hence, as illustrated by Figure 5.5(b), the drain current can be expressed 
as the difference between a forward current Ip and a reverse currently. Ip 
depends on VQ and Vs, but not on Vp,, whereas la depends on VQ and Vp, 
but not on Vs- Furthermore, according to (5.30), Ip{Vs) = IR{VP) : Ip and 
IR are indeed two values of the same function of V. Thus, the drain current 
is the superposition of independent and symmetrical effects of the source and 
drain voltages [109]. 
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5.3.3 General Current Express ion 

By introducing the normalized variable defined by (5.20), the forward or re­
verse components defined by (5.30) can be expressed in normalized form as 

if,r = Y ^ = / ciidv, (5.31) 
-'.spec 'Jv:,^ 

where Wĝ  is the source or drain voltage normalized to t/j-, and 

Ispec = '2niiCo^~Ul = 2npU?r (5.32) 

is the specific current of the transistor. 
Introducing (5.22) into (5.31) yields 

rqt,,d 

if,r = / (2gi + l)dq^ = ql^ + (?,,,rf, (5.33) 
Jo 

where q^^d is the value of the normalized charge density g,; at the source end 
or at the drain end of the channel. Solving this equation for the charge gives 

wTTliT^-i (5.34) 
2 

Using the voltage-charge relationship (5.24), we obtain finally 

Vp - Vs,d = \ / l + 4:1 f^r + hi ( v T T 4 i 7 7 - 1) - (1 -f In 2) (5.35) 

This general expression of the current-voltage relationship is plotted in Fig­
ure 5.6 (curve a), by calculating the voltages from the current. This figure 
also shows the approximation in strong inversion (curve b for if^r 3> 1) and 
that in weak inversion (curve c for i/.,. ^ 1 ) . Remembering that id = if — ir 
and Vp = {vg — Vto)/n, (5.35) models the static transistor characteristics 
from weak to strong inversion with only 3 model parameters (besides UT used 
to normahze all voltages): the threshold voltage VVo. the slope factor n and 
the specific current Igpec (used to normalized the currents) that includes the 
transfer parameter P according to (5.32). 

Now, since (5.35) cannot be inverted to calculate the current from the 
voltages, it can be approximated by [47, 48, 110] 

if,r = ln'(l + exp^-^^^y (5.36) 

which is also plotted in Figure 5.6 (curve d). 
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Fig. 5.6. Normalized forward or reverse current ; (a) from charge model (5.33); (b) 
strong inversion approximation; (c) weak inversion approximation; d) from interpo­
lation formula (5.36). 

reverse 
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Fig. 5.7. Modes of operation of a MOS transistor. 

5.3.4 M o d e s of Operat ion and Invers ion Coefficient 

The various possible modes of operation of a transistor depend on tlie val­
ues of Ip and IR. They can be descrii)ed in the {if,ir) plane represented in 
Figure 5.7. Altliough weak and strong inversion are separated by a regime 
of moderate inversion (c.f. Figure 5.6), wc shall simplify the discussion by 
assuming that «/•_,. = 1 {IF,R = I spec) represents the limit between weak and 
strong inversion for each of the two components. 

If if > 1 and i^ > 1, then both components are in strong inversion and 
the whole channel is strongly inverted. The transistor is said to be in linear 
mode. 

If if > 1 but ir < 1, the reverse component is negligible and the current 
does not increase anymore with the drain voltage: the transistor is still in 
strong inversion, but in forward saturation. If i^ > 1 but if < 1, the for-
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ward component is negligible and the current docs not increase anymore with 
the source voltage: the transistor is still in strong inversion, but in reverse 
saturation [i^ < 0). 

If if < 1 and i,. < 1, then both components are in weak inversion, and 
the whole channel is only weakly inverted. The transistor is said to operate in 
weak inversion. 

The global level of inversion of the transistor can be characterized by its 
inversion coefficient IC defined by 

IC = max(i/,z,-) (5.37) 

The transistor operates in weak inversion for IC ^ 1, in strong inversion 
for IC ^ 1, and in moderate inversion for IC = 1. 

5.3.5 O u t p u t Character is t ics and Saturat ion Vol tage 

In forward mode, IC = if. If the drain voltage is increased, the reverse current 
is progressively decreased until it becomes negligible. Therefore, the drain 
current id = if — ir increases until it saturates at the value idsat = if- The 
drain to source voltage Vds = Vd — v,^ can be obtained by calculating {vp — 
Vg) — {vp — Vd) from (5.35), with v = IC{1 — id/i/). This yields 

Vds Vl + ilC - Jl + 4JC(1 - id/if) + In • 
\ / l + 4 / C - 1 

y/l+AICil-td/if)-!' 
(5.38) 

This expression is plotted in Figiu-e 5.8 for several values of the inversion 
coefficient IC ranging from weak inversion to strong inversion. 

Fig. 5.8. Output characteristics for increasing values of inversion coefficient IC. 

As can be seen, weak inversion {IC <S 1) provides the minimum possible 
saturation voltage, since the drain current saturates for VDS ^ 5UT- This 
is why it is intrinsically associated with very low voltage circuit design. The 
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saturation voltage starts increasing in moderate inversion and tends to Vp ~~ 
Vs = 2UT\/TC in very strong inversion. 

5.3.6 Weak Inversion A p p r o x i m a t i o n 

The components of the drain current in weak inversion can be obtained by 
integrating the charge density given by (5.25) according to (5.31). This yields 

if,7- = exp {Vp " Vs,d) or IF,R = Ispec exp r̂;: '— (5.39) 
Vp-Vs,D 

which is plotted as curve c in Figure 5.6. It is only exact for IC = max {if,ir) ^ 
1. Then by introducing the expression (5.15) of Vp: 

VG " VTO ( ^Vs -VD 
ID = Ispec exp ——fr;. ( exp ~ exp -j^— ) . (5.40) 

The first term in the parenthesis belongs to the forward mode, the second 
term belongs to the reverse mode. The latter becomes negligible as soon as 
VD exceeds Vs by a few Uq^, as seen in Figure 5.8. The slope factor n in 
the common exponential term represents the effect of the capacitive divider 
formed by the oxide capacitance Cox and the depletion capacitance C^. 

This equation can be rewritten by kmrping the dependencies on Ispec and 

VTO 

T T ^G ( -Vs -~VD\ . , . . . 

where 

IDO = Ispec exp -—— (5.42) 
nilT 

is the residual drain current in saturation for VQ = Vg = 0, or channel "leak­
age" current of CMOS digital circuits. This current increases exponentially 
when the threshold voltage is reduced. 

5.4 Small-Signal Model 

5.4.1 Transconductances 

The DC small-signal equivalent circuit of the 4-terminal transistor is shown in 
Figure 5.9. Small variations of Vs, Vp and Vc produce snrall variations of the 
drain current proportional to the respective transconductances G„ig (source 
transconductance), Gmd (drain transconductance) and Gm (gate transcon-
ductance). 

The drain current Ip, depends on Vs through Ip only and on Vo through 
IR only. Hence, the source and drain transconductances are obtained by differ­
entiating (5.35) and then inverting and de-normalizing the result. This gives 
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S o 

Al/c 

B 6 

-mm-
Gms^Vs 

Gmd^Vo 

G^AVG 

UVQ 

Mr. 
O D 

^Vn 

Fig. 5.9. DC small-signal equivalent circuit. 

G. nis,d 
-^spec 

1 + 4:Ipji/Ispec - 1 

At small and large current, it tends to 

IF.R 

G. 7ns,d 

^ms,d — 

\/IF,E. • I spec 

JTr 

Ul 
(weak inversion), 

^/2riPIpji (strong inversion). 

(5.43) 

(5.44) 

(5.45) 

Now, since Ipji is a function of Vp — VS,D, the gate transconductance is 
given by 

Gn 
dip 

dVc 
d{lF 

dVp 

dVp 

5Vb 

dip dir, 
dVs dVp n 

1 Gras — G rnd 

(5.46) 
In (forward) saturation IR <C / F , hence G^d ^ Gms and G„i = G.ms/n. 

Since the transconductance always increases with the current, it is inter­
esting to express the transcondiictance-to-current ratio. Dividing (5.43) by 
IF,R gives 

IF.R ^ UT' ^ITAI^J/^Z+1' 

This result is plotted in Figure 5.10 for Gms (curve a). In weak inversion 
Gms/Ip reaches the maximum possible value l/U-p- It is reduced by about 40 
% at IC = 1 and tends to 1/{UT'/TC) in strong inversion. 

Curve b in the same figure has been obtained by differentiating the ap­
proximation (5.36) of the drain current, resulting in 

^Tns,i 

F.R 

1 1 - e x p {~-y^Ip,R/Ispec) 

^T y^lF,R/Ispec 
(5.48) 
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weak inversion asymptote 

strong inversion 

0.01 0.1 1 
Inversion coefficient IC-

10 

Ip/I. spec 

Fig. 5.10. Variation of the transconductance-to-current ratio with the inversion 
coefficient; (a) Charge-based model (5.47); (b) Approximation (5.48) obtained from 
(5.36). 

5.4.2 Res idua l C o n d u c t a n c e in Saturat ion and M a x i m u m Vol tage 
Gain 

The conductance Gds included in the small-signal equivalent circuit of Fig­
ure 5.9 represents the residual output conductance in saturation that is due 
to channel length modulation by the drain voltage (in forward mode). This 
conductance limits the maximum possible voltage gain in common-gate con­
figuration to 

A., ^ms I ^ds (5.49) 

whereas this maximum value is reduced by n in common-source configuration. 

In forward mode, Gds is approximately proportional to the saturation 
current //? according to 

Gd.=lF/VM, (5.50) 

where VM is the channel length modulation voltage, proportional to the chan­
nel length. Therefore, Figure 5.10 also represents the variation of Ay,nax with 
the inversion coefficient, with a maximum value VM/UT in weak inversion. 

Conductances Gd and Gs included in the equivalent circuit of Figure 5.9 
are the differential conductances of the reverse biased drain and source junc­
tions. Their value is small but independent of the drain current. They may 
therefore become larger than Gds at very small current, thereby dominating 
the output conductance and limiting the voltage gain. 

5.4.3 Small -Signal A C M o d e l 

For frequencies below I_I,UT/LP' , the dynamic behavior of the transistor can be 
modeled by means of lumped capacitors added to the small-signal model. 

Intrinsic capacitors are due to the charge stored in the channel. Each of 
them is a bias-dependent fraction of the total gate oxide capacitor WLGQX • 
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Extrinsic capacitors are those of the source and drain junctions, and the 
gate overlap capacitors to source and drain diffusions. Their vahies are essen­
tially independent of the drain current. 

In vjeak inversion, most of the intrinsic capacitances are negligible if the 
channel is not very long. The only non-negligible value is the gate-to-substrate 
capacitance produced by the series connection of Cox and the depletion ca­
pacitance Cd- It is given by 

n - 1 
CGB = WLCo (5.51) 

and is smaller that the total gate oxide capacitance. 

5.5 Transistor Operated As a Pseudo-Resistor 

The appellations source and drain for the two diffused regions forming a tran­
sistor are purely functional (the source and drain functions being inverted if 
the voltage is inverted) and can normally not be identified in the structure 
itself. Let us therefore name them simply A and B to emphasize the symmetry 
of the device, as shown in Figure 5.11. 

.f 
J.K4 1 1 srj.̂  ^... Vr. Vn 

A ^ B 
IQ C^ O—VWWV—° 

VA 

(a) N-channel pseudo-resistor (b) P-channel pseudo-resistor (c) Resistor 

Fig. 5.11. Pseudo-resistors: (a) N-chaiinel; (b) P-channel; (c) prototype resistor. 

The expression (5.40) of the drain current in weak inversion then becomes 

Vo-Vrof -VA -VB' 
IAB = ±Ispec exp • 

nUr UT 
exp 

UT 
(5.52) 

which is a linear relationship between the current and the exponential function 
of the voltages. The —{+) sign applies to the N-channcl (P-chamiel) transistor. 
Let us define pseudo-voltages [111, 112, 109] corresponding to VA and VB as 

• ^ I B = ±Vi)exp-
^VA. 

and a pseudo-conductance 

G* = 
R* 

Uj 

hpec VG — VTO 
e x p • 

Vo UUT 

(5.53) 

(5.54) 
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where VQ is any positive voltage. Then (5.52) becomes 

IAB = G^VX ^ VS) = [VX - V*s)/B*, (5.55) 

which is a Hnear pseudo-Ohm's law. Hence, by similarity with a network of 
linear resistors, any network obtained by interconnecting transistors by their 
source tind drain is linear for currents (and for pseudo-voltages, but not for 
voltages). In other words, at each node of such a network, the current splits 
linearly in the various branches [113]. 

Thus, any prototype made of real linear resistors may be converted to a 
pseudo-resistor network made of transistors only, by replacing each resistor 
by the source-drain port of a transistor. Moreover, each pseudo-resistance is 
controllable by the gate voltage of the transistor, according to (5.54). It must 
be noticed that the general principle is also valid in moderate and strong 
inversion [113, 111, 112, 109], but then the gate voltages must be identical 
for all transistors. Therefore, the possibility to control R* by the gate voltage 
only exists in weak inversion {Ip and IR ^ I spec)-

It must be pointed out that no voltage should be applied or measured in 
such current-mode circuits. Therefore, the value of VQ in (5.53) and (5.54) is 
irrelevant. 

If one side of the transistor is saturated, the corresponding pseudo-voltage 
is zero. It is a pseudo-ground 0* that corresponds to a ground {V = 0) in 
the resistor prototype. Notice that , according to (5.53) pseudo-voltages for a 
N-channel (P-channel) arc always negative (positive). 

When used in weak inversion, the concept of pseudo-resistors is only de­
graded by channel-length modulation and short-channel effects. Examples of 
application will be given in Section 8.5. 

5.6 Noise 

5.6.1 N o i s e mode l 

Noise is introduced in the model by adding two noise sources to the noiseless 
transistor as shown in Figure 5.12. The channel noise is modeled by a noise 

noiseless-

Sy/2 L.a 
S/2 

Fig. 5.12. Modeling the noise by two noise sources of power spectral densities Sj2 
and 5^2. 

current source of power spectral density 5/2 (dimension A^/Hz). The gate 
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interface noise is best modeled by a voltage noise source of power spectral 
density Sy'^ (dimension V'^/Hz). 

5.6.2 Channel No i se 

Channel noise is the most fundamental noise. In weak inversion, it is a shot 
noise [114] associated with the barrier that controls the amount of carrier 
diffusing in the channel. It can be shown that independent noise sources are 
associated with the source and drain barriers and that their respective spectral 
densities are 2qlp and 2qlfi [52]. Hence, in weak inversion 

Si2 = 2q{lF + IR) = 2qlF U + exp ^ ^ ^ , (5.56) 

which is plotted in Figure 5.13. 

S,2 
Aql^AkTG^s -X-.. I weak inversion | 
2qlF=2qtD • -̂ ^~~:~-r-r..̂  

J , . . • VogfUj 
0 1 2 3 

Fig. 5.13. Power spectral density of channel noise in weak inversion. 

For VDS ^ UT (saturated weak inversion), I^ = Ip and 

Sj2 = 2qlD, (5.57) 

whereas for VDS = 0, ID = IF — IR = 0 and 

5/2 = Aqlp = 4kT • Grns- (5.58) 

The spectral density is doubled when VDS is reduced from saturation to zero. 
For VDS = 0, it is equal to that of the channel conductance Gms = Gmd-
The latter result is also true for strong inversion, but Sp is then reduced to 
2 /3 (instead of 1/2) when saturation is reached, for VDS > ^p- Hence, by 
introducing expression (5.45) of the transconductance in strong inversion, in 
saturation [ID = IF) 

S,. =AkT-\- ^ ^ ^ ^ = 2qlD • : ^ , (5.59) 
3 UT 3 V / C 

which is decreased by increasing the inversion coefficient IC. 
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5.6.3 Interface N o i s e 

The interface noise is due to a combination of carrier number fluctuation due 
to interface traps and surface mobility fluctuation. Its spectral density can be 
globally modeled by [110] 

^^^ = TWL (̂ -̂ ^̂  
in order to express its dependency on the inverse of both the frequency / and 
the charmel area WL. The parameter p depends on the process and on the 
gate oxide capacitance (p oc C~^, with 1 < a < 2). Its value is somewhat 
dependent on the inversion coefficient, with a flat minimum around IC = 1 
[52]. 

5.6.4 Total N o i s e 

In saturation, the spectral density of the total output current noise for constant 
gate voltage is 

Sp^ = Sr2+Gl,Sv2. (5.61) 

At a given current lo, Sp is maxim.um in weak inversion since both 5/2 and 
Gm are maximum. But the spectral density of the total input referred noise 
voltage for constant drain current is 

Sy. =Sv^- + ^ = Sv^ + ^ ^ = 4fcri?,„, (5.62) 

where 7,,, is the thermal noise excess factor, equal to n / 2 in weak inversion 
and to 2n /3 in strong inversion, and Rn is the input referred equivalent noise 
resistance. At a given cmrent ID, Syi is minimum in weak inversion since 
Gm is maximum. The equivalent noise resistance is obtained by introducing 
(5.60) in (5.62): 

5.7 Temperature effects 

The dependence on temperature of the transistor characteristics can be mod­
eled through that of the main parameters Vro, n and ,5 (and therefore also 

^ spec — ZnpU 'YJ ' 

Essentially VTO and n variation is due to ']>F (Equation 5.11). It includes 
the direct effect of UT but also the variation of the intrinsic carrier according 
to [107] 

n , o c r 3 / 2 e x p ^ (5.64) 
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where T is the absokite temperature and Vgap the voltage corresponding to 
the band gap of sihcon. By hnearizing VgapiT) at some ambient temperature 
To, (5.64) becomes 

n, oc T^/^ cxp dY^ipIl oc T3/2 exp - ^ (5.65) 
ZUT ZUT 

where —a is the slope of the tangent to Vgap{T) at T = To and VQO is the 
value obtained by extrapolating this tangent to T = 0, called the extrapolated 
band gap voltage. Its value of about 1.2 V is only slightly dependent on TQ due 
to the very small curvature of VgapiT). By neglecting the T^/^ dependence 
with respect to the exponential dependence this gives finally 

f̂̂  = nioo • exp • (5.66) 

where njoo is a constant (extrapolated value of n, at T = To). Introducing 
this expression in (5.11) gives 

$,= -^-Urlnj^ and - ^ =-- (^—- <p,j . (5.67) 

Now, if the gate is highly doped, the flat-band voltage VpB defined by (5.5) 
includes ~<Pp (inside 'P,ns), which makes it dependent on temperature. If we 
neglect the small difference in (5.13) between \I/o and 2<?7?, the temperature 
dependence of Vpo obtained from (5.14) is 

= U + ^ ^ ^ ^ = (2"o - l ) -T7^ (5.68) 
dT V \/%J dT ' " ' AT 

where no is the slope factor n evaluated at K = 0 (or ^g = iẐ o). Then, by 
combination with (5.67): 

^ = ^ ( 2 ^ . - V f e o ) < 0 . (5.69) 

The temperature coefficient of VTO is always negative, with practical values 
ranging from —2.5 to —1 mV/°K. 

If n is evaluated at V = Vp (l^j = if'o + Vp = 2^p + Vp), its temperature 
coefficient is given by 

"" " ''i + ^ . A ^ ^ ^ ^ ^ ^ - ^ I ^ ^ X ) . (r,.70) 
dT d<pF V 2^j2>l>F^Vp) dT 2T 1<S?F + Vp 

The temperature coefficient of n is always positive, with practical values below 
10-V°K (< 0.1%/°K). It can therefore be neglected for Vs = 0. But for 
V5 > 0 it affects the effective threshold Vpo +T1V5, the temperature coefficient 
of which is improved by the opposite signs in (5.69) and (5.70). 
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The variation of j3 with temperature is due to tha t of the niobihty /i tha t 
can be approximated, in the range of ambient temperatures, by 

II (xT^", (5.71) 

where 1.5 < a < 3 depends on the doping concentration Ni,. Hence, from; the 
expression (5.29) of /3: 

^ = - ^ < 0 . (5.72) 

The temperature coefficient of /3 is always negative, with practical values 
ranging from —0.5 to — 1%/°K. 

It is worth noticing tha t for a = 2, the specific current I spec defined by 
(5.32) is independent of T since the variation of /.* compensates that of U^. 

5.8 Non-ideal effects 

5.8.1 M i s m a t c h 

Two or more transistors of identical structures implemented on the same chip 
do not have exactly the same characteristics. This is due to small differences in 
their dimensions and/or to variations of physical parameters. These differences 
are reflected in the model parameters essentially as differences of Vro, n and 
p . 

Assuming no temperature difference, the physical parameters possibly re­
sponsible for the mismatch of these three model parameters are identified in 
Table 5.1 on the basis of their respective equations. 

Table 5.1. Physical parameters affecting the mismatch of the model parameters. 

Equ. 
(5.14) AVTO 

(5.8) 
(5.29) 

An 
A(i 

Qfc 

• 
NbCoa^ 

• • 
• • 

• 

^i 

• 

W L 

• • 

Systematic differences, due for example to gradients of physical parameters 
across the chip, can be eliminated by means of adequate layout techniques 
[115]. However, some random mismatch remains due to random fluctuations 
of the parameters. 

It can be shown [116] that the standard deviation of the difference AP of 
average values of a parameter P across two separate regions of area WL is 
given by 

a{AP) = -4^, (5.73) 
/WL 

where Ap is the area proportionality constant for parameter P 
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The picture is somewhat different for the dimensions W and L. Indeed, it 
can be shown [116, 52] that the standard deviation of their ratio W/L, tha t 
affects Ap, is given by 

a{A{W/L)) 
A WL 1 

W 

1 

T 
(5.74) 

Hence, this contribution to /3-mismatch is proportional to {WL)'^/"^ for con­
stant W/L. It can therefore be made negligible with respect to those of ACox 
and An by increasing W and L. 

As shown by Table 5.1, the mismatch of all three parameters may be 
correlated through AC„x, whereas AVTQ and An may be further (positively) 
correlated through ANi^. 

Let us assume that AVTO and A(3 are not correlated {ACox negligible), 
and that An can be neglected. If two saturated transistors are biased at the 
same source and gate voltages (as in a current mirror), the standard deviation 
of their relative difference of drain currents is given by 

'yjAIp) 

ID 
a^{AfJ) + 

Gm 

1^ a{AVro) (5.75) 

since a small AVj-o results in Alp = —GmAVro-
If, on the contrary, the two drain currents are imposed (or expected) to be 

equal, then the standard deviation of the difference of gate voltages required 
to compensate the mismatch of parameters (input offset voltage) is 

aiAVo) = \ a^iAVi •'TO) 
ID a{Af3) 

Gm. a 
(5.76) 

The different weightings of a{AP) and (T(ZiVVo) depend on Gm/lD) which in 
turn depends on the inversion coefficient according to (5.47) [115]. The result 
is represented in Figure 5.14 for particular values of mismatch. 
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Fig. 5.14. Mismatch of (a) drain currents and (b) gate voltages for non-correlated 
G{AVTO) = 4TO\/ and o-(Z\/3)//3 = 0.8%, and for a{An) negligible. 
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As can be seen, the matching of currents is very bad in weak inversion 
(where it tends to a{AIo)/Ijj = <J{AVTO)/{nUx))• It is improved by increas­
ing IC to reach a{A(3)/f3 in strong inversion. 

On the contrary, the mismatch of gate voltages is Hmited to ^{AVTO) in 
weak inversion, but it is progressively degraded for IC increasing. 

In practice. An is always negligible for Vs = 0. But for V̂g > 0 it af­
fects the effective threshold VTO + nVs, the matching of which is degraded by 
the positive correlation between cr(z4VTo) and a{An) (through ACgx and/or 
AN^,). 

The minimum possible fluctuation in A'';, is due to the limited number 
of impurities in the depletion volume WLtd (where t^ is the thickness of 
the depleted layer). If this effect dominates, then a{AVTQ) and a{An) are 
fully correlated and can be calculated by assuming a Poisson's distribution of 
impurities, giving [52] 

1 
AvTO = -/WL • a{AVTo) = 7 ^ ^/^^7~N^, (5.77) 

A^ = ^ML- a{An) = 4 ^ = ^ ^ {l^^MP"- (5-78) 

and 

Therefore 

U{VTO + nVs) = a{VTo) ( 1 + ^ ) • (5.79) 

As a consequence, the mismatch of gate voltages in weak inversion would be 
doubled for Vs = M>F = 1.2 to 2 V. 

5.8.2 Polysilicon Gate Depletion 

In calculating the total charge density Qsi by (5.4), we have implicitly assumed 
a constant potential VQ throughout the thickness of the gate electrode, which 
would always be true if the gate material were metal. It is still true for a 
polysilicon gate, as long as the thickness of the layer of positive charge Qg 
(negative for a P-channel transistor) is so small that the voltage drop across 
it is negligible. If the gate is P-type (N-type for a P-channel), the layer is still 
very thin since it is formed by majority carriers. But if the gate is N-type (P-
type for a N-channel), Qg is entirely produced by the depletion layer created 
at the lower face of the gate. 

As long as the doping concentration Ng of the gate is much larger than 
Nf,, the voltage drop across this depletion layer is negligible compared to the 
surface potential. Now, while scaling down process dimensions, TVj must be 
increased whereas Ng cannot be increased proportionally. The voltage drop in 
the gate is therefore no longer negligible and Qi is no longer proportional to the 
difference between the gate voltage VG and the threshold function VTB{^S)-
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Hence, the diagram of Figure 5.3 no longer applies, and the slope factor of 
Qi{'l's)/Cox in (5.9) is no longer the same as that of VG{VP) in (5.15). The 
single slope factor n must be replaced by two distinct slope factors; 

If the fixed charge density Q/c is negligible, these slope factors can be 
related to n by [52] 

" - = "• - 1 + {n \)NJN, < " (^-^l) 

and 
n^=n + Nb/Ng > n. (5.82) 

Moreover, the threshold voltage is increased to 

V^o = VTO + ^ - %. (5.83) 
g 

The situation is more complicated if Q/c is not negligible, since it can no 
longer be included in a constant flat-band voltage VFB [52]. 

The pinch-off voltage is now obtained by replacing n by n„ and Vj'o by 
KJIQ in (5.15). It is thus reduced, since Vr^g > Vro and riy > n. All normalized 
equations developed previously are applicable, provided n is replaced by n , in 
the definitions of Qspec (5.21) and Igpec (5.32). Both of them are thus reduced 
(in absolute value) since riq < n. 

The source and drain transconductances for a given current are reduced in 
strong inversion (5.45) but not in weak inversion (5.44). The gate transcon-
ductance is always reduced, since n must be replaced by «,„ > n in (5.46). 

5.8.3 B a n d G a p W i d e n i n g 

Since scaling down a process requires an increase of iVft, the electric field 
required at the surface to produce inversion is increased, requiring an increase 
of Cox- As a consequence of this high field, the lowest allowed energy level for 
electrons in the conduction band is increased, which corresponds to a widening 
of the band gap. 

It can be shown [52] that this band gap widening effect results in an 
increase of WQ with respect to its original value (5.13) by 

A% = A,.„, [2qe,-M{% + Vpf^, (5.84) 

with Aqm = 3.53Vin''/'^/l~^/''s"''^/^. As shown by Figme 5.15, this increase 
becomes significant for Ni, > lO^^cm^^. The threshold voltage is therefore 
increased according to (5.14). 
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Fig. 5.15. Increase of inversion potential 'I'o due to band gap widening. 

Rirthermore, band gap widening reduces the specific current Igpec by ap­
proximately 1 + KcCox, with a vakie of Kc between 10~^ and 2 x 10~^/xni^/fF. 
Except in weak inversion for which it is irrelevant, this reduction becomes sig­
nificant for Cox > 5 iF/fim^. 

5.8.4 G a t e Leakage 

Wlien tox is reduced below 3nm, a gate-to-channel leakage current IQ starts to 
appear even at low gate voltages as the result of direct tiuineling of electrons 
through the gate oxide. This current increases exponentially with the reduc­
tion of t„x due to the increasing tvumeling probability, which is also strongly 
dependent on the voltage across the oxide. IG is approximately proportional 
to the saturated drain current Ip in weak inversion, but it increases faster 
than Ip in strong inversion [52]. 

Fig. 5.16. Variation with oxide thickness of the relative gate current at IC = 1 
(typical case). 

Since IG OC WL whereas Ip oc W/L, the ratio Ic/Ip increases with L^, 
as shown in Figure 5.16 for a typical case calculated at IC = 1 (upper limit 
of weak inversion). As can be seen, for tox > 2.5nm, IG is negligible for most 
applications even for W = Inun. 

However, this is only the gatc-to-channel leakage, which is limited by the 
limited number of electrons available in the channel. In practice, the total gate 
leakage in weak and moderate inversion might be dominated by tunneling in 
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the gate-source and gate-drain overlap regions, especially for small values of 
L. 

5.8.5 Dra in - Induced Barrier Lowering (DIBL) 

Each of the the source-substrate and drain-substrate junctions creates a bar­
rier of potential <Z>jj- For no applied voltage and in the flat-band situation 
(if's = 0) this barrier is given by 

<PB = UT In 
NdiffN,, 

(5.85) 

where N^iff is the doping concentration of the source and drain diffusions. 
This barrier is increased for VS\D > 0. When the surface potential 'I's is in­
creased above zero by increasing the gate voltage, the barrier height is de­
creased, allowing electrons to be injected in the channel. They can then diffuse 
from source to drain to produce the weak inversion current. 

Now, the full potential transition across these barriers occurs along some 
length. For a long channel, this length is negligible, and the surface potential 
reaches the value imposed by the gate voltage VQ, as shown by Figure 5.17. 
But the same figure shows that , if the channel is too short, the two barriers 
invade the whole channel, and ^s can nowhere reach the value imposed by 
Vo- The maximum barrier height is reduced by an amount A^^mim which 
will increase the drain current ID- Moreover, AlPgrnin increases with the drain 
voltage; lo therefore depends on Vo even in saturation. 

VQ and Vg constant '02 / 

short channel 

AM', 

long channel 

0 Normalized distance from source x/L 1 

Fig. 5.17. Drain-induced barrier lowering (DIBL) by an amount A^smin hi a short-
channel transistor. 

DIBL is mostly affecting weak inversion, since the current is then exponen­
tially dependent on the surface potential. The reduction of the barrier height 
in weak inversion is given by [52] 

where 

2 e - ^ / V ( ' ^ s -'Po-Vp + Vs){<Pn - î ô ' Vp + VD), (5.86) 
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A = Ao 
% 

% + Vp 

1/4 

and Ao 
^siJ b 

(5.87) 

It is exponentially dependent on L through AQ, whereas its dependence on 
Vs and Vo appears inside the square root. The current in weak inversion is 
obtained by modifying (5.39) to 

IF.R ;exp-
Vp 'Vs.D+ A^, 

UT 
(5.88) 

The resulting drain current Ip — IR is shown in Figure 5.18 for Vp = -5UT 
(weak inversion) and Vp = 0 (moderate inversion). As can be seen, the current 

10 20 30 40 0 10 20 30 
(a) Normalized drain voltage Vi^Uf (b) 

40 

Fig. 5.18. Effect of DIBL on output characteristics: (a) example in weak inversion; 
(b) example in moderate inversion. 

in weak inversion is dramatically increased for AQ > 6. The effect is still 
important in moderate inversion, but it is progressively reduced in strong 
inversion. 

The effect of DIBL on transconductances in weak inversion can be obtained 
by differentiation of (5.88). The source transconductance becomes 

Gr, -A/2 2 {^B~%-Vp + Vc 
(•^B-^o-Vp + Vs) 

(5.89) 
It is reduced by a fraction that increases exponentially with 1/L. The gate 
transconductance is more complicated to express, since A also depends on VQ 
through Vp, but it is reduced by about the same fraction. 

Most dramatic is the fact that Ip also depends on VD, which produces a 
residual drain transconductance in saturation Gmdsat given by 

G. 
IF dZif/, 

radsat 
UT AVD 

IF_ 

Ur 
, ^ A / 2 (^B - n - Vp + Vs) 

(<?B - ^ - V P + VDY 
(5.90) 
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This effect overcomes the cliaiinel shortenmg effect discussed in Section 5.4.2. 
Gmdsat replaces Gds in the expression (5.49) of the maximum possible voltage 
gain, which is drastically reduced, as shown in the example of Figure 5.19. 

1000 

100 

15 25 35 45 55 
Normalized drain voltage V^JUj 

65 

Fig. 5.19. Effect of DIBL on maximum voltage gain. 

DIBL is the only important short-channel effect on a transistor operated 
in weak inversion. Indeed, velocity saturation is negligible, since the ctu'rent 
is carried by diffusion, and the carriers do not reach a velocity approaching 
its saturation value. Therefore, a short channel does not increase noise, and 
the speed keeps increasing with 1/L^. 
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Digital Logic 

Co-authored by Joyce Kwong 

Digital circuits operating in the sub-thresliold region provide the minimum 
energy sohition for apphcations with strict energy constraints. We showed in 
tlie previous chapter that many designs exhibit a minimum energy operating 
point higher than the minimum achievable VDD, and this operating point is 
a function of several parameters [94] [103] [99]. In general, designs with larger 
leakage energy relative to active energy have a higher optimum VDD-

This chapter examines the operation of various digital logic cells in sub­
threshold. First we analyze the CMOS inverter in detail and then extend the 
analysis to a CMOS sub-threshold standard cell library. After considering 
theoretically optimal sizing, we explore minimum energy operation for CMOS 
standard cell designs. A fabricated 0.18/fim test chip provides measurements 
for analysis. We also compare the P-nMOS and transmission gate logic styles 
to static CMOS in the sub-threshold region in the context of process varia­
tions. 

6.1 Inverter Operation in Sub-threshold 

This section uses the basic static CMOS inverter, shown in Figure 6.1, to 
illustrate digital circuit operation in the sub-threshold region. The analysis 
for the sub-threshold inverter assumes that VOD is below VT by enough to 
ensure that the first order sub-threshold current equations in Section 4.2.1 are 
valid. 

6.1.1 Sub-threshold Inverter Delay 

The first order gate delay equation: 
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out 

Fig. 6.1. Inverter schematic 

U = ^ (6.1) 

provides the basis for modeling delay in both strong inversion and sub­
threshold using (4.8) and (4.9), respectively. For convenience, we repeat those 
equations here for the case of symmetrical pMOS and nMOS transistors: 

KCgVpD 

'' ~ {Von - Vrr ^'-'^ 

tdysub - 777 —X (D-oj 
DP — V 
n-Vth 

lo exp ' YDD^ZYJI 

For strong inversion operation, delay does not depend strongly on supply volt­
age, whereas exponentially decreasing /(,„ in the sub-threshold region leads 
to exponentially higher delay at lower VDJJ. Figure 6.2 shows the normal­
ized speed of the basic inverter across the full range of supply voltages. For 
VoD > VT) the speed decreases only slightly with voltage. In sub-threshold, 
the exponential roll-off of speed is very clear. This drastically reduced gate 
performance limits the range of applications for which sub-threshold operation 
is well-suited to those requiring mediiun or low speeds. 

The lower limit for VDD scaling for the sub-threshold inverter occurs when 
VoD drops to the range of ^ 'i-Wth [1][77]. The primary reason that the in­
verter functionality ceases in low voltage is degraded lon/Ioff- For strong 
inversion transistors operating at the nominal VDD, the ratio of current for 
an on transistor {VGS = VDD), Ion, to its off current {VGS = 0), loff, is 
many orders of magnitude. In sub-threshold, however. Ion/lof f is greatly re­
duced. The rate at which this ratio decreases depends on the sub-threshold 
slope, S. For example, if S is lOOmV per decade, then VDD == 200mV implies 
that Ion/loff = 100. The slower speed at lower VDD results directly from 
lower Ion currents that charge and discharge circuit capacitances more slowly. 
Also, this degraded ratio can lead to problems with functionality at voltages 
considerably higher than VDD = ^Vth for some types of circuits [103]. 
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Technologies with lower, more ideal sub-threshold slope will lose speed 
faster relative to strong inversion due to the faster roll-off of sub-threshold 
Ion- On the other hand, the lower S results in a larger loji/Ioff ratio for the 
same VDD- K two technologies have the same strong inversion current, the 
technology with lower sub-threshold slope will be slower in sub-threshold at 
a given VDD but will have larger lon/Ioff and a larger overall range of speed. 

Fig. 6.2. Relative inverter speed versus voltage 

6.1.2 Sub-threshold Voltage Transfer Characteristics (VTCs) 

Figure 6.3 shows the I^ versus VDS curves of the two transistors in Figure 6.1 
arranged for load line analysis in terms of the inverter's input, Vin, and output, 
Vout- As Vin goes from 0 towards VDD = 300mV, the nMOS curves go from 
bottom to top on the plot, and the pMOS curves go from top to bottom. The 
intersections of the lines for each value of Vin are marked with circles. These 
same circles show the points on the Voltage Transfer Characteristic (VTC) 
that appears in Figme 6.4. Clearly, the shape of the VTC is essentially 
identical to above-threshold operation. The slope of the steep part of the VTC 
depends on the sub-threshold slope of the inverters. A lower sub-threshold 
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Fig. 6.3. Load line analysis at the output of a sub-threshold inverter with Vir 
[0.01, 0.05, 0.1, 0.125, 0.15, 0.2, 0.3]V. 

Fig. 6.4. VTC for the inverter with the load lines in Figure 6.3. VDD = 300mV. 

slope results in a steeper transition. DIBL also impacts the slope in this region. 
As the DIBL effect increases, the slope flattens. 

As this VTC shows, the sub-threshold digital inverter behaves similarly 
to its strong inversion counterpart. The most notable differences for sub-
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threshold operation, which are clear from Figure 6.2, are the longer delays 
that result from lower on-current and the exponential dependence of Ijj on 
VGS and Vr- A good t reatment of weak inversion operation for an inverter 
with symmetrical nMOS and pMOS appears in [53]. 

Inverter Sizing for M i n i m u m Operat ing Vol tage 

50 100 150 200 250 300 350 400 450 
V, , (mV) 

Fig. 6.5. Minimum achievable voltage retaining 10%-90% output swing for 0.18/Lim 
ring oscillator for a typical transistor (simulation). 

Transistor sizing also impacts the functionality of CMOS circuits at low 
supply voltages. Mininrum VDD operation occurs when the pMOS and nMOS 
devices have the same current (e.g. [77]) as the following analysis will illustrate. 
Previous efforts have explored well biasing to match the device ciuTents for 
minimum voltage operation of ring oscillators [78]. Sizing can create the same 
symmetry in device current. 

Figure 6.5 shows the minimum voltage for which the inverter maintains 
10%-90% output voltage swing. The upper bouird on size occurs because the 
sub-threshold leakage through a large pMOS device limits the extent to which 
the smaller nMOS can pull down the voltage at the output. The curve denoted 
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Fig. 6.6. Minimum achievable voltage retaining 10%-90% output swing for O.lS^m 
ring oscillator across worst case process corners (simulation). (© 2005 IEEE) 

by diamonds {Wp{max)) shows the maximum pMOS width for which the 
output-low voltage of the mverter aciiieves 10% or less of VDD- Similarly, 
the lower bound on size occurs because the sub-threshold leakage through a 
large nMOS device limits the extent to which the smaller pMOS can pull up 
the voltage at the output. The curve marked with circles {Wp{min)) shows 
the minimum pMOS width for which the output-high voltage achieves 90% 
of VDD- The point where the two bounds cross in Figure 6.5 indicates the 
minimum operating voltage and the pMOS width needed to achieve it. For a 
typical transistor in this 0.18/Mm technology, the minimum operating voltage is 
50mV, and the pMOS/nMOS sizing ratio {Wp/Wn) to achieve this minimum 
voltage is 12. Since minimum voltage operation occurs for symmetrical pMOS 
and nMOS currents, this optimum ratio tells us that the pMOS transistor 
in the inverter needs 12 times the width of the nMOS to equalize the sub­
threshold currents in this technology. 

Figure 6.5 shows theoretical operation of the inverter below lOOmV, but 
it only applies to the typical process corner. In reality, process variations will 
limit operation at other corners to higher supply voltages. Therefore, analy­
sis at the worst-case process corners is necessary to determine the minimum 
operating voltage for the process in general. Figure 6.6 shows another set of 
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Fig. 6.7. VTCs at the minimum VDD for the typical corner (simulation). 
pMOS/nMOS width ratio of 12 minimizes operational VDD but increases energy 
consumption. (© 2005 IEEE) 

Normalized time 

Fig. 6.8. 9-stage ring oscillator output for inverter with VTCs in Figure 6.7. (© 2005 
IEEE) 

miii-max sizing curves for the inverter that account for the worst case pro­
cess corners. Wp{rnax) in Figure 6.6 is defined at the Wealc nMOS, Strong 
pMOS (WS) corner, where the nMOS is much weaker than the pMOS devices 
to sliow the worst-case sizing for this condition. Liiiewise, Wp{-min) is defined 
at the Strong nMOS, Weak pMOS (SW) corner to provide the worst-case for 
pull-up. This pair of curves essentially gives the worst-case bounds for the 
process. Based on this analysis, the worst-case minimum supply voltage is 
VDD = 200mV. Again, the pMOS/nMOS sizing ratio {Wp/Wn) to achieve 
operation at this voltage is 12. The ratio has not changed from typical be­
cause of the definition of the typical process corner. Since the other worst-case 
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corners are symmetrical about the typical corner, sizing to match tlie pMOS 
and iiMOS currents at the; minimum corner gives the best average match in 
current at the global process corners as well. 

Figure 6.7 shows the VTCs at a VJJD of 70mV for several ratios. The gain 
is somewhat degraded, but the optimum sized curve is symmetrical and shows 
good noise margins. Figure 6.8 shows the output of a 9-stage ring oscillator 
at the minimum voltage for the same sizes. 

Widening the pMOS transistors by 12 times equalizes pMOS and nMOS 
currents and allows for operation at lower VOD, but it also increases the 
switching energy consumed by the inverter. The energy savings from lower­
ing VDD are at best proportional to V^^ if leakage is still negligible. Figure 
6.6 shows that increasing pMOS widths to 12 times the nMOS width only 
decreases the minimum operational voltage by 60mV. This corresponds to a 
best-case energy savings of 0.20^/0.26^ = 0.6X due to voltage reduction. This 
improvement is not worthwhile if all pMOS devices are increased in size by 
12X. 

The exponential dependence of current in sub-threshold on VT means that 
sizing is a less effective knob for 'fixing' circuits. This explains why the knob 
has to turn so far to match the transistor current that is imbalanced by a 
small difference in Vj^. 

6.1.3 Inverter Sizing for M i n i m u m Energy 

It has been proposed that theoretically optimal minimum energy circuits 
should use minimum sized devices [117], and first-order equations confirm 
this result for most cases. 

Assuming that the majority of gates in a typical design are sized similarly, a 
vmiversal increase in transistor sizes will increase both Ceff and We/f, raising 
power. This type of sizing change is unlikely to decrease the critical path 
delay because the input to output capacitance ratios of gates will stay roughly 
constant, so the typical assumptioir of fixed capacitance loads is invalid [118]. 
Thus, minimum sizing also minimizes energy per operation for most generic 
circuits. One special case that violates this trend is a circuit with a small 
immber of critical paths relative to the total number of paths. In this case, 
increased sizes on the critical path can reduce the worst-case logic depth with 
neghgible increases in overall Cejf and Weff, lowering ET-

Minimum sized devices are theoretically optimal for reducing energy per 
operation when accounting for the impact of sizing on voltage and energy 
consumed [99]. Process variation in deep sub-micron processes imposes one 
restriction to applying this rule. The sigma for VT variation due to random 
doping fluctuations is proportional to (VFI/)^2, so minimum sized devices 
produce the worst case random VT ixiismatch. Statistical analysis is necessary 
to confirm functionality in the face of process variation, and some devices 
might need to increase in size to ensure acceptable yield. 
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This section extends the low-voltage analysis to cells tha t are more compli­
cated than the inverter. These are cells that often appear in standard cell li­
braries. Standard cell libraries aid digital circuit designers to reduce the design 
time for complex circuits through synthesis. Most s tandard cell libraries fo­
cus on high performance, although including low power cells is becoming more 
popular [118]. A lower power standard cell library geirerally uses smaller sizes. 
One standard cell library geared specifically for low power uses branch-based 
static logic to reduce parasitic capacitances and a reduced set of standard cells. 
Eliminating complicated cells with large stacks of devices and using a smaller 
total number of logic functions was shown to reduce power and improve per­
formance [119]. Standard cell libraries have not been designed specifically for 
sub-threshold operation. This section evaluates the performance of a 0.18/im 
standard cell library in sub-threshold operation. 

Standard Cell Library Analys i s 

c 

o 
g 
(0 
0) 

Cell 

Fig. 6.9. Standard cell functionality in synthesized FIR filter using normal cell 
selection over process corners (simulation). (© 2005 IEEE) 

In this section, we discuss the potential problems that may arise in stan­
dard cell gates that prevent them from operating at low supply voltages. We 
evaluate a standard cell library for sub-threshold functionality by analyzing 
each cell individually. The goal for this analysis is to isolate cells that fail 
at voltages above or near the mininmm energy operating VOD and to either 
replace or redesign those cells. If all of the cells in the library ftniction at 
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voltages below the optimum VDD, then operation at the optinmm point is 
guaranteed. 

Figure 6.9 shows the minimum operating voltages for a subset of different 
standard cells in a 0.18/im library. The Typical nMOS, Typical pMOS (TT) 
and worst-case (SW and WS) process corners are shown. All of the cells op­
erate at 200mV at the typical corner, showing the robustness of static CMOS 
logic. Additionally, most of the cells operate at 300rnV in the worst case. The 
cells which exhibit the worst case (failing below 400mV) are logic gates with 
stacks of series devices (e.g. And/Or / Inver t (AOI)), logic gates with multiple 
devices in parallel and flip-flops. More details about these problematic cells 
appear in the following sections. 

6.2.1 Parallel D e v i c e s 

Fig. 6.10. Tiny XOR gate used in standard cell libraries. (© 2005 IEEE) 

Connecting multiple devices in parallel to a single circuit node can sig­
nificantly raise the minimum operating voltage in some cases. Specifically, 
several parallel off transistors effectively increase the Igff of the gate and 
degrade the Icm/Ioff ratio. This degraded ratio can impact the functionality 
of the gate. An example of leakage in parallel devices is illustrated in the 
XOR gate. Figure 6.10 shows the schematic of the tiny XOR gate commonly 
found in standard cell libraries. In strong inversion, this gate does not exhibit 
any problems pulling the output voltage high at node Z. However, when the 
voltage scales toward lOOmV, the off currents of the pull-down devices can 
dominate the on current of the single pullup device. 

Figure 6.11(a) shows the on and off current flow diagram for the case when 
A = l and B=0. M2 acts to pull Z to the full VDD voltage, but parallel leakage 
through M l , M3 and M4 fights against M2 and pulls the voltage at Z toward 
ground. At lOOmV, the low Ignlloff ratios cause the output to droop to an 
intermediate voltage as shown in the resulting waveform in Figure 6.11(b). 
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Fig. 6.11. Tiny XOR gate (a) current flow diagram for A=l , B=0 and (b) waveform. 
(© 2005, IEEE) 
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Fig. 6.12. Transmission gate XOR for sub-threshold operation. (© 2005 IEEE) 

A different XOR design shown in Figure 6.12 does work at ultra-low volt­
ages. The sub-threshold XOR uses transmission gates to minimize or balance 
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Fig. 6.13. Sub-threshold XOR gate (a) current flow diagram for A=l , B=0 and 
(b) waveform. (© 2005 IEEE) 

the niiniber of devices in parallel for minimum-voltage operation. The wave­
form in Figure 6.13 shows that this design functions for all inputs without 
exhibiting voltage droop at the output. Analysis of transmission gate logic 
with process variations is discussed in Section 6.3. 

6.2.2 Stacked D e v i c e s 

Stacked devices have two effects on the functionality of circuits in sub­
threshold operation. First, when stacked devices are conducting, the effective 
drive current of the two devices is diminished (e.g. the drive current of two 
stacked devices is approximately halved). Second, the threshold voltage in a 
stacked device increases when the source-to-body voltage increases. This leads 
to a decrease in the leakage current through the stacked device [96]. 
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The impact of the stack effect and paraUel devices is seeu in a 2-input and 
3-input NAND simulation. The analysis showed that the minimum-voltage op­
eration of the 3-input NAND is 15mV higher than that of the 2-input NAND. 
This occurs because the effective lon/Ioff is lower for the worst case input 
vector combination. For the 2-input NAND, when the inputs are at 'f, there 
are two "off" pMOS devices and two nMOS devices in a stacked configuration. 
For the 3-input NAND, when all inputs are at 'f', there are three "off" pMOS 
devices leaking into the output node, and three nMOS devices stacked. The 
increased parallel devices cause higher I^fj and the increased stacking causes 
lower /o„. Therefore, the minimum operating voltage increases. 

6.2.3 Flip-flops 

Leakage current _ 
Drive current 

Fig. 6.14. Standard cell flip-flop at worst-case failure point where CK = 0 at SW 
corner (strong nMOS, weak pMOS). (© 2005 IEEE) 

Figure 6.14 shows a schematic of the D-flip-flop conmionly found in stan­
dard cell libraries. In the standard implementation, all of the inverters use 
small nMOS and only slightly larger pMOS devices except 13, which is several 
times larger to reduce Clock-to-Q delay. At the SW corner, tlie narrow pMOS 
in 16 cannot hold N3 at a one when CK is low. This is because the combined, 
strong off current in the nMOS devices in 16 and 13 (larger sized) overcomes 
the weakened, narrow pMOS device in 16. Tying back to the ring oscillator 
in Figure 6.5, the combined nMOS devices create an effective pMOS/nMOS 
ratio that is less than one. The original flip-flop fails to operate below 400mV 
at the corner. To improve this, we reduced the size of 13 and strengthened 16. 
Clearly, the larger feedback inverter creates some energy overhead. However, 
the resized flip-flop can operate at 300mV at all process corners in simulation. 
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6.2.4 R a t i o e d Circuits 

Generally, static CMOS circuits are robust for sub-threshold operation. The 
large sensitivity of sub-threshold circuits to process variation makes some 
circuit designs more suitable than others. Ratioed circuits can create problems 
with functionality in sub-threshold. 

(a) Flip-flop A - not suitable for sub-threshold 

CK CR 
out 

•sized weak' 

(b) Flip-flop B - suitable for sub-threshold 

CK CR 
out 

Fig. 6.15. Two flip-flops for evaluation for sub-threshold operation. Flip-flop A 
has ratioed feedback, and Flip-flop B does not. Ratioed circuits cannot function 
across process corners in sub-threshold at the minimum energy voltage because 
the exponential dependence of current on VT becomes more important than sizing. 
Cutting the feedback loop for writing a latch is robust across all corners for operation 
at the minimtnn energy voltage. (© 2006 IEEE) 

For example, Figure 6.15 demonstrates an important consideration about 
circuit selection for sub-threshold. The figure shows a ratioed flip-flop (Flip-
flop A) and a flip-flop with transmission gates for cutting oft' feedback in 
the latches (Flip-flop B). The ratioed flip-flop uses devices sized to be strong 
(wide) on the critical path and inverters sized to be weak for the feedback in 
the latches. This approach depends on the sizing ratios in the circuit to guaran­
tee functionality, and it works well above-threshold. In sub-threshold, however, 
current depends exponentially on Vq\ This makes process variation and local 
device variation quite significant relative to device sizes. Figure 6.16 shows 
a plot of Flip-flop A failing to write node N3 to a one at the strong riMOS, 
weak pMOS corner. The pull-up path through II and T2 is weak because of 
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Fig. 6.16. Master stage of Flip-flop A fails to write at the strong nMOS, weak 
pMOS corner at 400mV and is itself overwritten. (© 2006 IEEE) 

the higher pMOS threshold voltage and cannot overcome the pull-down path 
through 14 and T2 that is made strong by the lower nMOS threshold voltage. 
Instead, the pull-down path overcomes II and actually flips the state of the 
master stage by pulling N2 to zero. Thus, Flip-flop A fails below 450mV at 
this corner, preventing the circuit from reaching its minimum energy voltage. 
Massively up-sizing the pMOS devices can correct this problem, but a better 
choice is to eliminate the ratioed fight by adopting Flip-flop B. This flip-flop 
cuts off the feedback pa th before writing a latch, allowing the VQS applied 
to on-transistors to increase current beyond any device off-currents even at 
process corners. 

In general, the strong dependence of sub-threshold ciu'rent on VT and 
temperature makes the ratio of sizing inadequate for compensating across 
the full process corner and temperatiu'e ranges in sub-threshold operation. 
As a result, non-ratioed circuit styles provide more robust fiuictionality in 
sub-threshold. 

6.2.5 M e a s u r e d R e s u l t s from Test Chip 

We use an 8-bit, 8-tap, parallel, programmable FIR filter as a benchmark 
to compare a normal standard cell library to a library that is modified to 
minimize the operational VOD • The modified library is the same standard cell 
library but with cells tha t are modified to allow operation at the minimum 
energy point across all process corners. We eliminated the problematic cells 
(c.f.. Figure 6.9) by preventing the synthesis tool from selecting logic gates 
with large device stacks and by re-sizing a few offending cells such as the 
flip-flop and full adder. 

A 0.18/7,m, 6M layer, 1.8V, 7mm^ test chip was fabricated to measure the 
impact of sizing on minimum energy operation of standard cells. The test chip 
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Fig. 6.17. Standard cell functionality in synthesized FIR filter using cells sized to 
minimize VDD over process corners (simulation). (© 2005 IEEE) 

features two programmable 8-bit, 8-tap FIR filters. Both filters produce non-
truncated 19-bit outputs . The first filter was synthesized using the unmodified 
synthesis fiow and normal cells (Figure 6.9). The second filter was synthesized 
using the modified flow in which some cells were omitted and some cells were 
resized to minimize VDD (Figure 6.17). Both filters can operate using an 
external clock or an on-chip clock generated by a ring oscillator that matches 
the respective critical path delay of the filters. Input data comes from an 
off-chip source or from an on-chip Linear Feedback Shift Register (LFSR). 

Figure 6.17 shows the lowest operating voltage for the cells in the minimum-
VoD FIR filter. The number of cell types has reduced, and all of the cells work 
at 300mV across all corners. 

Figure 6.18 shows the measured performance versus VDD for the two filters 
using their respective critical path ring oscillators and the LFSR data to 
produce one pseudorandom input per cycle. The minimum-V^D filter exhibits 
a 10% delay penalty over the standard filter. Both filters operate in the range 
of 3kHz to 5MHz over VDD values of 150mV to IV. Both filters are fully 
functional to below 200mV. 

Figure 6.19 shows an osciUoscope plot of the standard filter working cor­
rectly at VDD = 150mV. The clock in this plot is produced by the ring oscil­
lator on-chip. The reduced drive current and large capacitance in the output 
pads of the chip cause the slow rise and fall times in the clock, but the signal 
is still full swing. One bit of the output is shown. 

Figiu-e 6.20 shows the measured total energy per output sample of the 
two FIR filters versus VDD- The solid line is an extrapolation of CeffV^D 
for each filter, and the dashed lines show the measured leakage energy per 
cycle. Clearly, both filters exhibit an optimum supply voltage for minimizing 



10' 

N 
I 

I" 
u 
O in" 
D) 
C 

10 

10^ 

6.2 Sub-threshold CMOS Standard Cell Library 91 

O standard sizing 
p Sizing to minimize V 

9; 

:fi: 
I I 

. ^M . 

'B' 

^ 

0.2 0.4 0.6 0.8 
VDD(V) 

Fig. 6.18. Measured performance of programmable FIR filters on the test chip. 
Standard FIR is 10% faster than the minimum-voltage FIR. (© 2005 IEEE) 

the total energy per cycle. Within the granularity of the measurements, the 
optimum VDD is 250mV for the standard FIR, which matches the analyt­
ical solution derived in Section 4.2.3. The optimum VDD is 300mV for the 
minimum-VQ^) FIR. There is a measured overhead energy per cycle of 50% in 
the filter sized for minimum VDD- The figure also shows the simulated worst-
case minimum VDD for the two filters (cf. Figure 6.9, Figure 6.17). Accounting 
for overhead at the worst-case minimum VDD^ the minimum-FD^) FIR offers 
a reduction in total energy of less than 10% at the worst-case process corner, 
but this improvement comes at a cost of 50% at the typical corner. 

Simulations show that the measured overhead cost in the rninimum-T/Di:) 
filter primarily results from restricting the cell set that the synthesis tool could 
use. Since the tool was not optimized for the smaller set of cells, we did not see 
the improvements that are possible through this approach [119]. Using only 
sizing to create the minimum VDD filter would have decreased the overhead. 
However, the shallow nature of the optimum point in Figure 6.20 shows that 
the unmodified standard cell library does not use much extra energy by failing 
at a higher VDD at the worst-case corner. Thus, existing libraries provide good 
solutions for sub-threshold operation. Simulation shows that a minimum-sized 
implementation of the FIR filter has 2X less switched capacitance than the 
standard FIR, so a mostly minimum-sized hbrary theoretically would provide 
minimum energy circuits. Figure 6.21 shows the die photograph of the 0.18/im 
FIR test chip. 
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Fig. 6.19. Oscilloscope plot from the test chip showing VDD 
operation with ring oscillator clock at 3.2kHz. (© 2005 IEEE) 

150mV filtering 

6.3 Logic Families in Sub-threshold 

Process variation is of increasing concern in modern deep sub-micron technolo­
gies. The exponential dependence of sub-threshold currents on the threshold 
voltage further magnifies the impact of Vr variations . This has important im­
plications in device sizing and choice of logic styles for sub-tfireshold circuits 
at advanced technology nodes. 

Some previous work has examined different logic families for ultra-low volt­
age operation. Static CMOS and transmission gate designs provided a robust 
solution for sub-threshold test chips in [120] and [103]. It has been suggested 
in [121] that P-nMOS circuits demonstrate better power-delay product in sim­
ulation because of the lower delays associated with smaller load capacitances. 
Dynamic logic has also been suggested for sub-threshold operation [122]. This 
section revisits various logic families in the context of process variations. 

6.3.1 Process Variation in Sub-threshold Logic 

Process variations can be classified into global (inter-die) and local (intra-
die) variations [123]. Global variations affect all devices on a die in the same 
way, for example, from wafer-to-wafer discrepancies in alignment or processing 
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Fig. 6.20. Measured energy per operation of the FIR filters on the test chip. (© 2005 
IEEE) 
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Fig. 6.21. Annotated die photo of 0.18/um sub-threshold FIR test chip. (© 2005 
IEEE) 

temperatures. In sub-threshold logic, the main effect of global variation is seen 
at skewed P / N corners with a strong pMOS and weak nMOS, or vice versa. 
As addressed in Section 6.1, a logic gate may not function correctly if the 
pull-up or pull-down network cannot drive the gate output to a full logic 0 or 
1 level. 
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Local variations affect devices on the same die differently and can consist 
of both systematic and random components. For example, an aberration in 
the processing equipment gives rise to systematic variation, while placement 
and number of dopant atoms in device channels contribute to random vari­
ation. The mismatch between devices on the same die is often modeled as 
a difference between their threshold voltages, with VT being normally dis­
tr ibuted. The standard deviation of VT variation has been shown in [124] to 
be approximately proportional to (WL)'^^. 
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Fig. 6.22. Delay distribution for a sub-threshold inverter. Circles denote simulated 
data points, fitted to an ideal lognormal distribution (solid line). 

This spread of VT causes both delay and energy of sub-threshold circuits 
to follow a lognormal distribution, since currents have an exponential depen­
dence on VT- Figure 6.22 shows a typical delay distribution for a sub-threshold 
inverter obtained by varying the VT of each transistor in a Monte-Carlo sim­
ulation. In addition, random VT variation changes the lon/Ioff ratio of logic 
gates, resulting in a distribution of output swings. Thus local variation af­
fects not only performance, but also functionality of sub-threshold circuits. 
The latter effect is quantified here by recording the DC output voltages of 
a logic gate having a capacitive load and buffered inputs, while random VT 
mismatch is applied only to the gate under test. Figure 6.23(a) and (b) show 
a Ik-point Monte-Carlo simulation of the output-low {VOL) and output-high 
{yon) levels of a minimum sized static CMOS inverter. The majority of the 
gates in the simulation function as expected, but several outliers exist (marked 
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Fig. 6.23. Histogram of output levels in a static CMOS inverter when VDD=300mV. 
Arrows point to extreme outliers. VOL and VOH are measured at the weak-nMOS, 
strong-pVIOS and strong-nMOS, weak-pMOS global corners respectively. 

by arrows). In Figure 6.23(c) and (d), an inverter with devices of two times 
minimum width displays smaller variability in output levels. Clearly, func­
tionality is a major concern in sizing sub-threshold logic when accounting for 
local variations. 

6.3.2 Evaluat ing Logic Sty les in t h e C o n t e x t of Variat ions 

Variations also affect the choice of logic styles. Section 6.2 discussed how 
certain circuit topologies, for example a ratioed circuit or one with many 
parallel devices, are less robust to global variations. This section examines 
the additional impact of local variation on several logic families. 

In order to obtain a fair comparison, circuits of different logic families 
should be sized according to a consistent metric. Section 6.2 has shown that 
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minimum size devices are theoretically optimal for minimizing energy. How­
ever, when local variations are significant, some devices must be made larger 
in order to achieve the required robustness, at the expense of higher energy 
consumption. The following discussion first presents a sizing metric with ro­
bustness as the primary goal, then compares 8-bit adders implemented in each 
logic style in terms of energy, delay, and variability. Simulations in this section 
are performed in an industrial 65nm process to accurately capture the impact 
of random Vr variation on sub-threshold circuits. 

Sizing Metr i c 

It was previously observed that both global and local variation affect the out­
put voltage of sub-threshold logic gates. In this logic style comparison, devices 
are upsized to achieve acceptable VOL and VQH for proper functionality at a 
minimum supply voltage of 300mV. The requirements are set at 20% to 80% 
of VDD respectively. 

For each logic style, we first size trairsistors considering global variation 
alone according to the sizing curves of section 6.1. We then add the effect of 
local variation and perform Monte-Carlo simulation varying Vq^ of all transis­
tors at global process and temperature corners. Device widths are increased 
until 99.9% of samples have satisfactory output voltage. 

The resulting sizing trends for each logic style are shown in Table 6.1 and 
discussed in detail below. Values are normalized to the minimum width in 
the process. If only global variation is considered (left column), minimum size 
devices are sufficient to achieve the required voltage swing at 300inV. In the 
presence of local variation, transistors must be upsized to mitigate variability 
in output levels. 

Stat ic C M O S Logic 

In static CMOS logic, we consider circuit primitives consisting of one, two, 
and three pMOS and nMOS devices in series. When considering global vari­
ation alone, minimum size devices in both pull-up and pull-down networks 
are sufficient to produce the required output swing at VDD = 300mV. When 
local VT variation is taken into account, stacks of devices display higher vari­
ability in output levels. As seen in Table 6.1, series devices must be upsized 
to mitigate this effect to achieve the desired 99.9% yield in terms of output 

Transmiss ion G a t e Logic 

Transmission gate logic is sized similarly to static CMOS, by measuring a 
gate's output swing with variation and increasing device sizes accordingly. 
Since this logic style often involves several transmission gates connected to 
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Table 6.1. Variation-driven device sizing for circuit primitives. 

Circuit primitives Min. size constraint 

Global variation Global and local variation 

1 nMOS in pull-down 
2 series nMOS in pull-down 
3 series nMOS in pull-down 
1 pMOS in pull-up 
2 series pMOS in pull-up 
3 series pMOS in pull-up 

Static CMOS 

1 
1 
1 
1 
1 
1 

2.67 
5.33 
6.33 

1 
1 

1.67 

Transmission gate 

Transmission gate 1 2 

Pseudo-nMOS 

2 series nMOS in pull-down 1 
3 series nMOS in pull-down 1 

5.83 
7.00 

the same output node, idle leakage through gates in the off state can degrade 
the output level of the gate in the on state. Local variation may further weaken 
the active current relative to leakage currents such that the output level hes 
outside specification. This is accounted for in simulation by inckiding leakage 
through three off gates to fight the gate under test, as shown in Figure 6.24. 

active 

I 
Fig. 6.24. Sizing of transmission gate (black) while accounting for leakage currents 
in off gates (gray). 
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Fig. 6.25. Histogram of output levels in P-nMOS inverter at Vzj£)=300mV and 
best-case, strong-N weak-P corner. Arrows point to extreme outliers. 

Pseudo-NMOS (P-nMOS) Logic 

[121] first proposed tlie use of P-nMOS logic in sub-threshold. It was reported 
that a P-nMOS inverter in a 0.35/im process displayed better voltage transfer 
characteristics in sub-threshold than in above-threshold, with lower VOL and 
higher gain in the transition region. This was due to a flat quasi-saturation 
region and steep roll-off in the quasi-linear region of the sub-threshold lo 
versus VDS curve. Basic P-nMOS logic gates also exhibited lower delays from 
reduced load capacitances compared to their static CMOS counterparts. The 
additional power from static current was found to be relatively small such 
that P-nMOS gates had lower power delay product (PDP) than static CMOS 
in sub-threshold. 

Sub-threshold P-nMOS is revisited for the 65nm process of this section. 
The observed VTC at low supply voltages is degraded by a sloping quasi-
saturation region caused by DIBL. Furthermore, when total energy per cycle 
rather than PDP is the metric of interest, P-nMOS becomes less desirable 
because static currents contribute significantly to leakage energy when they 
are integrated over long critical path delays in sub-threshold. 

When local variation is additionally taken into account, P-nMOS logic 
generally displays higher variability in output levels than the other two 
logic styles. In P-nMOS, the n-type MOSFET (nMOS) is fighting a p-type 
MOSFET (pMOS) that is always on, so a small increase in VT of the pull­
down network translates into a large increase in VOL- Figure 6.25 plots the 
output level distribution of a P-nMOS inverter with a minimum pMOS width 
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and a ratio W^/Wp of 10. The simulation is performed at the strong-nMOS 
weak-pMOS corner, assuming that substrate biasing is available to shift rel­
ative P / N strengths of all dies to the best-case condition. Even with efforts 
to strengthen nMOS relative to pMOS by increasing the pMOS length above 
minimum and operating at the best-case skewed corner, the distribution shows 
a much higher deviation compared to a static CMOS inverter. 

Because of the large variability, there is a significant trade-off between 
high functional yield (requiring large nMOS) or low delay and energy (small 
nMOS) in sizing P-nMOS logic. The ensuing discussion applies the latter 
option by sizing P-nMOS gates for an input capacitance comparable to their 
static CMOS counterparts. For larger sizes of the nMOS gates, P-nMOS logic 
no longer offers the benefit of lower load capacitance. 

D y n a m i c Logic 

For strong inversion circuits, dynamic logic provides high-speed operation but 
is less desirable in low-power design because of additional overhead. There are 
further disadvantages of using dynamic logic in sub-threshold. At a low sup­
ply voltage, there is only a small amount of charge stored on the dynamic 
node. The dynamic node becomes highly susceptible to noise and idle leak­
age currents. The charge leakage problem worsens when variation is taken 
into account. When considering operation at global process corners alone, the 
leakage in this process does not cause the gate output to discharge to a level 
that switches the next logic circuit. However, if local variation also weakens 
the precharge device and strengthens the evaluate network, the dynamic node 
loses charge quickly. Since the evaluate period must be longer than the critical 
pa th delay, which has a large spread in sub-threshold, it is likely that some dy­
namic nodes will not be able to hold sufficient charge until the next precharge 
period. Because of this lack of robustness, dynamic logic is not included in 
the subsequent comparison. 

Logic Sty le Compar i son Resu l t s 

In order to evaluate various logic styles in a circuit context, 8-bit ripple carry 
adders in each family [125] - mirror (static CMOS), Transmission Gate (TG) 
logic and Pseudo-NMOS (P-nMOS) - are designed using sizes according to 
Table 6.1. They are then simulated for functionality, delay, and energy. 

Figures 6.26, 6.27, and 6.28 plot the probability distribution functions 
(PDFs) of energy and delay per addition from a Ik-point Monte-Carlo simula­
tion of the three adders, with random VT mismatch applied to all transistors. 
The same set of random input data vectors are used for all three circuits. 
Delay values are normalized to the Fan-Out of 4 (F04) inverter delay and 
energy is measured using a system frequency of lOOkHz. All measurements 
are taken at VD£3=300mV and under nominal process and temperature con­
ditions except those for the P-nMOS adder, where a best-case, strong-nMOS 



100 6 Digital Logic 

weak-pMOS corner is assumed to prevent iion-fnnctionality. PDFs of the first 
two implementations follow the shape of a lognormal distribution. Trends in 
the P-nMOS adder distribution are less clear because only a small number 
of data points are available from the Monte-Carlo simulation. The remaining 
instances did not function properly and were discarded. 
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Fig. 6.26. Energy distribution of static CMOS and transmission gate adders. 

Table 6.2. Number of logic failures and performance variability of three adder 
implementations. 

Static CMOS TG 

Number of failed adders 0 
Delay variability {o/y.) 0.167 
Mean (normalized) delay 18.4 
Energy variability {ff/l-i.) 0.0718 
Mean energy [fJ] 5.22 

P-nMOS 

0 
0.179 
17.7 
0.0798 
4.87 

971 
0.498 
15.8 
0.129 
631 

Table 6.2 lists the variability and mean of delay and energy, in addition 
to the number of failed adders that display incorrect output data when the 
threshold between logic 0 and 1 is defined as VDD/'2- The TG adder offers 
the smallest mean energy since it avoids the stacks of large devices in static 
CMOS. The P-nMOS adder has the smallest mean delay, as expected from 
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Fig. 6.27. Energy distribution of Pseudo-nMOS adder. 
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Fig. 6.28. Delay distribution for adders of three different logic styles. 

reduced load capacitances. However its functional yield is very poor even at 
the best-case process corner, and its mean energy is two orders of magnitude 
higher than the other two implementations. As clock frequencies decrease 
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exponentially with supply voltage, the total accumulated static leakage energy 
of idle P-nMOS circuits becomes much higher than their CMOS counterparts 
in deep sub-threshold operation. Due to the large energy consumption and 
functional faihnes, P-nMOS logic does not make sense for low voltage circuits 
in the presence of local device variations. 

Large stacked devices in the static CMOS adder result in the lowest vari­
ability, while that of the TG adder is slightly higher. The P-iiMOS adder 
displays the highest (j//i, consistent with previous observations. It should be 
noted that generic transmission gate logic with chains of more than one trans­
mission gate will show more variability. However, it is possible to realize a va­
riety of logic functions (e.g. adder, XOR, MUX) without resorting to a chain. 
Therefore, Table 6.2 suggests that transmission gate-based logic in the sub­
threshold region offers the benefit of robustness against local variations with 
relatively small device sizes, which also translate into energy savings. 



Sub-threshold Memories 

Current microprocessor and digital signal processors heavily utilize register 
files and memories for high speed computing. Register files are needed for 
local buffering and load-store operations. SRAMs providing local and global 
caches are starting to occupy a significant fraction of microprocessor chip area. 
For example, in the state-of-the-art Texas Instruments C64x Very-Long In­
struction Word (VLIW) DSP processor, there is more than 1MB of memory 
and two 32-entry 32-bit register files [126]. The latest 0 M A P 2 application 
processor contains more than 5Mb of internal RAM [127]. As processor com­
plexity increases and transistor widths decrease, Systems on a Chip (SoCs) 
are adding more and more on-chip memory to the design. 

In deep sub-micron technologies, large memories can dissipate a lot of 
leakage energy because they cannot be shutdown when idling. The information 
in the memories must be held. With increasing process variations in deep 
sub-micron, the 6T SRAM bitcell cannot function reliably at low voltages. 
Therefore, during idle modes the leakage of the memories at higher voltages 
dominates and impacts the system power dissipation. Sub-threshold operation 
and retention is ideal for reducing the idle mode leakage and active energy of 
memories for energy-constrained applications. 

In this chapter, we will analyze conventional register file and SRAM designs 
for operation in the sub-threshold region. We will also cover new designs that 
allow the supply voltage of these embedded memories to scale down to sub­
threshold. 

7.1 Register Files 

Register files are an important part of any load-store processor or DSP. As 
the trend goes towards wider instruction issue processors and techniques such 
as register renaming for speed, there is a corresponding increase in register 
file sizes. Because register files are located within the datapath, they are not 
restricted to the small SRAM pitch and can be larger in size. Also, they have 
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higher noise immunity than a typical SRAM bitcell if designed from CMOS 
circuits. 

A typical register file design contains 6T bitcells with multiple read and 
write ports. In a register file, energy is dissipated in the bitlines, the wordlines, 
the sensing schemes and the control logic. Various power saving techniques 
have been used such as low-voltage swing drivers and bitline partitioning [128] 
for improved leakage and active power. 

WWL 

RBL 

WBL 
Fig. 7.1. Strong inversion multiported RAM (© 2005 IEEE) 

Figure 7.1 shows a single-ended register file configuration used for strong 
inversion operation [129]. The main cell in the register file array is the cross 
coupled inverter pair. A transmission gate is used to write to the memory bit 
and an riMOS pull-down is used to read from the memory bit. This register 
file design is suitable for strong inversion operation, but at low-voltage it is 
not possible to write to the bitcell. 

7.1.1 Write Port and Memory Cell 

The write port of the sub-threshold register file has two parts. The first part 
is the decoding logic which decodes the write address and asserts the correct 
wordline. The wordline signal (WWL) drives the input to the register. The 
second part consists of the write mechanism to pass the data into the memory 
cell. 

Replacing the strong inversion write port to the memory cell design with 
a C^MOS tristate gate enables the write operation to occur into the sub­
threshold region. Also, the feedback inverter inside the memory bitcell itself 
is changed to a tristate inverter. The resulting bitcell, shown in Figure 7.2, 
achieves 215mV operation for write accesses across process corners in sim­
ulation, which is a much lower voltage than the ratioed circuit showed in 
Figure 7.1. 
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D 

Fig. 7.2. Latch based write port 

7.1.2 R e a d Bi t l ine Archi tec tures 

Conventional register file read-ports use sense-amplifier circuits which detect a 
small bitline differential and quickly restore rail-to-rail outputs. Traditionally 
sense-amplifiers are triggered with a lOOmV difference between the bitlines 
and are used to improve read access times. 

In sub-threshold operation, the sense-amplifier design becomes extremely 
difliicult. As the voltage supply drops down towards lOOmV, the voltage dif­
ferential of the sense amplifier is on the order of lO's of millivolts. The tiny 
differential and effect of noise on dynamic nodes makes the sense-amplifier 
design highly unreliable at low voltages. In addition, since clock speed is not 
the key metric for sub-threshold applications then sense-amplifier based read 
bitlines are not required and large signal sensing is preferred in sub-threshold 
because it is more robust at low-voltage. 

In [130], the authors showed that small signal sensing did have a good 
delay area trade-oflF for 0.18//m and 0.13//.m technology memory design. How­
ever beyond the 0.13/j.m process technology, large signal sensing had a clear 
advantage in delay and area because the sense amplifier scheme does not scale 
well into deep sub-micron technologies. 
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The following sections investigate different single-ended approaches to 
reading the register file that potentially can enable sub-threshold operation. 

Precharge Pull-down Read Port 

The read-only pull-down port is a sclieme often found in conventional register 
file and memory design (Figure 7.3). During the precharge phase, the bitline 
is precharged to VDD- During the evaluate phase, the accessed read port is 
enabled by a row-wordline (RWL) going high. If a ' 1 ' is stored in the memory 
cell then the bitline is pulled down to ground. Otherwise the bitline is held 
high at VDD- This scheme is widely used because the bit is not disturbed 
during a read, and bit disturb is not worsened with multiple read-ports. 

^.,^f 
RWL[0] 

M[0] 

RWL[1] 

M[ l ] 

RWL[2] 

M[2] 

RBL 

Fig. 7.3. Precharge bitline scheme. (© 2005 IEEE) 
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Dynamic circuits such as the precharged bithne are difficult to operate at 
sub-threshold voltages chie to the wide range of process variations. In deep sub-
micron technologies, it is difficult to keep the precharged node at VDD ciuriiig 
the evaluation phase because there is a significant amount of leakage. For 
fast memories, this is not a problem, since the bithne discharge is relatively 
slovi/, and the bitlines are precharged every cycle. However, the slow clock 
speed of sub-threshold circuits (lOkHz-lMHz) causes enough time to elapse 
and internal dynamic nodes to drop due to leakage. The dynamic node does 
not discharge to groimd, but rather to an intermediate voltage between VOD 
and ground. The intermediate voltage level depends on many factors such as 
the immber of pull-down leakage devices, the size of the precharge device, the 
value stored in memory and process variation. 

For example, in Figure 7.3, during the evaluation phase, T is being driven 
on the bitline. The worst case output-high (RBL=1) leakage occurs when one 
memory bit is storing a '0 ' and the remainiirg bits store ' 1 ' . This configuration 
is the worst case for maintaining output-high because the worst case leakage 
occurs through the pulldown paths. All of the nMOS pulldown paths are single 
stacked because the input to the lower device is T . A single stacked device has 
higher leakage than two or more stacked devices. Thus a resistive divider is 
created from the leakage through the precharge device and the leakage through 
all of the pulldown devices. To maintain an output-high to be at least 90% of 
VDD, a large precharge device width {Wpre) is required. 

The worst case output-low (RBL=0) occurs for the opposite memory con­
figuration: when one memory bit stores a '0' and the other memory bits store 
' 1 ' . This configuration has the smallest anioruit of leakage through the pull­
down paths. All but one pulldown path have stacked devices, and the body 
effect leads to lower leakage currents. This in itself is not a problem, but, when 
coupled with a large Wpre, tlie total pull-down on current is small compared 
to the pull-up precharge device. Figure 7.4 shows a waveform of tire effect of 
bitline leakage for a 128-bit pull-down bitline operating at lOOmV. The wave­
form sliows that due to the problems of using precharge and dynamic nodes, 
it is not possible to differentiate between output-high and output-low. The 
ARBL is only 2mV, which is too small to detect for a successful read access. 

Figure 7.5 shows a simulation to find the minimum voltage for the pull­
down read bitline that gives suitable voltage differential at the output . The 
minimum precharge device widtli {Wp{min) tha t maintains output-high to 
bo 90% of VOD is plotted versus the supply voltage. Similarly, the maximum 
precharge device width {Wp{max)) tha t maintains output-low below 10% of 
VDO is plotted versus VDD- The crossover point indicates the minimum op­
erating voltage, and the shaded area indicates precharge widths and voltages 
which satisfy both output-high and -low requirements. The results show that 
the minimum operating voltage occurs at 215mV for the typical transistor 
corner. When incorporating worst case corners, the minimum voltage supply 
increases to 230mV. A simulation of a 128-bit read-bitline in 0.18/im technol­
ogy shows the minimum voltage operation at 230mV with a Wp/Wn of 2900 
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as shown in Fig\ire 7.5. This unreasonalDly large sizing ratio motivates the 
search for better strategies for reading the register file. 

P s e u d o - n M O S P u l l - d o w n R e a d Port 

Using a Pseudo-NMOS (P-iiMOS) pull-up device instead of a precharge 
scheme helps to reduce the size of the precharge device (Figure 7.6). The 
gate to the pMOS is tied to ground instead of a precharge signal. 

RWL[0] 

M[0] 

RWL[1] 

M[l] 

RWL[2] 

M[2] 

RBL 

Fig. 7.6. Pseudo-nMOS read bitline minimum voltage. (© 2005 IEEE) 

The minimum voltage analysis in Figure 7.7 shows that the ratio of the 
pseudo-nMOS device width to the minimum n^-IOS width (Wp„/V7„) is 6.7. 
This ratio is much smaller than that of the precharge scheme. The minimum 
voltage for functionality occurs at 230mV for output-low and -high swing 
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of 10%-90% VDD for typical transistors. Also, the simulation for Wp„(maa;) 
shows a very different trend as a function of VDD- A S the voltage supply 
increases, the gate-to-source voltage of the P-nMOS device also increases, 
therefore reducing the need for a large Wpn- This is typically true for P-
iiMOS circuits which at high voltage only require a very weak turn-on pMOS 
transistor. 
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Fig. 7.7. Pseudo-nMOS read bitline minimum voltage. 

N e g a t i v e Wordl ines 

One common approach that improves the Ign/Ioff of the bitlines is to apply a 
negative voltage to the gate of wordlines that are not accessed. The resulting 
negative VQS significantly reduces the leakage current into the unaccessed 
cells. Figure 7.8 shows the negative boosted wordline scheme using negative 
charge pump circuits to bring the voltage from zero to a negative Vss voltage. 
For Vss=-250mV, tlie nMOS leakage current is up to SOX lower, which helps 
to mitigate bitline leakage effects. 

Because the negative wordlines have lower leakage currents, a smaller 
precharge device is required to maintain an output-high at 90% of VDD- For 
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Fig. 7.8. Negative wordlines for unaccessed bitcells 

the worst-case output-low, RBL is driven down to 61inV for the 128-bit exam­
ple (Figure 7.9). This improved bit-line differential is achieved at the expense 
of the overhead required to build a negative charge pump. Also in deep sub-
micron technology, Gate-Induced Drain Leakage (GIDL) effects appear. GIDL 
results when a small or negative voltage on the gate causes high transverse 
and lateral electric fields, leading to an increase in the drain current. The 
GIDL effect at large negative voltages may cancel out any benefit gained by 
lowering the gate voltage significantly. 

Tristate R e a d 

In sub-threshold design, CMOS circuits perform more robustly compared to 
dynamic circuits. Figure 7.10 shows a fully CMOS read-bitline using tristate 
buffers that present a high impedance to the bitline for unaccessed cells. 

The tristate buffer stand-alone simulation shows full functionality down to 
lOOmV. However, when the tristates are connected together as in Figure 7.10, 
the read-bitline suffers from a low lon/Ioff ratio. The worst bitline leakage for 
an ouptut-high occurs when one memory bit stores a ' 1 ' and the rest store '0 ' . 
When this occurs, then all except one buffer have pMOS pull-down leakage, 
and only one nMOS is pulling down. In sub-threshold, when Ion/lof f is on the 
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Fig. 7.11. l>istate-read access worst-case waveform. (© 2005 IEEE) 

order of 10-20, then for large memories the pMOS off-current overpowers the 
nMOS on-current. Figure 7.11 shows the worst case input vector that causes 
the read-bit line to pull-down only by a few millivolts for 128-bits on the 
bitline. As the number of bits is reduced on the bitline, then the worst-case 
bitline separation improves. 

Hierarchical-read A c c e s s 

Another CMOS read-bitline scheme improves the lon/Ioff of the read-bitline 
by hierarchically breaking down the number of bits on the bitline (Figure 
7.12). The read-bitline is segmented by using a 2-to-l mux-based approach. 
The selectors to the muxes are the read-address inputs, and the data from 
the memories is hierarchically passed down through the muxes to the output. 
The mux has two transmission gates and an inverter and is shown in Figure 
7.13. In order to avoid stacks of transmission gates and sneak leakage paths, 
inverters are inserted between each level of hierarchy. This scheme enables 
scalability to low voltages and works across process variations. 

Figure 7.14 shows a waveform of the RBL for the worst case leakage. By 
creating a hierarchical bitline, the effect of parallel leakage for each level of 
hierarchy is reduced, and the design is less affected by process variations. 

This read-bitline scheme is daisy-chained and arrayed as seen in Figure 
7.15. This layout scheme allows for a highly compact bitline. Additionally, 
this scheme saves one read-address decoder because the read address is routed 
vertically and connected directly to the mux selector inputs. 
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Fig. 7.12. Hierarchical-read access bitline. (© 2005 IEEE) 

M[0] 

M[l] 

A[0] 
Fig. 7.13. Hierarchical Bitline mux. (© 2005 IEEE) 

7.1.3 Sub-threshold Reg i s ter File 

A 128W X 16-bit sub-threshold register file was implemented in 0.18/im tech­
nology. In simulation, the register file operates down to lOOmV for typical 
transistors and is sized to operate down to 300mV across worst case process 
corners. The register-file chip was experimentally verified with operation down 
to ISOmV as part of a sub-threshold F F T implementation. The sub-threshold 
register file is the lowest operating voltage register file ever demonstrated. 
Section 9.1.4 gives additional details about the F F T testchip. 
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7.2 Sub-threshold SRAM 

The large fraction of chip area often devoted to Static Random Access Memory 
(SRAM) makes low power SRAM design very important as well. SRAMs 
comprise a significant percentage of the total area for many digital chips as 
well as the total power [131] [132]. For this reason, SRAM leakage can dominate 
the total leakage of the chip, and large switched capacitances in the bitlines 
and wordlines makes SRAM accesses costly in terms of energy. For optimal 
system integration, SRAMs nmst operate at sub-threshold voltages that are 
compatible with sub-threshold combinational logic. Scaling supply voltage for 
SRAMs has the additional benefit of decreasing their leakage power and active 
energy. Recent low power memories show a trend of lower voltages with some 
designs holding state on the edge of the sub-threshold region (e.g. [133]). This 
scaling promises to continue, leading to sub-threshold storage modes and even 
sub-threshold operation for SRAMs operating in tandem with sub-threshold 
logic. 

This chapter describes the investigation of an SRAM capable of operating 
in the sub-threshold region. Section 7.2.2 describes several key problems that 
prevent traditional six transistor (6T) bitcells from functioning properly in 
sub-threshold in a 65nm bulk CMOS process. Section 7.2.6 shows the bitcell 
tha t we developed to overcome these challenges to sub-threshold functionality, 
and Section 7.2.7 provides results from a 256kb SRAM test chip that uses the 
new bitcell. 
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A[6-0] 

Fig. 7.15. Daisy chaining and arraying minimizes read-bitlinc area 

7.2.1 S R A M Overv iew 

To provide background for understanding previous low power techniques, this 
section gives a brief overview of the traditional 6T SRAM bitcell and its 
operation in the above-threshold voltage region. Despite numerous a t tempts 
to improve upon it, the 6T cell has remained the bitcell of choice for SRAM 
designs because of its relatively wide noise margins [134]. Figure 7.16 shows a 
schematic for the basic 6T bitcell. This bitcell essentially consists of back-to-
back inverters that store the cell state (Mi,M3,M4, and MQ in Figure 7.16) 
and access transistors for reading and writing (M2 and M5 in Figure 7.16). 
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Fig. 7.16. Schematic for a standard 6T bitcell. (© 2006 IEEE) 
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Fig. 7.17. Standard architecture for an SRAM using the 6T bitcell. 

Figure 7.17 gives a simple example of a memory architecture that uses 
the 6T SRAM [125]. An array of bitcells is arranged into rows and columns. 
Each row hes along a wordline (WL), and each column is associated with a 
bithne (BL) pair. The memory address is divided into a row address and a 
column address. Decoder circuits use the applied address to select the correct 
wordline and bitline pair for a memory access. For a write access, the wordline 
is asserted (goes to '1') to turn on the access transistors (M2 arrd M5). The 
bitlines (BL and BLB) are ch'iverr to the correct differential value to write into 
the cell. The bitline driving a '0' will overwrite the data held by the cross-
coupled inverters assuming that the bitcell is sized correctly [125]. For a read 
access, the bitlines are precharged to ' 1 ' , then the wordhne is asserted at the 
same time as the bitlines are allowed to float. Tlie internal node of the bitcell 
tha t holds a '0' will pull its bitline low through the access transistor. Usually, 
a sense amplifier will detect this differential voltage on the bitlines before it 
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becomes very large and amplify it to full voltage values. Sense amps are used 
primarily to speed up the read process or to avoid the energy overhead of fully 
discharging the large capacitance of the bitlines. 

When the bitcell is holding data, its wordline is low, so M2 and M5 are off. 
In order to hold its data properly, the back-to-back inverters must maintain 
bi-stable operating points. The best measure of the ability of these inverters 
to maintain their state is the bitcell's Static Noise Margin (SNM) [135]. The 
SNM is the maximum amount of voltage noise tha t can be introduced at the 
outputs of the two inverters such that the cell retains its data. SNM quantifies 
the amount of voltage iroise required at the internal nodes of a bitcell to flip 
the cell's contents. 

BL WL BLB 

—I— M3 I bn /r\ rQ I M6 —I— J — I r-lr;^-^Hj-ni-," I—I 

N 

Inverter 1 Inverter 2 

Fig. 7.18. Schematic for 6T bitcell showing voltage noise sources for finding 
SNM [135], (© 2005 IEEE) 

Figure 7.18 shows a conceptual setup for modeling SNM [135]. Noise 
sources having value VM are introduced at each of the internal irodes in the 
bitcell. As V/v increases, the stability of the cell changes. Figure 7.19 shows 
the most common way of representing the SNM graphically for a bitcell hold­
ing data. The figure plots the VTC of Inverter 2 from Figure 7.18 and the 
inverse VTC from Inverter 1. The resulting two-lobed curve is called a "but­
terfly curve" and is used to determine tlie SNM. The SNM is defined as the 
length of the side of the largest square that can be embedded inside the lobes 
of the butterfly curve [135]. To understand why this definition holds, consider 
the case when the value of VN increases from 0. On the plot, this causes the 
VTC~^ for Inverter 1 in the figure to move downward and the VTC for In­
verter 2 to move to tlie right. As V/v increases, the metastable point moves 
closer to one of the stable points in the plot (the lower-right point in this 
example). Once both curves move by the SNM vakte, the metastable point 
becomes coincident with one stable point, and the curves meet at only two 
points. Any further noise flips the cell. 
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N 

Fig. 7.19. The length of the side of the largest embedded square in the butter­
fly curve is the SNM. When both curves move by more than this amount (e.g. 
V7v=SNM), then the bitcell is mono-stable, losing its data. 

BL prech to 1 \YL_J B L B prech to 1 

Fig. 7.20. Schematic of the 6T bitcell at the onset of a read access. WL has just 
gone high, and both BLs are prechargcd to VDD- The voltage dividing effect across 
M4 and M5 pulls up node QB, which should be OV, and degrades the SNM. 

Although the SNM is certainly important during hold, cell stability during 
active operation represents a more significant limitation to SRAM operation. 
Specifically, at the onset of a read access, the wordline is ' 1 ' and the bitlines 
are still precharged to ' 1 ' as Figure 7.20 illustrates. The internal node of the 
bitcell that represents a zero gets pulled upward through the access transistor 
due to the voltage dividing effect across the access transistor {M2,Ms) and 
drive transistor {Mt,Mi). This increase in voltage severely degrades the SNM 
during the read operation (read SNM). Figure 7.21 shows example butterfly 



120 7 Sub-threshold Memories 

VDD 

m 
o 

VDD 
Q(V) 
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curves during hold and read that iUustrate the degradation in SNM during 
read. The voltage dividing effect causes the lower half of the VTC for each 
inverter (when its Vin is high) to pull upwards relative to its original position, 
squashing the lobes of the butterfly curve. 

The following discussions of previous work deal with variations to this 
standard 6T bitcell and architecture. The focus of most of the works we report 
is to lower power, and many of the techniques can be combined with a sub­
threshold SRAM design. 

Vol tage Scal ing 

Scaling of the supply voltage and other voltages related to SRAM operation 
has become a popular method for improving on the basic architecture. Table 
7.1 shows a sampling of the different methods of voltage scaling applied to 
SRAM operation. 

The significance of SRAM power has produced a trend of memory design 
aimed at lower voltage operation. Exploiting DVS for SRAM is one motivation 
for designing a voltage-scalable memory. A 0.18/.tm 32kB four-way associative 
cache offers DVS compatibility from 120MHz, 1.7mW at 0.65V to 1.04GHz, 
530mW at 2V [149]. This memory uses high VT in the bitcell array and low 
Vp transistors in the peripheral circuits. Since lowering VDD amplifies the dif­
ference in delays between these two VT regions, the architecture uses dummy 
bitlines to adapt the timing correctly with scaling. The bitcell itself is litho-
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Table 7 .1 . Voltage scaling approaches used for SRAM. 

Voltage 

bitcell VDD 

bitcell Vss 

wordlirie 
WL driver VDD 
well biasing 
bitline VDD 

Approach 

lower in standby 
raise always 

raise for read access 
float or lower for write 

float for read access 
raise in standby 
raise in standby 

raise or float for write access 
lower for read access 
negative for standby 

lower in standby 
change with mode 
lower for standby 

Source(s) 

[132] [136] [137] [133] [138] 
[139] [140] 
[133][141] 
[133] [142] 

[142] 
[143] 

[143] [144] [145] [146] [131] [147] [138] 
[131] [148] 

[141] 
[137] [142] 

[131] 
[137][141] 

[144] 

graphically symmetrical to reduce the impact of lithographical mismatch on 
delay at lower V O D , similar to [150]. Although DVS can provide power reduc­
tion for active memories, the more common approach to voltage scaling is to 
implement it primarily for idle SRAM blocks. 

V D D 

Vss 

Active I Idle 

K 
Active 

—' 

Idle 

/ 

Active I Idle r̂  

(a) (b) (c) 

Fig. 7.22. General approaches using voltage scaling to lower idle power in SRAM. 
Lowering VDD (a), raising Vss (b), or both (c). 

Reducing the voltage in an idle memory array lowers the standby power. 
Figure 7.22 shows three general methods for implementing standby voltage 
scaling. The power supply itself is reduced in Figure 7.22(a) (e.g. [132] [136] [137] 
[133]), the ground voltage is increased in Figure 7.22(b) (e.g. [143] [144][145][146] 
[131][147]), and both rails are scaled in Figure 7.22(c) (e.g. [138]). For the case 
where VOD is lowered for idle cells, the minimum voltage for retaining bista-
bility was theorized in [1] and modeled for SRAM in [136]. Implementations 
of SRAM using lower VDD in standby are available [137] along with software 
policies to determine when to enter the lower leakage mode [132]. 
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One issue for deeply voltage scaled SRAM is Soft Error Rate (SER). Soft 
errors occur when an alpha particle or cosmic ray strikes a memory node and 
disrupts it such that it loses its value. Since the susceptibility of a memory 
node to a soft error is proportional to the amount of charge stored there, 
there is a minimum amount of capacitance that should be present in a cell 
to keep SER acceptably low [151]. Since bitcell storage capacitance decreases 
with scaling, and voltage scaling further reduces the stored charge, SER is a 
concern for sub-threshold memory. Fortunately, there are methods for taking 
care of soft errors. Studies of soft errors have shown that multi-cell errors from 
a single strike only occur in a limited number of cells along a wordline (2 to 
3) [152]. Thus, physically interspersing bits from different words can prevent 
multi-errors from occiu'ring in a single word [152]. The additional application 
of error correcting codes using parity bits can fix any such errors that occur. 
A chip that implements tliese techniques reports excellent success in reducing 
SER [144]. 

A common alternative to lowering VOD for reducing standby leakage is 
to increase the virtual ground node, Vss^ as in Figure 7.22(b). By explicitly 
raising Vss or allowing it to float to higher voltages, transistor VQS reduces 
and RBB further reduces leakage by iircreasing device Vys. In [131] and [144], 
Vss is raised explicitly to 0.3V and 0.5V, respectively. In [146], the virtual 
ground node is allowed to float, and its voltage is limited by a diode-connected 
transistor. 

Scaling the supply rail voltages is often supplemented by other leakage re­
ducing approaches for standby. For example, negatively biasing the wordlines 
reduces leakage into the bitcells through the access transistors [137] [142]. The 
negative wordlines are combined with VOD lowering and with N-well biasing 
to match pMOS and nMOS leakage currents in [137]. Further precautions such 
as nMOS puUups on the bitlines lighten the stress on the negatively driven 
access transistor gates. The delay associated with charging VOD is estimated 
to be only 5% of the total read delay [137]. 

Well-biasing is also used specifically for leakage reduction in standby 
[153] [141]. In [141], a triple-well process allows RBB during standbj' and For­
ward Body Bias (FBB) during active operation. The various voltages required 
for this approach are generated off chip, and thick oxide devices are required 
in some places to withstand larger than normal gate voltages. 

Other memories play more tricks with voltage supplies. In [139][140[, the 
VOD to the bitcells always is boosted relative to the periphery's VOD by 
lOOmV, and the chip works to a periphery voltage of 0.4V. The higher Voo 
at the cross-coupled inverters improves Read SNM and reduces read delay by 
strengthening the drive transistors relative to the access transistors. The same 
eflFect degrades the ability to write, so the pMOS transistors in the bitcell use 
higher VT to allow robust write operation. 

A large SRAM in [131] uses three supply voltages (0.3V, 0.8V, and 1.2V) 
to implement different operational modes as illustrated in Figure 7.23. During 
deep standby, Vss increases to 0.3V, the wordline VOD drops to 0.8V using 
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Fig. 7.23. Voltage scaling strategies for different operating modes in [131]. 

a diode-connected FET, and the sense amps and other peripherals are fnlly 
power gated by pulling their ground nodes to 1.2V. Vss also is increased to 
an entire row during write access. 

Clearly, previous efforts have explored many options for voltage scaling. 
However, none liave yet pushed voltage scaling into the sub-tln-eshold region 
during active operation. 

7.2.2 6-Transistor S R A M Bitce l l in Sub-threshold 

Traditional 6T SRAMs face many challenges in DSM technologies, and low 
VDD operation exacerbates the problems. This section describes key obstacles 
to sub-threshold SRAM operation for a 65nin process. Predictions in [154] sug­
gest that process variations will limit standard 90nm SRAMs to around 0.7V 
operation for two primary reasons: degradation of SNM and reduced write 
margin. Variations in the bitcell transistors caused by phenomena such as 
global process variation, random doping mismatch, and temperature changes 
degrade the SNM. The impact of random local variation increases for DSM 
devices because of the smaller transistor channel area. In the sub-threshold 
region, variations in the threshold voltage impact delay and current exponen­
tially. Previous work has measured the minimum voltage for retaining SRAM 
state dru-ing idle mode at several hundred millivolts for a 90nm memory [136]. 
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Interestingly, the sensitivity of the SNM to threshold voltage mismatch actu­
ally decreases in the sub-threshold region [133], but the lower VJJD decreases 
the absolute vahie of SNM. Likewise, write access into the bitcell becomes less 
certain at lower supply voltages. Since standard write operation depends on 
a carefully balanced ratio of currents, processing variation makes this ratio 
difficult to maintain as VOD decreases, leading to errors during write access. 

These practical problems associated with low voltage operation for SRAMs 
limit the traditional 6T bitcell and architecture to higher voltage, above-
threshold operation. Reports in the literature of 65nm SRAMs confirm this 
voltage barrier. A 65mn SRAM built in a dynamic-double-gate SOI (D2G-
SOI) process functions to 0.7V in [155]. The authors analyze their design for 
bulk CMOS and report tha t it cannot operate below l.OV [155]. A bulk CMOS 
65nm SRAM also reports its minimum operating voltage as 0.7V [145]. 

Our results confirm that SNM degradation and inability to write are the 
two most significant obstacles to sub-thresliold SRAM functionality in 65nm. 
We examine the SNM problem in greater detail in Section 7.2.5. This section 
examines the critical problems with write and read operation for a 65nrn 6T 
SRAM in sub-threshold. 

7.2.3 Wri te Opera t ion 

WL=1 

Fig. 7.24. Schematic showing conceptual write of ' 1 ' into node 'Q' in the 6T bitcell. 
Data shown for Q and QB must be overwritten. 

Figure 7.24 shows a 6T bitcell at the onset of a write operation. The write 
drivers are applying the new bit values to the bitlines, but the cell still holds 
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the old values. In order for Q and QB to convert from their old values ('0' 
and '1') to their new values ('1' and '0'), the write drivers must overpower 
the feedback inside the cell. Since the nMOS access transistors, M2 and M5, 
are poor at driving a ' 1 ' , the key to proper write operation lies with writing 
the new '0' correctly. This requirement presents a well-known sizing problem 
for above-threshold design. Specifically, there is a ratioed fight between the 
pMOS inside the cell that holds a T and the series combination of the nMOS 
access transistor and the write driver [125]. In Figure 7.24, the write driver 
on BLB and M5 must overpower MQ to write a '0' to node QB. 
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Fig. 7.25. Example VTCs for write access showing write 'SNM'. A negative write 
SNM indicates a successful write to the mono-stable point (a). If the write SNM 
remains positive, then the write fails because the state of the bitcell is not changed 
- example shown in (b). 

When the write operation succeeds, the bitcell becomes mono-stable, forc­
ing the internal voltages to the correct values. Figure 7.25(a) shows a butterfly 
curve of a bitcell displaying correct write operation. This is the same type of 
plot used to demonstrate SNM for the bitcell. During a successful write, there 
are no lobes on the butterfly curve. Using the SNM terminology, we can say 
that the 'write SNM' is negative. If the VTC and inverse VTC curves on the 
plot shift by an amount equal to the write SNM, then the cell will regain 
bi-stabihty. Figure 7.25(b) gives a different example of a positive write SNM 
that corresponds to a failure to write the bitcell. Irr this particular example, 
the static characteristics of the butterfly curve show that the write driver and 
access transistor cannot sufficiently overpower the bitcell's feedback to write 
Q=' l ' . The key to achieving a successful write in the traditional fashion, then, 
is to ensure that the access transistor and write driver win the fight with the 
pMOS pull-up inside the bitcell. 

In the 65nm process for which we are designing, the pMOS mobility makes 
it weaker than an iso-sized nMOS at nominal VDD, but the pMOS current in 
sub-threshold is larger than an iso-sized nMOS. This makes write functionahty 
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Fig. 7.26. SNM for write access versus temperature and process corner ( TT, WW, 
SS, WS, and SW) at VDD = 0.3V (a) and VDD = 0.6V (b). Negative SNM indicates 
successful write. 

more challenging. Figure 7.26 shows the write margin of a 6T bitcell versus 
temperature and process corner. Again, negative SNM corresponds to correct 
write functionality. At VDD = 300mV in Figure 7.26(a), the standard method 
of writing fails for large regions of process corner and temperature. The general 
trend showing an improvement of write operation (i.e. more negative write 
margin) at higher temperature occurs because the pMOS transistors weaken 
relative to riMOS as temperature rises. Thus, the access transistors become 
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more capable of overcoming the pMOS tha t holds a T inside the bitcell. As 
supply voltage increases, the write margin improves. Figure 7.26(b) shows 
the write margin at 0.6V. This voltage is well above the VV of both types of 
transistor, and the pMOS has weakened relative to the nMOS because the 
mobility starts to dominate the differences in Vj-. Even at 0.6V, the write 
margin is barely negative for the worst-case corner, and this plot does not 
account for local VT variation. For these reasons, V D £ ) = 0 . 6 V is the best case 
voltage for which we can expect traditional write operations to work for a 
sub-threshold memory in this 65irm process. 

7.2.4 R e a d Operat ion 

1 \^ 

X(cells on a BL)-1 
A f 

WL=1 

Fig. 7.27. Schematic showing the simulation set-up for finding steady-state behavior 
for the worst-case scenario for bitline leakage. For X cells on a bitline, X — 1 cells hold 
the complement of the value in the accessed cell, maximizing leakage in opposition 
of the desired read. 
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As described in Section 7.1, bitline leakage is a significant problem for DSM 
SRAM, just as it is for register files. Despite various techniques to minimize 
leakage into unaccessed cells, technology scaling leads to progressively shorter 
bitlines that liave been segmented to reduce bithne leakage [134]. This section 
examines the impact of bitline leakage on read operation in the sub-threshold 
region for a 65imi technology. 

Figure 7.27 shows the simulation set-up for examining the steady-state be­
havior for the worst-case bitline leakage. After the read access reaches steady 
state, the on-current of the access transistors for the addressed bitcell drives 
the bitlines. The leakage current of the remaining X ~ I bitcells opposes the 
accessed cell. Tire DC voltage on the bitlines shows the steady-state impact 
of bitline leakage for X cells on a bitline. 

0.3 
-a» 6T steady-state one 
. Q. 6T steady-state zero 
_ . V of detecting inverter 

WW come r 

256 Cells on BL 

-40 40 
Temp f C) 

80 120 

Fig. 7.28. Simulation of scenario in Figure 7.27 sliowing steady-state bitline volt­
ages. Bitline leakage severely limits the number of cells that can share a bitline. 

Figure 7.28 plots tire results of a simulation using the set-up from Figure 
7.27 for the 6T bitceU in 65mn CMOS at VDD = 300mV. The bitline that 
should be ' 1 ' droops significantly because of bitline leakage into the other 
cells. This figiue shows the W W corner which shows the worst-case, but the 
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other corners do not give significant improvement. The droop gets worse at 
higher temperature because the pMOS transistors weaken relative to nMOS 
as temperature increases, strengthening the bitline leakage. The plot shows 
the switching threshold, VM, of an inverter that can serve as a simple sense 
amplifier to detect the full-swing output of this bitcell. Clearly, a 6T SRAM 
using this inverter for sensing is limited to 16 bitcells on a bitline at best. 
Even more complicated sense amplifiers face the challenge of operating on a 
small bitline differential tha t develops slowly because of leakage. 

The other, more fundamental problem for 6T bitcells in sub-threshold is 
degraded Read SNM. The next section deals with SNM in greater detail. 

7.2.5 Stat ic N o i s e M a r g i n in sub-threshold 

This section evaluates the Static Noise Margin (SNM) of 6T SRAM bitcells 
operating in sub-threshold. In [156], we analyze the dependence of SNM during 
both hold and read modes on supply voltage, temperature, transistor sizes, 
local transistor mismatch due to random doping variation, and global process 
variation in a commercial 65nm technology. In this work, we focus on the 
impact of process variations. 
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Fig. 7.29. Histogram of Read SNM Monte-Carlo simulation (circles) with normal 
PDF (dash) and min PDF model ([156]) (solid) over-laid. The semilog plot (b) shows 
that the PDF based on the model in [156] matches the worst-case tail quite well. 
(© 2005 IEEE) 

Since the SNM during a read access is worse than during hold, the worst-
case tail of the Read SNM distribution limits the yield of large memories. 
Figure 7.29 shows an example of this distribution for the case of random local 
variations in the six transistors of the bitcell. A model from [156] gives a good 
estimate of the worst-case tail of this distribution. 
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The impact of this local Vr variation on Read SNM imposes a serious 
limitation on SRAM VOD scaling. Increasing the sizes of the transistors in 
the bitcell and/or raising VDD is necessary to achieve the desired statistical 
yield. This problem suggests that changing the bitcell to eliminate the Read 
SNM problem would allow lower VOD operation and thus decrease both total 
energy and standby power. 
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Fig. 7.30. Distribution of Hold SNM at 300mV compared with Read SNM distri­
butions at different voltages. Read SNM at 500mV has the same mean, but it has a 
larger standard deviation.(© 2006 IEEE) 

Figure 7.30 shows the distribution of the Read and Hold SNMs for a 6T 
bitcell at a 300mV supply voltage. The mean Read SNM is only slightly above 
half of the mean Hold SNM, but, even worse, the deviation of the Read SNM 
is larger than for the Hold SNM. For a multiple megabit memory, numerous 
cells will have Read SNM less than zero based on this statistical analysis. 
From this figure, the mean of the Read SNM at 500mV roughly equals the 
mean of the Hold SNM at 300mV. However, it is unclear from this plot how 
the Hold SNM and Read SNM compare at the worst-case tails. 

Figure 7.31 shows the CDF functions derived from the distributions using 
the model in [156]. These CDF curves show how Hold SNM compares to Read 
SNM. For 6(7 probability, the Hold SNM for a given VQD roughly equals the 
Read SNM for twice that Vpo hi the range of interest for us. This means that 
a memory that avoids the Read SNM problem can operate at roughly half 
of the VDD of a 6T memory with the same 6cr bitcell stability. The fact that 
by avoiding the limitation imposed by Read SNM we can operate at lower 
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Fig. 7.31. CDF of SNM distributions showing that avoiding the Read SNM allows 
a reduction in VDD by ~ 0.5 for the same 6cr stability. 

voltages with the same cell stability is a key observation used in the design of 
a sub-threshold bitcell. 

7.2.6 A Sub- thresho ld Bit -ce l l D e s i g n 

The previous sections in this chapter point to several advantages of an SRAM 
bitcell tha t can operate into the sub-threshold region. Previously published 
works have scaled SRAM VOD hito the sub-threshold region during idle, but no 
SRAM actually operates in this region. The 0.18/irn memory in [103] provides 
one exception. This memory operates down to 180mV, deep into the sub­
threshold region. In structure, it resembles a register file more nea,rly than a 
standard 6T SRAM, as we described in Section 7.1.3. The bitcell itself looks 
like a latch with a tr istate driver for writing into the cell and a tristate inverter 
replacing a standard inverter in the cross-coupled inverter pair so that it can 
cut off the feedback during write. For read, the outputs of a pair of cells are 
multiplexed together, and these outputs are successively multiplexed until the 
addressed word is selected. These muxes correspond to a bitline shared by only 
two bitcells. Accounting for the multiplexors required to read, the equivalent 
bitceU size is 18 transistors. Despite its large size, this sub-threshold SRAM 
benefits from the robustness of full-swing read and static, non-ratioed write 
operations. 

Taking this previous implementation [103] as a datapoint in the set of 
possible bitcells, we can set up a range of bitcell options. At one end of the 
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range, the 6T bitcell cannot operate below 600-700mV in 65nm. At the other 
end of the spectrum, an 18T bitcell will function robustly in sub-threshold 
since it looks and functions very much like combinational logic. Along the 
range in between these two options are many possible bitcell designs that 
address the obstacles to sub-threshold operation by increasing the number of 
transistors relative to the 6T cell. The bitcell tha t this section describes was 
selected from among many others because it represents the best trade-off of 
functionality and area. In other words, it is the smallest bitcell from those 
examined tha t provides robust sub-threshold functionality. 

RBL 

Fig. 7.32. Schematic of the lOT sub-threshold bitcell.(© 2006 IEEE) 

Figure 7.32 shows the schematic of a lOT bitcell tha t addresses these 
problems and provides sub-threshold functionality. Transistors Mi through 
MQ are identical to a 6T bitcell except that the source of Ms and Me tie 
to a virtual supply voltage rail, VVpij. Write access to the bitcell occurs 
through the write access transistors, M2 and M5, from the write bitlines, BL 
and BLB. Transistors My through M[o implement a buffer used for reading. 
Read access is single-ended and occurs on a separate bitline, RBL, which is 
precharged prior to read access. The wordline for read also is distinct from the 
write wordline. One key advantage to separating the read and write wordlines 
and bitlines is tha t a memory using this bitcell can have distinct read and 
write ports. Since a 6T bitcell does not have this feature, the lOT bitcell is in 
some ways more fairly compared to an 8T dual-port bitcell (6T bitcell with 
two pairs of access transistors and bitlines). The remainder of this section 
describes the operation of the lOT sub-threshold bitcell in detail. 
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Enabl ing Sub- thresho ld R e a d 

The lOT bitcell in Figure 7.32 uses transistors My-Mio to remove the problem 
of Read SNM by buffering the stored data during a read access. When the 
read wordhne (RWL) goes high, the pre-charged read bithne (RBL) causes a 
voltage divider across My, Ms, and Mio, but this increase in voltage at QBE 
does not impact the stored data at Q and QB. Thus, the worst-case SNM for 
this bitcell is the Hold SNM related to Mi-Me, which is the same as the 6T 
Hold SNM for same-sized Mi-Mg. Eliminating the Read SNM problem allows 
this bitcell to operate at half of the VDU of a 6T cell while retaining the same 
6cr stability. A different approach for eliminating the Read SNM in [157] uses a 
7T cell to prevent the higher voltage at the internal node from propagating to 
the other back-to-back inverter. This approach works well for strong-inversion 
operation, but it requires the bitcell to hold its data dynamically during read 
accesses. This approach will not work in sub-threshold because the dynamic 
da ta is susceptible to leaking away during the long access times. 

The extra FETs in the lOT bitcell increase area by ~ 66% (based on 
layout) and also consume leakage power relative to a 6T bitcell. It is interesting 
to note that a 9T bitcell, identical to the bitcell in Figure 7.32 but without 
Mio, would eliminate the Read SNM problem while using less area than the 
lOT cell. Mio is valuable to the bitcell because it reduces leakage current and 
it allows more bitcells to share a bitline. 

RBL=1 

QBB held 
near 1 by 
leakage 

QB=1-

QBB=1 pcj 

QB=0-

RBL=1 

RWL 

leakage 
reduced 
by stack 

(b) 

Fig. 7.33. Schematic of read buffer from lOT bitcell for both data values. In both 
cases, leakage is reduced to the bitline and througii the inverter relative to the case 
where Mio is excluded. 
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Figure 7.33 shows the read buffer horn the lOT bitcell for Q = 0 (a) and 
Q = l (b). When Q = 0 and Q B = 1 (Figure 7.33(a)), Mm adds an off device in 
series with the leakage path througli M^ and the path tlirougli Mg, decreasing 
ttie leakage through those transistors. Furthermore, since the pMOS in this 
65mn technology generally has higher leakage than the riMOS, the leakage in 
Mg tends to hold node QBB near VQD (see Figure 7.34), further limiting the 
leakage through Mg to the bitline by making its VGS negative. Even if QBB 
floats above 0 by only a small ainoimt, the negative VGS hi Mg reduces bitline 
leakage exponentially. When Q = l and Q B = 0 (Figure 7.33(b)), Mio creates 
a stack of off nMOS transistors, reducing leakage through My by the stack 
effect. Since node QBB is held sohdly at VDD, Mg has VDS = 0, so bitline 
leakage is negligible. In both cases, Mio reduces the leakage relative to the 9T 
case. 
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Fig. 7.34. Simulation of voltage at node QBB in unaccessed lOT bitcells versus 
temperature and process corner. Strong pMOS k;akage holds QBB near VDD except 
at ttie SW corner. Even at SW, QBB is higher than it is for ttie 6T cell, lowering 
bitline leakage. 

Figure 7.35 shows the relative leakage of the different bitcells under con­
sideration. At 0.3V and nominal conditions, the 9T bitcell has 50% leakage 
overhead relative to the 6T bitcell. The lOT bitcell reduces this overhead to 
16%. It is important to recall tha t while the 6T bitcell can hold data at this 
low voltage, it cannot finiction properly for either read or write accesses. Since 
a 6T bitcell at 600mV has the same 6o" stability as a lOT bitcell at 300mV, 
this overhead in leakage current is more than compensated by decreasing V D D 
by 300mV relative to the 6T bitcell. In simulation, the lOT bitcell at 300mV 
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Fig. 7.35. Relative leakage of bitcells. The lOT bitcell imposes 16% overhead leakage 
at 300mV, but the 6T bitcell cannot function at that voltage (it can only hold data). 
The lOT cell saves 2.25X leakage power relative to the 6T at 0.6V.(© 2006 IEEE) 

consumes 2.25X less leakage power than the 6T bitcell at 0.6V (1.75X less 
relative to 0.5V). 

The reduction in sub-threshold leakage through Mg reduces the impact 
of leakage from unaccessed cells and gives the additional advantage of allow­
ing more cells on a bitline during read. As described in Section 7.2.4, bitline 
leakage creates real problems for SRAMs in terms of leakage power and func­
tionality during a read access. Leakage from the bitline into the unaccessed 
bitcells causes undesirable voltage changes on the bitlines. Specifically, the 
bitline that should remain at its precharged value of VDD will droop. For 
differential sensing, this droop creates an effective voltage offset tha t the ac­
cessed cell must overcome before activating the sense amplifier, which results 
in longer read access times. For single ended read access like that used with 
the lOT cell, the steady-state voltage values for a ' 1 ' and '0' become more 
difficult to distinguish. 

Figure 7.36 shows the impact of bitline leakage on the steady-state volt­
ages while reading a ' 1 ' (solid lines) or '0' (dotted lines). For the same number 
of cells on a BL, the lOT bitcell (circles) shows larger bitline separation than 
the 6T (or 9T) bitcells (squares). This figure suggests tha t 'sensing' with an 
inverter (whose switching threshold, VM, is shown) should work well from O^C 
to 100°C even with 256 cells on a bitline for the lOT cell. In contrast, as previ­
ously discussed in Section 7.2.4, the 6T cell (or 9T bitcell) would allow at most 
16 bitcells on a bitline. The bitline that should be T stays very close to VDD 
at high temperatures and then begins to droop at lower temperatures. This 
droop occiu'S because Mio inside the unaccessed lOT bitcells is so success-
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Fig. 7.36. Simulation showing steady-state bitline voltages. The lOT bitcell exhibits 
much better steady-state bitline separation than the 6T cell. The WW corner is 
shown at 300mV. 

fill at reducing sub-threshold current through the access transistors that the 
sub-threshold current actually drops below the gate leakage (which is fairly 
constant with temperature). At higher temperatures, the leakage through the 
pMOS precharge device on the bithne exceeds the gate leakage into the un-
accessed cells and holds the bitline close to VOD- AS temperature decreases, 
the sub-threshold leakage through the precharge transistor drops faster than 
the sum of gate leakage into the unaccessed cells until the accessed cell cur­
rent must hold the bitline voltage high. At this point, the bitline voltage 
has to droop in order for the accessed cell to supply the current that flows 
into the other cells. If gate leakage was lower (perhaps in the case of high-K 
dielectrics), then sub-threshold leakage into the unaccessed cells is reduced 
sufficiently such that the bitline will stay very close to VOD-
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Fig. 7.37. Schematic of write architecture for a single row using a floating power 
supply {VVDD). The row is 'folded' in layout so that its cells share N-wells, and the 
entire row is written at once. (© 2006 IEEE) 
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Fig. 7.38. Timing diagram for write operation. When VDDOU goes low while WLWR 
remains asserted, the cell's feedback restores full voltage levels for the new values of 
Q and QB (point {&)).{© 2006 IEEE) 

Enabl ing Sub-threshold Write 

Write functionality offers the second primary obstacle to sub-thresliold SRAM. 
In tliis 65nni teclmology, a 6T bitcell cannot write in tlie traditional fashion 
below^ around 0.6V, as we described in Section 7.2.3. The primary reason for 
write failure was the inability of the write driver and nMOS access transistor 
to win the ratioed fight against the pMOS inside the bitcell and to write a 
'0' . Previous work that use a virtual supply rail that floats during a write 
access [142] [131] [131] [155] [133]. Although those works applied this approach 
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primarily for increasing speed, the method itself addresses the problem tha t 
stib-threshold bitcells face. 

Since the pMOS devices in the lOT bitcell are the problem, our approach 
uses a virtual power supply rail rather than a virtual groiuid rail. Figure 7.37 
shows the simple schematic for a single row using this approach. A single 
power-supply-gating header switch connects node VVDD to the true power 
rail. When the bitcell holds its data or during read accesses, VoDon = 0 so 
tha t VVDD = VDD- During a write access, the virtual rail floats. 

Figure 7.38 shows the timing associated with a write access using this 
scheme. First, the 'write' signal goes high to indicate that a write access will 
occur, and the bitlines (BL and BLB in Figure 7.37) are driven with the new 
data. Next, the decoders drive a global wordliiie (not shown) which eventually 
causes the local write wordhne {WLWR) to go high. Triggered by the local 
wordline, the VDDOU signal goes high, allowiirg node VVDD to float. As the 
write access transistors discharge the virtual rail, its voltage droops, and Q 
and QB change to their new values. While VVQD continues to float, denoted 
by the 'floating' label on the timing diagram, the logical ' 1 ' inside the cell 
tracks its drooping voltage value. When Voomi goes low again while the local 
wordline remains high, it reconnects the virtual rail to the full supply. The 
feedback inside the bitcell then holds the Q and QB nodes at their correct 
logical values and amplifies the ' 1 ' to full VDD- This occurs at point (a) in 
Figure 7.38. 
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Fig. 7.39. Write margin (write SNM) versus temperature at 0.3V for lOT bitcell 
with floating VVDD supply. Negative margin for all corners, signifying successful 
write operation. 

Some previous works implement a floating rail in the column-wise direc­
tion. The risk of the column-wise approach is that any droop that occurs on 
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VVoD during a write operation will impact other unaccessed bitcells that are 
holding their data. For sub-threshold operation, the lack of voltage headroom 
increases the risk of losing data in those cells by decreasing their Hold SNM. 
For this reason, we implement the virtual rail along a row of the memory, as 
Figure 7.37 shows. For the implementation on the test chip, a conceptual row 
is folded as shown in the figure so that its bitcells can share N-wells, and the 
entire row is written at once. 

The plot in Figure 7.39 shows the write margin for the virtual VOD ap­
proach across temperature and process corner at VDD = 300mV. The write 
margin remains negative across all of these ranges, indicating a successful 
write. The worst-case write margin occurs at the WS corner and high tem­
perature. 

Since the lOT bitcell shows the ability to solve both the read and write 
problems for sub-threshold operation, we chose it as the bitcell for a test chip 
in 65nm bulk CMOS. 

7.2.7 6 5 n m Sub- thresho ld S R A M Test Chip 

This section describes the test chip that uses the lOT bitcell to enable sub­
threshold operation. 

Test Chip Arch i tec ture 

A 256kb 65nm bulk CMOS test chip uses the lOT bitcell and the architecture 
shown in Figiu'e 7.40. The memory is divided into eight 32-kb blocks. Each 
block contains an array of 256 rows and 128 coliunns of lOT bitcells. A single 
128-bit Data Inpu t /Ou tpu t (DIO) bus serves all eight blocks. In this initial 
instantiation of the sub-threshold memory, only one read or write can occur 
per cycle. As mentioned previously, however, the lOT bitcell can accommodate 
both a read and write access to the same block in a single cycle. Such a 
dual-port instantiation of the memory would require a second DIO bus and 
additional peripheral logic. The decoder in this memory uses the top three 
address bits to determine the block and generates a block select signal (BKsel) 
to enable certain local features within the selected block. The remaining eight 
address bits select the correct row inside the block. The decoder decodes these 
eight bits and asserts a global wordline. The global wordline then asserts a 
local wordline inside the selected block. The local wordline then combines with 
the local write signal to assert either WLRD or WLWR- For a write access, 
local logic turns off Mp(r) to the accessed row as described in Section 7.2.6. 
The write drivers consist simply of inverters with transmission gates. Although 
imnecessary for functionality in this design, the transmission gates turn off 
when the memory is not writing to minimize leakage on the write bitlines (BL 
and BLB). The power supply to the WL drivers is routed separately to allow a 
boosted WL voltage. This technique improves the access speed and increases 
the robustness to local variations. The read bitline (RBL) is precharged prior 
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Address<0:10> 

Fig. 7.40. Architecture chagram of the 256kb memory on the test chip using lOT 
sub-threshold bitcells.(© 2006 IEEE) 

to read access, and its steady-state value is 'sensed' using a simple inverter, 
IRD{C), as discussed in Section 7.2.6. Tristate buffers prevent the output of 
the blocks from driving the DIO bus at the incorrect times. Column and 
row redundancy is a ubiquitous technique in commercial memories used to 
improve yield. For our analysis of the SRAM, we assume the availability of 
one redundant row and colurmi per block. 

The primary goals for this test chip were to test the functionality of the 
lOT bitcell in svtb-tlireshold and to explore the limitations of the design. For 
this reason, the peripheral circuits were designed to be as simple as possible. 
All of the peripherals use static CMOS logic for simplicity and for functional 
robustness in sub-threshold. The large block size was intentionally aggres­
sive in order to expose limitations iir the bitcell and architecture. Integrating 
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256 bitcells on the bitline (as opposed to 16 for 6T) pushes the envelope for 
functionality. 

The layout of the memory had to meet logic design rules. For this reason, 
even the reference 6T bitcell layout is much larger than commercial 6T layouts 
for which the design rules are relaxed. The lOT bitcell layout added almost 
exactly the expected 66% area overhead relative to our reference 6T design. 
The area penalty for the entire array may not be so large, however. Since 
the lOT bitcell allows 256 bitcells on a bitline, fewer copies of the column­
wise peripherals are necessary than for the 6T cell array, which can only 
accommodate 16 cells per bitline pair. As an example, the 8T bitcell in [158] 
has 40% larger area than its 6T counterpart. However, by equalizing bitline 
leakage [158], the bitcell allows 256 cells per bitline rather than 16. The total 
cache using the 8T bitcell in a lOOnm technology ends up being smaller than 
its 6T counterpart by 6% [158]. This example suggests that the total array 
area penalty for the lOT cell is much less than 66%, since it gives a similar 
advantage in bitline integration. 

Table 7.2. 6T and lOT architecture comparison. 

line 

write WL 
write BL 
read WL 
read BL 

6T 
number 

1 
2 
1 
2 

transistors 

256 
256 
256 
256 

lOT 
number 

1 
2 
1 
1 

transistors 

256 
256 
256 
256 

As we described in Section 7.2.6, we chose for this implementation to switch 
the N-wells along a row along with VVDD- This approach made it easier to 
follow the design rules related to distance between well taps and avoided the 
need to route an additional VDD rail- To make this approach work, each row is 
folded such that a pair of 64-bit physical rows sharing N-wells and a VVDD rail 
makes up one conceptual 128-bit row (c.f. Figure 7.37). This folding increases 
the length of bitlines by roughly 2X and decreases the length of wordlines 
by roughly ^X. Notice that this is not fundamentally necessary for the write 
approach to work. The N-wells of two separate rows can be shared and the 
VVDD for each row routed separately. 

The impact of the lOT approach on the number of wordlines and bitlines 
used during memory accesses is beneficial. Table 7.2 shows the comparison 
for a 6T memory that also has 256 rows and 128 columns (this could not 
actually function in sub-threshold or even above threshold because of bitline 
leakage). The lOT approach uses one less bitline, and the transistor load on 
any given wordline or bitline is the same. As we mentioned previously, separate 
wordlines and bitlines for write and read accesses allow simultaneous write and 
read accesses to the memory. 
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Figure 7.41 shows a layout shot and die photograph of the test chip. The 
die size is 1.89mm by 1.12mm, and the chip is pin-hmited. The 256kb array 
and a 32kb block are highlighted for reference. Metal fih in all of the metal 
layers obscures the features in the interior of the die photograph. 

(a) 

(b) 

Fig. 7.41. Annotated layout (a) and die photograph (b) of the 256kb sub-threshold 
SRAM in 65nm. Die size is 1.89mm by 1.12mm.(© 2006 IEEE) 
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Ch2 200nW 
A Chi SCOrii,' 

Fig. 7.42. Oscilloscope waveform showing correct functionality at VDD = 300mV. 
At this low voltage, a small fraction of bits have errors. (© 2006 IEEE) 

M e a s u r e m e n t s 

Measurements of the SRAM test chip confirm that it is functional over a 
range of voltages from 1.2V down into the sub-threshold region. With the 
assumption of one redundant row and column per block, the memory operates 
correctly to below 400mV. Read operation works without error to 320mV and 
write operation works without error to 380mV at 27°C. We continued to 
push the supply voltage to even lower values to examine the limits of the 
implementation. At the low supply voltage of 300mV, the memory contiimes 
to function, but it does exhibit bit errors in ^ 1% of its bits that result from 
sensitivities in the architecture to local device variation. Figure 7.42 shows 
an oscilloscope plot of two data bits output from the memory during read 
operations at 300mV. 

The test chip successfully demonstrates a functional sub-threshold memory 
that overcomes the problems it was designed to face. First, the bitcell removes 
the Read SNM problem. Measurements have confirmed that the memory ex­
periences zero destructive read errors at 300mV. Simulations show that a 6T 
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memory would experience a high rate of destructive read errors at 300mV chie 
to degraded Read SNM. Secondly, whereas a 6T memory would fail to write 
below about 600mV, this memory writes correctly at 350mV at 85°C. Thirdly, 
a 6T memory would experience problems reading with only 16 bitcells on a 
bitline. Measurements show that the lOT memory reads correctly even with 
256 bitcells on the bitline down to 320mV. Finally, the memory shows good 
Hold SNM performance. The first bits observed to fail to hold their data occur 
at VDD < 250mV. 

VDD(V) 

Fig. 7.43. Measured leakage power from the memory test chip. 

Figure 7.43 shows the measured leakage power of the test chip at two differ­
ent temperatures. As expected, voltage scaling provides significant reduction 
in leakage power. Figure 7.44 shows the relative savings in leakage power from 
VDD scaling. The plot is normahzed to operation at 0.6V for comparison to 
a theoretical minimum-voltage 6T memory. At 27°C, the lOT memory saves 
2.5X and 3.8X in leakage power by scaling from 0.6V to 0.4V and 0.3V, respec­
tively. Leakage power decreases by over 60X when VOD scales from 1.2V to 
0.3V. Voltage supply scaling also gives the expected savings in active energy. 
Figure 7.45 shows the energy per read access versus supply voltage based on 
the measured switched capacitance of the memory. 

In summary, sub-threshold SRAM provides the dual advantages of mini­
mizing total memory energy consumption and of providing compatibility with 
minimum-energy sub-threshold logic. Traditional 6T SRAM cannot function 
in sub-threshold because it fails to write below ^ 600mV and because the 
Read SNM degrades badly at low supply voltage. Furthermore, bitline leak­
age in 6T SRAMs limits the number of bitcells on a bitline to around 16. A lOT 
bitcell solves these problems and provides functionality into the sub-threshold 
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Fig. 7.44. Relative lealcage power savings at 27°C achieved by VDD scaling.(© 2006 
IEEE) 

region. The bitcell solves the write problem by using a floating supply voltage 
that allows the write drivers to overcome the cell feedback. A read buffer pre­
vents read accesses from affecting the stored data and thus removes the Read 
SNM problem. The read buffer uses a low-leakage design that allows many 
more cells to use the same bitline relative to the 6T bitcell. 

A 256kb 65nm bulk CMOS test chip uses the lOT bitcell and demonstrates 
sub-threshold operation. Measurements show that the bitcell fundamentally 
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Fig. 7.45. Measured active energy per read access. 
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solves the Read SNM problem, overcomes the write problem, and relaxes the 
bitline integration limitation. With one redundant row and column per block 
and a boosted wordline, the memory functions without error to below 400mV. 
At 400mV, it consumes 3.28/iW and works up to 475kHz. No bit errors for 
holding data occur in the SRAM until VDD scales below 250mV. 
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Analog Circuits in Weak 
Inversion 

by Eric A. Vittoz 

8.1 Introduction 

As explained in Chapter 5, the characteristics of a transistor in weak inver­
sion are very different from those in strong inversion. Weak inversion has 
some special properties that can be exploited, in particular for designing low-
power and/or low-voltage analog circuits. But weak inversion also has some 
drawbacks, the most important being the poor current matching (see Sec­
tion 5.8.1), a maximum noise content of the drain current (see Section 5.6.4), 
and of course the low speed. Therefore, and except for very low supply volt­
ages (below 0.5 V), the best performance is obtained by combining transistors 
biased in weak and in strong inversion. 

It must be remembered that the amount of inversion is controlled by the 
inversion coefficient IC defined in Section 5.3.4. In principle, any value of IC 
can be obtained for any value of saturation current by adjusting the specific 
current Igpec (5.32) through W/L. The only limits are the width W of the 
transistor (and the associated drain-substrate leakage) for Igpec very large, 
and its length L (and the associated leakage underneath the channel) for I spec 
very small. 

This chapter will explore where and how the various favorable features of 
weak inversion can be exploited in designing analog circuits. 
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8.2 Minimum Saturation Voltage 

8.2.1 Current Mirrors 

As illustrated by Figure 5.8, weak inversion provides the minimum possible 
saturation voltage. The most immediate application is that of low-voltage cur­
rent mirrors. The output current becomes independent of the output voltage 
as soon as this voltage is larger than 4 to 6UT- It is thus possible, in principle, 
to build voltage amplifiers for a supply voltage as low as 8 to 12UT, provided 
the threshold voltage is sufficiently low. 

The price to pay for this low voltage drop across the mirror is a low speed, 
a maximum spectral density for both channel noise and interface noise, and 
the worst matching of curreirts. 

The only known possibility to drastically improve the matching and virtu­
ally eliminate the flicker noise, while keeping the low minimum output voltage, 
is to build the mirror with bipolar transistors. Those might be MOS transis­
tors operated in the lateral bipolar mode, tha t are available in any CMOS 
process [159]. 

8.2.2 Cascode Mirrors 

The residual output conductance of a mirror can be drastically reduced by 
cascoding it by means of a common-gate transistor, as illustrated in Figure 8.1. 

mirror 

Out 

I' 
Bias 

cascoding 
transistor 

"02 

•Mr 

Ji 
Ml 

VDI^ 

rr'///vir~ 
IV!. 3 , -

VD5 

substrate 
H 

^spec2 Pg p 
'specs p3 

'spec4 P4 luj 

'specs P5 

K 
cascode bias 

Fig. 8.1. Cascode mirror in weak or moderate inversion. 

The common-gate transistor M2 must be biased so as to ensure the sat­
uration of the mirror transistor Mi . This is the purpose of the sub-circuit 
M3-M4-M5 (cascode bias), itself biased by currents equal or proportional to 
the output current / of the mirror. 

If transistor Mi is in weak inversion, it is saturated for V Q I = 4 to 6UT 
proportional to the absolute temperature T (PTAT). If all the other transistors 
are also in weak inversion, then equation (5.40) applied to each transistor gives 
[110, 106] 
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Vi55 = Ur In [1 + [N + l)M], (8.1) 

VDI = VD5 + UT In P=UT In [P( l + (A^ + 1)M)]. (8.2) 

The product MA^ should not be too large, to prevent the drani junction 
leakage of a wide transistor M4 from dominating a very small bias current 
I/N. 

Now, even for a large V D I , the output conductance of Mi cannot be lower 
than Gds, the residual conductance due to channel shortening given by (5.50). 
We can therefore assume tha t saturation is obtained when the residual drain 
transconductance due to the remaining reverse current IR is smaller than Gds-
Hence, according to (5.44): 

^ IRI ^ ^ Ipi IRI ^ UT ,„ „̂  
Gmdi = TT < '^dsi = T}— or - ^ < ——. (8.3) 

UT VMI -fFi VMI 

By using the expression (5.39) of Ip and / « , this gives 

V D S i > f / T l n ^ , (8.4) 
UT 

or by using (8.2) where Vsi = 0: 

P{1 + M{N + 1))>VMI/UT. (8.5) 

For VMI/UT < 200, this condition can be fulfilled by choosing N = 2 and 
P = M = 8, which gives Voi = 5.WT-

The circuit of Figure 8.1 can also be used for moderate inversion, provided 
a different approach is used for sizing the devices. This approach is based on 
the fact that the saturation of Mi is ensured if Im <C Ipi, independently of 
the inversion coefficient IC [160, 109]. For this purpose, we choose M5 = 
Ml (two identical transistors) and M3 = M2 (-P = 1)- Furthermore, N ^ 1 
(which is possible in spite of the drain junction leakage, since tlie transistors 
are not in deep weak inversion). 

Now M2 and M3 are both saturated witli the same current density. Since 
they also have the same gate voltage they have the same source voltage, thus 
VDI = VDS- Transistors Mi and M5 are not fully saturated, but since N ':$> I, 
tliey have the same drain voltage and the same current density. Therefore: 

IFI/IRI = IF5/IR5, (8.6) 

and the two transistors are in the same state of saturation. 
The forward current 7^4 of M4 and tlie reverse current 7^5 of M5 are 

controhed by the same voltage VD5- Since M4 is M-tinies wider than M5, 
then 

MIR5 = IF4 = I/N whereas Ips = I (8.7) 

since IRX) •C IF5- Thus 
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= MN. (8.8) 
IRI IR5 

This ratio could be further increased by choosing P > I, but the effect would 
then depend on the inversion coefficient [160]. 

If enough voltage is available, it is interesting to use this circuit with Mi 
(and therefore MQ and M5) in strong inversion to improve current matching, 
but M2 (and therefore M3) in weak inversion to mininrize VDS2 required for 
saturation. 

Recalculating the condition (8.3) for Gmd < Gds with the expression of 
transconductance (5.43) valid at all levels of current gives 

IRI UT 

IFI VMI 

UT 
(8.9) 

which only departs from (8.3) for a very large iiwersion coefficient ICi-
A simpler bias circuit can be used if both Mi and M2 are in strong inversion 

[161]. 

8.2.3 Low-Voltage Ampli f iers 

Thanks to the minimum saturation voltage, MOS transistors in weak inversion 
can provide some voltage gain Ay even at a very low supply voltage VB- The 
maximum gain is achieved by the CMOS inverter as illustrated in Figure 8.2. 

"1 
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• H V, 
„ 1 „ . 
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V;/UT 1 
.2 .4 .6 VJVB 1 

(C) 

Fig. 8.2. CMOS inverter-amplifier: (a) circuit and definitions; (b) transfer charac­
teristics Vo(Vi) ; (c) gain as a function of the output voltage Vo-

Assuming that the two complementary transistors have the same values 
of n and Vpo + nVs in the equation (5.40) of the drain current, the unloaded 
transfer characteristics can be obtained by equating the current of the two 
transistors [53]. This gives 

e"" VB ri 1 
Vi = — In 

2 2 1 - e 
(8.10) 
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where VB, Vi and Vo are the normalized supply, input and output voltages 
according to 

— = — = — = LIT- (8-11) 
VB Vi Vo 

These characteristics are plotted in Figure 8.2(b) for several values oivB-
The voltage gain Ay can then be obtained by differentiating (8.10), which 

yields 

A „ - ^ = - - - ^ ±^ -. (8.12) 

It is plotted in Figure 8.2(c) for several values of VB- As can be seen, a voltage 
gain larger than 100 can be obtained with a supply voltage of 12UT = 300mV. 
For this symmetrical circuit, the gain reaches a maximum value for Vi = Vg = 
V B / 2 given by 

1^.1™. = (e"-/' " l)/n. (8.13) 

The residual output conductance in saturation (Gds due to channel short­
ening or Gmdsat due to DIBL) has been omitted in this calculation and would 
put another limit on very high values of Ay. 

By combining such a CMOS inverter with an adequate biasing circuit [40], 
it can be used as an analog amplifier. 

In spite of the relatively low speed associated with weak inversion, tran­
sistors in R F front ends of integrated receivers can be biased close to weak 
inversion for low-voltage operation thanks to the availability of short channel 
lengths in submicron processes [162]. 

For digital applications, a supply voltage of iUr = lOOmV is sufficient 
to provide the necessary nonlinear transfer characteristics, as shown by Fig­
ure 8.2. Of course, the maximum current should be adjusted to obtain the 
required speed. This can be done, in principle, by choosing a very low value 
of VTQ and by controlling the current by the sotu'ce voltage Vg [163, 53]. This 
should be done separately for P- and N-channel transistors in order to achieve 
the expected symmetrical characteristics. 

8.3 Maximum Transconductance-to-Current Ratio 

8.3.1 Diflferential Pair 

As a consequence of the maximum value of Gm/Io obtained in weak inversion, 
the difference of gate voltages required to compensate the mismatch of two 
transistors is minimum (see Figure 5.14). Moreover, the spectral density of 
input referred noise voltage is also minimum for a given value of drain current 
(see Section 5.6.4). These features can be exploited to minimize the offset 
and the noise of differential pairs, with the additional advantage of minimum 
saturation voltage. 
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It should be noticed that , as explained at the end of Section 5.8.1, the 
source voltage should be as small as possible in order eliminate the effect of 
An (mismatch of slope factors). This means that , for minimizing the input 
voltage offset, the two transistors should be put in a separate well connected 
to their sources, as illustrated in dotted line in Figure 8.3(a). In single-well 
processes, this is unfortimately only possible for one type of transistors (P-
channel for N-well process). 

Fig. 8.3. Differential pair; (a) circuit; (b) transfer characteristics and transconduc-
tance. 

The transfer characteristics of the saturated differential pair in weak in­
version can be calculated by using equation (5.40) of the drain cm-rent, giving 

h and 
/o 

l + ' ^ ' ^ P ^ . 

or for the difference of output currents 

1 -I- exp 
nUr 

h In tanh 
V,,r, 

2nUr 

(8.14) 

(8.15) 

which is represented in Figure 8.3(b). As can be seen, a major drawback of a 
differential pair in weak inversion is its limited input range of linearity. This 
is best ihustrated by tlie differential transconductance 

G rndiff 
d( / i 

dK;, id 2nUi 
cosh 

2nUi 
(8.16) 

plotted in the same figure. 
The hnear range can be extended by using the circuit of Figure 8.4(a) [164], 

which can be analyzed by means of the concept of pseudo-resistors introduced 
in Section 5.5, as shown by Figure 8.4(b). The saturated transistors Mr and 
M2 correspond to grounded resistors Ri and R2 in the resistor prototype. The 
linearization transistors Mia and M.2a correspond to two resistors of ii '-times 
larger values. The difference of output currents can now be calculated by using 
the resistor prototype, giving 
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Fig. 8.4. Linearized differential pair; (a) circuit; (b) resistor prototype; (c) differ­
ential transconductance. 

h R2 — Ri 

R2 + Ri+K- i?2-Ri/(i?2 + Ri) e2=̂- + {K + 2)e^- + 1 ' 
3.17) 

where the last part has been obtained by replacing R2/R1 by e^, with 
X = Vid/inU-r), according to the definition (5.54) of pseudo-resistors in weak 
inversion. The transconductance is obtaiired by differentiation of (8.17): 

G mdiff 
d( / i - I2) h (2 + K y + 4e^ + {2 + K) ^. 

dV,d nUr (e2^ + (2 -f K)e^ + ly 
(8.18) 

which reduces to (8.16) for K = 0. This result is plotted in Figure 8.4(c) for 
several values of K. As can be seen, the best linearity is obtained for K = 2.5, 
at the price of a 40% reduction of transconductance. 

Another method for increasing the linear range is the "inulti-tanh" tech­
nique, which was developed for bipolar transistors [165]. This approach uses 
the sum of the currents of differential pairs having symmetrical controlled 
offset voltages, as illustrated in Figure 8.5 for 2 pairs. The specific current 

''I 

?\£^hj 
pair 2 

1'2 

h 
"/di 

)ilo §K, 

Fig. 8.5. Multi-tanh linearization: (a) circuit; (b) transconductance (single sym­
metrical circuit in dotted line for comparison). 

of the two transistors of each pair are in a ratio K, which produces in weak 
inversion, according to (5.40), an input offset voltage 
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AVid = nUr In K. (8.19) 

As shown in Figure 8.5(b), K = 4 (which can easily be implemented by 4 
miit transistors) is an optimum value. The range of linearity can be further 
extended by choosiirg AT = 13 and adding the output currents of a normal 
differential pair biased at 0.75/o [165]. 

8.3.2 S ing le -Stage Operat ional Transconductance Amplif iers 
(OTA) 

Another consequence of the maximum value of Gm/Io obtained in weak in­
version is a maximum value VM/Uj^ of the intrinsic voltage gain, as was showir 
in Figure 5.10. If the channel is not too short, this voltage gain can be as high 
as 60 dB per stage and can be boosted to close to 120 dB by cascoding the 
current sources. Hence, Operational Transconductance Amplifiers (OTA's) 
can be implemented in a single cascoded stage, which eliminates the need for 
compensation. 

In weak inversion, the unity gain bandwidth Gm/CL is maximum for a 
given load capacitance CL and a given current, therefore the settling time is 
minimum. But this is only true for small signals. Indeed, if a large voltage 
step is applied to the input, the differential pair saturates, hence the settling 
time is set by the slow slew-rate associated with the small bias current. 

To circumvent this problem, the bias current IQ of the differential pair 
must be increased whenever its input voltage Vid is large. One way to do 
this is to provide an increment of IQ proportional to the difference of output 
currents [42] as illustrated in Figure 8.6(a), where 

Io=Ib + A\Ii - h I with /o = / i + h (8.20) 

If the pair operates in weak inversion, the combination of (8.20) with (8.14) 

H 

A\lrl2\\ 

W i i ' 
Ml M2 

id~ 

H 
\<0 

i'. 
(a) 

Fig. 8.6. Adaptive biasing of a differential pair: (a) circuit; (b) transfer character­
istics for several values of feedback factor A. 

gives 

exp 
Vjd 

(A + 1) - (yl - 1) exp Vjd 
TIUT 

(8.21) 
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which is plotted in Figure 8.6(b) for several values of A. With A = 0, it is the 
basic differential pair that saturates at | / i — /2I = h- This saturation current 
increases for 0 < >1 < 1. For A > 1, | / i — /2I tends to infinity (i.e. it is no 
longer limited by the bias current Ii,) for a critical value of input voltage given 
by 

\Vidcrit\=nUTAn-^. (8.22) 
A~ 1 

For the particular case A = I: 

i n i n ( / i , / 2 ) = Ib/2, (8.23) 

one of the two branch currents remains constant at Ib/'^-
A special application of this adaptive biasing technique is the class AB 

voltage follower illustrated in Figure 8.7(a). Without the additional bias cur-

(a) 
1 10 102 103 104 105 lb 

(b) 

Fig. 8.7. Voltage follower for a resistive load: (a) circuit; (b) input-output offset. 

rent 2/i delivered by Ms-Mg, the circuit would be an elementary OTA with 
unity voltage feedback. It would only operate as a follower if the ciurent de­
livered to the load were much lower than the maximum output current Bib-

With the feedback through M5-M6, the total bias current of the differential 
pair M1-M2 is 

lo = Ib + 2/1 with lo = h + h, hence I2 = Ib + h- (8.24) 

The difference between the input voltage and the voltage applied to the load 
can then be expressed by using (5.35): 

V, Vo Vpi v>2 ^ y ^ ^ p ^ y ^ ^ - ^ _ y ^ : p ^ j ^ ^ ^ Y ^ - ^ ^ 
nUj UT 

+in-^^^S:i<o, ..25) 
V'l + 8/Co(l + / i / / b ) - l 

where ICQ = Ib/'2Ispeci,2 is the inversion coefficient of Mi and M2 without 
feedback. These characteristics are represented in Figure 8.7(b) for several 
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values of /Co- The output voltage is always larger than the input voltage, but 
the difference becomes very small for / i » 75. For a given value of / i / / ; , , the 
difference is minimum if ICQ <C 1 (OTA without feedback in weak inversion). 

A high current efficiency can be obtained by choosing B 2> 1 (ratio of 
mirror M3-M7). 

As long as the differential pair remains in weak inversion, (8.25) reduces 
to 

(8.26) 

8.4 Exponential Characteristics 

8.4.1 Vol tage and Current Reference 

The exponential dependency of the drain current on Vs/Ur makes it possible 
to extract a voltage proportional to UT as shown in Figure 8.8. The basic 

Mr 
M3 M4 V+ 

M. 
M3 M4 

Mt>—r4 
v+ 

Fig. 8.8. Voltage and current reference: (a) basic circuit; (b) resistor-less current 
reference. 

circuit [31] shown in part (a) of the figure contains a l-to--ft' N-channel current 
mirror M1-M2, with the source of M2 degenerated by a resistor B,. A 1-to-l 
P-channel current mirror M3-M4 (or any equivalent circuit) imposes the same 
current in the two branches. Therefore, a source voltage VR builds-up across 
resistor R to compensate the ratio K of the N-channel mirror. If this mirror 
is in weak inversion, then 

VR = RI = UT\nK. .27) 

This voltage should be sufficiently larger than the threshold mismatch of 
M1-M2. In practice, it cannot be made much larger than AUT, which cor­
responds to K = 55. It can be used as a PTAT voltage reference, or as a 
compensation voltage in a band gap voltage references [32]. 

A reference current / can be extracted by tfie additional mirror transistor 
M5. Thanks to the small value of VR a small current can be obtained with a 
reasonably low value of R. 



8.4 Exponential Characteristics 157 

If the transistor M2 is in a separate well connected to its soiuxe, as shown 
by the clotted line, then V52 = Vsi = 0. The factor K is then compensated 
by a difference of gate voltages, and UT is multiplied by n in (8.27). 

Figure 8.8(b) shows a variant of the basic circuit in which the resistor is 
replaced by transistor MR [166]. This transistor is the output transistor of a 
current mirror M7-M6 of ratio 1 to A, that operates in strong inversion, with 
the reference current itself as its input, li A ^ 1, then Ipg = AIp-j = AI >• / . 
Hence, far from being saturated. Mo is biased close to VD = Vg = 0 where it 
behaves like a resistor of value R = 1/Gms6 given by (5.45): 

1/R = G„ V^npeAI. (8.28) 

By introducing this value in (8.27) we obtain, after arranging the result 

I = 2npGU^ • A{lnKf = Ispece • A{lnKf. (8.29) 

This current is obtained without using any resistor, and is proportional 
to the specific cm-rent of transistor Mg. Therefore, as noticed at the end of 
Section 5.7, it becomes almost independent of the temperature if the mobility 
is proportional to T ~ ° with a = 2. 

In practice, (8.28) is an acceptable approximation for A > 5. 
It should be mentioned that the loop M6-M2-M4-M8-M7 implements a 

positive feedback. However, the gain of this loop can be shown to be 1/2 at 
equilibrium. 

8.4.2 A m p l i t u d e R e g u l a t o r 

The exponential characteristics of transistors iir weak inversion are exploited in 
the amplitude regulator depicted in Figure 8.9(a) [31]. The sinusoidal signal of 
amplitude V produced by the oscillator enters the regulator through capacitor 
Ci , and transistor M5 delivers the output current used to bias the oscillator. 
When no oscillation is present (V̂  = 0), the circuit is reduced to the current 

6 nUj 

Fig. 8.9. Amplitude regulator for oscillators: (a) circuit; (b) transfer characteristics. 

reference of Figure 8.8(a). According to (8.27), it delivers an output cmrent 
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I = Io = BUT In K/B^3, (8.30) 

which serves as the start-up current of the oscillator. As the oscillatiou voltage 
grows, it is superimposed on the DC component of gate voltages Vodc for M i , 
but not for M2, since it is blocked by the low-pass filter R2-C2- Because of the 
exponential function 10(^0) of Mi , its average drain current should increase, 
which is not compatible with the 1-to-l ratio imposed by the mirror M4-M3. 
Instead, Vodc decreases, resulting in a decrease of the output current / . 

Assuming that all transistors remain saturated, that Mi remains in weak 
inversion even during the peaks of its drain current, and that the residual 
oscillation amplitude at the gate of M2 is much smaller than UT (SO that it 
has no nonlinear effect), the transfer characteristics are given by [31] 

, , , . . ( ,_!^W|fc)), ,,31, 

where IBO is the 0-order modified Bessel function. They are plotted in Fig­
ure 8.9(b) for several values of K. 

The amplitude of oscillation will stabilize when the regulator delivers ex­
actly the bias current / required to produce the amplitude V. 

If the peak drain current of Mi leaves weak inversion, the transfer charac­
teristics will be modified and may eventually loose their monotonicity, which 
must absolutelj^ be avoided to maintain stable oscillation. A semi-empirical 
condition to ensure monotonicity is 

A > ^ . (8.32) 

The role of capacitor C'3 is to keep the drain voltage of Mi sufficiently 
constant to avoid de-saturation during the positive peaks of current. 

At low frequencies, high (non-critical) values may be needed for resistors 
Ri and R2. Very high values have been obtained by using lateral diodes in 
the polysilicon layer [167, 37]. Lower values can be obtained by means of 
transistors adequately biased [46]. 

This amplitude regulator has been applied extensively to quartz oscillators 
in watches [37, 46, 168, 169, 170], but it can be used in different type of 
sinusoidal oscillators as well [38]. 

8.4.3 TVansIinear Circuits 

Discovered for bipolar transistors, the translinear principle [171] is an out­
standing application of the exponential characteristics of MOS transistors in 
weak inversion. Consider the loops of saturated transistors illustrated in Fig­
ure 8.10. They include an even number of transistors, half of which have their 
gate to source "junction" in the clockwise (cw) direction, the other half in the 
coimter-clockwise (ccw) direction. Hence, for the whole loop: 



H 

4 

Ml k-1 
lu k-1 k^ Mv 

CCWI ICW 

^Sk-1 VG,1VG, V 
I 

common substrate 
J 

(a) altemated orientation 

.4 Exponential Characteristics 159 

L 
CCW 

1 

CCW 

I L^ll 1/ A I 

% 

all l/s; = 0 r 
(b) non-alternated 

Fig. 8.10. Translinear loops: (a) alternated orientation of transistors in a common 
substrate; (b) non-alternated orientation: separate local substrates are necessary. 

CW 

(VG Vs^) - y{VG^ - Vsi). 
CCW 

(8.33) 

If all transistors are in weak inversion, with negligible reverse current (satu­
rated), then according to (5.41): 

h = lovii exp 
VGi/rii - Vs, 

UT 

VCH 

m 
Vs^ = UT In - .34) 

Now if CW and ccw transistors are alternated [172] as in Figure 8.10(a), then 
each gate voltage Va is common to a pair cw-ccw of transistors. It appears 
therefore in both sides of equation (8.33), which can thus be rewritten as 

Df-''.-.)-D^-'<«)• .35) 

We can now introduce (8.34), divide by UT ( that is common to all transistors) 
and exponentiate both sides of the equation, which yields 

or A. (8.36) 

This result is independent of the temperature. If I DO is the same for all 
transistors, then A = 1. A circuit may include several loops sharing some 
transistors, each loop characterized by its value of A. The mismatch of /DO?; 
is dominated by that of VTOI and results in an error in the value of A, with a 
standard deviation 

A nUr 
^ i a 2 ( z i y ™ ) 

1/2 

(8.37) 

where the factor 1/2 comes from the fact that a{AVTo) is defined for a pair 
of transistors. 

The current-niode multiplier/divider [173] shown in Figure 8.11(a) is a 
simple example of a single translinear loop with identical transistors (A = 1) 
of alternated orientations. 
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Fig. 8.11. Example of translinear circuits: (a) multiplier/divider; (b) vector length 
calculation. 

The input currents are Ii, la and h whereas I2 is the output. Using (8.36), 
we can write 

/1/3 = 12/4 hence Ii{Ib " 

which gives after simphfication 

h = hh/Ia-

h{Ia-h] (8.38) 

(8.39) 

This result is valid as long as / i < la-
If cw and ccw transistors are not alternated, as in the loop example of 

Figure 8.10(b), then (8.33) cannot be rewritten as (8.35). The only way to 
make (8.34) compatible with (8.33) is to impose Vsi = 0 by putt ing each 
trairsistor in a separate well comiected to its source. Although each nj is 
slightly dependent on the particular gate voltage, it can be approximated by 
a constant n ixiultiplyiirg UT in (8.34). 

In addition to requiring separate wells, non-alternated loops need a higher 
supply voltage, since they include stacks of at least two gate-to-source volt­
ages. 

An interesting example of a loop where transistors cannot be alternated 
is the circuit of Figure 8.11(b) that calculates the length of a vector in a 
A^-dimensional space [174]. 

For this example with N = 2, the circuit contains two loops that share the 
transistor MQ. The corresponding current equations are 

/2 = UIo and / | = J,2/o, thus /Q = hi + ha = (/? + I'i)/^- (8.40) 

Hence, finally: 

/o /2 + / | .41) 

A'̂  loops are needed for Â  dimensions, each loop made of transistors Mo,;, M;,,: 
and Mc,;, and all loops sharing MQ. 

Although the basic translinear principle assumes that all the loop tran­
sistors are saturated, it is possible to include non-saturated transistors [175]. 
Consider M^ and Mk-i in the basic loop of Figure 8.10(a). They have the 
same gate voltage. Therefore, if they are connected in parallel, they represent 
the forward and reverse currents of a non-saturated transistor. This may help 
reducing the supply voltage needed by translinear circuits [176]. 
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8.4.4 Log-Domain Filters [177, 178, 179, 180] 

Consider the elementary circuit of Figure 8.12(a), wliere the transistor is as­
sumed to be in weak inversion and saturated. 

J | ' 2 ' 

c 

(a) 

Fig. 8.12. Log-domain filters: (a) principle ; (b) direct implementation of the inte­
grator (partial). 

How should the input current Ji be transformed into the capacitor current 
Ic in order to obtain a linear current-mode integrator, with 

h = 
1 

hdt, h 
_dh 

At 

in spite of the exponential relationship /2(K:)? According to (5.41): 

Vc h 
h = I DO exp -——, hence Vc = nUr In -—. 

nUr IDO 

The current in the capacitor can therefore be expressed as 

,dV; CnUq^ d/2 CnUr h 
Ic = C-

dt h At h 

(8.42) 

(8.43) 

(8.44) 

where the last term is obtained by introducing (8.42). Thus, the circuit will 
behave linear integrator according to (8.42) if 

/c/2 = IQIV with constant IQ = CUUT/I (8.45) 

This relation could be implemented by the translinear loop illustrated in Fig­
ure 8.12(b) [181]. However, in this direct implementation the transistors are 
not alternated, and two of them must be put in a separate well connected to 
their source. Notice that it is anyway only a partial implementation, since no 
current is available to discharge the capacitor. 

A variant [182] with alternated transistors is depicted in Figure 8.13. The 
current I^. flowing through M3 is mirrored into C by M5-M6. The bias voltage 
Vb provides the necessary headroom for the controlled current source My. 

Here again, the circuit shown in full line can only charge the capacitor C. 
One way to circumvent the problem is to add the current source I^ sketched 
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Fig. 8.13. Log-domain integrator implemented by an alternated translinear loop. 

in dotted line. The current through M3 is then Ic + Id and the loop equation 
becomes 

hh = {h+Ia)h or / i = ^ + ^ / 2 , (8.46) 
-"O -10 

which corresponds to the s-domaiii transfer function 

his) Id/Io + ST ' 
iA?) 

It is thus a lossy integrator, that can be used to reaUze some specific filters 
[183]. The amount of damping could m principle be reduced by re-injecting 
an adequate proportion of I2 at the input, but such a compensation is limited 
by the inaccuracy of cturent mirrors. 

A better solution [182] is to implement a second loop formed of Mia-Msa-
M4-M2 as also depicted in dotted line in Figure 8.13. The current through 
Msa can now discharge C. The two input currents / i and ha are delivered 
by a signal conditioner that separates the positive and negative half-waves of 
the input signal. 

8.5 Pseudo-Resistor 

8.5.1 Analys i s of Circuits 

The concept of pseudo-resistor can facilitate the analysis of current-mode cir­
cuits by transforming them in a resistive prototype. In general, this possibility 
is limited to circuits made of transistors sharing the same gate voltage, like 
attenuators or special current mirrors [113, 109]. But, as was explained in 
Section 5.5, this limitation does not exist in weak inversion. If several transis­
tors (in a common substrate) have the same gate voltage, the corresponding 
pseudo-resistances are proportional to their respective specific currents. For a 
difference AVQ of gate voltages, the ratio of pseudo-resistances is multiplied 
by exp {—AVG/nU'r) according to (5.54). 

We have already seen an example of application in the linearized differen­
tial pair of Figure 8.4. Another example is illustrated by Figure 8.14. Consider 
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Pig. 8.14. Calculation of the harmonic mean of N currents. 

the transistor circuit of Figure 8.14(a). It has Â  input currents / i to IN and 
produces the output current Igut- AH transistors are identical, some of them 
saturated, others not (Mj to Mjv-i)- This circuit could be analyzed by in­
troducing equation (5.41) for each transistor and by solving the resulting set 
of equations. Another possibility is to use the translinear principle, with N 
loops. The non-saturated transistors would have to be split in their forward 
and reverse components, as explained at the end of Section 8.4.3. 

A much simpler approach uses the resistor prototype (or resistor equiva­
lent) shown in in Figure 8.14(b). Since all transistors are identical, each pair 
Mj-Mjc corresponds to a pair of resistors of value R,;. As explained in Section 
8.4.3, the saturated side of a transistor is a pseudo-ground (labeled 0*), tha t 
corresponds to a real ground (common node 0) is the resistor prototype (no­
tice that , since we have N-channel transistors, all voltages are negative in the 
prototype). By inspection of this simple circuit, we obtain 

(8.48) 

The output current is proportional to the harmonic mean Ihm of the A'' input 
currents U. If the sum of these input currents is forced to be constant, lout is 
maximum when all /^ are equal (coincidence or "bump" circuit [184]). 

V 

E i = i Ri 

V 

EliiV/W 
1 

" E;II(IA) ~ 
-^hm 

N 

8.5.2 Emulat ion of Variable Res i s t ive N e t w o r k s 

Thanks to the concept of pseudo-resistors, any network of variable linear resis­
tors can be implemented by transistors operated in weak inversion, provided 
only currents are considered. 

Each pseudo-resistor implemented by a transistor M can be controlled by 
a current by associating a control transistor Mc of same size, as illustrated 
in Figure 8.15. The pseudo-conductance G* = 1/R* is then proportional to 
the control current Ic [112]. If the bias voltage Vb is the same for all pseudo-
resistors of a circuit, then G*/G* = Id/Icj (same proportionality constant). 

Both transistors must remain in weak inversion. Thus, for M s M c : 
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Fig. 8.15. Current control of a pseudo-resistor R* corresponding to a real resistor 
R. 
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If needed, several pseudo-resistors may be controlled by the same control 
current through the same control transistor. 

One of the most immediate applications of controlled resistors is the mul­
tistage variable linear at tenuator depicted in Figure 8.16. The amount of at-
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Fig. 8.16. Current-mode variable linear attenuator: (a) resistor circuit; (b) pseudo-
resistor implementation. 

tenuation depends on the number of stage and on the ratio Rh/Ry = Icv/Jch-
Notice that the bias voltage Vj is needed to provide sufficient voltage head­
room for the source of input current. The output current is extracted by 
means of a P-channel current mirror, which does not affect the current if the 
last horizontal transistor (hence all vertical transistors as well) are saturated 
(pseudo ground 0*). If needed, the current through the vertical branch of each 
cell can also be extracted by a mirror. 

The same circuit may be configured in a two-dimensional array to obtain 
a diffusion network. Some elementary spacial processing can then be carried-
out on an image: low-pass spatial filtering is obtained by injecting the current 
of each pixel into the local node and by extracting it from the local vertical 
branch. Edge enhancement can then be obtained by subtracting each out­
put from each input [50, 111]. A modification of the cell can provide local 
adaptation in order to eliminate gradients of illumination [185, 186]. 

An interesting novel application of pseudo-resistors in weak inversion is the 
on-line minimization of the energy spent by a multiprocessor system-on-chip 
to execute a set of related tasks [187]. 
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According to Maxwell's heat theorem [188], at steady state, any network of 
linear resistors driven by a constant current minimizes its power dissipation. 
The basic idea is to emulate the total energy Etot required by the system to 
execute the whole set of tasks within a fixed duration Dfot by the power Pmot 
dissipated by a resistor network driven by a current liot-

Consider the example illustrated in Figure 8.17. Par t (a) of the figure 
shows the task graph of 5 tasks Ti to T5 executed by 2 processing elements 
P E l and PE2. The duration of the whole process is Dtot-

\I^U+l5 

Fig. 8.17. Example of 5 tasks executed by 2 processing elements: (a) task graph; 
(b) corresponding network of resistors. 

Now, each task Ti requires a given number Ni of cycles, and each cycle 
consumes an amount of energy that can be reduced if the supply voltage Vi 
is reduced. But the cycle time Td increases with Vi decreasing, and should 
therefore take the maximum value compatible with the available duration (rro 
waiting time); 

r„; = Di/Ni. (8.50) 

In this example, the task T4 can only start after Ti is ended, hence Di = 
D3. The rest of the available duration Dtot should be entirely used for T2 and 
for the two consecutive tasks T4 and T5. Hence D2 = £'4 + Ds . 

Figure 8.17(b) shows the corresponding network of resistors, in which each 
duration Di of a task Tj corresponds to the current /j in a resistor R^. The 
total duration Dtot corresponds to the total current Itot driving the circuit. 

Now, the energy Ei per task and the power Pfu per resistor are given 
respectively by 

Ppi 
Ei — PpiDi 

A -Df P, Ri Rat .51 

where Ppi is the (average) power consumption of the processor executing the 
task Ti. Hence, since the current / , is proportional to the duration Di 

—~ -^^^ Ri thus Gi = — (X —— 
L>i Hi fpi 

Each resistor i?,; is implemented as a pseudo-resistor R*, so that its value 
can be adjusted proportionally to this ratio by means of a feedback loop that 

.52) 
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includes a calculation of Ppi. This loop is illustrated in Figure 8.18. A key el 
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Fig. 8.18. Block diagram of a single control loop for energy minimization. 

ement of the loop is a dynamic ghost circuit tha t mimics the maximum speed 
of the processing element built on the same chip and operated at the same 
voltage Vi. This ghost circuit is essentially a ring oscillator made of the same 
gates as the processing element. It is forced to oscillate at the required fre­
quency /,: = 1/Tci by the input current I^i a Ni/Ii in accordance with (8.50). 
It delivers the corresponding supply voltage Vi (which is the voltage needed 
to reach the frequency fi) and the associated dynamic current consumption 
Idi- The voltage Vi and the frequency / , are transmitted to the processing el­
ement. They are also converted to currents Ivi and //,; for further processing 
in the loop. 

If necessary, a static ghost circuit is added to mimic the static current 
consumption of the processor, proportional to the total number of gates Ng 
(that may be different for different processors). This current is added to the 
dynamic current IfU-

Current-mode processing is carried out by multipliers/dividers (labeled 
xy/z) . Each of them is implemented by the simple translinear loop of Fig­
ure 8.11(a) with some fixed bias currents / p , IQ and IR. 

The result is the current /<;« that controls the corresponding pseudo-resistor 
as illustrated in Figure 8.15. Hence 

G, 
1 

Ri 
OC Ir 

r2 7-2 Kf. 

K{Idi + Isi)lvilfi 
OC A 

Pp, 
(8.53) 

as in (8.52). Notice that /.j ( that becomes the input of the dynamic ghost 
through multiplier 1) cannot be used directly to produce the control current 
Id- It must be replaced by Ni/Ifi oc J,j tha t is the output of the dynamic 
ghost (response to the input). 

The factor K introduced by multiplier 2 is proportional to the equivalent 
switching capacitance Pp/{fV), tha t may be different for different processors. 
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System Examples 

This chapter gives two examples of systems that operate in sub-threshold. 
First, a sub-threshold F F T is described. The F F T system employs the concept 
of energy-aware architectvires. Energy-aware architectures contain hooks that 
allow the user to gracefully scale energy and quality depending on the system 
conditions. Exercising these power hooks causes changes in the workload and 
activity factor of the system, which in turn impacts its energy characteristics. 
Measurements of the F F T test chip show that , as activity factor varies, the 
minimum energy point also changes. 

Second, a Local Voltage Dithering (LVD)-UDVS system extends the volt­
age range of traditional DVS systems. LVD improves on existing voltage 
dithering systems by taking advantage of faster changes in workload and by 
allowing each block to optimize based on its own workload. Additionally, mea­
surements show that the time and energy overhead of LVD are small. UDVS 
also provides a practical method for extending DVS into the sub-threshold 
region. For many emerging energy-constrained applications, lowering energy 
consumption is the primary concern under most conditions. Thus, operating 
at the minimum energy point conserves energy at the cost of lower perfor­
mance (frequency). This type of application works at the minimum energy 
point primarily and only jumps to higher performance voltages in rare cases. 
Chip measurements have shown the effectiveness of UDVS for this scenario. 

9.1 A Sub-threshold F F T Processor 

Sub-threshold operation is, as previous discussed, well-suited for wireless sen­
sor nodes. The lifetime of a sensor node depends on the battery capacity and 
the ability of the node to compute and communicate in an energy-efficient 
fashion. Communication through an R F link expends a great deal more en­
ergy than computation, therefore an efficient sensor system performs sensor 
signal processing on the data and only transmits the resulting necessary infor-
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mation. This reduces the sensor bandwidth considerably and leads to longer 
sensor lifetimes. 

To achieve minimal energy dissipation, a sub-threshold DSP is needed for 
sensors. A highly flexible node architecture contains both hardware accelera­
tors and a programmable DSP [14]. Hardware accelerators can do signal pro­
cessing algorithms extremely efficiently both in speed and energy dissipated. 
Sensor signal processing algorithms tha t are commonly used can be imple­
mented in accelerators. The programmable DSP provides system control and 
implements functions that are not covered by the accelerators. 

Examples of algorithms used in sensor nodes are beamforming, classifica­
tion, direction sensing, etc. The Fast Fourier Transform (FFT) is an algorithm 
tha t is commonly used in sensor signal processing. This section shows details 
of a sub-threshold F F T implementation. The F F T uses various concepts de­
scribed in Chapter 6 and Chapter 7. First , an energy-aware F F T architecture 
is described [189]. Energy-awareness provides power hooks into the architec­
ture to allow the user to trade-off between energy and quality. This becomes 
important for sensors that must operate over a wide range of operating condi­
tions. Next, the energy-performance contours for the F F T are analyzed. The 
energy-performance analysis describes the optimal operating point which oc­
curs in the sub-threshold region at 400mV. Finally, chip measurements show 
functionality of the F F T down to 180mV and the optimal operating voltage 
as a function of varying the F F T bit precision and computation length. 

9.1.1 T h e Fast Fourier Transform 

The Fast Fourier Transform (FFT) is a widely used algorithm that appears 
in applications such as speech processing, signal detection, communications, 
and tracking. The F F T extracts the frequency and phase information from 
the sensor signals. Dedicated low-power F F T processors are able to sustain 
low-power requirements of various embedded applications [190]. 

Sensor data is considered "real-valued," which means that the imaginary 
part is zero. Traditionally, the F F T assumes complex input data. When an 
F F T is performed on real-valued data, the output is conjugate-symmetric. 
This means that , for an N-point F F T , the first N/2 points are unique, 
and the last N/2 points are symmetrically redundant. This symmetry is 
exploited by the real-valued F F T algorithm (RVFFT). The Real-Valued 
F F T (RVFFT) uses the symmetries inherent to computing the complex-valued 
F F T (CVFFT) on real-valued inputs to reduce overall computation. For ex­
ample, a 1024-pt. RVFFT is efficiently performed by computing a 512-pt, 
C V F F T and then transforming the outputs back for 1024-pt. The computa­
tion effort of the RVFFT is approximately half tha t of the CVFFT. 

A simple architecture for a RVFFT processor consists of a traditional 
CVFFT followed by backend processing. Figure 9.1 shows the conventional 
radix-2 butterfly architecture for the C V F F T using in-place computation. In-
place computation occurs when a value is read out from the memory and is 
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Fig. 9 .1. Radix-2 butterfly FFT architecture. (© 2005 IEEE) 

re-written to the same location in the next clock cycle. The advantage of in-
place computation is that it requires the minimum sized buffer. For a vehicle-
tracking sensor application, the maximum memory size was 1024-Words x 
16-bit, which is the size of one frame of data. The F F T processor memory 
uses the register file design in Section 7.1. The memory was simulated and 
designed to operate to lOOniV with a typical transistor model. 

Additionally, a read-only memory (ROM) is needed for the storing twiddle 
factors (W). Twiddle factors are complex values used in the F F T to shift the 
phase of the input values. 

9.1.2 E n e r g y - A w a r e Arch i tec tures 

In a sensor network, the environment is constantly changing. Energy-aware 
architectures are used to efficiently trade-off between energy and quality given 
current operating conditions. For example, a sensor with a full battery can 
provide very high quality sensor results and performance. When the battery 
energy is low, then the sensor can output lower quality results at a lower 
energy consumption and stretch out its battery lifetime. 

The F F T architecture is designed with various power hooks that allow the 
architecture to gracefully scale F F T length and bit precision. On the same 
architecture, the sensor can perforin a short 128-pt. F F T with 8-bit precision 
for a low-quality/low-energy result or perform a 1024-pt. F F T with 16-bit 
precision for a high-quality/high-energy result. 

One of the hooks designed into the energy-aware F F T processor is vari­
able bit-precision. The concept of variable bit-precision is showcased by the 
Baugh-Wooley (BW) multiplier in the butterfiy datapath. A traditional fixed 
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bit-precision BW design optimizes for the worst case scenario by building a 
single multiplier for the largest bitwidth. This design is non-optimal because, 
when lower precision multiplications are performed, the sign extension bits 
cause significant switching energy overhead. The proposed scalable BW mul­
tiplier design recognizes that the MSB quadrant contains a lower bit-precision 
multiplier. (The MSB quadrant includes those gates associated with the MSB 
inputs). 
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16b processing 
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Fig. 9.2. 8b and 16b scalable Baugh-Wooley multiplier. (© 2005 IEEE) 

To minimize switching in the LSB adders, the LSB inputs are gated, and 
only the MSB inputs are used to process data. Figure 9.2 demonstrates this 
technique for a BW multiplier that is scalable for 8-bit and 16-bit precisions. 
Similar bit-precision scalability was applied to the entire butterfly datapath, 
data memories and Twiddle ROMs. There is a 44% savings for 8-bit process­
ing, but at the expense of 3% cost at 16-bit processing. 16-bit energy-aware 
processing has overhead due to the additional gates added to enable energy-
awareness. 

9.1.3 Minimum Energy Point Analysis 

The FFT processor is designed to operate at the optimal operating point 
that minimizes energy dissipation. Analysis of the energy and performance 
of the FFT shows that the minimum energy point occurs at supply voltage 
levels below the threshold voltage. The energy and performance of the FFT 
were analyzed based on the theory discussed in Section 4.1. Figure 9.3 shows 
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Fig. 9.3. Minimum energy point and constant energy and performance contours of 
the 16-b and 1024-pt. FFT. (© 2005 IEEE) 

siimxlated energy contours of the 16-bit 1024-pt. FFT for a supply voltage 
range of lOOmV-lV and threshold voltage range of 0V-800mV. The FFT was 
designed in a 0.18/^m process. The figiu'e shows the simulated average energy 
per FFT and performance across the entire supply and threshold voltage range 
using the switching and leakage models from Section 4.2.1. 

The energy contours (circular) show that the minimum energy dissipa­
tion point occurs at V'£)£)=380mV and V7-=480mV. The performance contours 
show the frequency at the minimum energy point to be 13kHz. 

The FFT processor is designed and fabricated in a standard 0.18/xm bulk 
CMOS process with a fixed nominal threshold voltage of 450mV. Figure 9.4 
shows an energy simulation at a fixed threshold voltage of 450mV. The pre­
dicted minimum energy point of the FFT processor occurs at 400mV. The 
FFT was designed and simulated at voltages much below 400ixiV to allow a 
thorough exploration of the space around the minimum energy point. 

9.1.4 Measurements 

The FFT processor was designed using a sub-threshold standard cell library, 
custom multiplier generators, and custom register file and ROM generators. 
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Fig. 9.4. Estimated minimum energy point for fixed VT=450mV. (© 2005 IEEE) 

The generators use specialized logic cells and ensure compact layout. The 
functional logic blocks in the datapath , control logic and memories were syn­
thesized using the cell library. 

The 0.18-/irn CMOS F F T processor occupies 2.6 X 2.1 mm'^ and contains 
627K transistors. It is fully functional at 128, 256, 512, and 1024 F F T lengths 
and for 8-b and 16-b precision, at voltage supply levels from 180 to 900mV 
with clock frequencies of 164Hz to 6MHz at these respective voltages. The 
power dissipated at 180mV is 9GnW for 16-b 1024-pt. operation. 

Figure 9.6 shows the measured energy consumption for 8-bit and 16-bit 
processing as a function of voltage. 8-bit processing has a lower activity factor 
and thus has lower switching energy. However, because the leakage energy 
is the same for both 8-b and 16-b processing, the mininmm energy point 
increases. The minimum energy point for 16-bit occurs at 35GmV and for 8-
bit occurs at 400mV. The power dissipated at the 16-b optimum is 600nW at 
a clock frequency of 10 kHz, and the energy dissipated is 155nJ /FFT. 

For an F F T sensor application benchmark, it proved to be 350X more 
energy efficient than a typical low-power inicroijrocessor and 8X more energy 
efficient than a standard ASIC implementation. 
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Fig. 9.5. Clock frequency as a function of voltage. (© 2005 IEEE) 

9.2 Ultra-Dynamic Voltage Scaling 

DVS has become a standard approach for reducing power when performance 
requirements vary. DVS systems lower the frequency and voltage together to 
reduce power when lower performance is allowed [191]. In the first true DVS 
implementation, a critical path replica is used in a feedback loop to adjust 
the supply voltage to the lowest value that allows the delay to match a given 
reference frequency [191]. DVS now appears in commercial processors such as, 
for example, the Intel XScale [192], IBM PowerPC [193], and the Transmeta 
Crusoe processor [194]. 

Voltage dithering was proposed as a low overhead implementation of DVS 
to provide near-optimum power savings using only a few discrete voltage and 
frequency pairs [68]. The savings are only achievable if the voltage and fre­
quency can change on the same time scale as the altering workload. Previous 
implementations apply voltage dithering to entire chips and require many 
microseconds to change operating voltage [68] [195]. This section describes 
a 90nm test chip tliat demonstrates a proposed concept of Local Voltage 
Dithering (LVD) and couples LVD with sub-threshold operation to achieve 
Ultra-Dynamic Voltage Scaling (IJDVS) [196]. We provide measurements of 
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Fig. 9.6. Effect of activity factor on minimum energy point for 8-bit and 16-bit 
processing. 

the effect of temperature on minimum energy operation for the 90nin test 
chip. 

9.2.1 D V S and Local Vol tage D i t h e r i n g 

Many signal processing systems process blocks of data that arrive at some reg­
ular rate, and sometimes the amount of data to process is less than the maxi­
mum amount. This corresponds to a fixed-throughput system wfiose workload 
requirements change on a l)lock-to-block basis in a time varying fashion. Ex­
amples of this type of application include MPEG video processing and FIR 
filtering with a varialile number of taps [68]. In the video processing example, 
the maximum workload corresponds to a scene change in the video sequence. 
In this case, the entire new frame of data requires processing since it is com­
pletely different from the previous frames. In the absence of scene changes, 
new frames of data may not differ significantly from the previous frame, so 
only a small section of the new frame requires processing. This case represents 
a reduced workload for the system. The workload of the system measures the 
amotuit of processing required for a given block of data, and the rate is simply 
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the normalized processing frequency [68]. In a system without buffering, the 
lowest allowable rate equals the workload. If buffering is possible, then there 
are different strategies involving operation at different rates that can correctly 
perform the required processing on a block with a given workload by ensur­
ing that the average rate equals the workload. There are many applications 
where workload varies with time [197], and policies for setting the rate based 
on incoming data have been explored [198] [199] [200]. 

0.2 0.4 0.6 0.8 
Rate (normalized frequency) 

Fig. 9.7. Theoretical energy consumption versus rate for different power supply 
strategies [68], (© 2006 IEEE) 

Figure 9.7 shows four approaches to power supply management for reduc­
ing energy consumption when the workload varies [68]. It plots the required 
rate of the system versus the normalized energy required to process one generic 
block of data. The most straightforward method for saving energy when the 
workload decreases is to operate at the maxinmni rate imtil all of the required 
processing is complete and then to shutdown. This approach only requires 
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a single power supply voltage (corresponding to full rate operation), and it 
results in linear energy savings. The fixed power supply curve in Figure 9.7 
assumes ideal shutdown (i.e. - no shutdown power). A variable supply voltage 
with infinite allowable levels provides the optimum curve for reducing energy. 
This curve in Figure 9.7 corresponds to theoretically ideal DVS according to 
the model in [68] where velocity saturation is omitted. When velocity satura­
tion occurs, the energy savings for ideal DVS increase because the performance 
does not decrease as quickly for the same change in VDD [195]. 

Vol tage D i ther ing 

One method that avoids the problem of creating an infiirite number of supply 
voltages is to use quantized supply voltages. In Figure 9.7, three levels of sup­
ply voltage quantization are used with two different policies. The undithered 
policy simply selects the lowest supply voltage for which the rate exceeds the 
desired rate, operates at that rate and voltage until all of the data in the 
block is processed, and then shuts down. This results in the stair-step energy 
characteristic. A better method is called voltage dithering [68]. The basic idea 
behind voltage dithering is to divide the computation of one block of data 
between operation at the quantized supply voltage and rate pairs that occur 
above and below the desired average rate. The energy profile for dithering 
between quantized voltage supplies linearly connects the quantized rate and 
energy pairs on the plot. Assuming that the desired rate of operation for a 
block, RBLOCK, lies between two quantized rates, RLOW and RHIGII, then: 

(RHIGH — RBLOCK\ , r^ f RBLOCK -^ RLOW 
-I- tjHiGH - ? ; ; ; EBLOCK — EJ:^OW I - 7 ; ^ I + I^HIGH , „ n 

V t^HIGH — nLOW J \ ^HIGH " J^LOW 

(9.1) 
where EJUGH and E[^ow are the normalized energies consumed for processing 
a block at RHIGH and RLOW, respectively. 

Figure 9.8 shows an example comparing voltage dithering with fixed and 
variable supply approaches. This example uses two quantized voltages that 
provide full rate and half rate operation. For a desired rate of 0.6, the fixed 
supply approach operates at the highest rate and full power for 0.6 of the full 
block time (Figure 9.8(b)). Ideal variable voltage operatioir provides exactly 
0.6 rate at the best possible energy (Figure 9.8(d)). Voltage dithering gives 
an average rate of 0.6 by operating for 20% of the block time at full rate and 
for 80% of the time at 0.5 rate. The resulting energy consumption is thus 
averaged between the two quantized points and falls on the connecting line 
(Figure 9.8(c)). This approach allows a good approximation of the optimum 
energy profile with less overhead. 

Implementations of systems that use voltage dithering apply it monolith-
ically to an entire chip. The system in [68] uses an on-chip variable DC-DC 
converter to dither the voltage supplied to the entire chip. A chip containing 
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(a) 

Fig. 9.8. Voltage dithering example for 0.6 rate normalized to full rate (a). Example 
shows fixed supply (b), voltage dithering (c), and ideal variable supply (d). 

header switches was used in [195] to select the voltage supplied to a dif­
ferent chip (ofl-the-sfielf processor). A similar off-chip voltage hopping ap­
proach is used in [201] for a zero VT processor in fully depleted Silicon on 
Insulator (SOI). These implementations have shown the effectiveness of volt­
age dithering to save energy for high performance applications with variable 
workload. 

Local Vol tage Di ther ing 

Applying voltage dithering at the local level provides several key advantages 
over previous cliip-wide applications. We have proposed local voltage dithering 
(LVD) to improve upon chip-wide voltage dithering. This section discusses 
the advantages of LVD and describes a test-chip that demonstrates these 
improvements. 

Previous chip-wide implementations using voltage dithering report that 
the transition between two different supply voltages takes hundreds of micro­
seconds [68] [195]. This prevents the system from achieving any energy savings 
for faster changes in the workload. Dividing up the power supply grid into 
local regions reduces tlie capacitance that must be switched when the voltage 
supplied to a local block needs to change. This allows for faster changes in 
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Fig. 9.9. Block diagram of voltage dithered adder and critical path replica using 
two local header switches for local voltage dithering (LVD). (© 2006 IEEE) 

supply voltage with lower transitional energy and permits energy savings for 
changes in workload on the same timescale. 

Chip-wide voltage dithering also restricts the extent to which varying 
workload may be leveraged because it must account for the highest work­
load from all of the blocks across the entire chip. For example, suppose a 
simple chip contains two large blocks. If one block has a workload of 0.9 and 
the other block has a workload of 0.2, then chip-wide voltage dithering must 
ensure that the block with the higher workload completes its work. Since both 
blocks share the dithered voltage supply, they both are forced to operate at 
the average rate of 0.9. Even if the less active block shuts down (e.g. clock 
gates) after completing its processing, it still uses more energy than if it could 
voltage dither based on its own workload. The energy savings that are lost by 
using chip-wide voltage dithering only increase with more blocks and wider 
differences between the maximum and miniinum workloads. In contrast, LVD 
lets each block operate according to its own workload. 

Our implementation of LVD uses embedded power switches (pMOS header 
devices) to toggle among a small number of voltage levels at the local block 
level. One advantage of this implementation approach is that the local dither­
ing switches can be turned off to provide fine-grained power gating essentially 
for free. 

9.2.2 U D V S Test Chip 

We have implemented a test chip in 90nm bulk CMOS to demonstrate LVD 
and UDVS. This section describes the test chip architecture and provides 
measured results. 
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Fig. 9.10. Annotated die photograph showing accumulators with 0, 1, 2 and 3 
headers. The size of one header is highlighted for reference. (© 2006 IEEE) 

U D V S Test Chip Arch i tec ture 

Figure 9.9 shows the primary block used for testing LVD on the test chip. 
The circuit of interest is a 32-bit Kogge-Stone adder that can be configured 
as an accumulator for testing. In this figure, two pMOS header switches select 
between a high supply voltage {VDDH) and a low supply voltage (VDDL) for 
the adder block. Other adders on the chip have different rmmbcrs of header 
devices. A critical path replica ring oscillator shares the same dithered voltage 
supply as the adder and sets the frequency of the clock based on the selected 
voltage. The die photo in Figure 9.10 shows the accumulators with different 
numbers of header switches used for testing, and the approximate area of a 
single header switch is highlighted for reference. 

Placing a pMOS header switch in series with the power supply increases 
the delay of the circuit because of tlie voltage drop across the on resistance 
of the lieader. This effect is well-known and thoroughly analyzed in the con­
text of power gating approaches such as multi-threshold CMOS (MTCMOS). 
Numerous methods for sizing such header devices are available, and most of 
them are designed to ensure that the circuit never exceeds some delay penalty 
relative to the circuit without any headers. The header switches on the test 
chip are sized to keep the delay penalty less than 10%. 
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Figure 9.11 shows the architecture, and Figure 9.12 shows the circuit 
schematics for the adder block on the test chip. The inverse of the propa­
gate and generate signals are calculated in the first stage, and these results 
are applied to the adder tree. Each reconvcrging point in the tree has a "dot 
operator" circuit tha t calculates the propagate and generate values for that 
stage. Each stage in our implementation is inverting, so the two flavors of dot 
operator are shown in the critical path schematic. 

M e a s u r e m e n t s 

Since UDVS scales the supply voltage from the full VDD down to the optimmn 
VDD for minimum energy, a UDVS system must consist of circuits that can 
function in the sub-threshold region. This test chip uses static CMOS circuits 
to ensure robust sub-threshold operation. The adder blocks on the test chip 
operate to below 200mV. Figure 9.13 shows an oscilloscope plot of the adder 
on the 90nm test chip operating in sub-threshold at 300mV, just below the 
minimum energy voltage. 

The minimmn energy per operation point measured for the adder appears 
in Figure 9.14 at VDD = 330mV ( / = 50kHz) and O.lpJ per addition for 25°C. 
Figure 9.14 also shows the measured effect of temperature on the total energy 
per cycle and leakage energy per cycle. An increase in temperature lowers 
the mobility of MOSFETs and decreases the threshold voltage according to: 

Propagate, Generate creation 

///// Kogge-Stone adder tree 
/// /AAAAAAAAAAAAAAAAAAAA//// 

/ 

Fig. 9.11. Schematic of adder circuits. Kogge-Stone-based tree with inverting stages 
of clot operators (at each reconvergence of the tree). (© 2006 IEEE) 
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Fig. 9.12. Circuits for Kogge-Stone adder. Inverting stages of dot operators are 
in series along the critical path. Circuits do not require large stacks of transistors, 
which degrade sub-threshold operation. (© 2006 IEEE) 

l4T) = i4To){^)~^^ and VriT) = VT{TO) - KT [104]. For above-threshold 
operation, the decreased mobihty domhiates, and circuits slow down as they 
heat up. The leakage energy increases quickly with temperature for VDD > Vr 
because of the exponential dependence on the lower threshold voltage. In the 
sub-threshold region, however, the increased current also decreases the cycle 
delay, which causes the higher leakage currents to integrate over a shorter 
cycle time. As a result, the leakage energy does not change enough with 
temperature to greatly impact the optimum supply voltage. Figure 9.14 shows 
that the measured effect of temperature on the minimum energy point is small, 
validating the model in [99] and the analysis in Section 4.3.2. Figure 9.15 shows 
the measured frequency of one of the critical path ring oscillators on the test 
chip versus V^o and temperature, confirming the increase of performance at 
higher temperatmes in the sub-threshold region. 
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Fig. 9.13. Oscilloscope plot showing the clock and data from the 90nm test chip 
operating at 300mV, just below the minirrmm energy point. The adders functioned 
to 200mV. (© 2006 IEEE) 

Figure 9.16 illustrates the savings that LVD provides for the adder block 
on the test chip when the rate varies. The dotted hne shows operation at the 
highest rate followed by ideal shutdown. The solid line shows the measured 
energy versus rate for DVS assuming continuous voltage and frequency scaling. 
Selecting two rates from the curve, 1 and 0.5 in the figure, and operating 
for the correct fraction of time at each rate results in the dashed line tha t 
connects the quantized points, as described previously. A local block with 
tliree headers can achieve closer to optimum savings by selecting three rates 
and then dithering to connect those points on the plot. 

While previously reported chip-wide approaches to voltage dithering have 
largely ignored the overhead energy of their schemes, we have investigated 
and measured the time and energy overhead of the LVD switching approach. 
Figure 9.17 shows the test circuit used to measure the delay overhead of 
LVD. While the adder runs a long accumulation, VDD dithers to and from 
the higher rate. The oscilloscope plot in Figure 9.18 shows the divided ring 
oscillator output and the signal that selects the supply voltage (dither) for 
a dithering cycle between full and 0.5 rate. When the headers toggle VDD^ a 
counter gates the clock for a specified number of cycles to ensure settling at 
tlie new voltage. Checking the accumulated value verifies correct operation 
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Fig. 9.14. Measured energy per cycle in the sub-threshold region for input activity 
of one. Minimum energy point occurs at 330mV (50kHz) and O.lpJ per operation at 
25°C. The optimum supply voltage is relatively insensitive to temperature variation. 
(© 2006 IEEE) 

for every cycle. Measurements showed that the correct value was accumulated 
even with only 1/2 cycle (mmunum possible using the test circuit) of clock 
gating for VDDL above 0.6V, which corresponds to a rate of 0.04. Thus, even 
conservative settling times for tliis LVD implementation are on the order of a 
few cycles. This measurement confirms that LVD can adjust to fast changes 
in the workload of the local blocks. 

In addition to timing overhead, there is energy overhead associated with 
the LVD approach. The buffer network and control circuits tliat drive the 
header switches consume energy every time they toggle the header switches 
to select a new supply voltage for the adder circuit. We can relate this overhead 
switching energy to the active switching energy of the adder block to determine 
its impact on overall energy savings from the LVD approach. To this end, we 
normalize the effective overhead switched capacitance of the control and buffer 
circuits, COVERHBAD, to the effective switched capacitance of the adder. Tfie 
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Fig. 9.15. Measured ring oscillator frequency versus VDD and temperature. (© 2006 
IEEE) 

expression in Equation (9.2) shows the relation that must hold true in order 
for LVD to provide energy savings for a given transition. 

NV^DH > NVEDL • COVBRHEADVDDH (9.2) 

Solving (9.2) for N gives the number of cycles that must occur at VDDL in 
order to make switching to VpoL worthwhile for saving energy, as shown in 
(9.3). 

COVERHBADVDDH N > 1/2 
^DDH 

T/2 
^DDL 

(9,3) 

Measurements of the test chip show that COVERHEAD ~ 3.7 for the adder, so 
N is only 12 for the adder block with VDDH^^-^^ and VD/3X,=0 .9 (rate=0.5). 
Since the control circuits on the test chip are relatively simple, the overhead 
energy for more complicated control schemes, such as those that calculate the 
effective workload, has the effect of increasing A .̂ 
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Fig. 9.16. Characterized local voltage dithering using measured results for 32-bit 
Kogge-Stone adder. (© 2006 IEEE) 
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Fig. 9.17. Circuit for measuring timing overhead of LVD that gates the clock at 
a VDD transition for a given number of cycles. The duration of this clock gating is 
decreased until the circuit fails. (© 2006 IEEE) 
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Fig. 9.18. Oscilloscope plot showing the system clock while dithering between rate 
0.5 (170MHz) and rate 1 (340MHz). Measurements show correct accumulation at 
both transitions even no clock gating (see Figure 9.17). (© 2006 IEEE) 

9.2.3 UDVS System Considerations 

1.0 V Drain-bulk diode 
forward biased 

1.0 V 

(a) 

Correct 

Fig. 9.19. For UDVS, the bulk connections of the pMOS header switches have to 
connect to the highest supply voltage. (© 2006 IEEE) 
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The discussion to this point has assumed that the varying rate remains 
above roughly a few percent. As previously mentioned, sub-threshold opera­
tion has proven to minimize energy for low performance applications. While 
scaling to sub-threshold is rarely advantageous for full processors [101], local 
blocks or special applications that require brief periods of high performance 
spend significant amounts of time operating at effective rates that are orders 
of magnitude below one. Examples of these applications include micro-sensor 
nodes, medical devices, wake-up circuitry for processors, and local blocks on 
active processors. When performance is non-critical, energy is minimized by 
operating at the miirimum energy point that occurs because of increased leak­
age energy at low frequency and then shutting clown if there is more timing 
slack. 
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Fig. 9.20. UDVS) using two headers with one variable DC-DC converter or using 
three headers (c.f. Figure 9.23). (© 2006 IEEE) 

Since LVD works well for high speed operation and operating at the min­
imum energy point is optimal for low performance situations, we propose 
ultra-dynamic voltage scaling (UDVS) using local power switches [196]. This 
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approach uses local headers to perform LVD when high performance is nec­
essary and selects a low voltage for sub-threshold operation at the minimum 
energy point whenever performance is not critical. As with LVD, all of the 
headers for a given block can turn off when the block is idle to conserve standby 
power using power gating. Since the power switches in the UDVS approach 
connect to different voltages that can differ substantially, they must be con­
figured carefully to prevent forward biasing the juirction diodes. Figure 9.19 
shows that connecting the bulk terminal of the header transistors to the source 
can forward bias the drain-bulk diode when the VODL switch is off. One so­
lution to this problem is to tie the bulk of all of the header switches to the 
highest supply voltage as in Figure 9.19(b). 
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Fig. 9.21. Different choice of dithered voltages for closer fit over the higher range 
oiVoD- (© 2006 IEEE) 

Figure 9.20 provides one example of measured UDVS characteristics for 
the adder. In this example, dithered voltages are chosen at I.IV, 0.8V, and 
0.33V, which is the optimum voltage for minimum energy. When the adder 
block is performing operations with no timing deadline, it functions at the 
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Fig. 9.22. Different choice of dithered voltages for closer fit over the entire range 
of VDD. (© 2006 IEEE) 

minimum energy point at 50kHz and saves 9X the energy versus the ideal 
shutdown scenario. When performance becomes important, the adder dithers 
between I.IV and 0.8V within 30% of the optimal energy consumption while 
adjusting for variations in the rate above 0.1. It was shown in [202] that 
significant extra savings are available if the selected dithered rates match to 
the prominent average rates in the data. This brings tlie dithered curve closer 
to the optimum DVS curve for the common cases. Figure 9.21 and Figm-e 
9.22 show two additional examples in which the supply voltages are chosen 
for different scenarios. For a system whose rate requirements vary evenly over 
the full range, the voltage choices in Figure 9.21 provide a better match to the 
ideal energy profile, but the minimum energy per operation is not achievable. If 
performance constraints prevent a system from ever operating at the minimum 
energy point, the supply voltage can be adjusted to higher voltages to achieve 
near optimal energy operation over the range of higher rates (Figure 9.22). 

Figure 9.23 shows two options for implementing the power supplies and 
headers in a UDVS system. The straightforward option is to distribute three 
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Fig. 9.23. Options for UDVS headers at the system level. (© 2006 IEEE) 

supply voltages around the chip and to use three header switches at each 
block. The voltages VDDH, yoDM, and VDDL can be selected based on the 
system workload statistics as we described above. The only advantage to using 
more than three power supplies is to pin the UDVS energy profile to the ideal 
variable supply profile in more places. The right-hand diagram in Figure 9.23 
offers a second option for implementing UDVS. When transitions between high 
and low performance mode are infrequent and the amount of time in between 
transitions is long, two header switches may be paired with one adjustable 
DC-DC converter for the same functionality. For example, during high speed 
operation, the headers dither between I . IV and 0.8V. When the rare transition 
to low speed occurs, the DC-DC converter switches VODL to 0.35V so that 
all of the blocks can operate near their minimum energy points. 

For applications where some blocks operate in sub-threshold while others 
are at higher voltages, special interfacing circuits are required at the low 
voltage region to high voltage region interface. The type of level converters to 
be used will depend on how the block interfaces to surrounding blocks. Ample 
previous work on level converter circuits offers many choices for implementing 
the required interfaces. In a full UDVS system with mviltiple blocks, each 
block has its own header devices so that it can voltage dither based on its 
individual workload. Communication among blocks occurs along a bus, which 
might be asynchronous to account for different operating frequencies, and level 
converters interface to the bus as needed. 
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Acronyms 

6T six transistor 
AOI And/Or/Invert 
BL bitline 
BW Baugli-Wooley 
CDF Cumulative Distribution Function 
CE Constant Electric Field 
CMOS Complementary MOSFET 
CV Constant Voltage 
DIBL Drain-Induced Barrier Lowering 
DIO Data Input/Output 
DLMS Delayed Least Mean Square 
DSM Deep Sub-Micron 
DSP Digital Signal Processor 
DVS Dynamic Voltage Scaling 
EDP energy-delay product 
EKV Enz, Krummenacher, and Vittoz 
FBB Forward Body Bias 
FFT Fast Fourier Transform 
FIR Finite Impulse Response 
F04 Fan-Out of 4 
GIDL Gate-Induced Drain Leakage 
IC Integrated Circuit 
ITRS International Technology Roadmap for Semiconductors 
LFSR Linear Feedback Shift Register 
LVD Local Voltage Dithering 
MCU Microcontroller Units 
MTCMOS multi-threshold CMOS 
nMOS n-type MOSFET 
NTRS National Technology Roadmap for Semiconductors 
PDP power delay product 
P-nMOS Pseudo-NMOS 
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pMOS p-type MOSFET 
QCV Quasi-Constaut Voltage 
RO ring oscillator 
RBB Reverse Body Bias 
RBL read bitline 
RFID Radio Frequency Identification 
RVFFT Real-Valued F F T 
RWL read wordline 
SER Soft Error Rate 
SIA Semiconductor Industry Association 
SNM Static Noise Margin 
SOI Silicon on Insulator 
SRAM Static Random Access Memory 
SS Strong nMOS, Strong pMOS 
SW Strong nMOS, Weak pMOS 
TG Transmission Gate 
Tl Texas Instruments 
TT Typical nMOS, Typical pMOS 
UDVS Ultra-Dynamic Voltage Scaling 
ULP Ultra Low Power 
VCO voltage-controlled oscillator 
VLIW Very-Long Instruction Word 
VTC Voltage Transfer Characteristic 
WL wordline 
WS Weak nMOS, Strong pMOS 
WW Weak nMOS, Weak pMOS 
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