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present the state-of-the-art knowledge in their area of expertise. The Dagstuhl
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for Dependence and Independence” in June 2015. Also from these latter meetings,
a few participants were invited to contribute to this volume.
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Introduction

Dependence logic was introduced by Jouko Väänänen in 2007. It extends first-order
logic by new atomic dependence formulas (dependence atoms)

D.x1; : : : ; xn/ ; (1)

the meaning of which is that the value of xn is functionally determined by the values
of x1; : : : ; xn�1. On the semantical side, dependence logic bases its semantics in
the concept of a set X of assignments instead of, as is the case for usual first-
order logic, a single assignment. Such sets are called teams. A team X is said
to satisfy the dependence atom above if for any two assignments, if they agree
on the variables x1; : : : ; xn�1 then they also agree on xn. By viewing a team X
as a database over attributes x1; : : : ; xn, dependence atoms correspond exactly to
functional dependencies studied extensively in database theory. Dependence logic
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2 S. Abramsky et al.

was introduced as a systematic extension of first-order logic by a means to explicitly
talk about dependence among variables. Earlier attempts in this direction were
the definition of partially ordered quantifiers by Henkin and the introduction of
Independence-friendly Logic by Hintikka and Sandu.

In the past few years, the area of dependence logic has developed rapidly. One
of the breakthroughs in the area was the introduction of Independence Logic that
replaces the dependence atoms of dependence logic by independence atoms x ?z y.
The intuitive meaning of the atom x ?z y is that, for any fixed values of the variables
z, the variables x are independent of the variables y in the sense that knowing the
value of x does not tell us anything about the value of y. In databases, indepen-
dence atoms correspond to embedded multivalued data dependencies. Furthermore,
independence atoms and statistical conditional independence have also interesting
connections.

More recently Galliani showed that independence atoms can be further analysed
by the so-called inclusion x � y and exclusion xjy atoms. Both of these atoms have
also been studied in database theory. The meaning of the atom x � y is that all values
of x in a team appear also as a value of y, whereas the meaning of xjy is that the
values taken by x and y are distinct. Inclusion atoms have very interesting properties
in the team semantics setting, e.g., they give rise to a variant of dependence logic
that corresponds to the complexity class PTIME.

The idea of dependencies and independencies among variables has also been
introduced into the context of propositional and (propositional) modal logic. This
area has developed rapidly in the past few years, leading to many expressivity and
complexity results.

This volume contains 11 articles discussing different aspects of logics for
dependence and independence. Among these, there are articles addressing purely
logical issues or computational aspects of dependence logic, but there are also
several articles concerned with applications of dependence logic in various areas.

The chapter by A. Durand, J. Kontinen, and H. Vollmer gives a comprehensive
survey of many propositional, modal, and first-order variants of dependence logic.
It summarizes the state of the art regarding the expressive power as well as compu-
tational questions such as the complexity of the satisfiability or the model checking
problems. The contribution by J. Väänänen discusses a theory of dependence
developed by the German logician Kurt Grelling in an unpublished article from 1939
in the team semantics context. The chapter by P. Galliani contributes new results
concerning expressive power of various variants of dependence logic with different
sets of logical connectives and generalized dependence atoms. The contribution by
E. Grädel studies the connections between inclusion logic and the least fixed-point
logic. The chapter by W. Hodges discusses compositionality in the team semantics
context. The topic of the survey of Å. Hirvonen are model-theoretic independence
notions.

The notions of dependence and independence are central in many scientific areas,
some of which are addressed in the remaining papers of this volume.

Inquisitive semantics is a new area aiming to give a logical account of informa-
tion exchange as a process of requesting and providing information. The contribu-
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tion by I. Ciardelli gives a comprehensive introduction to inquisitive logic, and also
discusses the intimate connections between inquisitive logic and certain variants of
dependence logic. The contribution by S. Link studies dependencies in databases
by addressing the relationships between implication problems for fragments of
statistical conditional independencies, embedded multivalued dependencies, and
propositional logic. On the other hand, the article by H. Nyman, J. Pensar, and
J. Corander reviews various Markovian models used to characterize dependencies
and causality among variables in multivariate systems. The topic of the contribution
by E. Pacuit and F. Yang is applications of dependence logic in social choice
theory. The article defines an axiomatization of the famous Arrow’s theorem using
independence logic. The survey by A. Blass gives an introduction to the theory of
secret-sharing pointing out connections to dependence and independence logic.



Expressivity and Complexity
of Dependence Logic

Arnaud Durand, Juha Kontinen, and Heribert Vollmer

1 Introduction

In this article we review recent results on expressivity and complexity of first-
order, modal, and propositional dependence logic and some of its variants such
as independence and inclusion logic. Dependence logic was introduced by Jouko
Väänänen in [56]. On the syntactic side, it extends usual first-order logic by the
so-called dependence atoms

D.x1; : : : ; xn/ ;

the meaning of which is that the value of xn is functionally determined by the
values of x1; : : : ; xn�1. The semantics of dependence logic is defined using sets of
assignments, teams, rather than single assignments as in first-order logic. Since the
introduction of dependence logic in 2007, the area of team semantics has evolved
into a general framework for logics in which various notions of dependence and
independence can be formalized and studied. In this paper we mainly consider

A. Durand (�)
IMJ-PRG, CNRS UMR 7586, Université Paris Diderot, Case 7012, 75205 Paris cedex 13, France
e-mail: durand@logique.jussieu.fr

J. Kontinen
Department of Mathematics and Statistics, University of Helsinki, P.O. Box 68,
00014 Helsinki, Finland
e-mail: juha.kontinen@helsinki.fi

H. Vollmer
Institut für Theoretische Informatik, Leibniz Universität Hannover, Appelstr. 4,
30167 Hannover, Germany
e-mail: vollmer@thi.uni-hannover.de

© Springer International Publishing Switzerland 2016
S. Abramsky et al. (eds.), Dependence Logic, DOI 10.1007/978-3-319-31803-5_2

5

mailto:durand@logique.jussieu.fr
mailto:juha.kontinen@helsinki.fi
mailto:vollmer@thi.uni-hannover.de


6 A. Durand et al.

variants of dependence logic arising by replacing/supplementing dependence atoms
with further dependency notions, and we also study propositional and modal
variants.

In Section 2 we review the basic definitions and results on first-order dependence
logic and its variants (extensions and fragments). It is divided into three subsections
of which the two first ones deal with results related to expressive power and
definability. In particular, results charting the expressive power of certain natural
syntactic fragments of dependence logic and its variants will be discussed in
Section 2.4. Section 2.5 reviews results on the complexity of satisfiability and model
checking in the (first-order) dependence logic context. In Section 3 we turn to modal
and propositional versions of dependence logic. After introducing the basic notions
and logics, we will again first touch expressivity questions and then turn to the
complexity of algorithmic problems arising in this context, mostly the complexity
of satisfiability and model checking. The paper concludes in Section 4 with a list of
open questions.

2 First-order Dependence Logic

2.1 Team semantics

In this section we define the basics of the team semantics as presented in the
monograph [56] by Väänänen. The origins of this definition go back to a paper
by Wilfrid Hodges [35], in which he gave a Tarski-style semantics for Hintikka
and Sandu’s independence-friendly logic IF [34]. Hodges originally used the term
“trump semantics”, somewhat reflecting the game-theoretic nature of the previously
only known non-compositional semantics for IF.

Definition 1. Let M be a structure with domain M, and V a finite set of variables.
Then

• A team X over M with domain Dom.X/ D V is a finite set of assignments
sWV ! M.

• For a tuple v D .v1; : : : ; vn/, where vi 2 V , X.v/ WD fs.v/ W s 2 Xg is an n-ary
relation of M, where s.v/ WD .s.v1/; : : : ; s.vn//.

• For W � V , X � W denotes the team obtained by restricting all assignments of
X to W.

• The set of free variables of a formula � is defined analogously as in first-order
logic, and is denoted by Fr.�/. In particular, all non-first-order atoms considered
in this article (see Definition 3) are treated as atomic formulas, and hence all
variable occurrences in them are considered to be free.
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With the above notions defined, we are now ready to present the semantics
of dependence logic. In this article we consider two variants of the semantics
called the strict and the lax semantics introduced in [16]. The original semantics
given in [56] is a combination of these variants (with the lax disjunction and the
strict existential quantifier). For any logic, e.g., dependence logic, whose formulas
have the downwards closure property of Proposition 4, the two variants of the
semantics are easily seen to be equivalent. On the other hand, for inclusion and
independence logic the semantics are not equivalent [16]. A serious disadvantage of
the strict semantics is the failure of the locality property in the case of inclusion and
independence logic (see Proposition 1).

We will first define the lax version of the team semantics for first-order formulas
in negation normal form. For an assignment s, M ˆs ˛ below refers to satisfaction
in first-order logic. We denote by sŒm=v� the assignment such that sŒm=v�.x/ D m if
x D v, and sŒm=v�.x/ D s.x/ otherwise.

Definition 2 (Lax Semantics). Let M be a structure, X a team over M , and � a
formula such that Fr.�/ � Dom.X/. Then X satisfies � in M , M ˆX �, if

lit: For a first-order literal ˛, M ˆX ˛ if and only if for all s 2 X, M ˆs ˛.
_: M ˆX  _ � if and only if there are Y and Z such that Y [ Z D X, M ˆY  

and M ˆZ � .
^: M ˆX  ^ � if and only if M ˆX  and M ˆX � .
9: M ˆX 9v if and only if there exists a function F W X ! P.M/ n f;g such

that M ˆXŒF=v�  , where XŒF=v� D fsŒm=v� W s 2 X;m 2 F.s/g.
8: M ˆX 8v if and only if M ˆXŒM=v�  , where XŒM=v� D fsŒm=v� W

s 2 X;m 2 Mg.
A sentence is a formula without free variables. A sentence � is true in M
(abbreviated M ˆ �) if M ˆf;g �. Sentences � and �0 are equivalent, � � �0, if
for all models M , M ˆ �,M ˆ �0.

In the strict semantics, the semantic rule for disjunction is replaced by

M ˆX  _ � if and only if, there are Y and Z such that Y \ Z D ;, Y [ Z D X,
M ˆY  and M ˆZ � ,

and the semantic rule for existential quantifier by

M ˆX 9v if and only if, there exists a function F W X ! P.M/ n f;g such
that jF.s/j D 1 for all s 2 X, and M ˆXŒF=v�  .

It is worth noting that functions quantified in the strict semantics version of the
existential quantifier correspond exactly to functions FWX ! M. Hence the notation
XŒF=v� can be naturally extended to cover also functions FWX ! M.
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The meaning of first-order formulas is invariant under the choice between the
strict and the lax semantics. Furthermore, first-order formulas have the following
flatness property:

Theorem 1 (Flatness). Let M be a structure and X a team of M . Then for a first-
order formula � the following are equivalent:

1. M ˆX �,
2. For all s 2 X, M ˆs �.

It is worth noting that in [56] also a general notion of flatness of a formula is defined
by replacing the second item above by “For all s 2 X, M ˆfsg �”.

Next we will give the semantic clauses for the non-first-order atoms and
connectives considered in this paper. We begin with the new atomic formulas:

Definition 3. • Let x be a tuple of variables and let y be another variable. Then
D.x; y/ is a dependence atom, with the following semantic rule:

M ˆX D.x; y/ if and only if for all s; s0 2 X, if s.x/ D s0.x/, then
s.y/ D s0.y/.

• Let x, y, and z be tuples of variables (not necessarily of the same length). Then
y ?x z is a conditional independence atom, with the semantic rule

M ˆX y ?x z if and only if for all s; s0 2 X such that s.x/ D s0.x/, there
exists a s00 2 X such that s00.xyz/ D s.xy/s0.z/.

Furthermore, we will write x ? y as a shorthand for x ?; y, and call it a pure
independence atom.

• Let x and y be two tuples of variables of the same length. Then x � y is an
inclusion atom, with the semantic rule

M ˆX x � y if and only if X.x/ � X.y/.

• Let x and y be two tuples of variables of the same length. Then x j y is an
exclusion atom, with the semantic rule

M ˆX x j y if and only if X.x/\ X.y/ D ;.

We denote the set of all dependence atoms by D .: : :/. Analogously, all indepen-
dence, inclusion and exclusion atoms are denoted by ?c, �, and j, respectively. For
a collection C � fD.: : :/;?c;�; jg, we write FO.C / (omitting the set parenthesis
of C ) for the logic obtained by adding all atoms listed in C to the syntax of
first-order logic. Independence atoms (or independence logic) were first considered
in [21], and inclusion atoms go back to [16]. In our notation, dependence logic,
independence logic, and inclusion logic are denoted by FO.D.: : ://, FO.?c/, and
FO.�/, respectively. We also use the notation D as a shortcut for FO.D.: : ://.
The fragment of independence logic containing only pure independence atoms in
denoted FO.?/.

Under the lax semantics, all of the above logics satisfy the following locality
property [16]:
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Proposition 1. Let � 2 FO.D.: : :/;?c;�; j/. Then for all models M and teams X,

M ˆX � ,M ˆX�Fr.�/ �:

On the other hand, under the strict semantics Proposition 1 fails for inclusion and
independence logic [16].

The aforementioned atoms are particular instances of a general notion of
generalized dependence atom [44]. The semantics of a generalized dependence atom
AQ is determined (essentially) by a class Q of structures and teams over which the
atomic formula AQ.x1; : : : ; xn/ is satisfied (see [44] for details; we will consider
FO-definable generalized dependence atoms as depicted in Table 1).

Next we will define connectives and quantifiers that will also be discussed in the
next section. One of the most natural extensions of dependence logic is obtained by
the classical negation (�) with the usual interpretation:

M ˆX� � iff M 6ˆX �:

This extension was introduced in [57], and the logic obtained was called Team
Logic (TL). The classical disjunction � (also sometimes referred to as intuitionistic
disjunction) has also been considered especially in the modal team semantics
context, see Section 3. The connective � has the expected interpretation

M ˆX � �  iff M ˆX � or M ˆX  :

In [1] two new connectives called the intuitionistic (!) and the linear implication
(() were introduced giving rise to an extension of dependence logic called BID:

M ˆX � !  iff for all Y � X; if M ˆY � then M ˆY  :

M ˆX � (  iff for all Y; if M ˆY � then M ˆX[Y  :

Quantifiers, other than the familiar 9 and 8, have also been studied in the team
semantics setting [12, 13]. From the complexity theoretic point of view, the
following majority quantifier introduced in [7] is interesting:

M ˆX Mx�.x/ iff for at least jMjjXj=2 many functions FWX ! M, we have

M ˆXŒF=x� �.x/:

2.2 Normal forms

In order to analyse the expressive power of dependence logic and to compare it with
other formalisms, it is useful to obtain normal forms such as this one proved in [56].
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Theorem 2. Every dependence logic sentence is equivalent to some sentence of
the form:

� WD 8x9y .
^

i2I

D.xi; yi/ ^ �/

where I � N, xi is a subsequence of x, and yi is a member of y.

Such a result is an analogue of Skolem normal form for first-order logic.
It separates clearly the functional dependencies introduced between subsets of
variables from the regular part of the formula. It also makes intuitively clear that
to be translated into an extension of first-order logic one would need second-order
quantification to express these dependencies between variables. Refinements of such
a normalization result are at the heart of various characterizations of dependence-
like logics and their fragments. For example, the analogue of Theorem 2 for
independence logic (with dependence atoms replaced by independence atoms)
was shown in [23]. Furthermore, a prenex normal form theorem for formulas of
FO.D.: : :/;?c;�/ was shown for the strict and the lax semantics in [18] and [26],
respectively.

2.3 Expressive Power

In this section we review results on the expressive power of the variants of
dependence logic of the previous subsections.

As it turns out, the expressive power of sentences of dependence logic corre-
sponds to that of existential second-order logic [56], and hence to the complexity
class non-deterministic polynomial time (NP) via the well-known theorem of Fagin
[14]. In the following, we will not distinguish in notation between a logic and the
classes of models defined by its sentences, and we will use the equality symbol to
denote that logics are equivalent for sentences, and we will use equality for logics
and complexity classes in the same vein.

Theorem 3. D D NP D ESO

The direction ESO � D is proved by utilizing the fact that every ESO-sentence
can be transformed to the so-called Skolem normal form. On the other hand, the
direction D � ESO is proved by essentially simulating the team semantics of
dependence logic in ESO with an extra relation symbol interpreting the team.

An interesting consequence of the team semantics of dependence logic is that
Theorem 3 does not immediately settle the question also for open formulas. In fact,
all D-formulas have the following Downwards Closure property:

Theorem 4 (Downwards Closure). Let � be a D-formula. Then for all structures
M and teams X, if M ˆX � and Y � X, then M ˆY �.
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It was shown in [39] that the open formulas of dependence logic can define exactly
the downward closed properties of teams expressible in ESO (again with an extra
relation symbol for the team). Furthermore, already dependence atoms combined
with disjunction give rise to NP-complete decision problems [37]. Define the
formulas �1 and �2 as follows:

• �1 WD D.x; y/ _D.u; v/,
• �2 WD D.x; y/ _D.u; v/ _D.u; v/.
Then the question of deciding whether a finite team X satisfies �1 is NL-complete,
and for �2, already NP-complete.

As one might expect, the expressive power of dependence logic with the classical
negation (TL) increases to full second-order logic, and hence to the complexity class
Polynomial Hierarchy (PH).

Theorem 5. TL D SO D PH

This result is already shown in [56], but a direct translation of SO sentences into
TL-sentences was later given in [48]. Furthermore, in [38] it was shown that any
property of teams definable in second-order logic can be expressed in team logic. It
is worth noting that, for example, in general TL-formulas are not closed downwards,
e.g., the formula

� D.x/ (1)

expresses that x has at least two distinct values.
Interestingly, the two new connectives (implications) introduced in [1] preserve

downwards closure when added to dependence logic. It was observed in [1] that any
sentence of BID-logic can be translated into second-order logic. In fact, by the result
of [62], already the intuitionistic implication alone increases the expressive power
of dependence logic to full second-order logic.

Theorem 6. D.!/ D SO D PH

This result utilizes the universal quantification implicit in the semantic rule of
the intuitionistic implication. On the other hand, in [7, 8] the extension D.M/ of
dependence logic by the majority quantifier M was defined and studied. The main
result of that paper is stated as follows:

Theorem 7. D.M/ D CH.

Above CH refers to the complexity class the counting hierarchy CH � PH.
Theorems 7 and 5 imply that, for sentences, D.M/ is at least as expressive as TL

over finite structures. On the other hand, this result does not extend to open formulas
since D.M/-formulas have the downward closure property unlike TL-formulas (see,
e.g., formula (1)).

The aforementioned results show that dependence logic and its extensions
allow us to logically characterize NP and some of its super classes. In [11]
the question whether PTIME corresponds to a natural fragment of dependence
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logic was considered. For ESO (also SO) it is known that the so-called Horn
fragment SO9-Horn of ESO captures PTIME over successor structures [19]. In [11]
a fragment D�-Horn equivalent to SO9-Horn was identified. The formulas of
D�-Horn have the form

8x9y.
^

i

D.zi; yi/ ^
^

j

Cj/;

where zi is subsequence of x, the clauses Cj (i.e. disjunctions of FO-literals)
are assumed to satisfy a certain Horn condition, and the existentially quantified
variables yi are only allowed to appear in certain identity atoms of Cj (see [11]
for the exact definition). The main result of [11] shows that

Theorem 8. Over finite successor structures, D�-Horn D SO9-Horn.

Theorem 8 implies that

D�-Horn D PTIME

over finite successor structures. In the article [11] the expressive power of open
formulas of D�-Horn is also characterized.

All of the results discussed in this section use the original semantics of
dependence logic. It is easy to check that the results hold also for both variants
of the semantics. Next we will consider the expressive power of inclusion logic.
It turns out that the expressive power of inclusion logic is not invariant under the
choice between the strict and the lax semantics.

The expressive power of inclusion logic under the lax semantics was studied in
[17]. The main result of that paper shows that

Theorem 9. Over the lax semantics,

FO.�/ D GFPC;

where GFPC is the so-called Positive Greatest Fixed Point Logic. It is known that
over finite structures GFPC is equi-expressive with Least Fixed Point Logic (LFP),
and furthermore for ordered finite structures LFP D PTIME by the famous result of
Immerman [36] and Vardi [60]. Therefore, it follows that

FO.�/ D PTIME

over ordered finite structures. In drastic contract with Theorem 9, it was observed in
[18] that, over the strict semantics, inclusion logic is equivalent to ESO and hence
captures NP.
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Theorem 10. Over the strict semantics,

FO.�/ D ESO:

This result is based on a simulation of dependence atoms in a dependence logic
sentence (in the 8�9�-normal form) by certain inclusion logic formulas. This
simulation is not possible in general but only over teams that are generated by
evaluating a 8�9�-block of quantifiers with the strict semantics.

2.4 Refining the correspondence with ESO

In this part we investigate how the correspondence between existential second-
order logic and FO.C / for subsets C of dependence-like atoms can be refined.
In particular we examine what is the effect of bounding the number of variables and
the so-called arity of atoms which roughly concerns the number of distinct variables
involved in them.

By relating fragments of FO.C / to fragments of existential second-order logic,
one may hope to obtain separation results in dependence logics through hierarchy
theorems in complexity or to give evidence that such results would have non-trivial
consequences in complexity theory. In either way, this provides interesting insight
on the expressive power of these logics.

Let us first define the notion of arity of an atom.

Definition 1. Let k 2 N.

• A dependence atomD.x; y/ is of arity k if the length of x is k.
• An independence atom y?x z is of arity k if xyz contains kC1 distinct variables.
• An inclusion atom x � y is of arity k if the length of x and y is k.

We now define the corresponding fragments of FO.C / and existential second-
order logic.

Definition 2. Let C be a subset of fD.: : :/;?c;�; jg. Let k 2 N. Then:

• FO.C /.k�ary/ is the class of sentences of FO.C / in which all atoms of C are
of arity bounded by k.

• FO.C /.k8/ is the class of sentences of FO.C / in which every variable is
quantified exactly once and at most k universal quantifiers occur.

• For convenience, we set by D.k�ary/ the class FO.D .: : ://.k�ary/ and by
D.k�ary/ the class FO.D.: : ://.k8/.

Definition 3. Let k 2 N.

• ESO.k�ary/ is the class of ESO-sentences

9X1 : : : 9Xn ;

in which the relation symbols Xi are at most k-ary and  is a first-order formula.
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• ESOf .k�ary/ is the class of ESO-sentences

9f1 : : : 9fn ;

in which the function symbols fi are at most k-ary and  is a first-order formula.
• ESOf .m8/ is the class of ESO-sentences in Skolem normal form

9f1 : : : 9fn8x1 : : :8xr ;

where r � m.

Such fragments of ESO have been widely studied and in particular their
relationship with complexity classes. Roughly speaking, controlling the number
of first-order variables in existential second-order logic amounts to control the
polynomial degree in non-deterministic polynomial-time computations. To be more
precise, it is known (see[22]) that, for k � 1:

ESOf .k-ary; k8/ D ESOf .k8/ D NTIMERAM.n
k/:

where NTIMERAM.nk/ is the class of problems decidable by a non-deterministic
random access machine in time O.nk/. We can now relate the expressive power of
these various fragments.

First, reusing of variables is a key issue in team semantics. It turns out that the
following result is true (see [6]).

Proposition 2. Any sentence of dependence logic is logically equivalent to a
sentence in which at most one variable is universally quantified (possibly several
times).

For what concerns dependence logic, the correspondence with existential second-
order logic for the fragments with bounded arity and bounded number of universal
variables is as follows [6]:

Theorem 11. For all integers k � 1,

• D.k�ary/ D ESOf .k�ary/,
• D.k8/ � ESOf .k8/ � D.2k8/.

Roughly speaking, dependence logic can be seen as existential second-order
logic with functions (dependence atoms) but “without proper names” for these
functions. Hence composition of functions, that can be done freely in existential
second-order logic, can be simulated only by using intermediate variables in depen-
dence logic. So, as long as, only the arity of dependence atoms is fixed, one can
obtain an exact correspondence between the fragments (as stated in Theorem 11).
By contrast an exact correspondence between the fragments D.k8/ and ESOf .k8/
seems unlikely (see the second item of Theorem 11). However, it is possible to
establish an exact correspondence between D.k8/ and some syntactically restricted
fragment of ESOf .k8/ (see [6]).
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Because inclusion and independence logic do not have the downward closure
property, the situation is drastically different depending on whether the lax or the
strict semantics are used (see [18, 24–26]).

Theorem 12. Let k � 1. The following holds in the lax semantics:

• FO.�/.k�ary/ < FO.�/.kC 1�ary/,
• FO.�/.k�ary/ � ESOf .k�ary/ D FO.?c/.k�ary/,
• FO.?/.28/ D FO.?/,
• FO.�/.18/ D FO.�/.

For the strict semantics, the following results are true:

• FO.�/.k8/ D ESOf .k8/ D NTIMERAM.nk/,
• FO.?c/.k8/ � ESOf ..kC 1/8/,
• ESOf .k8/ � FO.?c/.2k8/.

The results above imply that there is an infinite expressivity hierarchy for D.k8/,
FO.�/.k8/, and FO.?c/.k8/. Indeed, it is well known (by a slight adaptation
of classical non-deterministic time hierarchy [5]) that, for any integer k � 1,
NTIMERAM.nk/ is strictly included in NTIMERAM.nkC1/. Hence, for example,
D.k8/ is strictly less expressive than D..kC 1/8/.

Similarly, one might ask whether there is a strict hierarchy based on arity for D
or FO.?c/. For example, is D.kC 1�ary/ strictly more expressive than D.k�ary/
for all (or some) k � 1. Such a hierarchy would imply the existence of a similar
hierarchy for ESOf .k�ary/ which is a long-standing open question (for empty
signature, this is known as the Spectrum Arity Hierarchy Conjecture [15]).

Finally, let us examine the situation when exclusion atoms are allowed in the
syntax. It turns out that none of the approach above helps to control the arity
correspondence between the corresponding fragments. By introducing mainly two
new concepts, namely inclusion quantifier (an adaptation of the idea of quantifier
relativization applied to inclusion atoms) and term value preserving disjunction, the
following result is obtained in [51]:

Theorem 13. For all integers k � 1, FO.�; j/.k�ary/ D ESO.k�ary/.

Note that in this result the correspondence is with the relational fragment of
existential second-order logic: no quantification on functions is allowed.

2.5 Satisfiability and Model Checking

In this section we briefly review results on satisfiability and model checking in the
first-order dependence logic context.

We begin by recalling these problems for a logic L :

• The Satisfiability Problem SATŒL � is defined as

SATŒL � WD f� 2 L j there is a structure M such that M ˆ �g:



16 A. Durand et al.

• The Model-Checking Problem is defined as

MCŒL � WD f.�;M/ jM ˆ �g:

Since, for sentences, dependence logic is equivalent to ESO the classical results
[4, 55] on the Decision Problem (Entscheidungsproblem) of FO imply that SATŒD�
is undecidable (˘0

1 -complete). In the case of first-order logic, these negative results
spurred an extensive investigation of decidable fragments of FO. Henkin [33] was
the first to consider fragments of first-order logic with a fixed number of variables.
Satisfiability for the fragments with three or more variables is easily seen to be
undecidable, but for two variables, it is decidable (see, e.g., [3]). The two-variable
fragment of FO is denoted by FO2.

In [40], the two-variable fragment D2 (i.e. the sentences of D in which only
variables x and y appear) of dependence logic was studied and the following result
was obtained:

Theorem 14. SATŒD2� is NEXPTIME-complete.

The complexity of the problem remains the same also for finite satisfiability,
although there are sentences of D2 having only infinite models (the so-called infinity
axioms). The proof of Theorem 14 is based on a polynomially bounded translation
of sentences of D2 to ˙1

1 .FOC
2/- sentences, i.e., sentences of the form

9R1 : : : 9Rm�;

where � is a FOC2-sentence. The logic FOC2 extends FO2 by counting quantifiers
9�ix�.x/ expressing that �.x/ is satisfied by at least i distinct elements. Theorem 14
then follows from the fact that satisfiability is NEXPTIME-complete for FOC2 [50].
It is worth noting that since D2 is not closed under classical negation, Theorem 14
does not solve the complexity of the validity problem for D2. In fact, this problem
is still open.

Recently Theorem 14 has been generalized to logics of the form FO2.A / that
replace dependence atoms of D2 by a certain collections A of generalized depen-
dence atoms [41]. The result therein shows that SATŒFO2.A /� is NEXPTIME-
complete if the atoms in A are themselves ˙1

1 .FOC
2/-definable. This result can

be used to show, e.g., that the satisfiability and finite satisfiability problems of
the two-variable fragments of inclusion, exclusion, and independence logic are all
NEXPTIME-complete.

The complexity of model checking of dependence logic and its variants has been
studied in [20]. The paper introduces a general model-checking game for logics with
team semantics, and by analyzing the corresponding games, shows several results
on the complexity of model checking in the team semantics framework.

Theorem 15. The model-checking problem for D is NEXPTIME-complete.
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In [20] it is also showed that NEXPTIME is an upper bound for the complexity of
model checking for any variant FO.C / of D such that the atoms in C are PTIME-
computable.

3 Propositional and Modal Dependence Logic

This section will be devoted to the study of team-based logics over Kripke struc-
tures, such as modal dependence logic and, as a special case thereof, propositional
dependence logic. Again, we will survey results on expressiveness of the most
important logics and on the complexity of the satisfiability and model-checking
problems. We will first turn to modal logics and later mention briefly some results
for the purely propositional case.

3.1 Preliminaries

We start by introducing team semantics for usual modal logic. The central semantic
concept here is the Kripke model, which is a tuple K D .W;R; �/ where W is
a nonempty set of worlds, R � W 	 W, and �WP ! 2W , where P is a set of
propositional variables. The idea here is that � determines which variables hold
(are set to true) in each world. So every world carries a propositional assignment. In
analogy to first-order logic, we want to express dependencies among the values of
certain variables; so we have to evaluate formulas relative to a set of assignments,
hence in our case a set of worlds. A team of a model K is thus defined to be a set
T � W. The central basic concept underlying Väänänen’s modal dependence logic
and all its variants, that modal formulas are evaluated not in a world but in a team,
is made precise in the definitions to follow below.

Before that, we would like to point out that another formalism, independence-
friendly modal logic, has also be considered. In analogy to Hintikka and Sandu’s
independence-friendly logic IF [34], the so-called slash modalities are introduced.
Consider the example formula �1.�2=�1/p. It is evaluated like ��p, but now the
witness for � has to be chosen independently of the witnesses for �; hence the
formula states, when evaluated at w, that there is a world u accessible from all worlds
v that are accessible from w, a kind of “confluence property”. There are several
competing formalisms for modal independence-friendly logic, cf., e.g., [54].

Väänänen [58] when introducing modal dependence logic MDL made a step
analogous to the introduction of dependencies in first-order dependence logic by
extending the logical language with atoms D.p1; : : : ; pn/ to express dependencies
among propositional variables. Caveat: In modal dependencies we can express
dependencies among variables, not among worlds, as one might first expect when
thinking of the standard translation of modal logic into first-order logic.
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In the following, we will define the syntax of the modal logics we consider by
grammars in extended Backus-Naur form (EBNF).

Definition 4 (Syntax of ML).

' WWD p j :p j .' ^ '/ j .' _ '/ j �' j �';
where p is an atomic proposition.

Definition 5 (Semantics of ML). Let K D .W;R; �/ be a Kripke model, let
T � W be a team, and let ' be an ML-formula. We define when K;T ˆ ' holds
inductively:

• If ' D p, then K;T ˆ ' if and only if T � �.p/.
• If ' D :p, then K;T ˆ ' if and only if T \ �.p/ D ;.
• If ' D  _� for some formulas and �, then K;T ˆ ' if and only if T D T1[T2

with K;T1 ˆ  and K;T2 ˆ �.
• If ' D  ^� for some formulas and �, then K;T ˆ ' if and only if K;T ˆ  

and K;T ˆ �.
• If ' D � for some formula  , then K;T ˆ ' if and only if there is some

team T 0 of K such that K;T 0 ˆ  , for each w 2 T, there is some w0 2 T 0 with
.w;w0/ 2 R, and for each w0 2 T 0, there is some w 2 T with .w;w0/ 2 R.

• If ' D � for some formula  , then K;T ˆ ' if and only if K;T 0 ˆ  , where
T 0 is the set fw0 2 W j .w;w0/ 2 R for some w 2 Tg.
Team semantics for ML shares the so-called flatness property, see also

Theorem 1:

Lemma 1 (Flatness of ML). For all K;T; ', K;T ˆ ' if and only if for all w 2 T,
we have K;w ˆ '.

So there is no essential semantic effect of team semantics compared to the
usual semantics for modal logic. This changes when enriching the language with
dependence atoms.

Definition 6 (Syntax of MDL).

' WWD p j :p j D.fp; g p/ j .' ^ '/ j .' _ '/ j �' j �';
where p is an atomic proposition.

Before defining the semantics of dependence atoms, we introduce a useful
shorthand notation.

Definition 7. Let p D .p1; : : : ; pn/ be a sequence of atomic propositions and w;w0
be worlds of a Kripke model K D .W;R; �/. Then w and w0 are equivalent under �
over p, denoted by w ��;p w0, if the following holds:

�.w/ \ fp1; : : : ; png D �.w0/ \ fp1; : : : ; png:
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Definition 8 (Semantics of MDL). We extend Definition 5 by the following
clause:

• K;T ˆ D.p; q/ if and only if for all w1;w2 2 T: if w1 ��;p w2, then w1 ��;q w2.

Theorem 16 (Downwards Closure). Let � be a MDL-formula. Then for all
Kripke model K and teams T, if K;T ˆ � and T 0 � T, then K;T 0 ˆ �.

As in the first-order case, also the independence atom has been introduced into
modal logic, thus leading to modal independence logic [42].

Definition 9 (Syntax of MIL).

' WWD p j :p j fpg p?fpg fpg p j .' ^ '/ j .' _ '/ j �' j �';
where p is an atomic proposition.

Definition 10 (Semantics of MIL). We extend Definition 5 by the following
clause, where p;q; r are sequences of atomic propositions:

• K;T ˆ p?r q if and only if for all w1;w2 2 T such that w1 ��;r w2 there exists
w3 2 T such that w1 ��;r w3, w1 ��;p w3, and w2 ��;q w3.

We note that one motivation behind the introduction of MIL was that it can be
used to express security of cryptographic protocols, see [42].

At this point, where we have extended basic modal logic by a dependence as
well as an independence atom, we would like to point out that there is a general
way to introduce such so-called generalized dependence atoms, expressing further
FO-definable properties on teams. To make this precise, consider an FO-formula '.
We say that ' defines the atom D if

K;T ˆ D.p1; : : : ; pn/ ” A ˆ ';

where the structure A has universe T and unary relations AA
pi

with w 2 AA
pi

iff pi 2
�.w/.

FO-definitions of dependence, independence, and some further team properties
can be found in Table 1. There, boldface symbols denote sequences of propositional
variables.

A further possible extension of the so far considered modal logics is by
introducing additional propositional connectives. In Section 2.1, different forms of
implication and negation have been defined. Here we just define MTL, modal team
logic, to extend ML by a second type of negation, denoted by� and interpreted just
as classical negation.

Definition 11 (Syntax of MTL).

' WWD p j :p j �' j .' ^ '/ j .' _ '/ j �' j �';
where p is a propositional variable.
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Table 1 Definitions of some generalized dependence atoms

Notation Atom FO-defining formula

D.p; q/ Dependence 8w8w0

� nV
iD1

�
Api.w/ $ Api .w

0/
�

! �
Aq.w/ $ Aq.w0/

��

p?r q Independence 8w8w0

�
nV

iD1

�
Ari .w/ $ Ari .w

0/
�

! 9w00

� nV
iD1

�
Ari .w

00/ $ Ari .w/
�

^ mV
iD1

�
Api .w

00/ $ Api.w/
�

^ sV
iD1

�
Aqi .w

00/ $ Aqi.w
0/
���

p � q Inclusion 8w9w0

nV
iD1

�
Api .w/ $ Aqi .w

0/
�

p j q Exclusion 8w8w0

nW
iD1

�
Api .w/ $ :Aqi .w

0/
�

NE Non-Emptiness 9w >

Definition 12 (Semantics of MTL). We extend Definition 5 by the following
clause:

• If ' D � for some formula  , then K;T ˆ ' if and only if K;T 6ˆ .

We note that usually (see [47]), MTL also contains dependence atoms; however,
since these atoms can be expressed in MTL we omit them in the syntax. To make
clear what the power of classical negation in this context is, we discuss the definition
of dependence as well as some additional propositional connectives in MTL.

First, the classical disjunction � is readily expressed in MTL: '� is logically
equivalent to �.�' ^ � /. Next we note that, analogously to the first-order case
[1], the atomD.p1; : : : ; pn/ is logically equivalent with

.
^

1�i�n�1
D.pi//! D.pn/ ;

where! is the modal version of the intuitionistic implication with the semantics

K;T ˆ ' !  iff for all T 0 � T: if K;T 0 ˆ ' then K;T 0 ˆ  :
The connective ! has a short logically equivalent definition in MTL (see [47]),
hence so does the atom D.p1; : : : ; pn/. The intuitionistic implication has been
studied in the modal team semantics context in [63].

We want to mention one final extension of modal dependence logic in this
section, the so-called extended modal dependence logic, EMDL. It allows
ML-formulas instead of atoms inside the dependence atom [10].
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Definition 13 (Syntax of EMDL).

' WWD p j :p j D.f ; g / j .' ^ '/ j .' _ '/ j �' j �';
where p is an atomic proposition and  is an ML-formula.

Definition 14 (Semantics of EMDL). We extend Definition 5 by the following
clause:

• K;T ˆ D. 1; : : : ;  n/ if for all w1;w2 2 T, if K; fw1g ˆ  i , K; fw2g ˆ  i

for 1 � i � n � 1, then K; fw1g ˆ  n , K; fw2g ˆ  n.

The interest in EMDL stems mainly from the fact, that it allows us to formulate
some basic temporal dependencies. We give only one very simple example:
The formula

D��p;�2p; : : : ;�np; p
�

expresses that “truth of p at this moment only depends on the truth of p in the
previous n time steps” (on frame classes where the relation R denotes a backwards-
oriented time-relation). So in a sense, EMDL can be seen as a basic temporal
dependence logic.

We would like to point out that EMDL shares the downwards closure property
of MDL, but analogously to the first-order case, neither MIL nor MTL has this
property.

3.2 Expressivity

The first results on expressive power of modal team-based logics are due to
Sevenster [53]:

Theorem 17. 1. MDL is strictly more expressive than ML.
2. On singleton teams of evaluation, MDL is as expressive as ML.

While the first result simply follows from the fact that ML is closed under union
(of teams) but MDL is not, the second result requires an interesting proof that we
would like to sketch. Given an MDL-formula ', we first use existentially quantified
(Boolean) Skolem functions to replace dependence atoms. Next, we replace the
existential quantifier by a big classical disjunction � over all possibilities for such
functions. The result now follows since over singleton teams, the interpretations of
the connectives � and _ agree.

This proof sketch points out the importance of classical disjunction. If we add
� to ML or MDL we obtain the same expressive power, namely that of EMDL

[10, 29]:
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Theorem 18. ML <MDL <ML.�/ �MDL.�/ � EMDL.

Concerning modal independence logic, the following is known [42]:

Theorem 19. 1. ML <MDL <MIL.
2. On singleton teams of evaluation, MIL is as expressive as ML.

Again, the first result follows from simple closure properties. We will sketch
the proof of the second result, since it will lead us to an important topic. Given an
MIL-formula ', it is clear that on singleton teams it captures a property of Kripke
models that

• is invariant under modal bisimulation (more on that in the next paragraph),
• only depends on the worlds that can be reached in a number of steps bounded by

the modal depth of the formula.

These observations allow us to construct an ML-formula that describes (by a big
disjunction) all possibilities for satisfying Kripke models.

The just given proof can be extended to show that on singleton teams, ML

extended by any FO-definable dependence atoms (see Table 1) is as expressive as
ML.

The ideas used in the just sketched proof go back to a fundamental result by
Johan van Benthem [59], characterizing exactly the properties of Kripke structures
that modal logic ML can define in terms of the so-called bisimilarity. His results
can be generalized to modal team logic, as we describe next.

Definition 15 (k-bisimulation). Let K1 D .W1;R1; �1/ and K2 D .W2;R2; �2/
be Kripke models. We define inductively what it means for worlds w1 2 W1 and
w2 2 W2 to be k-bisimilar, for some k 2 N, written as .K1;w1/•k.K2;w2/.

• .K1;w1/•0.K2;w2/ holds if for each propositional variable p, we have that
K1;w1 ˆ p if and only if K2;w2 ˆ p.

• .K1;w1/•kC1.K2;w2/ holds if the following three conditions are satisfied:

1. .K1;w1/•0.K2;w2/,
2. for each successor w0

1 of w1 in K1, there is a successor w0
2 of w2 in K2 such

that .K1;w0
1/•k.K2;w0

2/ (forward condition),
3. for each successor w0

2 of w2 in K2, there is a successor w0
1 of w1 in K1 such

that .K1;w0
1/•k.K2;w0

2/ (backward condition).

Full bisimulation is defined analogously as follows:

Definition 16 (full bisimulation). Let K1 D .W1;R1; �1/;K2 D .W2;R2; �2/ be
Kripke models and let w1 and w2 be worlds of K1 and K2. Then .K1;w1/ and .K2;w2/
are bisimilar, written as .K1;w1/•.K2;w2/, if there is a relation Z � W1	W2 such
that .w1;w2/ 2 Z, and Z fulfils the following closure property:

• .K1;w1/•0.K2;w2/, for all .w1;w2/ 2 Z,
• for each successor w0

1 of w1 in K1, there is a successor w0
2 of w2 in K2 with

.w0
1;w

0
2/ 2 Z (forward condition),
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• for each successor w0
2 of w2 in K2, there is a successor w0

1 of w1 in K1 with
.w0

1;w
0
2/ 2 Z (backward condition).

The famous theorem by van Benthem characterizing the expressive power of
modal logics can now be stated as follows:

A property of pointed models is a class of pairs .K;w/, where K is a Kripke
model and w a world of K. For a formula ' we say that ' expresses the
property f.K;w/ j K;w ˆ 'g (under the usual Kripke semantics). A team property
is bisimulation-invariant if it is closed under bisimulation.

Theorem 20 (van Benthem’s Theorem [59]). Let P be a property of pointed
Kripke structures. There is an ML-formula which expresses P if and only if there is
a first-order formula which expresses P and P is bisimulation-invariant.

The result of van Benthem has been transferred into the field of modal logics
with team semantics, as we want to explain next. First, the notion of bisimulation
can very naturally be lifted to teams.

Definition 17 (team bisimulation). Let K1 D .W1;R1; �1/, K2 D .W2;R2; �2/ be
Kripke models, let T1 and T2 be teams of K1 and K2. Then .K1;T1/ and .K2;T2/ are
k-bisimilar, written as K1;T1•kK2;T2 if the following holds:

• for each w1 2 T1, there is some w2 2 T2 such that .K1;w1/•k.K2;w2/,
• for each w2 2 T2, there is some w1 2 T1 such that .K1;w1/•k.K2;w2/.

Analogously, we say that .K1;T1/ and .K2;T2/ are (fully) bisimilar, written as
K1;T1•K2;T2 if the following holds:

• for each w1 2 T1, there is some w2 2 T2 such that .K1;w1/•.K2;w2/,
• for each w2 2 T2, there is some w1 2 T1 such that .K1;w1/•.K2;w2/.

Now we can characterize the expressive power of some of our modal logics. The
expressive power of a logic here is defined to be the set of properties expressible in
it. More precisely, a team property is a class of pairs .K;T/, where K is a Kripke
model and T a team of K. For a formula ' we say that ' expresses the property
f.K;T/ j K;T ˆ 'g. A team property is bisimulation-invariant if it is closed under
bisimulation.

The following characterizations of the expressive power of EMDL and MTL

were obtained in [29, 43]:

Theorem 21. Let P be a team property.

1. There is an EMDL-formula which expresses P if and only if P is invariant under
k-bisimulation for some k and downwards-closed.

2. There is an MTL-formula which expresses P if and only if P is invariant unter
k-bisimulation for some k.

While the just given result already completely settles the question of expressivity
of EMDL and MTL in terms of bisimulation, the following complete analogue of
van Benthem’s Theorem was finally obtained in [43]:
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Theorem 22. Let P be a team property. There is an MTL-formula which expresses
P if and only if there is a first-order formula which expresses P and P is bisimulation-
invariant.

It is worth to note that all our extensions of modal logic by further connectives
or generalized dependence atoms define only team properties that are bisimulation-
invariant. Hence the just given theorem implies that modal team logic MTL gives
an upper bound with respect to expressivity for all these logics. In particular,
modal logic with team semantics and classical negation is sufficient to express all
FO-definable generalized dependence atoms. This observation can be strengthened
as follows [43]:

Let MLFO denote the extension of ML by all generalized dependence atoms
D that are FO-definable without identity, in the extended setting, i.e., dependence
atoms are applied not only to propositions but ML-formulae.

Theorem 23. MLFO is equally expressive as MTL.

3.3 Complexity

The starting point for complexity studies of modal logic is a paper by Ladner from
1977 [45] in which he proved the following theorem:

Theorem 24. Satisfiability for modal logic ML is PSPACE-complete.

His result easily carries over from the usual modal semantics to team semantics.
The upper bound follows from Ladner’s so-called witness algorithm, which is not
so important for us here. The lower bound is given by a reduction from the standard
PSPACE-complete problem QBF, the evaluation problem for quantified Boolean
formulas, where alternations of modalities are used to force a satisfying Kripke
model to imitate the evaluation tree of the given formula [2].

In a very clever way this was extended by Sevenster [53] as follows:

Theorem 25. Satisfiability for MDL is NEXPTIME-complete.

To prove the upper bound, one has to express the dependencies by Boolean
Skolem functions, similar as in the proof of Theorem 17. Then we can use nondeter-
minism to guess those functions in exponential time, and check satisfiability. For the
lower bound, Sevenster presents a reduction from Dependence-QBF, a variant of the
above-mentioned QBF extended by dependencies among variables [49], a problem
which is NEXPTIME-complete. This reduction is essentially Ladner’s reduction
extended by dependence atoms.

Lohmann and Vollmer [46] extended Sevenster’s result by determining the
complexity of every fragment of MDL, given by any subset of the modalities� and �, by restricting the allowed propositional connectives to any subset of
f^;_;:;>;?;�g and by considering fragments with and without dependence
atoms. Their results can be summarized as in Table 2. An entry “C” in the table
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Table 2 Complexity of
satisfiability for fragments of
modal dependence logic

� � ^ _ : > ? D./ � Complexity

C C C � C � � C � NEXPTIME
C C C C C � � � � PSPACE
C C C C � � C � � PSPACE
C C C � C � � � C †

p
2

C C C � � � C � C †
p
2

C C C � C � � � � coNP
C C C � � � C � � coNP
C � C C C � � � � NP
� C C C C � � � � NP
C � C � C � � � C NP
� C C � C � � � C NP
C � C � C � � � � PTIME
� C C � C � � � � PTIME
C � C � � � � � � PTIME
� C C � � � � � � PTIME
� � � � � � � � � PTIME
� � � � � � � � � trivial

� � C C C � � � � NP
� � C � C � � � C NP
� � � � � � � � � PTIME
� � � � � � � � � PTIME

means that the syntactic element is allowed, “�” means it is forbidden, and “
”
means that the complexity does not depend on whether the element is present or
not. All rows in the table denote completeness results for the respective complexity
class under polynomial-time many-one reductions, except those for PTIME.

In a similar way, the complexity of the model-checking problem for fragments
of modal dependence logic has been classified in [9]. For some fragments, model
checking is NP-complete, for others it is solvable in polynomial time.

Theorem 26. Model checking for MDL is NP-complete.

We want to turn to the explanation of one special case in Table 2, the complexity
of Poor Man’s Logic. In the context of modal logic, poor man’s formulas are just
formulas that do not contain _. Hemaspaandra [31, 32] showed that poor man’s
modal logic is PSPACE-complete over the class of Kripke structures in which
every world has at most two successors. The proof is again by a reduction from
QBF, where we express the QBF-tree by alternations of modalities. Important now
is that without disjunction, we cannot express the tree-structure. In fact, satisfiability
for poor man’s modal logic over K (the class of all Kripke structures) is only
coNP-complete. The requirement that in every model each world has at most two
successors is essential for the complexity. Lohmann and Vollmer [46] showed:
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Theorem 27. Poor man’s modal dependence logic, i.e., the fragment of modal
dependence logic allowing only the propositional connectives ^ and : (besides
the two modalites and dependence atoms), is NEXPTIME-complete.

The proof relies as before on a reduction from Dependence-QBF. We express the
QBF-tree by alternations of modalities. As in the case of Hemaspaandra’s proof we
cannot enforce tree-structure of the Kripke model without disjunction. In this case,
however, we can use dependence atoms to ensure that everything in the model that
does not belong to the tree is essentially nothing else than a copy of a subtree; hence,
in difference to Hemaspaandra, we do not need the requirement about the number
of successors of a world.

Next, we turn to modal independence logic. The following has been proven
in [42]:

Theorem 28. Satisfiability for MIL is NEXPTIME-complete.

While the lower bound follows trivially from the complexity result for MDL,
the upper bound is proven by an embedding of MIL into the Gödel-Kalmár-Schütte
fragment of all FO-sentences with prefix 9�829� (without function symbols,
without equality) in a satisfiability preserving way. This fragment is decidable in
NEXPTIME [3]. This proof thus is different from the one given by Sevenster (and it
is not clear how to extend his ideas to include the independence atom), but it yields
Sevenster’s result as a corollary.

The embedding into the FO-fragment is even possible in a much more general
context [42]:

Theorem 29. Satisfiability for ML extended by dependence atoms that can be
defined in 9�829� is in NEXPTIME.

For a large class of generalized dependence atoms, satisfiability can thus be
placed into the class NEXPTIME, while for a few particular atoms, we have
completeness—above we already mentioned this for dependence and independence,
and in [30], satisfiability for modal inclusion logic MINCL, i.e., ML extended by
the inclusion atom (see Table 1), was shown to be NEXPTIME-complete as well.

Also the model-checking problem for modal logic extended by generalized
dependence atoms was studied in [42].

Theorem 30. Model checking for ML extended by FO-definable dependence
atoms is in NP.

Recall that by Theorem 26 model checking for MDL (and also for MIL) is
NP-complete.
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3.4 Propositional Logic

Propositional logic with team semantics is nothing else than modal logic with team
semantics but without connections between the team members (worlds). The syntax
is the following:

Definition 18 (Syntax of PL).

' WWD p j :p j .' ^ '/ j .' _ '/; where p 2 ˚:

The semantics is exactly the same as for the modal case. Propositional logic
can now be extended by different generalized dependence atoms (such as those
given in Table 1) as well as different propositional connectives (intuitionistic
implication, classical disjunction, etc.) The expressive power of some of these logics
(i.e. the classes of teams that are definable) has been studied by Yang [63]; in
particular, propositional dependence logic (PL plus dependence atoms) can define
all nonempty downwards-closed team properties, and propositional team logic (PL
plus classical negation) can define all team properties.

Concerning complexity questions, the following results are known:

Theorem 31. 1. The satisfiability and the model-checking problems for proposi-
tional dependence logic and propositional independence logic are NP-complete
[9, 27, 46].

2. The satisfiability problem for propositional inclusion logic is EXPTIME-com-
plete [30], while its model-checking problem is in PTIME (Lauri Hella, personal
communication).

3. The model-checking problem for propositional dependence logic extended by
classical negation is PSPACE-complete [47].

4. The satisfiability problem for propositional inclusion logic extended by classical
negation as well as for propositional independence logic extended by classical
negation is complete for the class AEXPTIME.poly/ of all problems solvable
by alternating Turing machines in exponential time making only a polynomial
number of alternations; the model-checking problem for both logics is PSPACE-
complete [30].

Besides the above-summarized results, also the validity problem for proposi-
tional logic and some of its extensions have been studied. It is worth noting that,
unlike for classical logics closed under the classical negation, the satisfiability
problem and the validity problem for most of the logics discussed in this article are
not dual to each other. Partial results for axiomatizability have also been obtained
[27, 52, 61, 64].
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4 Conclusion

1. A number of complexity questions for fragments of first-order dependence logic
or variants remain unsettled. The complexity of the validity problem forD2 is one
example. More generally, one might ask what decidability results for first-order
logic, e.g., for formula classes defined by restricted quantifier prefixes, transfer
into the context of team-based logics.

2. While many expressivity results of modal and propositional logic have been
stated in this survey and this issue is more or less settled in the first-order case,
it has to be mentioned that some very basic cases in modal logic still remain
unsettled. In particular, what is the expressive power of propositional or modal
independence logic? It is worth noting that very recently a version of Theorem 21
for (extended) modal inclusion logic has been shown in [28].

3. In Section 3.2 we stated equal expressivity for many dialects of modal logics.
However, we did not touch the topic of succinctness. As an example, while
on singleton teams of evaluation, MIL equally expressive than ML, it can be
proven that it is exponentially more succinct [42]. Also, in Theorem 18 we stated
that EMDL and ML plus classical disjunction have the same expressive power.
In [29] it was shown that any translation from EMDL to ML with disjunction
necessarily leads to an exponential blow-up in formula size. In most other cases,
the question of succinctness remains unsettled so far.

4. The question of axiomatizability has not been covered in detail in this survey.
We mention that axiomatizability of some sublogics of MTL has been studied,
e.g., in [63] and [52], but remains open for many logics. Related to this is the
complexity of the tautology problem. In particular it remains open if we can
axiomatize MTL.

5. While we mentioned a number of complexity results on modal dependence
logic and some of its extensions, this issue remains unsettled for full MTL.
In particular, what is the complexity of satisfiability and validity of MTL?
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Grelling on Dependence

Jouko Väänänen

Abstract Kurt Grelling wrote a paper in 1939 presenting various concepts of
dependence. The paper remained unpublished, but deserves to be read today. Many
of the ideas of the paper have been subsequently reinvented but one concept, which
we call G-dependence, is still genuinely new, and that is the main topic of this paper.
We isolate some basic properties of G-dependence and pose the question of finding
simple axioms for it.

1 Introduction

In 1939 [9] the mathematician and logician Kurt Grelling1 developed, in
co-operation with Paul Oppenheim2, a completely abstract theory of dependence
and independence with apparently no connection to algebra or probability theory,
although a study of dependence was emerging in these fields too. His starting point
seems to have been the so-called Gestalt Theory [19], but his prime example was
the earthly way in which commercial price depends on supply and demand. This
paper will present an overview of Grelling’s theory.

The concepts of linear and algebraic dependence have a long history. They were
known early in the 19th century in the methodology of solving systems of equations.
Likewise, the concept of independence of events was at the heart of probability

1Kurt Grelling was born in Berlin in 1886. He studied in Göttingen with David Hilbert as his
supervisor, graduating in 1910 with a thesis on set theory. Already in 1908 he published a paper
with L. Nelson on Russell’s paradox, in which they introduced what is today known as the Grelling-
Nelson paradox. He was subsequently influential in philosophy in the so-called Berlin Circle. He
perished in Auschwitz in 1942.
2Paul Oppenheim was born in Frankfurt am Main in 1885, emigrated from Germany to Belgium
in 1933, and then to USA in 1939. He contributed to philosophy, especially Gestalt Theory, and to
philosophy of science, working with Grelling and also with Carl Gustav Hempel (1905–1997).
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theory from the moment of its conception. In the thirties van den Waerden [21]
and Whitney [22] pointed out similarities in the properties of linear and algebraic
dependence and suggested an abstract concept which covers both, without assuming
any background algebraic operations. This concept is nowadays known as the
concept of a matroid or a pregeometry. Also in the thirties, Kolmogoroff [16]
gave an axiomatic basis for probability theory, including an exact formulation of
independence of events, with events being essentially just abstract sets.

Apart from algebra, probability theory and logic, the concepts of dependence
and independence were, of course, used throughout the centuries of development
of experimental science. In physics Galileo argued already in the 16th century that
the time of descent of two falling bodies is dependent on the height from where
they are dropped but independent of their weight. In the 18th century in philosophy
Hume developed the theory of causality, continued by Mill in the 19th century; and
causality is intimately connected with dependence: an effect depends in a natural
sense on its cause, and on the other hand, what is independent of the effect cannot
be its cause either. In biology Mendel argued in 1866 that what are now called alleles
of genes of plants are totally dependent on the alleles of the parents, but alleles of
different genes are inherited independently of each other. When we come to the early
19th century the concept of independence was widely used in physics, chemistry,
biology, statistics, and other fields. In quantum physics the concept of independence
of events received notoriety from the EPR-phenomenon [5], according to which
two, however, distant entangled particles apparently depend on each other in an
instantaneous cause-effect sense, although they are in the sense of classical physics
totally independent of each other. The entanglement phenomenon was proved
with a mathematical argument in 1964 by Bell [2], and later also experimentally
demonstrated.

In an unrelated development in computer science in the seventies Codd [4]
introduced the concept of functional dependence in a relational database. This is,
as we argue below, essentially equivalent to Grelling’s concept of dependence.
Many variations of functional dependence were introduced in database theory
including the concept of independence (under the name ‘embedded multivalued
dependence’ [6]). This concept is a special case of the probability theoretic concept
of independence.

We use team semantics [20] as a universal approach covering all the individual
cases of dependence.

Notation. If A is a set, P.A/ is the power-set of A. We use x, y, z, and so on for
finite set. Then xi, yj, zk, and so on refer to individual elements of x, y, z, respectively.
If x and y are sets, then xy is a shorthand notation for the union x [ y. If x � I and
s W I �! M is a function, then s�x is the restriction of s to the domain x.
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2 Dependence

Grelling’s interest in dependence arose from Gestalt theory. Gestalt theory goes
back to the essay On ‘Gestalt Qualities’ by the philosopher Christian von Ehrenfels,
published in 1890. This theory started in philosophy and then moved to psychology.
An example of a Gestalt concept is the phenomenon that our perception “fills” the
missing parts in Figure 1. The missing parts are in a sense functionally dependent
on—or in the closure of—the visible parts. Instead of a visual image we could
consider a piece of music or poetry. Grelling started to develop a mathematical
theory of such dependence.

Grelling states, in his own notation, a definition equivalent to the following:

Definition 1 (Grelling [9]). Let I be a set of functions g of the same variable x (or
more generally, a finite string of variables). The closure cl.'/ of ' � I consists
of those functions f in I for which the following holds: for any x1 and x2, if each
function g in ' satisfies g.x1/ D g.x2/, then f .x1/ D f .x2/. We say that  depends
(only) on ' if  � cl.'/.

Typically g would be a magnitude with x as a parameter. A typical parameter
would be time. We can think of Grelling’s functions as columns of a table of data
and his arguments x as indexes of the rows of the table (see Figure 2), although
Grelling does not refer explicitly to a table of data as his model.

The closure operation cl of Definition 1 satisfies, as Grelling observes, the axioms

C1 x � cl.x/.
C2 If x � y, then cl.x/ � cl.y/.
C3 cl.cl.x// � cl.x/.

Fig. 1 A gestalt
phenomenon.

Fig. 2 Grelling’s setup x f1 f2 · · · fm
a1 f1(a1) f2(a1) . . . fm(a1)

...
...

...
...

ak f1(ak) f2(ak) . . . fm(ak)

...
...

...
...
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Fig. 3 A closure operation.

x1

x2

x3 x4

Any function P.I/ �! P.I/ as above is nowadays called a closure operation
(Fig. 3). If I is a vector space, then cl.x/ can be taken to be the linear span
Œx� of x. Now dependence means the same as linear dependence. Likewise, in an
algebraically closed field we can let cl.x/ be the algebraic closure of x, and then
dependence means algebraic dependence. If we have a topology on I, we can let
cl.x/ be the topological closure of x, and dependence means being in the set or on
the boundary of the set. For an example from model theory, supposeM is an infinite
first order structure. An element a of M is algebraic over x � M if there is a first
order formula (with identity) �.y; z1; : : : ; zm/ and elements b1; : : : ; bm of M such
that the set

A D fa 2 M WM ˆ �.a; b1; : : : ; bm/g

is finite and a 2 A. We get a closure operation cl on M be letting cl.x/ be the set
of elements of M which are algebraic over x. If G is a finite graph we can let cl.x/
be the set of points which are on a closed walk (a sequence of vertices starting
and ending at the same vertex, with each two consecutive vertices in the sequence
connected by an edge in the graph) including x. In this case dependence on x means
being within a closed walk from some elements of x. If I is the set of attributes
(fields) of a database, then cl.x/ can be taken to consist of those attributes yi for
which the attributes in x functionally determine yi, i.e., if we take any two tuples
from the database and they agree about the attributes in x they also agree about
the attribute yi. Dependence in this case means the same as functional dependence
in database theory. A classical closure operation in logic is logical consequence:
Suppose I is the set of all first order sentences in a given vocabulary. Let cl.x/ be the
set of sentences that logically follow from the sentences of x. Then cl is a closure
operation on I. Dependence in this structure means the same as logical consequence.
For an example from recursion theory, suppose I is uncountable the set of all subsets
of N. For a (typically finite) subset x of I let cl.x/ consist of those (countably many,
if x is countable) subsets of N which can be computed with some finite number of
oracles from x. In this case dependence means being computable from. Similarly
we can let cl.x/ be the constructible closure L.x/ \ I of x in the sense of Gödel’s
notion of constructibility in set theory. In a sense the most general form of a closure
operation is the following: If F is any set of n-ary functions, for various n 2 N, on a
set I, we can take cl.x/ to be the closure of x � I under all the functions in F. Then
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y depends in this sense on x, if the elements of y can be obtained from elements of x
by repeated applications of functions in F.

Rather than defining dependence on the basis of a closure operation we can
start with something that can be called a ‘dependence relation’ and define a closure
operation from it. Indeed, in [18] a binary relation x)y (“y depends (only) on x”)
on P.I/ is called a dependence relation, if the following Armstrong Axioms ([1])
are satisfied:

D1 x)x
D2 If x)yz, then xu)y
D3 If x)y and y)z, then x)z
D4 If x)y and x)z, then x)yz

The equivalence

x)y iff y � cl.x/

ties closure operations and dependence relations together. If the closure operation
satisfies (C1)–(C3), then the dependence relation satisfies (D1)–(D4), and for finite
I the converse holds, too.

We now present Grelling’s definition in the framework of team semantics
(equivalently, relational databases), which makes it easier to compare the concept
with similar concepts in logic, computer science, algebra, model theory, and
statistics. In [20] the concept of a team, and team semantics, was introduced, based
on the concept of a trump in [13, 14]. The idea of team semantics is to use sets
of assignments, rather than single assignments, to define the meaning of logical
formulas.

Definition 2 ([20]). Suppose I is a finite set of variables and M is a set. Any
function s W I �! M is called an assignment. Any set of assignments is called a
team with domain I. A function hsj W j 2 Ji with assignments sj W I �! M as values
is called a multiteam.

The difference between teams and multiteams is that the latter allows repetition
of the same assignment, giving rise to the concept of the probability of an
assignment (exploited in [15]). If X D hsj W j 2 Ji is a multiteam, then fsj W j 2 Jg is a
team and we write s 2 X whenever s D sj for some j 2 J. Teams can be represented
as a table, see Figure 4. In this respect they are essentially relational databases.

Fig. 4 A team. s x1 x2 · · · xm

s1 s1(x1) s1(x2) . . . s1(xm)

...
...

...
...

sk s1(ak) s2(ak) . . . sk(xm)

...
...

...
...
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Grelling Team semantics Team semantics notation

(none) team X
function f variable f variable x
argument value x assignment x assignment s
f (x) x( f ) s(x)

Fig. 5 Grelling’s notation and team semantics compared.

Grelling’s setup is actually the setup of team semantics using multiteams. What
he calls a function is in team semantics a variable. This difference in vocabulary is
familiar from probability theory: a random variable is actually a function. Also in
mathematics, if y D f .x/, then y is at the same time a variable and a function. What
Grelling calls an argument is in team semantics an assignment. In a sense, team
semantics thinks of the n-tuple

.f1.x/; : : : ; fn.x//;

where I D ff1; : : : ; fng, as an assignment. Finally, the value f .x/ is written in team
semantics as x.f /, or using the notation of team semantics, as s.x/ (see Figure 5).

Definition 3 (Team closure operation). Suppose X is a team or a multiteam with
domain I. We obtain a closure operation by letting clX.x/ consist of those y 2 I for
which

8s; s0 2 X.s�x D s0�x �! s�y D s0�y/: (E)

We call such a closure operation clX a team closure operation. Dependence of y
(only) on x means in this closure operation functional dependence, i.e., the existence
of a function f on <!M such that

8s 2 X.s�y D f .s�x//:

We denote this associated dependence relation by )X .

The concept Grelling calls dependence3 is exactly that of Definition 3. If M is a
field, I is a set of vectors in a vector space V over M, the assignments s of a team
are interpreted as basis vectors of V , and we interpret the columns of a team X as
coefficients which expresses any i in the domain of X as a linear combination of the
vectors s 2 X, then cl.x/ in the sense of team semantics means the same as linear
span and dependence means the same as linear dependence, provided we demand in
Definition 3 that the function f is linear.

3He uses the symbol ‘Equidep.y; x/’ for the dependence of y on x.
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Fig. 6 A team.

Grelling points out that constancy is a special case of dependence. This can occur
if clX.;/ ¤ ;. In team semantics i 2 clX.;/, i.e., i is constant, means

8s; s0 2 X.s.i/ D s0.i//:

In the team of Figure 6 we have clX.;/ D fx3g, i.e., x3 is constant. Another
trivializing case, as Grelling points out, is the case that s�y is different for each
s 2 X. Then cl.y/ D I and every i 2 I is dependent on y. Such a y is called a key in
database theory. In the team of Figure 6 the set fx1; x4g is a key. By means of a key
one can identify every entry in the database.

The team closure (or dependence) operations are sufficiently general to cover all
cases of closure (or dependence) operations. The following result is essentially due
to Armstrong [1]:

Theorem 1 ([1]). For every dependence relation) there is a team X such that)
is the team dependence relation)X.

Proof. For a start, let us pick some x; y such that x»y. Let Zx;y be the set of variables
zi such that x)zi, and let Vx;y be the set of remaining variables. Thus y \ Vx;y ¤ ;.
Suppose ax;y and bx;y are two arbitrary distinct elements (e.g. 0 and 1). Let Xx;y D
fs0; s1g where s0.v/ D ax;y for v 2 Zx;y [ Vx;y, s1.v/ D ax;y for v 2 Zx;y and
s1.v/ D bx;y for v 2 Vx;y. Obviously, x»Xx;y y. Let us finally let X be the union
of all Xx;y, where x; y � I are such that x»y. To make this union more coherent,
let us assume all the ax;y and bx;y are different for different x; y. We call this the
Disjointness Assumption. Suppose now u)v. We show u)Xv. Suppose for this
end s; s0 2 X such that s�u D s0�u. By the Disjointness Assumption s; s0 2 Xx;y for
some x; y such that x»y. Since s�u D s0�u, we must have u � Zx;y. Since u)v, we
have also v � Zx;y. Thus s�v D s0�v, i.e., u)Xv. Suppose then u»v. In this case
there are s; s0 2 Xu;v � X such that s�u D s0�u but s�v ¤ s0�v, i.e., u)Xv. ut
Corollary 1. For every closure operation cl there is a team X such that cl is the
team closure operation clX.

Note that if I is finite, the team X constructed in the above theorem is also finite.
On the other hand, if I is the set of all complex numbers and cl is the algebraic
closure, then the team X has continuum size.

In summary, there are two alternative approaches to dependence: the closure
operation approach and the dependence relation approach. Both approaches can
be subsumed under the team semantics approach. In algebra the closure operation
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approach seems the most natural. In computer science the dependence relation
approach seems the most appropriate. But all in all, in a finite domain I, there is
just one theory of dependence, governed by the rules (C1)–(C3), or equivalently by
the rules (D1)–(D4).

3 Interdependence and mutual dependence

Grelling discusses at length interdependence and mutual dependence, concepts
derived from the basic concept of dependence. These are cases where several
variables all depend on each other as if they were bound together by an equation.
Indeed, if in a vector space

x � 2yC 3z D 0; (1)

then x depends on y and z but equally y depends on x and z, and z depends on x
and y. This is an example of interdependence. The law of Boyle

pV

T
D constant

on the relationship between pressure (p), volume (V), and temperature (T) of a gas
is used as an example in [10]. Also Hintikka [12] emphasizes the importance of
interdependence from the point of view of applications to science.

Definition 4. Suppose cl is a closure operation and x 2 P.I/. We say that x is
interdependent if cl.xnfxig/ D x for all xi 2 x, or equivalently, xi depends on xnfxig
for each xi 2 x.

In an interdependent set every element is dependent on a subset of the remaining
elements. In the team of Figure 6 the set fx1; x2g is interdependent. In a vector space
any set of vectors, which forms a linearly dependent set although every proper subset
is linearly independent, is interdependent. If G is a finite graph any set of elements,
which reside on a single closed walk, is an interdependent set.

A particularly strong form of interdependence is, what Grelling calls interqui-
dependence: cl.y/ D x for all proper non-empty subsets y of x. In this case any
individual element of x has all of x as its closure. Another closely related form of
the concept of ‘being dependent on each other’ is the following:

Definition 5. Suppose cl is a closure operation on a set I. Two subsets x and y of
I are said to be mutually dependent if x is dependent on y and y is dependent on x,
i.e., cl.x/ D cl.y/ (Figure 7).

The mutual dependence of x and y, which is of course a symmetrical property,
means in team semantics that if we know the values of x we can figure out the values
of y and vice versa. In Figure 6 the sets fx1g and fx2g are mutually dependent.
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Fig. 7 x and y are mutually
dependent.

Fig. 8 x and y are mutually
dependent but x [ y is not
interdependent.

Obviously, the singleton sets fxig and fxjg are mutually dependent if and only if
fx1; x2g is interdependent. For non-singleton sets this is not true: x [ y can be
interdependent without x and y being mutually dependent (see Figure 8).

As with interdependence, mutual dependence is a concept derived from depen-
dence, so to understand mutual dependence it is sufficient to develop an understand-
ing of dependence itself.

4 G-dependence

Grelling also considers a variant of dependence which is new even today. The
variant is based on the idea that if x depends on y, then this is often not only a
one-way relationship between x and y. It is often the case, and indeed meant to be
the case, that being able to compute x from y gives also a clue in the other direction:
information about x limits what y can be. Grelling writes4:

“The notion ‘Equidep’ [of dependence] is being based on the statement (E) [of Definition 3],
i.e., on the assumption that equality of the values of y is implied by the equality of the
corresponding values of the other variables [x] involved (that was the very reason for the
choice of the symbol). Now it seems to be equally evident that a variable which is said
to depend upon other variables must vary with them. In order to explain this new notion
let us consider a method often employed by scientists in testing the dependence of one
phenomenon on other phenomena. Suppose we have a certain phenomenon a and want to
test its dependence upon a group of phenomena: b, c, d. Then we often proceed in the
following way: first we keep b and c constant and let d alone vary; then, if a varies also, we
infer that d is one of the phenomena upon which a is depending. Suppose we do the same
thing with c and find that a does not vary when c alone among the group b, c, d has been
made to vary. In that case we would say that a does not depend upon c, etc.” [9]

4We have changed names and symbols from the original in order to be consistent with the current
paper.
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For example, to say that the time of descent depends on the height of the drop
seems to imply that changing the height leads to a change in the time of descent.
To say that whether it rains depends on whether the wind is from the west seems to
imply that a turn of the wind to the west would bring about a change of weather. To
say that our genes depend on the genes of our parents seems to suggest that if our
parents had different genes, we would have different genes as well. Whenever we
type a password on the keyboard, the sound the keys being pressed make depends
obviously on the password because it is the typing of the password that produces the
sound. But since different keys make different sounds, anyone who hears the sounds
may with appropriate instruments be able to guess the password [11].

In conclusion, there is an element in the way we use the word “depends” which
suggests that the dependence is sometimes meant to be more ‘active’ than in
Definition 1. The context of closure operations seems too general to formulate such
a concept, but in the context of team semantics Grelling proposes the following:

Definition 6 (G-dependence). Suppose X is a team or a multiteam with domain I.
We say that y � I is G-dependent5 (or G-depends) on x � I if the following holds
for all s; s0 2 X: If s.xi/ ¤ s0.xi/ for exactly one xi 2 x, then s.yj/ ¤ s0.yj/ for at
least one yj 2 y.

In other words, if a unique element of x changes value in the team X, so does some
element of y. As mentioned above, the point of assuming a difference s.xi/ ¤ s0.xi/

for exactly one xi is that several differences might cancel out the difference s.yj/ ¤
s0.yj/. For example, y1 may be G-dependent on fx1; x2g and if exactly one of x1 and
x2 changes, then y1 changes, but if both x1 and x2 change, then y1 might stay the
same as the changes in y1 implied by the change in x1 might be cancelled by the
change in x2.

Changing exactly one factor at a time is sometimes called ceteris paribus
meaning “other things being equal”. G-dependence of y on x can be described also
as a change in x having the effect of a change in y, ceteris paribus. The use of ‘ceteris
paribus’ is sometimes criticized as it may not be clear what the ‘other things’ are
that are assumed equal. In the concept of G-dependence the ‘other things’ that are
equal are explicitly mentioned.

Example 1. Let us assume a company has a database with attributes salary,
demand-level, performance-level. The company wants to maintain the constraint
that salary depends on demand- and performance-levels. It is possible that demand-
level is increased, performance-level is lowered, and the salary stays the same.
Therefore, a change in the pair

(demand-level, performance-level)

5Grelling calls this “varequidependence.” We use “G-dependence”, G for Grelling.
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need not imply a change in the salary. But the company wants to maintain the
policy that if exactly one of the two levels changes then the salary should change
as well. So here salary is G-dependent on demand- and performance-levels. To just
say that salary depends on demand- and performance-levels does not (according to
our technical definition of dependence) exclude, e.g., the unintended possibility that
everyone has the same salary.

Example 2. A hotel advertises that the room price depends on various factors, such
as the floor, the size, the wing, and extras. Some factors push the price up, other
factors lower the price. To really honour the statement that the price depends on
such factors the hotel may want to make sure that the price G-depends on them.

Grelling observes the following basic properties of G-dependence:

Lemma 1 ([9]).

1. x always G-depends on itself.
2. Every x G-depends on ;.
3. If x is constant (i.e. dependent on ;), then every y is G-dependent on x.
4. If x has only different values, then x G-depends on any y.
5. If jxj D 1, then y G-depends on x if and only if x depends on y.

Proof. (1): Suppose s; s0 2 X such that for exactly one xi 2 x we have s.xi/ ¤ s0.xi/.
Then a fortiori for some xi 2 X we have s.xi/ ¤ s0.xi/.

(2): To prove that x is G-dependent on ;, we start with s; s0 2 X and we have to
prove an implication of the form ' �!  where ' is false since ; has no
elements. Thus the implication is true for trivial reasons.

(3): This claim is proved as claim (2).
(4): To prove that x is G-dependent on y, we start with s; s0 2 X and we have to

prove an implication of the form ' �!  where  is true by assumption.
Thus the implication is true for trivial reasons.

(5): Suppose x D fx0g. Let us first assume y is G-dependent on x. To prove that x is
dependent on y, assume s; s0 2 X such that s�y D s0�y. If s.x0/ ¤ s0.x0/, then
by G-dependence, s.yj/ ¤ s0.yj/ for some yj 2 y, contrary to s�y D s0�y. Let
us then assume that x is dependent on y and prove that y is G-dependent on x.
To that end, suppose s; s0 2 X such that s.x0/ ¤ s0.x0/. If there is no yj 2 y such
that s.yj/ ¤ s0.yj/, then s�y D s0�y, and by x being dependent on y we obtain
s.x0/ D s0.x0/, a contradiction. ut

The following is a consequence of Lemma 1 item 5:

Corollary 2. Dependence is definable from G-dependence in the following sense:
fy1; : : : ; yng depends on x if and only if each yi G-depends on x.

We shall prove below a sequence of structural properties of G-dependence.

Lemma 2 (Monotonicity). If x G-depends on y, and x � x0, then x0 G-depends
on y.
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Proof. Suppose s; s0 2 X such that there is exactly one yi 2 y such that s.yi/ ¤ s0.yi/.
Then s.xj/ ¤ s0.xj/ for some xj 2 x0, hence s.xj/ ¤ s0.xj/ for some xj 2 x0. ut
Lemma 3 (Addition Rule). Suppose y G-depends on x, and y0 G-depends on x0,
then yy0 G-depends on xx0.

Proof. Suppose s; s0 2 X such that there is exactly one xi 2 xx0 such that
s.xi/ ¤ s0.xi/. We show s.yj/ ¤ s0.yj/ for some yj 2 yy0.

Case 1: xi 2 x. Then there is exactly one xi 2 x such that s.xi/ ¤ s0.xi/. We obtain
s.yj/ ¤ s0.yj/ for some yj 2 y and hence for some yj 2 yy0.

Case 2: xi 2 x0. Then there is exactly one xi 2 x0 such that s.xi/ ¤ s0.xi/.
We obtain s.yj/ ¤ s0.yj/ for some yj 2 y0 and hence for some yj 2 yy0.

ut
Lemma 4 (Thinning Rule). Suppose z depends on y, and y G-depends on xz. Then
y G-depends on x.

Proof. Suppose s; s0 2 X such that there is exactly one xi 2 x such that s.xi/ ¤ s0.xi/.
We show s.yj/ ¤ s0.yj/ for some yj 2 y. Assume otherwise, i.e., s.yj/ D s0.yj/ for
all yj 2 y. Then, since z depends on y, we have s.zk/ D s0.zj/ for all zk 2 z. Hence
there is exactly one xi 2 xz such that s.xi/ ¤ s0.xi/. Since y G-depends on xz,
s.yj/ ¤ s0.yj/ for some yj 2 y, a contradiction. ut
Lemma 5 (Exchange Rule). Suppose x \ y depends on z, x G-depends on yz, and
y G-depends on xz. Then z G-depends on xy.

Proof. Suppose s; s0 2 X such that there is exactly one xi 2 xy such that s.xi/ ¤
s0.xi/. We show s.zj/ ¤ s0.zj/ for some zj 2 z. Assume otherwise, i.e., s.zj/ D s0.zj/

for all zj 2 z.

Case 1: xi 2 x. Then there is exactly one xi 2 xz such that s.xi/ ¤ s0.xi/.
We obtain s.yj/ ¤ s0.yj/ for some yj 2 y. If yj is xi we contradict the
assumption that x \ y depends on z. Suppose then yj is not xi. But then
s.yj/ D s0.yj/, since there is exactly one xi 2 xy such that s.xi/ ¤ s0.xi/.
This contradiction shows that s.zj/ ¤ s0.zj/ for some zj 2 z.

Case 2: xi 2 y. Then there is exactly one xi 2 yz such that s.xi/ ¤ s0.xi/.
We obtain s.xj/ ¤ s0.xj/ for some xj 2 x. If xj is xi we contradict the
assumption that x \ y depends on z. Suppose then xj is not xi. But then
s.xj/ D s0.xj/, since there is exactly one xi 2 yz such that s.xi/ ¤ s0.xi/.
This contradiction shows that s.zj/ ¤ s0.zj/ for some zj 2 z. ut

Lemma 6 (Singleton Transitivity Rule). Suppose juj D 1, x \ y depends on
z, and

(1) z G-depends on uy,
(2) z G-depends on ux,

Then z G-depends on xy.
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Proof. Let u D fu0g. Suppose s; s0 2 X such that there is exactly one xi 2 xy such
that s.xi/ ¤ s0.xi/. We show s.zj/ ¤ s0.zj/ for some zj 2 z. Assume otherwise, i.e.,
s.zj/ D s0.zj/ for all zj 2 z. Hence s � x \ y D s0 � x \ y.

Case 1: xi 2 x. If there is exactly one xi 2 ux such that s.xi/ ¤ s0.xi/, then
by (2) s.zj/ ¤ s0.zj/ for some zj 2 z, a contradiction. Hence u0 is not
xi and s.u0/ ¤ s0.u0/. But now there is exactly one u0 2 uy such that
s.ui/ ¤ s0.ui/, whence by (1) s.zj/ ¤ s0.zj/ for some zj 2 z, a
contradiction.

Case 2: xi 2 y. If there is exactly one yi 2 uy such that s.yi/ ¤ s0.yi/, then by
(2) s.zj/ ¤ s0.zj/ for some zj 2 z, a contradiction. Hence u0 is not yi and
s.u0/ ¤ s0.u0/. But now there is exactly one u0 2 ux such that s.ui/ ¤
s0.ui/, whence by (1) s.zj/ ¤ s0.zj/ for some zj 2 z, a contradiction. ut

Lemma 7 (Transitivity Rule). If u G-depends on xy, x \ y depends on z, and z
G-depends on xu and on yu, then z G-depends on xy.

Proof. Suppose s; s0 2 X such that there is exactly one xi 2 xy such that s.xi/ ¤
s0.xi/. We show s.zj/ ¤ s0.zj/ for some zj 2 z. Assume otherwise, i.e., s.zj/ D s0.zj/

for all zj 2 z. Since u G-depends on xy, there is uj 2 u such that s.uj/ ¤ s0.uj/. If
xi 2 x n y, then this contradicts the assumption that z G-depends on yu. If xi 2 y n x,
then this contradicts the assumption that z G-depends on xu. If xi 2 x \ y, then this
contradicts the assumption that x \ y depends on z. ut
Lemma 8 ([9]). If x is interdependent, every y is G-dependent on x.

Proof. If x D ;, then the claim follows from Lemma 1 (2). If jxj D 1, then by
interdependence, x is constant (i.e. dependent on ;). Hence y is G-dependent on x
by Lemma 1 (3). Suppose then jxj > 1. Suppose s; s0 2 X such that for exactly one
xj 2 x we have s.xj/ ¤ s.xj/, but still s�y ¤ s0�y. Let xk 2 x be different from xj.
Thus s.xk/ D s.xk/. As xj depends on xk, s.xj/ ¤ s.xj/, a contradiction. ut
Definition 7. x is G-interdependent if every xi 2 x is G-dependent on x n fxig.
Theorem 2 ([9]). Suppose jxj > 1. Then x is interdependent if and only if x is
G-interdependent.

Proof. Suppose first x is interdependent. To prove that x is G-interdependent, let
xi 2 x. We show that fxig is G-dependent on x n fxig, which we know is non-empty.
Suppose s; s0 2 X such that for exactly one xj 2 x we have s.xj/ ¤ s.xj/. Since xj is
dependent on x n fxig, we cannot have

s�.x n fxig/ D s0�.x n fxig/: (2)

Thus there must be xk 2 x n fxig such that s.xk/ ¤ s0.xk/, contrary to the uniqueness
of xj. To conclude the proof that xi is G-dependent on x n fxig we have to prove an
implication ' �!  , where ' has just been shown to be false. Thus the claim
follows. Suppose then x is G-interdependent. To prove that x is interdependent,
let xi 2 x. We show that fxig is dependent on x n fxig, which we again know
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is non-empty. Suppose s; s0 2 X such that (2) holds. We claim that s.xi/ D s0.xi/.
Suppose not. Then xi is the one and only element of x for which s and s0 disagree.
Let xk 2 x n fxig. By G-interdependence xk is G-dependent on x n fxkg. Since
there is exactly one xi 2 x n fxkg where s and s0 disagree, G-dependence implies
s.xk/ ¤ s0.xk/, a contradiction. ut

The strongest and final variant of dependence Grelling introduces is the following
concept:

Definition 8. Suppose X is a (multi)team. A subset x of I is said to be strongly
dependent on a subset y of I in X, if x is dependent and G-dependent on y in X.

By Corollary 2 strong dependence is expressible in terms of G-dependence alone.
In strong dependence we incorporate both aspects of dependence discussed above:
isolating not only the y that x is dependent on in the sense that if we are given y,
we can figure out what x is, but also making sure that everything in y is relevant. In
other words, if the values of y are kept the same, the values of x stay the same, but
the moment one factor in y is changes, immediately also x changes. There is a strong
sense of x and y being dependent on each other, and to be sure, mutual dependence
implies strong dependence. However, strong dependence is not equivalent to mutual
dependence and is not necessarily even symmetric. In the team of Figure 9 y strongly
depends on x1x2 but x1x2 does not (strongly) depend on y.

But strong dependence is symmetric on singletons:

Lemma 9 ([9]). The following conditions are equivalent:

1. fx1g is strongly dependent on fx2g.
2. fx2g is strongly dependent on fx1g.
3. fx1g and fx2g are mutually dependent.
4. fx1; x2g is interdependent.

Proof. (1) implies (2): We prove first that fx2g is dependent on fx1g. Suppose
s.x1/ D s0.x1/. If s.x2/ ¤ s0.x2/, then as fx1g is G-dependent on fx2g, s.x1/ ¤ s0.x1/,
a contradiction. Hence s.x2/ D s0.x2/. Let us then prove that fx2g is G-dependent on
fx1g. Suppose s.x1/ ¤ s0.x1/. If s.x2/ D s0.x2/, then as fx1g is dependent on fx2g,
s.x1/ D s0.x1/, a contradiction. Hence s.x2/ ¤ s0.x2/.
(2) implies (3), and (3) implies (4) by definition.
(4) implies (1): We need only prove that fx1g is G-dependent on fx2g. Suppose
s.x2/ ¤ s0.x2/. If s.x1/ D s0.x1/, then as fx2g is dependent on fx1g, s.x2/ D s0.x2/, a
contradiction. Hence s.x1/ D s0.x1/. ut

Fig. 9 Strong dependence is
not symmetric.

x1 x2 y
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1 1 0
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Grelling mentions the following Lemma as being of particular importance in
science, for it implies that if fx1g is mutually dependent on y and one succeeds in
keeping constant all the elements of y except x2, then a strict correlation should be
observed between x1 and x2.

Lemma 10 ([9]). If fx1g is strongly dependent on y , and y n fx2g is constant in X,
then 8s; s0 2 X.s.x1/ D s0.x1/$ s.x2/ D s0.x2//.

Proof. The direction “�!” is a consequence of x1 being G-dependent on y.
The direction “ ” is a consequence of x1 being dependent on y. ut

We have derived various properties of G-dependence by appealing directly to the
definition of its semantics. Are there simple rules which would give a mechanical
method for deriving all the true properties of G-dependence?

Proposition 1. Suppose ˙ [ f'g is a finite set of statements of the form “u is
G-dependent on v” for various finite sets u and v of variables. There is an effective
method for deciding whether every team which satisfies ˙ also satisfies '.

Proof. We use the standard technique of reduction to the Bernays-Schönfinkel-
Ramsey class (see, e.g., [3, Section 6.2.2]). Let x D fx1; : : : ; xng be all the finitely
many variables occurring in˙[f'g. Let x0 D fx0

1; : : : ; x
0
ng be a set of new variables

such that W \W 0 D ;. We take a new n-place relation symbol R. For any u; v � W
and  2 ˙ [ f'g of the form

“v is G-dependent on u”;

let  � be the formula

.
_

xi2u

.:xi D x0
i ^

^

xj2unfxig
xj D x0

j// �!
_

yi2v
:yi D y0

i:

Let � be the first order sentence

Œ8x1 : : :8xn8x0
1 : : : x

0
n..R.x1; : : : ; xn/ ^ R.x0

1; : : : ; x
0
n// �!

^

 2˙
 �/� �!

8x1; : : :8xn8x0
1 : : :8x0

n..R.x1; : : : ; xn/ ^ R.x0
1; : : : ; x

0
n// �! '�/:

It is clear that every team which satisfies ˙ also satisfies ' if and only if � is a
valid first order sentence. Since � is equivalent to a universal-existential sentence in
a relational vocabulary, its validity is decidable by the decidability of the Bernays-
Schönfinkel-Ramsey class. ut
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In view of the above decidability result it seems reasonable to ask the following
question:

Open Problem 3. Find a (simple) complete set � of rules for G-dependence
statements such that if ˙ [ f'g is a set of statements of the form “u is G-dependent
on v” for various finite sets u and v of variables, then ' follows from˙ by the rules
� if and only if every team which satisfies ˙ also satisfies '.

By Proposition 1 such complete sets � must exist but what is needed is a set of
simple rules, such as the Armstrong Axioms (D1)–(D4) above.

In summary, G-dependence captures important aspects of phenomena associated
with dependence and one not brought about by (functional) dependence. It seems
to be more relevant for the methodology of scientific research than for database
theory. Still, G-dependence has a clear intuitive meaning also in the database context
and can conceivably have applications there. While functional dependence has
a simple complete axiomatization ([1]) essentially based on (D1)–(D4), no such
Completeness Theorem is known for G-dependence.

5 G-dependence logic

In dependence logic [20] relations “x depends on y” are incorporated into first order
logic by introducing a new type of atomic formula. If x and y are finite sequences of
variables, then

D.y; x/
is an atomic formula of dependence logic, with the intuitive meaning “x depends
on y”. The semantics ofD.y; x/ is defined by means of condition (E) of Definition 3
as follows: Suppose X is a (multi)team. Then

X ˆ D.y; x/
if and only if

8s; s0 2 X.s�y D s0�y �! s�x D s0�x/:

The semantics of other atomic formulas as well as logical operations ^;_; 9;8 is
defined as in [20]. Let us denote the resulting extension of first order logic by D .

In the same way we can add relations “x G-depends on y” to first order logic by
introducing a new type of atomic formula

m.y; x/

with the intuitive meaning “x G-depends on y”. The semantics of m.y; x/ is defined
as follows: Suppose X is a (multi)team. Then

X ˆ m.y; x/
if and only if for all s; s0 2 X the following holds: if s.yi/ ¤ s0.yi/ for exactly one
yi 2 y, then s.xj/ ¤ s0.xj/ for at least one xj 2 x.
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Let us denote the resulting logic by G . The following simple properties of G are
easy to prove:

Lemma 11. G-dependence logic G is local6, has the empty team property7, and is
downwards closed8.

Since dependence is definable in terms of G-dependence (Corollary 2), D is a
sublogic of G . It is easy to adapt the proof that formulas of D are definable (in
non-empty teams) in existential second order logic ([20, Theorem 68]) to a proof
that formulas of G are definable in existential second order logic. Since formulas
of G are downward closed, and the expressive power of formulas '.x1; : : : ; xn/ of
D is on non-empty teams the same as the expressive power of sentences ˚.R/ of
existential second order logic with a predicate R (for the team) occurring negatively
only ([17]), we obtain

Proposition 2. G-dependence logic G and dependence logic D have the same
expressive power (of formulas).

It follows that the atom m.x; y/ is expressible (in non-empty teams) by a formula
'.x; y/ of D . How complicated is the simplest such formula '.x; y/? The proof of
Proposition 2 gives some formula '.x; y/ but the best we can say, by using general
facts abut D , is that it is universal existential. Let us look at some other logics based
on team semantics. Independence logic, based on the independence atoms x ? y,
was introduced in [8]. Inclusion logic, based on the inclusion atoms x � y, was
introduced in [7]. Although the inclusion atom is definable in independence logic,
we consider the extension FO.�;?/ of first order logic obtained by adding the
atoms x � y and the atoms x ? y. The expressive power of formulas of this logic
(even of independence logic alone) is the same as that of existential second order
logic ([7]).

Because of Proposition 2 the validity problem for formulas of G-dependence
logic G is non-arithmetical ([20, Theorem 120]). However, we point out that for
general soft reasons, applicable to almost any axiomatization question in team
semantics, a fragment of G can be axiomatized. Let _B be the Boolean disjunction,
that is, a team satisfies ' _B  if and only if it satisfies ' or  . Let 91 be the
following version of the existential quantifier: a team X satisfies 91x' in a model
if and only if there is an element a in the domain of the model such that the team,
obtained by changing the value of s.x/ to a for each s 2 X, satisfies ' (this is known
in inquisitive logic as the inquisitive existential quantifier). Let G � be the fragment
of G obtained by closing the set of atomic formulas of G under ^;_B; 91 and 8.
Note that G � still contains ordinary first order logic (and the G-dependence atoms).

6The truth of a formula depends only on the restriction of the team to the variables that are free in
the formula.
7The empty team satisfies every formula.
8If a team satisfies a formula, then every subteam satisfies it.
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Theorem 4. Validity of formulas of the fragment G � of G is recursively axiomati-
zable.

Proof. We assume, for simplicity, that the non-logical vocabulary of G � consists of
one binary relation symbol S only. Let Rm be a new m-ary relation symbol for each
m. It is straightforward to define a translation '.x1; : : : ; xn/ 7! �'.x1;:::;xn/.R

n/ from
G � to the˘1

1 -part of second order logic such that the following holds: A non-empty
team X with domain fx1; : : : ; xng satisfies '.x1; : : : ; xn/ in a model M if and only
if .M ; rel.X// satisfies �'.x1;:::;xn/.R

n/, where rel.X/ refers to X as a relation (rather
than as a team). We use x to denote x1; : : : ; xn for various n, and similarly x0.

1. �xiDxj.R
m/ D 8x.Rm.x1; : : : ; xm/ �! xi D xj/, whenever 1 � i � m and

1 � j � m.
2. �:xiDxj.R

m/ D 8x.Rm.x1; : : : ; xm/ �! :xi D xj/, whenever 1 � i � m and
1 � j � m.

3. �S.xi;xj/.R
m/ D 8x.Rm.x1; : : : ; xm/ �! S.xi; xj//, whenever 1 � i � m and

1 � j � m.
4. �:S.xi;xj/.R

m/ D 8x.Rm.x1; : : : ; xm/ �! :S.xi; xj//, whenever 1 � i � m and
1 � j � m.

5. �m.u;v/.Rm/ D 8x8x0..Rm.x1; : : : ; xm/ ^ Rm.x0
1; : : : ; x

0
m// �! .

W
xi2u.:xi D x0

i^V
xj2unfxig xj D x0

j// �!
W

yi2v :yi D y0
i/, whenever u � f1; : : : ;mg and

v � f1; : : : ;mg.
6. �'^ .Rm/ D �'.Rm/ ^ � .Rm/

7. �'_B .R
m/ D �'.RM/ _ � .Rm/

8. �91xi0'.xi0 ;xi1 ;:::;xin /
.Rm/ D 9x0

i0
8RmC1.8x1 : : :8xmC1.RmC1.x1; : : : ; xmC1/$

.R.x1; : : : ; xi0�1; xi0C1; : : : ; xmC1/ ^ xi0 D x0
i0
// �! �'.xi0 ;:::;xin /

.RmC1//,
whenever fi1; : : : ; ing � f1; : : : ;mg and i0 2 f1; : : : ;mC 1g

9. �8xi0'.xi0 ;xi1 ;:::;xin /
.Rm/ D 8RmC1.8x1 : : :8xmC1.RmC1.x1; : : : ; xmC1/$

R.x1; : : : ; xi0�1; xi0C1; : : : ; xmC1// �! �'.xi0 ;:::;xin /
.RmC1//,

whenever fi1; : : : ; ing � f1; : : : ;mg and i0 2 f1; : : : ;mC 1g.
We used here the fact that ˘1

1 -formulas of second order logic are closed—up
to logical equivalence—under disjunction, conjunction, and first order existential
quantification. Now, a formula '.x1; : : : ; xn/ of G-dependence logic is valid if and
only if the ˘1

1 -sentence �'.x1;:::;xn/.R
n/ of second order logic is valid. The latter

concept is recursively axiomatizable by Gödel’s Completeness Theorem. ut
Are there interesting formulas in G � apart from the atomic formulas m.x; y/ (and

first order formulas)? We do not know. However, G 0 is not decidable, as it contains
first order logic.

Open Problem 5. Give a simple axiomatization for G �.
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6 Conclusion

We end with a quote from Grelling [9]. It is easy to agree with this even today: “The
definitions which I have proposed here are nothing but attempts to solve the problem
of dependence. Most of these concepts might not be applicable yet to the practical
course of science. However I firmly believe and hope that further developments of
these investigations will finally prove to be fairly useful for all sorts of scientists.”

Note: When this paper was going to press, Tapani Hyttinen showed that
G-dependence can be completely subsumed by ordinary dependence: m.y1 : : : yn; x/
is logically equivalent to D.xy2 : : : yn; y1/ ^ D.xy1y3 : : : yn; y2/ ^ : : : ^ D.xy1 : : :
yn�1; yn/.

Acknowledgements The author would like to thank the Simons Foundation for a fellowship
and Isaac Newton Institute for Mathematical Sciences for its hospitality during the programme
Mathematical, Foundational and Computational Aspects of the Higher Infinite supported by
EPSRC Grant Number EP/K032208/.

References

1. Armstrong, W.W.: Dependency structures of data base relationships. IFIP Congress, 580–583
(1974)

2. Bell, J.: On the Einstein Podolsky Rosen paradox. Physics 1, 195–200 (1964)
3. Börger, E., Grädel, E., Gurevich, Y.: The Classical Decision Problem. Universitext. Springer,

Berlin (2001). Reprint of the 1997 original
4. Codd, E.F.: Further normalization of the data base relational model. IBM Research Report,

San Jose, California, RJ909 (1971)
5. Einstein, A., Podolsky, B., Rosen, N.: Can quantum-mechanical description of physical reality

be considered complete? Phys. Rev. 47, 777–780 (1935)
6. Fagin, R.: Multivalued dependencies and a new normal form for relational databases. ACM

Trans. Database Syst. 2(3), 262–278 (1977)
7. Galliani, P.: Inclusion and exclusion dependencies in team semantics—on some logics of

imperfect information. Ann. Pure Appl. Logic 163(1), 68–84 (2012)
8. Grädel, E., Väänänen, J.: Dependence and independence. Stud. Logica 101(2), 399–410 (2013)
9. Grelling, K.: A logical theory of dependence (included in [19]) (1939)

10. Grelling, K., Oppenheim, P.: Logical analysis of ‘gestalt’ as ‘functional whole’ (included in
[19]) (1939)

11. Hanspach, M., Goetz, M.: On covert acoustical mesh networks in air. J. Commun. 8(11),
758–767 (2013)

12. Hintikka, J.: Hyperclassical logic (a.k.a. IF logic) and its implications for logical theory. Bull.
Symb. Log. 8(3), 404–423 (2002)

13. Hodges, W.: Compositional semantics for a language of imperfect information. Log. J. IGPL
5(4), 539–563 (electronic) (1997)

14. Hodges, W.: Some strange quantifiers. In: Structures in Logic and Computer Science. Lecture
Notes in Computer Science, pp. 51–65. Springer, Berlin (1997)

15. Hyttinen, G., Paolini T., Väänänen, J.: Quantum team logic and bell’s inequalities. Rev. Symb.
Log. 8(4), 722–742 (2015)



52 J. Väänänen

16. Kolmogoroff, A.: Grundbegriffe der Wahrscheinlichkeitsrechnung. Ergebnisse der Math. 2(3),
IV + 62 S (1933)

17. Kontinen, J., Väänänen, J.: On definability in dependence logic. J. Log. Lang. Inf. 18(3),
317–332 (2009). Erratum: ibid. 20(1), 133–134 (2011)

18. Paolini, G., Väänänen, J.: Dependence logic in pregeometries and omega-stable theories.
J. Symb. Log. 81(1), 32–55 (2016)

19. Smith, B. (ed.): Foundations of Gestalt Theory. Philosophia, Munich and Vienna (1988)
20. Väänänen, J.: Dependence Logic. London Mathematical Society Student Texts, vol. 70.

Cambridge University Press, Cambridge (2007)
21. van der Waerden, B.L.: Moderne Algebra. Unter Benutzung von Vorlesungen von E.

Artin und E. Noether. Bd. I. (Die Grundlehren der mathematischen Wissenschaften in
Einzeldarstellungen mit besonderer Berücksichtigung der Anwendungsgebiete Bd. 23). VIII
C 243 S. Berlin, J. Springer, Berlin (1930)

22. Whitney, H.: On the abstract properties of linear dependence. Am. J. Math. 57, 509–533
(1935)



On Strongly First-Order Dependencies

Pietro Galliani

Abstract We prove that the expressive power of first-order logic with team
semantics plus contradictory negation does not rise beyond that of first-order logic
(with respect to sentences), and that the totality atoms of arity kC1 are not definable
in terms of the totality atoms of arity k. We furthermore prove that all first-order
nullary and unary dependencies are strongly first-order, in the sense that they do not
increase the expressive power of first-order logic if added to it.

1 Introduction

In the last few years, team semantics [14, 18] has proved itself to be a very powerful
theoretical framework for the study of dependency notions and their interaction;
and, furthermore, some intriguing potential applications of team semantics in the
areas of belief representation [7, 10], social choice and physics [2], and database
theory [16] have been noticed.

As a natural generalization of Tarski semantics to the case of multiple assign-
ments, team semantics allows to extend first-order logic in novel ways, in particular
by adding to it dependency atoms that specify complex patterns of dependence and
independence between variables; and much of the research in the area so far has
been dedicated to the comparison of the logics thus obtained.

Many of these logics are much stronger than first-order logic itself – for instance,
dependence logic is as expressive as the existential fragment of second-order logic
[18], and inclusion logic is as expressive as greatest fixed point logic [9] – but
this needs not be the case. Indeed, as shown in [8], many nontrivial dependency
notions, such as the negations of functional dependence, inclusion, exclusion, and
conditional independence, are strongly first-order in the sense that they do not
increase the expressive power of first-order logic if added to it. The totality atoms,
which assert that a certain tuple of variables takes all possible values in a team, are
an especially interesting example of a strongly first-order dependency, and in this
work we will study them in some depth.
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It is important to emphasize here that these strongly first-order dependencies,
despite not increasing the expressive power of first-order logic sentences, cannot be
disposed of: even though every sentence containing them (but not other, stronger
dependencies) has the same truth conditions of some first-order sentence, the
satisfaction conditions of formulas containing them are not in general equivalent to
the satisfaction conditions of any first-order formula with respect to team semantics.

The study of team semantics (and, in particular, of strongly first-order depen-
dencies) can thus be seen as an attempt to investigate the nature of the boundary
between first- and second-order logic; and, from a more practical point of view,
dependencies which are strongly first-order are eminently treatable in that they do
not increase the complexity of the logic.

The purpose of this work is to further investigate the properties of strongly first-
order dependencies and – more in general – of team semantics-based extensions
of first-order logic whose expressive power is no greater than that of first-order
logic proper. In Section 3 we will investigate the effect of adding the contradictory
negation operator to extensions of first-order logic by strongly first-order operator;
then in Section 4 we will develop a hierarchy theorem for totality atoms, and in
Sections 5 and 6 we will study dependency atoms of arity 0 or 1.

2 Preliminaries

In this section we will briefly recall some fundamental definitions, as well as some
results that we will need to use later in this work.

Definition 1 (Team). Let M be a first-order model with domain M and let V be a
set of variables. A team X over M with domain Dom.X/ D V is a set of assignments
s W V ! M.

Given such a team X and a tuple v of variables in Dom.X/, we write X.v/ for the
relation fs.v/ W s 2 Xg; and given a first-order formula � , we write .X � �/ for the
team fs 2 X WM ˆs �g obtained by taking only the assignments of X which satisfy
� (according to Tarski semantics).

For the purposes of this work, we will only consider the so-called lax version of
team semantics, and we will only work with formulas in negation normal form:

Definition 2. Let M be a first-order model, let X be a team over it, and let �.v/ be a
first-order formula in negation normal form and with free variables in v � Dom.X/.
We say that X satisfies �.v/ in M, and we write M ˆX �.v/, if and only if this can
be deduced from the following rules:

TS-lit: For all first-order literals ˛, M ˆX ˛ if and only if for all s 2 X, M ˆs ˛

according to Tarski semantics;
TS-_: M ˆX  _ � if and only if there exist Y;Z � X such that X D Y [ Z,

M ˆY  and M ˆZ � ;
TS-^: M ˆX  ^ � if and only if M ˆX  and M ˆX � ;
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TS-9: M ˆX 9v if and only if there exists a function F W X ! P.M/nf;g
such that, for Y D XŒF=v� D fsŒm=v� W m 2 F.s/g, we have that M ˆY  ;

TS-8: M ˆX 8v if and only if M ˆXŒM=v�  , where XŒM=v� D fsŒm=v� W s 2
X;m 2 Mg.

A sentence � is said to be true in a model M if and only if M ˆf;g �; and in this
case, we write M ˆ �.

The next result shows that, in the case of first-order logic, team semantics may
indeed be reduced to Tarski semantics:

Proposition 1 ([18]). For all first-order formulas �, all models M and all teams
X, M ˆX � if and only if for all s 2 X we have that M ˆs � according to Tarski
semantics. In particular, for all first-order sentences � we have that M ˆf;g � if
and only if M ˆ � according to Tarski semantics.

However, team semantics allows us to extend first-order logic in novel ways, for
instance, by operators such as the intuitionistic implication [1]

TS-intimp: M ˆX � !  if and only if for all Y � X, M ˆY � )M ˆY  ,

the contradictory negation [19]

TS-�: M ˆX� � if and only if M 6ˆX �,

the classical disjunction [18]

TS-t: M ˆX � t  if and only if M ˆX � or M ˆX  ,

or the possibility operator [8]

TS-�: M ˆX �� iff there exists a Y � X, Y 6D ; s.t. M ˆY �

or by means of novel atoms corresponding to notions of constancy and functional
dependence [18]

TS-con: M ˆXD.v/ iff for all s; s0 2 X, s.v/ D s0.v/;
TS-fdep: M ˆXD.v;w/ iff for all s; s0 2 X, s.v/ D s0.v/) s.w/ D s0.w/,

inclusion dependence [6]

TS-inc: M ˆX v � w iff X.v/ � X.w/

(conditional) independence [12]

TS-ind: M ˆX v?u w iff for all s; s0 2 X with s.u/ D s0.u/ there exists a s00 2 X
with s00.uvw/ D s.uv/s0.w/.

or totality [2]:

TS-all: M ˆX All.v/ iff X.v/ D Mjvj.

More in general, all these atoms (and many more besides) can be seen as special
cases of the following definition ([17]):
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Definition 3 (Dependency Notion). Let k 2 N. A k-ary dependency notion D is a
class, closed under isomorphisms, of models over the signature fRg, where R is a
k-ary relation symbol. For all models M, all teams X, and all tuples v of variables
in the domain of X,

M ˆX Dv if and only if .M;X.v// 2 D:

Given a family D of dependency notions, we will write FO.D/ for the logic
obtained by adding all D 2 D to the language of first-order logic. We will indicate
with D.�/ the family of all constancy dependenciesD.v/ of all arities, with D.�; �/
the family of all functional dependency atomsD.v;w/ of all arities, and with All the
family of all totality atoms All.w/ of all arities; and when necessary, we will indicate
the arities as a subscript – for instance,D.�/1 represents the unary constancy atoms
D.v/where v is a single variable, andD.�; �/2;2 represents the functional dependency
atoms of the formD.v1v2;w1w2/.

The following notion of definability is of central importance for the study of team
semantics:

Definition 4 (Definability). Let D be a k-ary dependency notion and let D be a
class of dependency notions. Then we say that D is definable through D if there
exists a formula �.v/ 2 FO.D/ over the empty vocabulary, where v D v1 : : : vk is a
tuple of k distinct variables, such that

M ˆX Dv if and only if M ˆX �.v/

for all models M and teams X whose domain contains v.

It is easy to see that FO.D.�// D FO.D.�/1/: indeed, for any k-tuple v D v1 : : : vk

of variables it is trivial to check that D .v/ � Vk
iD1 D .vi/, and hence D .�/k is

definable throughD.�/1. On the other hand, in [3] it was shown that

Theorem 1. For all k 2 N, FO.D.�; �/k;1/ ¨ FO.D.�; �/kC1;1/,1

in [11] it was shown that a similar result holds for independence atoms, and in [13]
it was shown that the same may be said in the case of inclusion atoms too.

What about totality dependencies? We will address this question in Section 4.
All dependencies that we mentioned so far are first-order in the following sense:

Definition 5 (First-Order Dependency Notion). A k-ary dependency notion D is
first-order if and only if there exists a first-order formula D� on the signature fRg
(for R k-ary) such that

D D f.M;R/ W .M;R/ ˆ D�g:

1To be more precise, this results holds if we are allowing models over all signatures. The case in
which only models over the empty signature are considered is yet open.
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It is easy to see that if D is first-order, then M ˆX Dv , .M;X.v// ˆ D�; but
owing to the higher-order nature of team semantics (and in particular, to the second-
order quantification implicit in its rules for disjunctions and existential quantifiers)
it does not follow from this that these dependencies do not increase the expressive
power of first-order logic. For instance, the FO.D.�; �/1;1/-sentence

9x8y9z.D.z; y/ ^ z 6D x/

is true in a model M if and only if it is infinite, even though D.�; �/1;1 is first-order
and corresponds to the sentence 8xyy0.Rxy ^ Rxy0 ! y D y0/.

Therefore, the question arises of whether there exist interesting dependency
notions for which this is not the case. More formally, one may ask if there exist
nontrivial dependencies which are strongly first-order in the following sense:

Definition 6 (Strongly First-Order Dependencies). A k-ary dependency D is
strongly first-order if every sentence � of FO.D/ is equivalent (on the level of
sentences) to some sentence �� of FO, in the sense that

M ˆ � if and only if M ˆ ��: (1)

Similarly, a family of dependencies D is strongly first-order if every sentence of
FO.D/ is equivalent (in the above sense) to some sentence of FO.

In [8], a positive answer was found for the above question.

Definition 7. A dependency notion D is upwards-closed if .M;R/ 2 D;R � S )
.M; S/ 2 D.

Theorem 2 ([8]). Let D be a family of upwards-closed first-order dependencies.
Then fD.�/g [D is strongly first-order.

As a consequence, it was shown that – for instance – all the following dependencies
are strongly first-order for all arities of v and w, as is any set containing them (and
the constancy atomsD.�/):
TS-nonempty: M ˆX NE iff X 6D ;;
TS-ncon: M ˆX 6D.v/ iff there exist s; s0 2 X such that s.v/ 6D s0.v/;
TS-ndep: M ˆX 6D .v;w/ iff there exist s; s0 2 X with s.v/ D s0.v/ but

s.w/ 6D s0.w/;
TS-geq: For all n 2 N, M ˆX jvj � n iff jX.v/j � n;
TS-all: M ˆX All.v/ iff X.v/ D Mjvj;
TS- 6�: M ˆX v 6� w iff there exists some s 2 X such that for all s0 2 X,

s.v/ 6D s0.w/;
TS- 6?: M ˆX v 6?uw iff there exist s; s0 2 X with s.u/ D s0.u/ but such

that for all s00 2 X, s00.uvw/ 6D s.uv/s0.w/.

The last two dependencies are not upwards-closed, but as shown in [8] they are
definable in terms of constancy atoms and first-order, upwards-closed dependencies.
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Definition 8 (>,?). Let v be any variable. Then we write> for 8v.v D v/ and ?
for 9v.v 6D v/.
Proposition 2. For all models M and teams X, M ˆX >; and furthermore, M ˆX

? if and only if X D ;.

Proof. Obvious.

One thing worth pointing out here is the following: even if a dependency notion
D is strongly first-order, and thus every sentence � containing it is equivalent (in the
sense of Equation (1)) on the level of sentences to some first-order sentence �� , it is
not in general true that this sentence may be freely substituted with �� inside other
sentences. For instance, the nonemptiness atom NE is true in all nonempty teams,
and thus it is true in f;g, and thus it is equivalent to > on the level of sentences;
but a moment’s thought shows that, for instance, .NE ^?/_> is not equivalent to
.>^?/ _>.

Definition 9 (Dual Negation). Let � be a first-order formula in negation normal
form. Then we write :� as a shorthand for the formula thus obtained

• If � is a positive literal Rt or t1 D t2, :� is its negation (that is, :Rt or t1 6D t2/;
• If � is a negative literal :Rt or t1 6D t2, :� is the corresponding positive literal

(that is, Rt or t1 D t2/;
• :.� _  / D .:�/ ^ .: /;
• :.� ^  / D .:�/ _ .: /;
• :.9v�/ D 8v.: /;
• :.8v�/ D 9v.: /;
It is not difficult to see, by structural induction on �, that

Proposition 3. For all first-order formulas �, all models M and all teams X, M ˆX

:� if and only if for all s 2 X we have that M ˆs :� according to Tarski semantics.

Definition 10 (� � �). Let D be any class of dependencies, let � 2 FO.D/ and let
� 2 FO. Then we write � � � as a shorthand for

.:�/ _ .� ^ �/

Definition 11 (X � �). Let X be a team over some model M and let � be a first-
order formula on the signature of M and with free variables in the domain of X.
Then we write X � � for the team

fs 2 X WM ˆfsg �g D fs 2 X WM ˆs � according to Tarski semanticsg:

Proposition 4 ([8]). Let D be any class of dependencies, let � 2 FO.D/ and let
� 2 FO. Then for all suitable models M and teams X,

M ˆX � � � if and only if M ˆX�� �:
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Definition 12 (Flattening). Let D be any class of dependencies and let � 2
FO.NE/. Then we define its flattening � f as the first-order formula obtained by
substituting all atoms Dv in it with >.

Lemma 1. For all classes of dependencies D , models M, teams X, and formulas
� 2 FO.D/, if M ˆX �, then M ˆX �

f .

Proof. Trivial.

Lemma 2 ([8]). Let D be a class of upwards-closed (but not necessarily first-
order) dependencies. Then for all models M, teams X and Y such that X � Y,
and � 2 FO.D/, if M ˆX � and M ˆY �

f , then M ˆY �.

Lemma 3 ([8]). Let D be a class of dependencies (not necessarily first-order or
upwards-closed) and let �.v/ be a FO.D.�/;D/ formula. Then �.v/ is equivalent
to some formula of the form 9w.D.w/ ^  .w; v//, where  2 FO.D/ contains the
exactly the same instances of D-atoms (for all D 2 D) that � does, and in the same
number.

The following simple result - which allows us to add, essentially for free, the
classical disjunction t to our language – will also be of some use in the rest of this
work:

Proposition 5. Let D be any class of dependencies and let � 2 FO.D ;t/. Then �
is equivalent to some formula of the form

Fn
iD1  i, where all  i are in FO.D/.

Proof. It suffices to show that the t connective commutes with all other connec-
tives:

• . t �/ _ � � . _ �/ t .� _ �/: Suppose that M ˆX . t �/ _ �. Then
X D Y [ Z for two Y, Z such that M ˆY  t � and M ˆZ �. By the satisfaction
conditions for t, we have that M ˆY  or M ˆY � . In the first case we have
that M ˆX  _ � and in the second case we have that M ˆX � _ �, so in either
case M ˆX . _ �/ t .� _ �/.

Conversely, suppose that M ˆX . _ �/ t .� _ �/. Then M ˆX . _ �/ or
M ˆX .�_�/. In the first case, we have that X D Y[Z for two Y and Z such that
M ˆY  and M ˆZ �; but then M ˆY  t � too, and thus M ˆX . t �/_�.
The case in which M ˆX .� _ �/ is dealt with analogously.

• . t �/^� � . ^�/t .� ^�/: M ˆX . t �/^� iff (M ˆX  or M ˆX �)
and M ˆX � iff (M ˆX  and M ˆX �) or (M ˆX � and M ˆX �) iff
M ˆX . ^ �/ t .� ^ �/.

• 9v. t �/ � .9v / t .9v�/: Suppose that M ˆX 9v. t �/. Then there exists
a choice function F such that M ˆXŒF=v�  or M ˆXŒF=v� � . In the first case we
have that M ˆX 9v , and in the second case we have that M ˆX 9v� ; so in
either case M ˆX .9v / t .9v�/.

Conversely, suppose that M ˆX .9v /t.9v�/. If M ˆX .9v /, then there is
a F such that M ˆXŒF=v�  , and therefore M ˆXŒF=v�  t� , and therefore M ˆX

9v. t �/; and similarly, if M ˆX .9v�/ there is a F such that M ˆXŒF=v� � ,
and therefore M ˆXŒF=v�  t � , and therefore M ˆX 9v. t �/.



60 P. Galliani

• 8v. t �/ � .8v / t .8v�/: M ˆX 8v. t �/ iff M ˆXŒM=v� . t �/ iff
(M ˆXŒM=v�  or M ˆXŒM=v� �) iff (M ˆX 8v or M ˆX 8v�) iff M ˆX

.8v / t .8v�/.
Lemma 4. For all models M and sentences �1; �2 2 FO,

M ˆ �1 t �2,M ˆ �1 _ �2:

Proof. Suppose that M ˆ �1 t �2. Then, by definition, M ˆf;g �i for some i 2
f1; 2g. Suppose, without loss of generality, that M ˆf;g �1; then since �2 is first-
order we have that M ˆ; �2, and hence M ˆf;g �1 _ �2. The case for M ˆf;g �2
is analogous. Conversely, suppose that M ˆf;g �2 _ �2: then f;g D Y [ Z for two
Y;Z � f;g such that Y [ Z D f;g, M ˆY �1 and M ˆZ �2. Then Y D f;g or
Z D f;g, and hence M ˆ �1 or M ˆ �2 and finally M ˆ �1 t �2, as required.

Corollary 1. Let D be a strongly first-order class of dependencies. Then every
sentence of FO.D ;t/ is equivalent (on the level of sentences) to some sentence
of FO.

Proof. Let � 2 FO.D ;t/. As per the above results, we may assume that � is of the
form

F
i  i, where all  i are FO.D/-sentences, and hence equivalent (on the level

of sentences) to first-order sentences  0
i . Now let �0 D Wi  

0
i be our sentence.

3 On the Contradictory Negation

It is known from [19] that team logic FO.D .�; �/;�/, that is, the logic obtained
by adding the contradictory negation and functional dependency conditions (of
all arities) to the language of first-order logic, is as expressive as second-order
logic over sentences; and, furthermore, in [15] it was shown that all second-order
properties of teams correspond to the satisfaction conditions of team logic sentences.

But what if we add the contradictory negation to weaker extensions of first-order
logic? Or, for that matter, what if we consider FO.�/, that is, the logic obtained by
adding only the contradictory negation to the language of first-order logic?

In this section, we will prove that

1. Both FO.�;D.�// and FO.�; 6D.�// are equivalent to full team logic;
2. FO.�/ D FO.NE;t/ D FO.NE;t;�/;
3. Every sentence of FO.NE;t/ is equivalent to some first-order sentence.

Thus, the contradictory negation alone does not suffice to bring the expressive power
of our logic beyond that of first-order logic, but as soon as we add even simple
strongly first-order dependencies such as constancy or non-constancy we obtain the
full expressive power of second-order logic.
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Lemma 5. FO.�;D.�// D FO.�; 6D.�//.
Proof. It suffices to observe that, for any tuple v of variables, 6D .v/ is logically
equivalent to �D.v/ andD.v/ is logically equivalent to �6D.v/.
Lemma 6. For any two tuples v, w of variables, the functional dependence atom
D.v;w/ is definable in FO.�;D.�//.
Proof. Consider the formula

� .9pq1q2.D.p/^ D.q1/^ D.q2/ ^ q1 6D q2^ � .vw 6D pq1/^ � .vw 6D pq2//
(2)

where, for any two tuples of variables t and t0 with the same length n, t 6D t0 is a
shorthand for

Wn
iD1 ti 6D t0

i and therefore M ˆY� .t 6D t0/ if and only if there exists
some s 2 Y with s.t/ D s.t0/.

It is easy to check that Equation (2) is logically equivalent toD.v;w/, as required.

Corollary 2. FO.�;D.�// D FO.�; 6D.�// D FO.�;D.�; �// D Team Logic.

So far so good. But what can we say about FO.�/? In what follows, we will
prove that this logic is not more expressive than first-order logic over sentences;
indeed, it is equivalent to FO.NE;t/.
Lemma 7. Let  2 FO.NE/ and let � 2 FO. Then � . � �/ is logically
equivalent to ..�  / � �/.

Proof. Suppose that M ˆX� . � �/. Then for Y D fs 2 X W M ˆs �g we have
that M 6ˆY  . But then M ˆY�  , and thus M ˆX ..�  / � �/.

Conversely, suppose that M ˆX ..�  / � �/. Then for Y as above we have that
M 6ˆY  ; and therefore, M 6ˆX . � �/, and in conclusion M ˆX� . � �/.

Lemma 8. Let � 2 FO.NE/. Then � � is equivalent to some formula in
FO.NE;t/.
Proof. We proceed by structural induction on �.

1. Suppose that � is a first-order formula (not necessarily a literal). Then � � is
logically equivalent to NE � .:�/. Indeed, suppose that M ˆX� �: then, since
� is first-order, there exists a s 2 X such that M 6ˆs � according to Tarski
semantics. But then s 2 X � .:�/, and thus M ˆX NE � .:�/.

Conversely, suppose that M ˆX NE � .:�/. Then the set X � .:�/ is not
empty, and therefore there exists some s 2 X which satisfies :� according to
Tarski semantics, and finally M 6ˆX �.

2. � NE is easily seen to be equivalent to ?, which is true only in the empty team.
3. Suppose that � is of the form . _ �/. Then � � is logically equivalent to

..�  / �  f / t ..� �/ � � f /t � . f _ � f /: (3)

Indeed, suppose that M ˆX� . _ �/. Then it is not the case that X D Y [Z for
two Y, Z such that M ˆY  and M ˆZ � . In particular, take Y D X �  f and
Z D X � � f : then Y [ Z 6D X, and hence M ˆX� . f _ � f /, or M 6ˆY  , and
hence M ˆX ..�  / �  f /, or M 6ˆZ � , and hence M ˆX ..� �/ � � f /.
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Conversely, suppose that M ˆX . _ �/. Then X D Y [ Z for two Y;Z
such that M ˆY  and M ˆY � . Now take Y 0 D X �  f and Z0 D X � � f :
by Proposition 1 we have that M ˆY  

f and M ˆZ �
f , by Lemma 1 we have

that Y � Y 0 and Z � Z0, and thus X D Y 0 [ Z0, and by Lemma 2 we have that
M ˆY0  and M ˆZ0 � . Therefore M 6ˆX .�  / �  f , M 6ˆX .� �/ � � f , and
M ˆX . 

f _ � f /, so in conclusion X does not satisfy Equation (3).
4. Suppose that � is of the form . ^ �/. Then � � is logically equivalent to
.�  / t .� �/.

5. Suppose that � is of the form .9v /. Then � � is logically equivalent to

� .9v f / t 8v..�  / �  f / (4)

Indeed, suppose that M ˆX� .9v / and M ˆX 9v f , and consider the choice
function F such that F.s/ D fm W M ˆsŒm=v�  

f g. F.s/ is nonempty for all
s 2 X, since M ˆX 9v f ; and therefore, by hypothesis, M 6ˆXŒF=v�  . But by
construction, we have that XŒF=v� D XŒM=v� �  f , and thus M 6ˆXŒM=v�  �
 f , and finally M ˆX 8v..�  / �  f /.

Conversely, suppose that there exists a choice function F W X ! P.M/nf;g
such that M ˆXŒF=v�  . Then in particular M ˆXŒF=v�  

f , and hence M ˆX

9v f and M 6ˆX� .9v f /; and furthermore, we have that XŒF=v� � XŒM=v� �
 f , and therefore M ˆXŒM=v�  �  f and M 6ˆXŒM=v� .�  / �  f . So in
conclusion the team X does not satisfy Equation (4).

6. Suppose that � is of the form .8v /. Then � � is logically equivalent to 8v �
 : indeed, M ˆX� � iff M 6ˆX 8v iff M 6ˆXŒM=v�  iff M ˆXŒM=v��  iff
M ˆX 8v �  .

We are now equipped to prove the main result of this section:

Theorem 3. Let � 2 FO.NE;t/. Then � � is equivalent to some formula in
FO.NE;t/.
Proof. By Proposition 5, we may assume that � is of the form

Fn
iD1  i, where each

 i is in FO.NE/. Thus,� � is logically equivalent to
Vn

iD1.�  i/; and by the above
lemma, if  i is in FO.NE/, then �  i is in FO.NE;t/, as required.

The two following corollaries then follow at once:

Corollary 3. FO.NE;t;�/ D FO.NE;t/.
Corollary 4. FO.�/ � FO.NE;t/.

We still need to show the other direction of the equivalence between FO.NE;t/
and FO.�/:
Proposition 6. FO.NE;t/ � FO.�/.
Proof. It suffices to show that the nonemptiness atom and the classical disjunction
are definable in FO.�/. As for the former, observe that M ˆX� ? if and only
if X is nonempty; and for the latter, observe that � t  is logically equivalent to
� ..� �/ ^ .�  //.
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Putting everything together, we have that

Theorem 4. FO.�/ D FO.NE;t/.
Finally, we need to prove that every sentence of FO.NE;t/ is equivalent to some

first-order sentence. But this is immediate:

Theorem 5. Let � 2 FO.NE;t/ be a sentence. Then � is logically equivalent to
some �0 2 FO.

Proof. By Proposition 5 we may assume that � is of the form
Fn

iD1  i, where each
 i is a sentence in FO.NE/. But then by Theorem 2, each  i is equivalent to some
first-order sentence  0

i , and thus � is equivalent to the first-order sentence
Wn

iD1  0
i .

Corollary 5. The constancy and inconstancy atoms are not definable in
FO.NE;t/.
Proof. If they were, then we would have that FO.D.�; �/;�/ � FO.NE;t/; but this
is not possible, because FO.NE;t/ is strongly first-order and FO.D.�; �/;�/ is as
strong as second-order logic.

4 Arity Hierarchies for Totality Atoms

In this section we will investigate the properties of the k-ary totality atoms Allk, and
we establish a strict arity hierarchy for them.

Let us begin by generalizing a notion from [8]:

Definition 13 (	 -boundedness). Let 	 W N! N be a function. Then a dependency
notion D is said to be 	 -bounded if for all finite models M and teams X, if M ˆX D,
then there exists a subteam Y � X, jYj � 	.jMj/, such that M ˆY D.

Proposition 7. All k-ary dependencies D are jMjk-bounded.

Proof. Suppose that M ˆX Dv. Then .M;X.v// 2 D; and since X.v/ � Mk, it is
clear that jX.v/j � jMjk. Now for any m 2 X.v/, let sm 2 X be such that sm.v/ D m,
and let Y D fsm W m 2 X.v/g. Then jYj � jMjk and Y.v/ D X.v/, and thus
M ˆY Dv.

Theorem 6. Let D D fDi W i 2 Ig be a class of upwards-closed dependencies, for
every Di 2 D let 	i W N ! N be such that Di is 	i-bounded and let � 2 FO.D/
be such that every Di occurs ki times in it. Now define the function 
� W N ! N as

�.n/ D ˙i2Iki	i.n/. Then � is 
�-bounded, in the sense that

M ˆX � ) 9Y � X; jYj � 
�.jMj/;M ˆY �

for all finite models M and all teams X.

Proof. The proof is by induction, and mirrors the analogous proof from [8].
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1. If � is a first-order literal, then it is 0-bounded (since the empty team satisfies it),
as required.

2. If � is an atom Dx, then the statement follows at once from the definitions of
boundedness.

3. Let � be a disjunction  1 _  2 then 
� D 
 1 C 
 2 . Suppose now that M ˆX

 1 _  2: then X D X1 [ X2 for two X1 and X2 such that M ˆX1  1 and M ˆX2
 2. This implies that there exist Y1 � X1, Y2 � X2 such that M ˆY1  1 and
M ˆY2  2, jY1j � 
 1.jMj/ and jY2j � 
 2.jMj/. But then Y D Y1 [ Y2 satisfies
 1 _  2 and has at most 
 1.jMj/C 
 2.jMj/ elements.

4. If � is a conjunction  1 ^  2, then again, 
� D 
 1 C 
 2 . Suppose that M ˆX

 1 ^  2: then M ˆX  1 and M ˆX  2, and therefore by Lemma 1 M ˆX  
f
1

and M ˆX  
f
2 ; and, by induction hypothesis, there exist Y1;Y2 � X with jY1j �


 1.jMj/, jY2j � 
 2.jMj/, M ˆY1  1 and M ˆY2  2. Now let Y D Y1 [ Y2:
since Y � X, by Proposition 1 M ˆY  

f
1 and M ˆY  

f
2 . But Y1;Y2 � Y,

and therefore by Lemma 2 M ˆY  1 and M ˆY  2, and in conclusion M ˆY

 1 ^  2.
5. If � is of the form 9v , then 
� D 
 . Suppose that M ˆX 9v : then for some

F we have that M ˆXŒF=v�  , and therefore by induction hypothesis there exists a
Z � XŒF=v� with jZj � 
 .jMj/ such that M ˆZ  . For any h 2 Z, let f.h/ be a
s 2 X such that h 2 sŒF=v� D fsŒm=v� W m 2 F.s/g,2 and let Y D ff.h/ W h 2 Zg.
Now Z � YŒF=v� � XŒF=v�. Since M ˆXŒF=v�  

f and YŒF=v� � XŒF=v�, we
have that M ˆYŒF=v�  

f ; and since M ˆZ  , this implies that M ˆYŒF=v�  and
that M ˆY 9v . Furthermore jYj � jZj � 
�.jMj/, as required.

6. If � is of the form 8v , then again, 
� D 
 . Suppose that M ˆXŒM=v�  :
again, by induction hypothesis there is a Z � XŒM=v� with jZj � 
 .jMj/ and
such that M ˆZ  . For any h 2 Y, let g.h/ pick some s 2 X which agrees with
h on all variables except possibly v, and let Y D fg.h/ W h 2 Zg. Similarly to
the previous case, Z � YŒM=v� � XŒM=v�: therefore, since M ˆXŒM=v�  

f we
have that M ˆYŒM=v�  

f , and since M ˆZ  we have that M ˆYŒM=v�  . So in
conclusion M ˆY 8v , as required, and jYj � jZj � 
�.M/.
Using some care, we can extend this result to the case of FO.D.�/;D ;t/:

Theorem 7. Let D D fDi W i 2 Ig be a class of upwards-closed dependencies, for
every Di 2 D let 	i W N! N be such that Di is 	i-bounded, let � 2 FO.D.�/;D ;t/
be such that every Di occurs ki times, and let 
�.n/ D ˙i2Iki	i.n/. Then � is 
�-
bounded, in the sense that

M ˆX � ) 9Y � X; jYj � 
�.jMj/;M ˆY �:

Proof. By Proposition 5, we can assume that � is of the form
Fn

iD1  i, where all  i

are in FO.D.�/;D/. Furthermore, by Lemma 3 we can assume that every i is of the

2Since Z � XŒF=v�, such a s always exists. Of course, there may be multiple ones; in that case, we
just pick arbitrarily one.
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form 9wi.D.wi/ ^ �i/, for �i 2 FO.D/ and all tuples of variables wi are new. Now
suppose that M ˆX �: then there exists an i 2 1 : : : n and a tuple of elements m 2 M
such that M ˆXŒm=wi� �i. But then there exists a Y � XŒm=wi�, jYj � 
�i.jMj/, such
that M ˆY �. Now let Z be the restriction of Y to the domain of X: clearly Z � X
and jZj � jYj � 
�i.jMj/ � 
�.jMj/, and furthermore M ˆZ 9wi.D.wi/ ^ �i/ and
so in conclusion M ˆZ �.

Theorem 8. Let k0 > k, and let D be a class of k-ary upwards-closed (not
necessarily first-order) dependencies. Then Allk0 is not definable in FO.D.�/;D ;t/.
Proof. Suppose that �.v/ 2 FO.D .�/;D ;t/ defines Allk0 . Then, since all
dependencies in D are jMjk-bounded, we have at once that � is qjMjk-bounded for
some q 2 N. Now let n 2 N be such that nk0

> qnk, let M be a model in the empty
signature with n elements, let v be a tuple of k0 variables, and let X D f;gŒM=v�.
Then M ˆX Allk0v, and therefore M ˆX �.v/. But then there must be a Y � X,
jYj � qnk, such that M ˆY �.v/; and this is not possible, because for such a Y we
would have that M 6ˆY Allk0v.

In particular, it follows at once from this that AllkC1 is not definable in FO.D
.�/;Allk;t/. On the other hand if k0 < k the operator Allk0v is easily seen to be
definable as 8w.Allkvw/; therefore

Corollary 6. For all k 2 N, FO.D .�/;Allk;t/ ¨ FO.D .�/;AllkC1;t/ (and all
these logics are equivalent to first-order logic over sentences).

5 0-ary Dependencies: Escaping the Empty Team

As a limit case of the notion of dependency, we have that

Definition 14. A 0-ary dependency D is a set of models over the empty signature.
For all models M and teams X, M ˆX D if and only if M 2 D.

If a 0-ary dependency is first-order, we have that M ˆX D if and only if M ˆ D�,
where D� is a sentence over the empty signature; therefore, it is natural to generalize
them all to an operator Œ�� of the form

TS-Œ��: For all first-order sentences � in the signature of M, M ˆX Œ�� if and only
if M ˆ � according to the usual Tarski semantics.

Whenever X is nonempty it follows at once from Proposition 1 that M ˆX Œ�� if
and only if M ˆX �; but since M ˆ; � for all first-order sentences �, in first-order
logic with team semantics we have no way of verifying whether a given first-order
sentence is true of our model when we are considering satisfiability with respect to
the empty team. Therefore, we will add this Œ�� operator to our language. It is easy
to see that adding it to a strongly first-order extension of first-order logic does not
break the property of being strongly first-order:
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Proposition 8. Let D be any family of dependencies, and let � 2 FO.D ; Œ��/. Then
� is logically equivalent to some sentence of the form

V
iŒ�i�^ , where 2 FO.D/.

Proof. The proof is by induction on �, and it is entirely straightforward. We report
only the case of disjunction:

• For all first-order sentences �i, � 0
j and all FO.D/ formulas  1; 2 we have that

.
V

iŒ�i�^ 1/_.VjŒ�
0
j �^ 2/ is logically equivalent to

V
iŒ�i�^VjŒ�

0
j �^. 1_ 2/.

Indeed, suppose that X D Y [ Z for two Y, Z such that M ˆY
V

iŒ�i� ^  1 and
M ˆZ

V
jŒ�

0
j � ^  2. Then M ˆ V

i �i ^Vj �
0
j , and therefore M ˆX

V
iŒ�i� ^V

jŒ�
0
j �; and since M ˆY  and M ˆZ � , we also have that M ˆX  _ � , and

so in conclusion M ˆX
V

iŒ�i� ^VjŒ�
0
j � ^ . 1 _  2/.

The other direction is similar: if M ˆ V
i �i ^ Vj �

0
j and M ˆX  1 _  2,

then X D Y [ Z for two Y and Z such that M ˆY  1 and M ˆZ  2. But
then M ˆY

V
iŒ�i� ^  1 and M ˆZ

V
jŒ�j� ^  2, and so in conclusion M ˆX

.
V

iŒ�i� ^  1/ _ .VjŒ�
0
j � ^  2/.

Therefore we have the following result:

Proposition 9. Let D be a strongly first-order class of dependencies and let � 2
FO.D ; Œ��/ be a sentence. Then � is logically equivalent to some first-order sentence
�0, in the sense that M ˆf;g � if and only if M ˆ �0.

Proof. We may assume that � is on the form
V

iŒ�i� ^  , where  is a FO.D/-
sentence. Now since D is strongly first-order,  is equivalent to some first-order
 0; and since f;g is nonempty, we can take �0 DVi �i ^  .

6 Unary Dependencies

We will now consider the case of unary dependencies, that is, of dependence atoms
of arity one. As we will see, all first-order unary dependencies are strongly first-
order and definable in FO.D.�/; Œ��;All1;t/.

In order to prove this we will make use of the following standard result:

Lemma 9. Let � be a first-order sentence over the vocabulary fPg, where P is
unary. Then � is logically equivalent to a Boolean combination of sentences of the
form 9DkxPx and 9Dkx:Px.

Therefore, in order to show that all unary dependencies are in FO.D
.�/; Œ��;All1;t/ it suffices to show that the following four dependencies are in
it:

TS-eq-pos: For all k 2 N, M ˆX jvj D k iff jX.v/j D k;
TS-neq-pos: For all k 2 N, M ˆX jvj 6D k iff jX.v/j 6D k;
TS-eq-neg: For all k 2 N, M ˆX jM � vj D k iff jMnX.v/j D k;
TS-neq-neg: For all k 2 N, M ˆX jM � vj 6D k iff jMnX.v/j 6D k.
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Let us prove that this is the case.

Lemma 10. The nonemptiness atom NE is definable in FO.All1/ as 8qAll1q.

Proof. Suppose that M ˆX NE, that is, X 6D ;, and let s 2 X. Then for all m 2 M,
sŒm=q� 2 XŒM=1�, and thus XŒM=q�.q/ D M, and thus M ˆX 8qAll1q as required.

However, if X D ;we have that XŒM=q� D ; too, and thus XŒM=q�.q/ D ; 6D M,
and finally M 6ˆX 8qAll1q.

Definition 15. For all k 2 N and all variables v, we define the following formulas:

��k.v/ D 9p1 : : : pk.
^

i

D.pi/ ^
k_

iD1
v D pi/I

��k.v/ D 9p1 : : : pk.
^

i

D.pi/ ^
^

i6Dj

pi 6D pj ^
^

i

.NE � v D pi//I

 �k.v/ D Œ9�kx.x D x/� t 9p1 : : : pk.
^

i

D.pi/ ^ 9q.All1.q/ ^ .
_

i

q D pi _ q D v///I

 �k.v/ D .? ^ Œ9�kx.x D x/�/ t .NE ^ 9p1 : : : pk.
^

i

D.pi/ ^
^

i6Dj

pi 6D pj ^
k̂

iD1
v 6D pi//

Proposition 10. For all k 2 N, all variables v, all models M and all nonempty
teams X whose domain contains v,

• M ˆX ��k.v/ if and only if jX.v/j � k;
• M ˆX ��k.v/ if and only if jX.v/j � k;
• M ˆX  �k.v/ if and only if jMnX.v/j � k;
• M ˆX  �k.v/ if and only if jMnX.v/j � k.

Proof. • Suppose that M ˆX ��k.v/ and X is nonempty: then there exist elements
m1 : : :mk such that for Y D XŒm1 : : :mk=p1 : : : pk�, M ˆY

Wk
iD1 v D pi. But then

X.v/ � fm1 : : :mkg, and thus jX.v/j � k. If instead X is empty then trivially
jX.v/j D 0 � k.

Conversely, suppose that X.v/ D fm1; : : :mk0g for k0 � k, and let a be an
arbitrary element of our model. Then for Y D XŒm1 : : :mk0a : : : a=p1 : : : pk� we
have that M ˆY

Wk
iD1 v D pi. Thus M ˆX ��k.v/, as required.

• Suppose that M ˆX ��k.v/. Then there exist distinct elements m1 : : :mk such
that for Y D XŒm1 : : :mk=p1 : : : pk� and for all i 2 1 : : : k, M ˆY NE � v D pi.
Thus for all such i there exists a s 2 Y with s.v/ D s.pi/ D mi, and thus
jX.v/j D jY.v/j � k.

Conversely, suppose that fm1 : : :mkg � X.v/, where all mi are distinct. Now
take Y D XŒm1 : : :mk=p1 : : : pk�: clearly M ˆY

V
i D.pi/ ^Vi6Dj pi 6D pj, and it

remains to show that for all i M ˆY NE � v D pi. But Y � .v D pi/ D fs 2 Y W
s.v/ D s.pi/ D mig is nonempty by hypothesis, and this concludes the proof.
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• Suppose that M ˆX  �k.v/. If M ˆX Œ9�kx.x D x/� we have that jMj � k,
from which it follows at once that jMnX.v/j � jMj � k. Otherwise, we can
find elements m1 : : :mk such that, for Y D XŒm1 : : :mk=p1 : : : pk�, there exists a
choice function F for which M ˆYŒF=q� All1.q/ ^ .Wi q D pi _ q D v/. Then
MnX.v/ must be contained in fm1 : : :mkg, since q takes all possible values and
s.q/ 62 fm1 : : :mkg ) s.q/ D s.v/.

Conversely, suppose that MnX.v/ � fm1 : : :mkg. If X 6D ;, let Y
beXŒm1 : : :mk=p1 : : : pk�, and for all s 2 Y let F.s/ D fm1 : : :mkg [ fs.v/g.
Then YŒF=q� ˆ All1q: indeed, if m 2 fm1 : : :mkg, then m 2 F.s/ for all s 2 Y,
and otherwise m D s.v/ for some s 2 Y (and hence m 2 F.s/ for this choice
of s). Furthermore, for all h 2 YŒF=q�, if h.q/ 62 fm1 : : :mkg, then we have that
h.q/ D h.v/, as required. If instead X D ;, then jMj D jMnX.v/j � k, and
hence M ˆX 9�kx.x D x/.

• Suppose that M ˆX  �k.v/ and X 6D ;. Then there exist distinct elements
m1 : : :mk such that for Y D XŒm1 : : :mk=p1 : : : pk�, M ˆY

Vk
iD1 v 6D pi.

Therefore fm1 : : :mkg 2 MnX, and thus jMnXj � k. If instead X D ;, then
M ˆ ?^ Œ9�kx.x D x/� and hence jMj D jMnX.v/j � k as required.

Conversely, suppose that jMnX.v/j � k. If X is nonempty we can choose
elements m1 : : :mk 2 MnX.v/ and verify that M ˆXŒm1:::mk=p1:::pk �

V
i6Dj pi 6D

pj ^Vi v 6D pi; and if X is empty, then it follows at once that jMj � k and hence
that M ˆX ?^ Œ9�kx.x D x/�, as required.

Corollary 7. For all k 2 N, the atoms jvj D k, jvj 6D k, jM�vj D k and jM�vj 6D k
are all definable in FO.D.�/;All1;t/.
Proof. Observe that

• M ˆX jvj D k iff M ˆX ��k.v/ ^ ��k.v/;
• M ˆX jvj 6D k iff M ˆX ��k�1.v/ t ��kC1.v/;
• M ˆX jM � vj D k iff M ˆX  �k.v/ ^  �k.v/;
• M ˆX jM � vj 6D k iff M ˆX  �k�1.v/ t  �kC1.v/

where we let ���1 D  ��1 D ?.

Putting everything together, we have that

Theorem 9. Every unary first-order dependency is definable in FO.D.�/;All1;t/.
Proof. Let D be a unary first-order dependency and let v be a first-order variable.
By definition, M ˆX Dv if and only if .M;X.v// ˆ D�.P/, where D�.P/ is a first-
order formula in the vocabulary fPg (P unary). But then D�.P/ is equivalent to a
Boolean combination of sentences of the form 9DkxPx and 9Dkx:Pk; and thus, we
may assume that D�.P/ is of the form

W
i

V
j �ij, where each �ij is 9DkxPx, 9Dkx:Px,

or a negation of a formula of this kind. But then Dv is logically equivalent to

G

i

^

j

� 0
ij;
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where

• If �ij is 9DkxPx, � 0
ij is jvj D k;

• If �ij is :9DkxPx, � 0
ij is jvj 6D k;

• If �ij is 9Dkx:Px, � 0
ij is jM � vj D k;

• If �ij is :9Dkx:Px, � 0
ij is jM � vj 6D k.

Finally, we need to show that every sentence of FO.D.�/; Œ��;All1;t/ is equivalent
to some first-order sentence. But this is straightforward:

Theorem 10. Let � 2 FO.D .�/;All1;t; Œ��/ be a sentence. Then � is logically
equivalent (on the level of sentences) to some first-order sentence.

Proof. By Proposition 5, � is equivalent to some sentence of the form ti i, for
 i 2 FO.D.�/;All1; Œ��/. Observe further that all expressions Œ�� which occur in our
formulas are such that � is a first-order sentence over the empty vocabulary; and
therefore, these expressions are trivially upwards-closed first-order dependencies,
since for any fixed model they either hold in all teams or in none of them.3 Then
by Theorem 2 and Proposition 9 every such sentence is equivalent (on the level of
sentences) to some first-order sentence  0

i and thus � is equivalent to
W

i  
0
i .

Putting everything together, we have that

Corollary 8. Let D be a unary first-order dependency. Then it is strongly first-order
and definable in FO.D.�/; Œ��;All1;t/.

We conclude this section by mentioning an open problem.

Question: Let k > 1. Are there any strongly first-order k-ary dependencies which
are not definable in FO.D.�/; Œ��;Allk;t/?

7 Conclusion

Much of the team semantics research has so far focused on formalisms which
are greatly more expressive than first-order logic. However, the study of weaker
extensions of first-order logic, which do not rise above it insofar as the definability
of classes of models is concerned, promises to be also of significant value: not only
this investigation offers an opportunity of examining the nature of the boundary
between first- and second-order logic, but it also provides us with (comparatively)
computationally “safe” classes of dependencies and operators to use in applications.

This work builds on the results of [8] and can only be an initial attempt of
making sense of the wealth of these “weak” extensions of first-order logic with team
semantics. Much of course remains to be done; but a few distinctive characteristics
of this line of investigation may be gleaned already.

3On the other hand, if � were a first-order sentence over the nonempty vocabulary, then it would
not be a dependency.



70 P. Galliani

• The totality atoms Allk seem to have a role of particular relevance in the theory
of strongly first-order dependencies. It remains to be seen whether this role will
be preserved by the further developments of the theory; but in any case, the fact
that these atoms are the “maximally unbounded” (in the sense of Definition 13)
ones for their arities is certainly suggestive, as is the existence of a strict
definability hierarchy based on their arities and the fact that all monadic first-
order dependencies are definable in terms of the All1 atom.

• The logic FO.�/ D FO.NE;t/, as the simplest extension of first-order logic
with team semantics which is closed under contradictory negation, is also an
item of particular interest. As we saw, it suffices to add to it comparatively
harmless dependencies such as constancy atoms to obtain the full expressive
power of second-order logic; thus, despite its simplicity, this logics appears to
be a natural “stopping point” in the family of dependency-based extensions of
first-order logic, deserving of a more in-depth study of its properties.

• When working with classes of strongly first-order dependencies, different
choices of connectives and operators emerge to the foreground. In particular,
the role of the classical disjunction � t  in the study of dependence logic and
its extensions has been relatively marginal so far; but nonetheless, this connective
proved itself of fundamental importance for many of the results of this work.
More in general, it appears now that a fully satisfactory account of dependencies
and definability cannot be developed if not by integrating it with a general theory
of operators and uniform definability in team semantics. The work of [4, 5, 17] on
generalized quantifiers in team semantics seems to be the most natural starting
point for such an enterprise; in particular, it would be worthwhile to be able
to characterize general families of dependencies and operators which do not
increase the expressive power of first-order logic (wrt sentences).
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Games for Inclusion Logic
and Fixed-Point Logic

Erich Grädel

Abstract One of the most intriguing results on logics of dependence and
independence is the tight connection between inclusion logic and the least fixed-
point logic LFP. Here we re-examine this connection from a game-theoretic point
of view. We study the model-checking games for inclusion logic and for posGFP,
the fragment of LFP that uses only (non-negated) greatest fixed points. We show
that the evaluation problems for both logics can be represented by a special kind of
trap condition in safety games. We then study interpretation arguments for games.
In combination with our study of traps for inclusion logic and posGFP, game
interpretations will give us a model-theoretic construction of translations between
the two logics.

1 Introduction

Modern logics of dependence and independence come with a semantics that,
unlike Tarski semantics, is not based on single assignments (mapping variables to
elements of a structure) but on sets of such assignments. Sets of assignments with
a common domain of variables are called teams. Team semantics was originally
introduced by Hodges [10, 11] as a compositional, model-theoretic semantics for the
independence-friendly logic IF. In 2007, Väänänen [14] proposed a new approach
to logics of dependence and independence. Rather than stating dependencies or
independencies as annotations of quantifiers, he suggested to express dependencies
as atomic formulae, of the form =.x1; : : : ; xm; y/, saying that the variable y is
functionally dependent on (i.e. completely determined by) the variables x1; : : : ; xm.
Dependence logic is first-order logic together with such dependency atoms. Notice
that such dependency statements do not even make sense on a single assignment,
but only on larger collection of data, given either by sets of assignments, i.e., teams,
or by a table or relation. Besides the functional dependency atoms proposed by
Väänänen, there are many other atomic dependence properties that give rise to
interesting logics based on team semantics. In [8] we have discussed the notion
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of independence (which is a much more delicate but also more powerful notion than
dependence) and introduced independence logics, and Galliani [5] and Engström
[4] have studied several logics with team properties based on notions originating in
database dependency theory.

Most of the logics of dependence and independence studied so far, including
more traditional formalisms such as first-order logic with Henkin quantifiers and
IF-logic, have an expressive power that is, at least for sentences, equivalent to
the one of existential second-order logic [2, 5, 12–14], and it is rather easy to
formalize NP-complete properties of, say, finite graphs in these logics. However, one
of the most surprising results on logics with team semantics is the tight connection,
established by Galliani and Hella [6], between inclusion logic and the least fixed-
point logic LFP. Inclusion logic extends first-order logic (with team semantics) by
atomic inclusion dependencies of the form .x � y/, which are true in a team X if
every value for x in X also occurs as a value for y in X. Inclusion logic has been
introduced and studied in [5].

The least fixed-point logic LFP, on the other side, is a logic with classical
semantics in the sense of Tarski, which extends first-order logic by least and greatest
fixed points of definable relational operators. The logic LFP is of fundamental
importance in finite model theory and descriptive complexity, for the study of
inductive definability, and for the study of logic and games. Fragments of LFP, such
as Datalog or the modal �-calculus are very important in many areas of computer
science, including databases, knowledge representation, and verification. See, for
instance, [9] for background on least fixed-point logic.

Galliani and Hella showed, by a direct translation via structural induction, that
sentences of inclusion logic have the same expressive power as sentences from
the fragment of LFP that uses only (non-negated) greatest fixed points, denoted
posGFP. It is known that, on finite structures, the full logic LFP collapses to its
posGFP-fragment. Hence every property of finite structures that is LFP-definable is
also definable in inclusion logic, and vice versa. It follows by the Immerman-Vardi-
Theorem that, on ordered finite structures, inclusion logic captures polynomial time.
For formulae with free variables, the connection between posGFP and inclusion
logic is more complicated, due to the different semantics of the two logics. We will
discuss this issue in detail in Section 7.

In this article, we re-examine the connection between LFP and inclusion logic
from a game-theoretic point of view. We study the model-checking games for
inclusion logic and for the posGFP-fragment of least fixed-point logic and use
interpretation arguments for games to translate between the two logics.

It is well known that the appropriate games for greatest fixed-point formulae are
safety games, i.e., games with potentially infinite plays, where Player 0 has just the
objective to keep the play inside a safe region or, equivalently, to avoid a given set
of losing positions. In our case the positions to avoid are the literals that evaluate to
false.

Model-checking games for logics with team semantics are a priori quite
different. A uniform construction of such games has been presented in [7] in
terms of second-order reachability games played on trees or forests. Whereas in
classical reachability (or safety) games, the winning condition is specified by a set of
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positions that should be reached (or avoided), a second-order reachability condition
is given by a collection of sets of terminal positions. Furthermore, a second-order
reachability condition does not apply to single plays, but to strategies, and considers
the set of all plays that are compatible with the strategy. To be winning, a strategy
has to ensure that the set of all terminal positions that are reachable by a play
following the strategy forms a winning set. We have shown in [7] that for any logic
with team semantics, satisfying some natural basic conditions, the associated model-
checking problem can be captured by appropriate second-order reachability games.
In particular, this is the case for inclusion logic.

Although second-order reachability games are quite different from safety games,
and in general algorithmically more complicated, we shall prove that games played
on forests, with a second-order reachability condition of a special form given by a
universal-existential statement, can be translated into equivalent safety games, on a
transformed game graph that is no longer acyclic. This applies in particular to games
for inclusion logic and thus provides safety games for this logic, as an alternative to
the second-order reachability games obtained by the generic construction. Further
we introduce I-traps, a special notion of traps for initial positions in safety games,
and prove that this notion faithfully captures evaluation problems with respect to
teams, for formulae of inclusion logic and also for posGFP-formulae of a special
form. On the other side, such traps are definable in both logics in a quite simple way.

We shall then study game interpretations. It is a general observation that the
model-checking games for a given formula (from almost any reasonable logic) are
uniformly interpretable inside the structure on which the formula is evaluated. In
combination with our study of traps for inclusion logic and posGFP, interpretations
will give us translations between the two logics. The argument roughly is the fol-
lowing. Given any formula  in, say, inclusion logic, we consider the interpretation
J. / which, for any structure A, interprets the safety game for A and  , denoted
Gsafe.A;  /, inside A. This game has the properties that the teams X that satisfy  
in A coincide with the I-traps in Gsafe.A;  /. On the other side, I-traps in safety
games are definable by a formula itrap of the target logic, in this case posGFP.
The interpretation J. / maps this formula to another formula itrapJ. /, which is
also in posGFP, and which essentially expresses in A what itrap expresses in the
game. From itrapJ. / we then easily get a posGFP-formula that is equivalent to  .
An analogous translation works in the other direction. We thus obtain a high-level
model-theoretic technique for obtaining translations between the two logics, without
the need to go through cumbersome structural inductions on the syntax of the
formulae.

2 Safety games and traps

There are many models of path-forming games played on graphs. Here we work
with a model of turn-based games with two players, called Player 0 and Player 1,
that makes explicit not only the sets of positions associated to the two players, but
also the initial and terminal positions.
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A game graph is a structure G D .V;V0;V1;T; I;E/, where V D V0 [ V1 [ T is
the set of positions, partitioned into the sets V0, V1 of the two players and the set T
of terminal positions, where I is the set of initial positions, and where E � V 	 V
is the set of moves. We denote the set of immediate successors of a position v by
vE WD fw W .v;w/ 2 Eg and require that vE D ; if, and only if, v 2 T. A play
from an initial position v0 is a finite or infinite path v0v1v2 : : : through G where the
successor viC1 2 viE is chosen by Player 0 if vi 2 V0 and by Player 1 if v1 2 V1.
A play ends when it reaches a terminal node vm 2 T. A subgraph of a graph .V;E/
is a pair .W;F/ with W � V and F � E \ .W 	W/.

Definition 1. A (nondeterministic) strategy of Player � in such a game G is a
subgraph S D .W;F/ � .V;E/ satisfying the following conditions:

(1) If v 2 W \ V� , then vF is non-empty.
(2) If v 2 W \ V1�� , then vF D vE.

Here W is the region of G on which the strategy is defined, and F is the set of
moves that are admitted by the strategy. A strategy S D .W;F/ for Player � is
deterministic if jvFj D 1 for all v 2 W \ V� . A strategy S induces the set of those
plays from the initial positions in I\W whose moves are consistent with F. We call
S well-founded if it does not admit any infinite plays; this is always the case on
finite acyclic game graphs, but need not be the case otherwise. We are interested in
winning strategies according to different winning conditions. Here, we shall mainly
consider classical (first-order) safety and reachability conditions, and the second-
order reachability conditions introduced in [7].

A safety condition for Player 0 is given by a set L � V of ‘losing’ positions that
Player 0 has to avoid, or dually, by its complement S D V n L, the region of safe
positions inside of which Player 0 has to keep the play. For convenience in game
constructions we do not require that losing positions are terminal (but we could do
so since deleting all outgoing edges from losing positions does not change anything
relevant in the game). A play in a safety game is won by Player 0 if she can guarantee
that the play never reaches a position v 2 L. If Player 0 can, moreover, ensure, that
the play reaches, after a finite number of steps a terminal position v 2 T n L, then
she also wins the associated reachability game. The difference between reachability
and safety conditions is relevant only in cases where infinite plays are possible. In
first-order games, a winning strategy for a player is a strategy that guarantees that
all plays consistent with it are won by that player. For a safety game this amounts to
the following:

Definition 2. For a safety game G , with safety condition S � V and a set X � I
of initial positions, a strategy S D .W;F/ for Player 0 is winning from X if
X � W � S.

Traps. Two notions of fundamental importance for the algorithmic analysis of
graph games are attractors and traps. Intuitively the attractor (for Player 0) of a set
Y � V is the set of all positions from which Player � has a strategy to ensure that the
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play reaches Y in a finite number of steps. The dual notion of a trap (for Player 1)
encompasses those sets Z � V for which Player 0 has a strategy to guarantee that
every play starting at a position in Z remains inside Z.

Notice that in a game G with I D V and a safety condition S � V for Player 0,
the winning region for Player 0 (i.e. the set of those positions from which she has
a winning strategy) is precisely the maximal trap Z � S. For our analysis of games
for inclusion logic and fixed-point logic, a specific variant of a trap will be relevant,
which we call an I-trap.

Definition 3. For a game G with a set I of initial positions and a safety condition
S for Player 0, an I-trap is a set X � I of initial positions such that Player 0 has a
strategy to ensure that every play starting in X remains inside S and avoids I n X.

To put it differently, X is an I-trap in .G ; S/ if, and only if, Player 0 has a winning
strategy from all positions in X for the safety game on G with losing positions
.V n S/ [ .I n X/. Notice that an I-trap X is not a trap in G , but it can be viewed as
a kind of trap restricted to the set I, in the sense that Player 0 ensures that starting
from X the only positions in I that are ever met in the play are those in X.

Clearly, the empty set is a trivial I-trap. Further, a union of I-traps is again an
I-trap, so there is a uniquely defined maximal I-trap for every safety game .G ; S/.

It is well known that winning regions and winning strategies for reachability
and safety games are computable in linear time in the size of the game graph (see,
e.g., [1, Chapt. 4]. Further one can, without loss of generality, restrict attention to
deterministic strategies.

3 Second-order reachability games

While reachability and safety games are sufficient for many important applications,
and in particular for evaluation games of first-order logic and the posGFP and
posLFP-fragments of the least fixed-point logic LFP, they are, in general, not
adequate for more complicated logics, such as full LFP and logics with team
semantics. Model-checking games for the latter can be defined in terms of second-
order reachability games.

Definition 4. A second-order reachability condition is a collection Win � P.T/
defining for each set U � T of terminal positions whether it is a winning set for
Player 0. A consistent winning strategy from X � I for Player 0 for a second-order
reachability game G D .V;V0;V1;T; I;E/ with winning condition Win is a strategy
S D .W;F/ such that

(1) W is the set of nodes that are reachable from X via edges in F.
(2) W \ T 2Win.

Remark. The condition that W contains only nodes that are reachable from X by
edges in the strategy is not needed for winning conditions that are downwards
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closed, and in particular for classical safety games. However, if Win is not down-
wards closed, then this condition is necessary to avoid the inclusion of unreachable
nodes which could change a losing set of terminal nodes to a winning one.

As shown in [7], the problem whether a second-order reachability game, given by
a finite game graph G with an oracle for Win, admits a consistent winning strategy
for Player 0, is NP-complete. However, there are special cases of second-order
reachability conditions for which the associated reachability games are efficiently
solvable.

Universal-existential reachability conditions and the translation to safety
games

Definition 5. We call a second-order reachability condition Win � P.T/
universal-existential if there exists a relation R � T 	 T such that

Win D fU � T W .8x 2 U/.9y 2 U/.x; y/ 2 Rg:

We shall see below that, for instance, the model-checking games for inclusion
logic are second-order reachability games with universal-existential winning condi-
tions. Further, the game graphs of such model-checking games are forests. Let now
G D .V;V0;V1;T; I;E/ be a second-order reachability game, played on a forest,
where I is the set of roots of the forest, with a universal-existential winning condition
Win D fU � T W .8x 2 U/.9y 2 U/.x; y/ 2 Rg.

We want to associate with .G ;Win/ a safety game Gsafe such that winning
strategies for .G ;Win/ from X � I correspond to winning strategies for Gsafe that
ensure that X is an I-trap. The idea is to add to G moves of Player 0 for pairs
.s; t/ 2 R and moves of Player 1 taking the play back from t to ancestors in the
forest. The nodes that Player 0 has to avoid in the safety game Gsafe are the nodes
s 2 T without outgoing R-edges and the roots in I n X.

To make this precise, we duplicate the nodes of G , i.e., we add to G the set of
vertices V� WD fv� W v 2 Vg. In Gsafe, we consider nodes s 2 T with sR ¤ ; as
positions of Player 0 and nodes v� 2 V� as positions of Player 1. We add moves so
that Player 0 can move from s to t� for any .s; t/ 2 R, and Player 1 can move from
v� 2 V� either to v, or to the unique node u� such that .u; v/ 2 E. We obtain the
game graph

Gsafe D .V [ V�;V0 [ fs 2 T W sR ¤ ;g;V1 [ V�; QT; I; QE/

with QT WD fs 2 T W sR D ;g and

QE WD E [ f.s; t�/ W .s; t/ 2 Rg [ f.v�; u�/ W .u; v/ 2 Eg [ f.v�; v/; v 2 Vg:

We obtain a safety game Gsafe where Player 0 has to avoid the positions in QT.
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Proposition 6. Player 0 has a consistent winning strategy for the second-order
reachability game .G ;Win/ from X � I if, and only if, X is an I-trap in Gsafe.

Proof. Let S D .W;F/ be a consistent winning strategy for Player 0 from X for
the game .G ;Win/. For U WD W \ T it follows that U 2 Win and hence that
.8x 2 U/.9y 2 U/.x; y/ 2 R.

We transform S into a strategy QS D . QW; QF/ for Gsafe with

QW WDW [ fv� W v 2 Wg
QF WDF [ f.s; t�/ W s; t 2 U; .s; t/ 2 Rg [ f.v�; v/ W v 2 Wg [ f.v�; u�/ W .u; v/ 2 Fg:

We claim that QS is a winning strategy for Gsafe which moreover shows that X is
an I-trap. We have to prove that QS is indeed a strategy according to Definition 1
and additionally avoids the positions in QT [ .I n X/. Clearly, QF � QE \ QW 	 QW and
X � W � QW.

It remains to verify the following conditions:

(1) If w 2 QW is a node of Player 0, then w QF is non-empty.
For w 2 W \ V0 this is clear since wF ¤ ;. Otherwise w D s is a node in
W \ T D U so there exists a node t 2 U with .s; t/ 2 R and hence an edge
.s; t�/ 2 QF.

(2) If w 2 QW is a node of Player 1, then w QF D w QE.
For w 2 W \ V1 we have that w QF D wF D wE D w QE. Otherwise w D v� for
some v 2 W. Then w QE consists of v and, unless v is a root, of the unique node
u� such that .u; v/ 2 E. Since v 2 W is reachable from its root by F-edges, also
u 2 W and .u; v/ 2 F. It follows that edges .v�; v/ and .v�; u�/ also belong to
QF. Hence in all cases w QF D w QE.

(3) QW \ . QT [ .I n X// D ;.
Assume that there is a node w 2 QW \ QT . Then w 2 W \ T D U which implies
that there exists a node t 2 U with .w; t/ 2 R. But then w 62 QT, contradicting
our assumption. Finally, if w 2 W, then w 62 I n X because all nodes in W are
reachable from X by F-edges.

For the converse, consider any winning strategy QS D . QW; QF/ from X for Player 0
in the game Gsafe which avoids QT and I n X. Let S D .W;F/ be the strategy for G ,
with W D QW \ V and F D .W 	W/ \ E.

Clearly QW cannot contain any position v� such that v belongs to a tree whose
root is in I n X because from such a position, Player 1 can move upwards to that
root and win. Hence W only contains nodes that are reachable from a root in X
and therefore S is a strategy from X. To see that S is winning for the second-
order reachability game G , consider the set U WD W \ T of terminal nodes in W.
Since QS is winning for the safety game, no node in U is terminal in Gsafe. Hence
.8x 2 U/.9y 2 U/.x; y/ 2 R which means that U 2 Win. ut
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4 Logics and Their Games

4.1 First-order logic

We assume familiarity with first-order logic (FO) and briefly recall the construction
of model-checking games for FO. We consider formulae with relational vocabulary
� D fR1; : : : ;Rmg and assume that they are presented in negation normal form,
i.e., built from literals (atomic formulae and their negations) by means of the
propositional connectives _ and ^ and quantifiers 9 and 8.

For any such formula  .x/, let T . / be its syntax tree whose nodes are the
occurrences of the subformulae of  , with edges leading from any formula to its
immediate subformulae, i.e., from ' _ # and ' ^ # to both ' and # and from 9y'
and 8y' to '. The leaves of the tree are the nodes associated to literals.

For a formula  .x/ and a �-structure A D .A;R1; : : : ;Rm/, the model-checking
game G .A;  / is obtained by taking an appropriate product of T . / with the set
of assignments mapping variables to elements of A. More precisely, the positions of
the game are the pairs .'; s/ consisting of a node ' 2 T . / and an assignment s W
free.'/! A. Verifier (Player 0) moves from positions associated with disjunctions
and with formulae starting with an existential quantifier. From a position .' _ #; s/,
she moves to either .'; s0/ or .#; s00/ where s0; s00 are the restrictions of s to the
free variables of ' and # , respectively. From a position .9y'; s/, Verifier can move
to any position .'; sŒy 7! a�/, where a is an arbitrary element of A. Dually,
Falsifier (Player 1) makes corresponding moves for conjunctions and universal
quantifications. If ' is a literal, then the positions .'; s/ are terminal. The terminal
positions are partitioned into the target sets T0;T1 of the two players, with T0 D
f.'; s/ 2 T W A ˆs 'g and T1 D f.'; s/ 2 T W A ˆs :'g. Notice that since
model-checking games for first-order logic are played on forests, it does not matter
whether we consider them as reachability games, where Player � has the objective
to reach T� , or as safety games, where Player � seeks to avoid T1�� .

4.2 Least fixed-point logic

Least fixed-point logic, denoted LFP, extends first-order logic by least and greatest
fixed points of definable relational operators. We will briefly recall some basic
definitions here. For a more extensive introduction to LFP, we refer to [9].

Every formula  .R; x/, where R is a relation symbol of arity k and x is a tuple of
k variables, defines, for any structure A of matching vocabulary, an update operator
FA
 W P.Ak/ ! P.Ak/ on the class of k-ary relations over the universe A of A,

namely FA
 W R 7! fa W .A;R/ ˆ  .R; a/g: If all occurrences of R in  are positive,

then this operator is monotone in the sense that R � R0 implies FA
 .R/ � FA

 .R
0/.

It is well known that every monotone operator F has a least fixed-point lfp.F/ and
a greatest fixed-point gfp.F/, with
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lfp.F/ D
\
fX W F.X/ D Xg D

\
fX W F.X/ � Xg

gfp.F/ D
[
fX W F.X/ D Xg D

[
fX W F.X/ � Xg;

which can also be constructed by transfinite induction.
LFP is defined by adding to the syntax of first order logic the following fixed-

point formation rule: If  .R; x/ is a formula of vocabulary � [ fRg, in which the
relational variable R occurs only positively, and if x is a tuple of variables such that
the length of x matches the arity of R, then Œlfp Rx :  �.x/ and Œgfp Rx :  �.x/ are also
formulae (of vocabulary �).

The semantics of least fixed-point formulae in a structure A, providing interpre-
tations for all free variables in the formula, is the following: A ˆ Œlfp Rx :  �.a/ if a
belongs to the least fixed point of the update operator defined by  on A. Similarly
for greatest fixed points.

Note that in formulae Œlfp Rx :  �.x/ one may allow to have other free variables
besides x; these are called parameters of the fixed-point formula. However, at the
expense of increasing the arity of the fixed-point predicates and the number of
variables one can always eliminate parameters. For the construction of model-
checking games it is convenient to assume that formulae are parameter-free.

The duality between least and greatest fixed point implies that for any  ,

Œgfp Rx :  �.x/ � :Œlfp Rx :: ŒR=:R��.x/:

Using this duality together with de Morgan’s laws, every LFP-formula can be
brought into negation normal form, where negation applies to atoms only.

Example 1 (Definability in safety games). Winning regions of reachability and
safety games are definable by LFP-formulae of rather simple form. On game graphs
G where the objective of Player 0 is to keep the play inside a given safe region
S � V , and Player 1 wants to reach the set L D V n S, the winning regions of the
two players are uniformly definable by

win.x/ WD Œgfp Wx : Sx ^ .V0x! 9y.Exy ^Wy// ^ .V1x! 8y.Exy! Wy//�.x/

lose.x/ WD Œlfp Wx :Lx _ .V1x ^ 9y.Exy ^Wy// _ .V0x ^ 8y.Exy! Wy//�.x/

A simple modification of this construction gives a definition of I-traps in safety
games. Let

itrap.X; x/ WD Œgfp Yx : Sx ^ .Ix! Xx/ ^ .V0x! 9y.Exy ^ Yy//^
.V1x! 8y.Exy! Yy//�.x/:

Then, for every safety game G and every set X � I of initial positions we have that

.G ;X/ ˆ 8x.Xx! itrap.X; x// , X is an I-trap in G .
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The model-checking games for general LFP-formulae are parity games. These
are games of possibly infinite duration, where each position is assigned a natural
number, called its priority, and an infinite play is won by Player 0 if the least priority
seen infinitely often in the play is even.

Let  be an LFP-formula, which is assumed to be parameter-free, in negation
normal form and in which distinct occurrences of fixed-point operators use distinct
fixed-point variables. To construct the parity game G .A;  /, one extends the con-
struction of the first-order model-checking game as follows: For every subformula
of  of form # WD Œfp Rx : '.R; x/�.x/ (where fp is either lfp or gfp) we add moves
from positions .#; s/ to .'; s/, and from positions .Ry; s/ to .'; t/ for the assignment
t with t.x/ D s.y/. Since these moves are unique it makes no difference to which of
the two players we assign the positions .#; s/ and .Ry; t/. Priorities are assigned in
such a way that positions .Ry; s/, associated with fixed-point variables, get an even
priority if R is a gfp-variable, and an odd priority if R is an lfp-variable. Further R
gets a smaller (i.e. more significant) priority than R0 if R0 depends on R, i.e., if R
occurs free in the formula defining R0. All other positions, associated with formulae
that are not fixed-point atoms, get maximal (the least significant) priority. Thus the
number of priorities needed in a parity game for a fixed-point formula  coincides
with the alternation depth of least and greatest fixed points in  . For details, the
proof of correctness, and for algorithmic and model-theoretic results based on parity
games, see [9, Chapter 3.3].

4.3 The fragment of positive greatest fixed points

We denote by posGFP the fragment of LFP of formulae in negation normal form
such that all its fixed-point operators are greatest fixed points. Since all fixed points
are of the same kind, the priority assignment is trivial (all positions get priority
0), and the model-checking game G .A;  / for a �-structure A and a formula
 2 posGFP is a safety game. The positions that Player 0 has to avoid are those
of the form .˛; s/ where ˛ is a �-atom or a negated �-atom such that A ˆs :˛.
From positions associated with a gfp-variable R, the play is taken back to the fixed-
point formula that defines R, and infinite plays correspond to successful infinite
regeneration sequences of greatest fixed points.

Proposition 7. For every structure A, every formula  .x/ of posGFP and every
assignment s W free. /! A we have that A ˆs  .x/ if, and only if, Player 0 has a
winning strategy for the safety game G .A;  / from the initial position . ; s/.

For the relationship between inclusion logic and fixed-point logic, we shall
consider sentences in posGFP of vocabulary � [ fXg of the form

# WD 8x.Xx! '.x//
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such that X occurs only positively in '. The model-checking game G ..A;X/; #/ is
a safety game with initial position .#;;/ and safety condition

S.X/ D f.
; s/ W if 
 is a �-literal, then A ˆs 
 and

if 
 D Xy then s.y/ 2 X and

if 
 D :Xx then s.x/ 62 Xg:

We modify these model-checking games by eliminating every explicit reference
to the relation X and associate the model-checking problem of whether .A;X/ ˆ #
with a trap condition for a modified game G �.A; '/. To do this, we identify every
position of form .Xy; t/ with the position .'.x/; s/ such that s.x/ D t.y/; this means
that every edge in the game graph to a position .Xy; t/ is replaced by an edge to
.'.x/; s/, and the node .Xy; t/ is deleted. The set I of initial positions now consists
of all pairs of form .'.x/; s/ and the safety condition is simplified to

S� WD f.
; s/ W if 
 is a �-literal, then A ˆs 
g:

Given any interpretation for the relation X, let X� � I be the set of positions .'; s/
where s.x/ 2 X.

Proposition 8. The resulting game G �.A; '/ has the property that

.A;X/ ˆ 8x.Xx! '.x// , X� is an I-trap in G �.A; '/:

4.4 Logics with team semantics

Let A be a structure of vocabulary � with universe A. An assignment (into A) is a
map s W V ! A whose domain V is a set of variables. Given such an assignment
s, a variable y, and an element a 2 A we write sŒy 7! a� for the assignment with
domain V [ fyg that updates s by mapping y to a. A team is a set of assignments
with the same domain. For a team X, a variable y, and a function F W X ! P.A/,
we write XŒy 7! F� for the set of all assignments sŒy 7! a� with s 2 X and a 2 F.s/.
Further we write XŒy 7! A� for the set of all assignments sŒy 7! a� with s 2 X and
a 2 A.

Team semantics, for a logic L, defines whether a formula  2 L is satisfied by
a team X in a structure A, written A ˆX  . We always assume formulae to be in
negation normal form and require that the domain of X contains all free variables
of  . Further we shall always make sure that the locality principle holds, saying
that the meaning of a formula can only depend on the variables actually occurring
in it. More precisely, if Y D X � free. / is the restriction of the team X to the
free variables of  , then A ˆX  if, and only if, A ˆY  . A special case is the
empty team which satisfies all formulae: A ˆ;  for all A and all  . The locality
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principle implies that a sentence  (i.e. a formula without free variables) is true for
a non-empty team X if, and only if, it is true for the team f;g consisting only of
the empty assignment. Thus, as it should be and as in logics with Tarski semantics,
the truth of a sentence just depends on the structure in which it is evaluated. For
sentences we then write A ˆ  to denote that A ˆf;g  . This allows us to directly
compare the expressive power of sentences between logics with team semantics and
logics with Tarski semantics. For open formulae, the situation is different and will
be discussed later.

For the operators of first-order logic (FO) the semantic rules are the following:

(1) If  is an atom x D y or Rx1 : : : xm or the negation of such an atom, then
A ˆX  if, and only if, A ˆs  (in the sense of Tarski semantics) for all s 2 X.

(2) A ˆX .' ^ #/ if, and only if, A ˆX ' and A ˆX # .
(3) A ˆX .' _ #/ if, and only if, there exist teams Y;Z with X D Y [ Z such that

A ˆY ' and A ˆZ # .
(4) A ˆX 8y' if, and only if, A ˆXŒy 7!A� '.
(5) A ˆX 9y' if, and only if, there is a map F W X ! .P.A/ n f;g/ such that

A ˆXŒy 7!F� '.

Remark. Clause (5) giving semantics to existential quantifiers might seem sur-
prising at first sight since it permits the choice of an arbitrary non-empty set of
witnesses for an existentially quantified variable rather than a single witness (for
each s 2 X). What we use here has been called lax semantics in [5], as opposed
to the more common strict semantics. For disjunctions (clause (3)) there is also a
strict variant, requiring that the team X is split into disjoint subteams Y and Z. For
first-order logic, and also for dependence logic, the difference is immaterial since
the two semantics are equivalent. However, this is not the case for other logics of
dependence and independence, in particular for independence logic and inclusion
logic. In these cases, only the lax semantics is appropriate since it preserves the
locality principle whereas the strict semantics violates this principle. In game-
theoretic terms the difference between strict and lax semantics corresponds to the
difference between deterministic and nondeterministic strategies, and it turns out
that model-checking games for inclusion logic and independence logic do not admit
deterministic winning strategies.

For first-order logic itself, team semantics does not provide anything new since a
first-order formula is true for a team X if, and only if, it is true in the sense of Tarski
semantics, for all individual assignments s 2 X:

A ˆX  , A ˆfsg  , A ˆs  :

This changes radically, when atomic statements on teams which express prop-
erties of dependence or independence are added to the logic. The most common
examples of such properties are the following:

Dependence: A dependence atom has the form =.x1 : : : ; xm; y/. It is true in a team
X if all assignments s; s0 in X that agree on the variables x1; : : : ; xm
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also have the same value for y. Dependence logic is first-order logic
with dependence atoms. An important property of dependence
logic is downwards closure: If a formula is satisfied by a team
X, then it is also satisfied by all subteams Y � X. Formulae of
dependence logic are equivalent to sentences of existential second-
order logic, with an additional predicate for the team that may
occur only negatively; see [12, 14] for further results.

Independence: Independence atoms come in several variants. Intuitively two
variables x and y are independent, denoted x?y, if acquiring more
knowledge about one does not provide any additional knowledge
about the other, which means that values for .x; y/ appear in all
conceivable combinations: if values .a; b/ and .a0; b0/ occur for
.x; y/, then so do .a; b0/ and .a0; b/. To make this sufficiently
general, we proposed in [8] the general conditional independence
atom y?xz, for arbitrary tuples x; y; z of variables, which is true
in team X if, and only if, for all assignments s; s0 2 X such that
s.x/ D s0.x/ there is an assignment s00 2 X with s00.x/ D s.x/,
s00.y/ D s.y/ and s00.z/ D s0.z/. Independence logic is strictly
more powerful than dependence logic and it is not downwards
closed for teams. Galliani [5] has shown that independence logic
is equivalent with existential second-order logic. Furthermore the
conditional independence atoms can be eliminated in favour of
pure independence atoms x?y.

Exclusion and inclusion: An exclusion atom .x j y/ expresses that the values of x
in the given team are disjoint from the values of y. Inclusion atoms
.x � y/ state that all values for x in the given team occur also as
values for y in X. It has been proved by Galliani [5] that first-order
logic with both inclusion and exclusion atoms is equivalent with
independence logic.

There are many other variants of atomic dependence or independence properties.
In [7] we have shown that there is a uniform construction of model-checking
games for logics with team semantics, based on the notion of a second-order
reachability game. For every formula  .x/ (which we always assume to be in
negation normal form) and every structure A we define the game G .A;  / as
follows. The game graph is defined in precisely the same way as in the case of
first-order logic. In particular, G .A;  / is a forest, consisting of trees with roots
. ; s/ for all assignments s W free. / ! A. In the case that  is a sentence, we
only have the empty assignment to consider, and the game graph is a tree. Given
a team X of assignments s W free. / ! A, the relevant set of initial positions is
I.X/ WD f. ; s/ W s 2 Xg.

Although the game graphs for logics with team semantics are defined as for
first-order logic, the winning conditions are very different. Indeed, model-checking
games for logics with team semantics are special cases of second-order reachability
games.
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To describe the second-order winning condition, we observe that any set W of
nodes in a model-checking game for  associates to a formula ' 2 T . / a team

Team.W; '/ WD fs W free.'/! A W .'; s/ 2 Wg:

We now say that a set U of terminal positions is a winning set if, for every literal ˛,

A ˆTeam.U;˛/ ˛:

Notice that for literals ˛ for which no pair .˛; s/ appears in U, this is trivially
satisfied because for the logics that we consider here, the empty team satisfies all
formulae.

Described more abstractly, the model-checking game for  on A consists of
the game graph G .A;  / D .V;V0;V1;T; I;E/ and the second-order reachability
condition Win consisting of all sets U � T such that

A ˆTeam.U;˛/ ˛; for all literals ˛:

Thus, a consistent winning strategy S D .W;F/ of Player 0 for G .A;  /, from
the set I.X/ � I of those initial positions that are associated with a team X, has
the property that, for every literal ', the team Team.S; '/ WD Team.W; '/ D fs W
.'; s/ 2 Wg satisfies '. As proved in [7] this then extends beyond the literals to all
formulae in T . / and in particular to the formula  itself. Let L be a logic with
team semantics.

Theorem 9. For every structure A, every formula .x/ 2 L, and every team X with
domain free. / we have that A ˆX  if, and only if, Player 0 has a consistent
winning strategy S D .W;F/ for G .A;  / from I.X/, with Team.S;  / D X.

Proof. We proceed by induction on . First, let  be a literal. The game G .A;  / is
just the set of isolated nodes . ; s/ for all possible assignments s. If A ˆX  then let
W D f. ; s/ W s 2 Xg and F D ;. Clearly S D .W ;F / is a consistent winning
strategy in G .A;  / with Team.S ;  / D X. If A 6ˆX  , then for any consistent
winning strategy S with A ˆTeam.S; /  it must be the case that Team.S;  / ¤ X.

Next suppose that  D 
 _ # . If A ˆX 
 _ # , then there exist teams Y;Z with
X D Y [ Z such that A ˆY 
 and A ˆZ # . By induction hypothesis there are
consistent winning strategies S
 D .W
;F
/ in G .A; 
/ and S# D .W# ;F#/ in
G .A; #/ with Team.S
; 
/ D Y and Team.S# ; #/ D Z. We obtain a consistent
winning strategy S D .W ;F / in G .A;  / by setting W WD W
[W# [f. ; s/ W
s 2 Xg and F WD F
 [ F# [ f.. ; s/; .
; s0// W s 2 Y; s0 D s �free.
/

g [ f.. ; s/; .#; s0// W s 2 Z; s0 D s jfree.#/g. Obviously Team.S ;  / D X and
since X D Y [ Z the strategy S admits, from every point . ; s/ 2 W at least
one edge to either .
; s0/ or .#; s0/. Conversely, every consistent winning strategy
S D .W ;F / for Player 0 with Team.S ;  / D X induces a decomposition
X D Y [ Z where Y contains those s 2 X such that F admits a move from . ; s/ to
.
; s �free.
// and analogously for Z and # . By induction hypothesis it follows that
A ˆY 
 and A ˆZ # and therefore A ˆX  .
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The arguments for  D 
 ^ # are analogous (and in fact even simpler).
Let us now consider formulae  D 9y'. If A ˆX  , then there is a function

F W X ! .P.A/nf;g/ such that A ˆXŒy 7!F� '. By induction hypothesis, Player 0 has
a consistent winning strategy S' D .W';F'/ with Team.S'; '/ D XŒy 7! F�. We
obtain a consistent winning strategy S D .W ;F / by setting W WD W'[f. ; s/ W
s 2 Xg and F D F' [ f.. ; s/; .'; sŒy 7! a�// W s 2 X; a 2 F.s/g. Obviously,
Team.S ;  / D X. Conversely, a consistent winning strategy S D .W ;F / with
Team.S ;  / D X requires that from every node . ; s/ with s 2 X the set . ; s/F 
of admissible successor nodes is non-empty. Let F.s/ WD fa 2 A W .'; sŒy 7! a�/ 2
. ; s/F g. By induction hypothesis A ˆXŒy 7!F� ' and hence A ˆX  .

Again the arguments for formulae 8y' are analogous. ut

4.5 Inclusion logic

We now turn to inclusion logic, which is a specific case of a logic with team
semantics. We recall the definition.

Definition 10. A team X satisfies an inclusion atom x � y if for all s 2 X there is
an s0 2 X with s.x/ D s0.y/. Inclusion logic is the extension of first-order logic with
team semantics by inclusion atoms.

By structural induction, it is easy to verify that formulae '.x/ of inclusion logic
are closed under union of teams. For every structureA and any collection fXi W i 2 Ig
of teams such that A ˆXi ' for all i 2 I we also have that A ˆX ' for X D SfXi W
i 2 Ig. Thus, there exists, for every structure A a unique maximal team Xmax with
A ˆXmax '.

We next exhibit important examples for the power of inclusion logic, showing
that winning regions, traps, and I-traps of safety games are definable in this logic.
Further the trap-formula also reveals the technique of copying values from one
variable to another one which is often necessary for dealing with disjunctions in the
intended way. To simplify notation we identify a relation Y � Vk with the team of
all those assignments s W fx1; : : : ; xkg ! V such that s.x/ WD .s.x1/; : : : ; s.xk// 2 Y.

For safety games G D .V;V0;V1;T; I;E/ with safety condition S � V , we
construct the formulae

trap.x/ WD Sx ^ 9z.z � x ^ .V0x! 9y.Exy ^ y � z// ^ .V1x! 8y.Exy! y � z///;

itrap.x/ WD 9y.x � y ^ trap.y/ ^ .Iy! y � x//:

Here (and elsewhere) implications .˛ ! '/, for first-order literals ˛, are just
meant as a different notation for .:˛ _ '/.
Proposition 11. For every game graph G , every safety condition S � V and every
set X � V, we have that .G ; S/ ˆX trap.x/ if, and only if, X is a trap for Player 1,
i.e., Player 0 has a winning strategy that keeps every play from X inside X. Further
X � I is an I-trap in .G ; S/ if, and only if, .G ; S/ ˆX itrap.x/.
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Proof. A set X � V is a trap for Player 1 in G if, and only if, X � S and there
exists a set of edges F � .X 	 X/ \ E such that, for all v 2 V0 \ X there exists
a node w 2 X with .v;w/ 2 F, for all v 2 V1 \ X and all edges .v;w/ 2 E it
holds that also w 2 X. We claim that given such an X and F we can show that
.G ; S/ ˆX trap.x/. Let XX be the team of assignments s W .x; z/ ! .v; v0/ such
that v; v0 2 X. It suffices to prove that G ˆXX .V0x ! 9y.Exy ^ y � z// and
G ˆXX V1x! 8y.Exy! y � z//. For the first claim we split the team XX into the
subteams V0X D fs 2 XX W s.x/ 62 V0g and V0X D fs 2 XX W s.x/ 2 V0g. Trivially,
V0X satisfies :V0x. To prove that V0X satisfies 9y.Exy ^ y � z/, the team V0X is
expanded to V0XY D fs W .x; z; y/ 7! .v; v0;w/ W v 2 V0; v0 2 X; .v;w/ 2 Fg and
we claim that G ˆV0XY Exy ^ y � z. Since F � E, the atom Exy is clearly satisfied,
and for the inclusion atom we find, for each s W .x; z; y/ 7! .v; v0;w/ the assignment
s0 W .x; z; y/ 7! .v;w;w/ so that s.y/ D s0.z/ and s0 is in V0XY as well (because
w 2 X). The reasoning for G ˆXX V1x ! 8y.Exy ! y � z// is analogous. We
get a team V1XX which has to be universally expanded, by values for y, to a team
V1XY D fs W .x; z; y/ 7! .v; v0;w/ W v 2 V1; v0 2 X;w 2 Vg. This team is then split
into, on the one hand, the subteam of those assignments with .v;w/ 62 E, to satisfy
the literal :Exy, and, on the other hand, the remaining set of assignments. But in
the remaining team all assignments s W .x; z; y/ 7! .v; v0;w/ satisfy .v;w/ 2 F and
hence w 2 X. Thus we can again map s to s0 W .x; z; y/ 7! .v;w;w/ to make sure that
y � z is satisfied. Notice that without copying all values for x in X also as values for
z this reasoning would not work.

For the converse, assume that .G ; S/ ˆX trap.x/. Clearly X � S. If X were not a
trap, then there would be a node v 2 X such that either v 2 V0 and no edge from v

leads to a node in X, or v 2 V1 and at least one edge from v leaves X. In both cases
the formula is false for X, hence we would have a contradiction.

Finally .G ; S/ ˆX itrap.x/ if, and only if, there is a trap Y in .G ; S/ such that
X � Y and Y \ I � X. This is the case if, and only if X is an I-trap in .G ; S/. ut

Let us now look at games for inclusion logic. In the second-order reachability
games for formulae of inclusion logic, the terminal positions are associated either
with first-order literals or with inclusion atoms of form x � y.

Proposition 12. The winning conditions of second-order reachability model-
checking games for inclusion logic are universal-existential.

Proof. The winning condition in a game G .A;  / consists of those sets U � T such
that, for every literal ',

A ˆTeam.U;'/ ':

We have to find a relation R � T 	 T such that a set U � T is winning if, and
only if, .8x 2 U/.9y 2 U/R.x; y/. Positions in T are either of the form .'; s/
where ' is a first-order literal, or of the form .x � y; s/. We define R to contain
all loops ..'; s/.'; s// for first-order literals ' such that A ˆs ', and all edges
..x � y; s/; .x � y; t// such that t.y/ D s.x/. Then clearly, for all U � T it holds that
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A ˆTeam.U;'/ ' for all literals ' , .8x 2 U/.9y 2 U/R.x; y/: ut

By the construction in Sect. 3 we thus obtain safety games for inclusion logic and
associate the teams satisfying the formula with the I-traps in the game. For further
reference, let us describe this in a more detailed way. Given a structure A and a
formula  .x/ of inclusion logic we obtain a safety game Gsafe.A;  /, with the set I
of initial positions consisting of all pairs . ; s/ with assignments s W free. / ! A,
and the safety winning condition S excluding the pairs .'; s/ where ' is a first-order
literal with A ˆs :'. The game consists of

• the forest G D G .A;  / defined as for first-order logic, with positions of form
.'; s/,

• a copy G � of this forest, with positions .'; s/�, in which Player 1 either moves
upwards the forest, or from .'; s/� to the corresponding position .'; s/ in G , and

• moves of Player 0 from positions in G associated to inclusion atoms, into G �.
Such moves go from .x � y; s/ to positions .x � y; t/� subject to the condition
that t.y/ D s.x/.

The objective of Player 0 in this game is to keep the play inside S and to avoid
the initial positions . ; s/ with s 62 X. We formulate this in terms of I-traps.

Proposition 13. For every structure A, every formula  .x/ of inclusion logic, and
every team X with domain free. /, we have that A ˆX  if, and only if X� WD
f. ; s/ 2 I W s 2 Xg is an I-trap in Gsafe.A;  /.

5 Interpretations

The notion of an interpretation is fundamental in mathematical logic. Interpretations
are used to define a copy of a structure inside another one, and thus permit us to
transfer definability, decidability, and complexity results between theories. Here we
shall use interpretations of model-checking games as a method to embed one logic
inside another and to provide normal forms and complete problems for logics. A bit
of care is necessary for the application of interpretations in the context of team
semantics.

The interpretations that we consider are classical first-order interpretations (with
Tarski semantics); in fact we are interested in interpretations that are given by very
simple formulae, namely quantifier-free ones. However, we shall apply these simple
interpretations as translations among formulae of more powerful logics, such as
greatest fixed-point logic and inclusion logic.

For every first-order formula '.x1; : : : xk/ and every structure A, we write 'A for
the relation defined by '.x/ on A, i.e., 'A WD fa 2 Ak W A ˆ '.a/g.
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Definition 14. Let L be a fragment of first-order logic, let �; � be vocabularies,
where � D fR1; : : : ;Rmg is relational, and let ri be the arity of Ri. A (k-dimensional)
LŒ�; ��-interpretation is given by a sequence I of formulae in L.�/ consisting of

• ı.x1; : : : ; xk/, called the domain formula,
• ".x1; : : : ; xk; y1; : : : ; yk/, called the equality formula, and,
• for every relation symbol R 2 � (of arity r), a formula R.x1; : : : ; xr/ (of arity kr).

An LŒ�; ��-interpretation induces two mappings: one between structures and the
other one between formulae. For a �-structure B and a �-structure A, we say that I
interprets B in A (in short, I.A/ D B) if there exists a surjective map h W ıA ! B,
called the coordinate map, such that

• for all a; a0 2 ıA,

A ˆ ".a; a0/ ” h.a/ D h.a0/I
• for every relation R of B and all a1; : : : ; ar 2 ıA,

A ˆ  R.a1; : : : ; ar/ ” .h.a1/; : : : ; h.ar// 2 R;

i.e., h�1.R/ D .ıA/r \  A
R .

Hence I D hı; ";  R1 ; : : : ;  Rmi defines (together with the function h W ıA ! B)
an interpretation of B D .B;R1; : : : ;Rm/ in A if, and only if, ".x; y/ defines a
congruence on the structure .ıA;  A

R1
; : : : ;  A

Rm
/ and h is an isomorphism between

the quotient structure .ıA;  A
R1
; : : : ;  A

Rm
/="A and B.

Besides the mapping A 7! I.A/ from �-structures to �-structures, I also defines
a mapping from �-formulae to �-formulae. With every �-formula ' it associates
a �-formula 'I , which is obtained by replacing every variable x by a k-tuple x
of variables, by replacing every quantifier Qx by a quantifier Qx over k-tuples,
relativized to ı.x/, by replacing equalities u D v by ".u; v/, and by replacing
every atom Ru1 : : : ur by the corresponding formula  R.u1; : : : ; ur/. In the case of
fixed-point formulae or second-order formulae, we may have relation variables Y
(of some arity r) which we have to translate into corresponding relation variables
Y� of arity kr.

Most of the common logics (with Tarski semantics), including FO, LFP and its
gfp-fragment, second-order logic, etc., are closed under interpretations, that is, for
every formula ' and every (first-order)-interpretation I, also 'I is a formula of the
same logic.

The semantics of these transformations is described by the Interpretation Lemma,
which we formulate for formulae '.Y1; : : : ;Ym; x1; : : : ; xn/ which may contain free
relation variables Yi and free element variables xj. A k-dimensional interpretation I
with coordinate map h W ıA ! B induces for every relation Yi � Br the relation
Y�

i WD h�1.Yi/ � Akr and for every assignment s W fx1; : : : ; xng ! B, the set of
assignments h�1s consisting of all t W fxij W 1 � i � n; 1 � j � kg ! A such that, for
all i � n, t.xi1; : : : xik/ 2 h�1.s.xi//.
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Lemma 15 (Interpretation Lemma). Let I be an LŒ�; ��-interpretation with coor-
dinate map h, let A be a �-structure, and let ' D '.Y1; : : : ;Ym; x1; : : : ; xn/ be a
formula of vocabulary � with free relation variables Y1; : : : ;Ym and free element
variables x1; : : : ; xn. Then for every tuple Y1; : : : Ym of relations over I.A/, every
assignment s W fx1; : : : ; xng ! B and every assignment t 2 h�1.s/ we have that

.A;Y�
1 ; : : : ;Y

�
m/ ˆt '

I , .I.A/;Y1; : : : ;Ym/ ˆs ':

In particular, for every �-sentence ', we have that A ˆ 'I , I.A/ ˆ '.

For formulae with team semantics, the translation is a little bit more delicate,
since we need to consider the transformations of teams under interpretations
and make sure that the atomic properties of teams are compatible with these
transformations. In the presence of congruences, this may require to change the
atomic formulae.

For inclusion logic, however, such complications do not arise. The interpretation
I translates an inclusion statement 
 WD .x1; : : : ; xm � y1; : : : ; ym/ on m-tuples of
variables into an inclusion statement 
I WD .x1; : : : xm � y1; : : : ; ym/ on mk-tuples.
For a team X of assignments s mapping variables xi into the interpreted structure
I.A/, we get the team h�1.X/ D Sfh�1.s/ W s 2 Xg taking values in A.

Lemma 16. An inclusion atom 
 WD .x � y/ holds in a team X with values in I.A/
if, and only if, 
I holds in the team h�1.X/.

Proof. For simplicity of notation we just consider inclusion atoms of form 
 WD
.x � y/. Suppose that the translated inclusion statement .x � y/ holds in h�1.X/.
Take any s 2 X. We have to prove that there exists a s0 2 X with s0.y/ D s.x/. For
every t 2 h�1.s/ there exists a t0 2 h�1.X/ with t0.y/ D t.x/. For s0 D h.t0/ 2 X we
have that s0.y/ D h.t0.y// D h.t.x// D s.x/.

For the converse, assume that .x � y/ holds in X. For every t 2 h�1.X/ we can
choose some s D h.t/ 2 X. By assumption there exists an s0 2 X with s0.y/ D s.x/.
Since h.t.x// D s.x/ D s0.y/ there exists a t0 2 h�1.s0/ � h�1.X/ with t0.y/ D t.x/.
Thus .x � y/ holds in h�1.X/.

As above this extends to a translation from arbitrary formulae ' of inclusion logic
on I.A/ into formulae 'I of inclusion logic on A.

Lemma 17 (Interpretation Lemma for Inclusion Logic). Let I be a quantifier-
free first-order interpretation, mapping a structure A to I.A/ with coordinate map
h, and let '.x/ be a formula of inclusion logic. Then for any team X with values in
I.A/ we have that

A ˆh�1.X/ '
I , I.A/ ˆX ':
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6 Interpretability of game graphs

We now prove that for every formula there is a uniform interpretation of the model-
checking games for that formula in the structure in which the formula is evaluated.
We first explain the construction for first-order formulae, but it immediately carries
over to stronger logics such as the least fixed-point logic LFP and its fragments, and
to logics with team semantics.

Proposition 18. For every formula  .x/ 2 FO.�/ there exists a quantifier-free
interpretation I which, for every �-structureA with at least two elements, interprets
the game graph G .A;  / in A.

Proof. Let Sf. / be the set of subformulae of .x/ and let T . / D .Sf. /;E / be
its syntax-tree. Let x1 : : : ; xk be the variables occurring in  . Recall that an equality
type in m-variables u1; : : : ; um is a maximally consistent conjunction of equalities
ui D uj and inequalities ui ¤ uj . Let Em be the set of equality types in u1 : : : um (up
to equivalence). Choose m sufficiently large so that jEmj � jSf. /j and fix for every
formula ' 2 Sf. / a separate equality type e' 2 Em.

A node .'; s/ of the game graph G .A;  / is represented in A by the class of
all .m C k/-tuples .c; a/ such that c has equality type e' and ai D s.xi/ for all
xi 2 free.'/. Thus, the domain and equality formulae of the interpretation I are

ı.u; x/ WD
_

'2Sf. /

e'.u/;

".u; xI v; y/ WD
_

'2Sf. /

�
e'.u/ ^ e'.v/ ^

^

xi2free.'/

xi D yi

�
:

The relations V0;V1;E;T0;T1 of the game graph G .A;  / are clearly representable
by quantifier-free formulae in A. Actually the formulae for V0;V1;E are pure
equality formulae. Explicitly,

 V� .u; x/ WD
_

' belongs to Player �

e'.u/;

 E.u; xI v; y/ WD
_

.';#/2E 

�
e'.u/ ^ e#.v/ ^

^

xi2free.'/\free.#/

xi D yi

�
:

Finally, the formulae defining the target sets T0 and T1 of the two players are

 T0 .u; x/ WD
_

' is a literal

e'.u/ ^ '.x/;

 T1 .u; x/ WD
_

' is a literal

e'.u/ ^ :'.x/:
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This completes the definition of I . Clearly, for every structure A with more than
one element, we have the coordinate map h W ıA ! G .A;  / that maps every tuple
.c; a/ 2 ıA to the unique node .'; s/ such that c has equality type e' and s.xi/ D ai

for all free variables xi of '. ut
Obviously this construction is not limited to model-checking games for first-

order logic. Indeed, with only trivial modifications it also works for many other
logics, including the following cases:

(1) Least fixed-point logic LFP and the associated parity games.
(2) The posGFP-fragment of LFP and the associated safety games.
(3) Logics with team semantics and the associated second-order reachability

games.
(4) The safety games for inclusion logic (and other logics with universal-existential

dependencies).

We briefly describe the modifications. For a parity game G .A;  / for an LFP-
formula  one has to take into account the additional edges from fixed-point
formulae and fixed-point atoms to the formulae defining the fixed point (as explained
in Sect. 4.2), which changes the syntax tree to a syntax graph. In addition, the model-
checking game G .A;  / has unary relations Pi associated to the priorities. These are
defined by formulae  Pi.u; x/ which are just the disjunctions over all equality types
e'.u/ for the fixed-point atoms ' D Rx which have priority i. For the safety games
associated to posGFP-formulae the construction is similar, but instead of priorities
we need a formula for the safety condition, of the form

 S.u; x/ WD
_

' is a literal

e'.u/! '.x/;

saying that Player 0 has to avoid positions .'; s/ where ' is a literal with A ˆs :'.
In what follows we shall need such game interpretations for the safety games

associated with formulae of posGFP and for formulae of inclusion logic. The
following proposition is an immediate consequence of the arguments given above
and the constructions given in Sect. 3 and Sect. 4.5.

Proposition 19. For every formula  .x/ of inclusion logic, there is a quantifier-
free first-order interpretation I. ) which, for every structure A, interprets the safety
game Gsafe.A;  / in A.

An analogous statement holds for the safety games associated with posGFP,
based on the construction of Sect 4.3.

Game interpretations can be very useful to give high-level arguments for
transformations of formulae among different logics (as we are going to show in the
next section) and for establishing normal forms, without the need to go through
a cumbersome structural induction over formulae. Let us illustrate this for the
posGFP-fragment of least fixed-point logic.
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Consider the formula win.x/ that defines the winning region of Player 0 in safety
games G . For any formula of posGFP, possibly with deeply nested gfp-operators,
the interpretation I D I. / induces a translation of win.x/ into a formula winI.u; x/
such that, for every structure A, every subformula '.y/ of  , and every assignment
s W free.'/! A we have that

A ˆs '.x/ , Player 0 wins G .A;  / from position .'; s/

, G .A;  / ˆ win..'; s//

, A ˆ winI.c; a/ for one, and hence all, tuples .c; a/ 2 h�1..'; s//

, A ˆs 9u9y
�

e'.u/ ^
^

xi2free.'/

yi D xi ^winI.u; y/
�
:

Since the interpretation I is quantifier-free, the transformation win.x/ 7!
winI.u; x/ does not change the structure very much; in particular it does not change
the number of gfp-operators and the alternation depth of existential and universal
quantifiers. Since the winning region of safety games is definable in posGFP by a
formula with just one application of a gfp-operator to a disjunction (or conjunction)
of an existential and a universal formula, the same is true for the translated formula.

Proposition 20. Every formula in posGFP is equivalent to a formula with a single
application of a gfp-operator to a positive Boolean combination of purely existential
and purely universal first-order formulae.

It is known that, on finite structures, every LFP-formula is equivalent to a
posGFP-formula. Thus, on finite structures, the normal form given by this propo-
sition is in fact a normal form for LFP, a result first observed by Dahlhaus [3].
On arbitrary structures, however, this is not true since least fixed points are not
expressible by greatest ones without negation, and the alternation hierarchy of least
and greatest fixed points is strict.

7 Least fixed-point logic versus inclusion logic

We now are ready to explain in what sense inclusion logic and positive greatest
fixed-point logic are ‘equivalent’. For sentences, this is an unproblematic statement:
for every sentence  of inclusion logic there is a sentence ' of posGFP, and vice
versa, such that, for every structure A we have that A ˆ  if, and only if, A ˆ '.
An informal proof of this goes as follows. The model-checking games for a sentence
 in any of these two logics are safety games, and these are interpretable by an
interpretation I. / in the structure in which the sentence  is evaluated. Now take
a formula of the other of the two logics, saying that Player 0 wins the given safety
game (from the root), and transform it, by means of I. / back into a sentence on
A, which is equivalent to  . (We shall give a precise argument for a more general
statement below.)
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For formulae with free variables, the situation is more complicated since
formulae of logics with team semantics, such as inclusion logic, define different
semantic objects than formulae of logics with Tarski semantics, such as posGFP.
A formula '.x/ (of vocabulary � and arity k) with Tarski semantics defines a
query Q' , a function that associates with every �-structure A the k-ary relation
'A WD fa W A ˆ '.a/g. Of course, the relation 'A can be identified with a team,
namely the team

XA
' WD fs W x 7! a W a 2 'Ag D fs W A ˆs 'g:

For the general definition of a query, one has to require invariance under
isomorphism.

Definition 21. A query (of vocabulary � and arity k) is a function Q, that associates
with every �-structure a team Q.A/ of assignments s W fx1; : : : ; xkg ! A such that,
for any isomorphism h W A ! B between two �-structures, we also have that
hQ.A/ D Q.B/, which means that for any assignment s W fx1; : : : ; xkg ! A we
have that s 2 Q.A/ if, and only if, h ı s 2 Q.B/.

On the other side, a formula  .x/ (again of vocabulary � and arity k) with team
semantics defines what we call a team query. It associates with every structure the
set ŒŒ ��A of all teams X such that A ˆX '. For a general definition, we again have
to impose isomorphism invariance.

Definition 22. A team query (of vocabulary � and arity k) is a function TQ that
associates with every � structure A a set TQ.A/ of teams with domain fx1; : : : ; xkg
and values in A, such that, for every isomorphism h W A ! B between two �-
structures and every team X with values in A, we have that X 2 TQ.A/ if, and only
if hX 2 TQ.B/. We say that a team query TQ is L-definable (for a logic L with
team semantics) if there exists a formula  2 L such that ŒŒ ��A D TQ.A/ for all
structures A.

Definability of team queries can also be considered in logics with Tarski
semantics, by means of sentences of a vocabulary that is expanded by a relation
representing the team.

Definition 23. A team query TQ of vocabulary � is defined by a sentence  of
vocabulary � [ fXg if, for every �-structure A we have that TQ.A/ D fX W .A;
X/ ˆ  g.

In this sense it has been shown in [5, 12] that

• the team queries definable in dependence logic are precisely those that are
definable by an existential second-order sentence in which the predicate for the
team occurs only negatively, and

• the team queries definable in independence logic (or inclusion-exclusion logic)
are precisely those definable by existential second-order sentences.
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Notice that, by the closure under unions of teams, there exists for every formula
'.x/ of inclusion logic and every structure A a unique maximal team Xmax WD
maxfX W A ˆX 'g. It follows that every team query TQ that is definable in inclusion
logic induces a query max TQ associating with A the maximal team X 2 TQ.A/.
For the same reason it follows that inclusion logic cannot be equivalent with greatest
fixed-point logic in the same sense in which independence logic is equivalent with
existential second-order logic. Indeed sentences .X/ of posGFP need not be closed
under union (of relations for X), and there need not be a well-defined maximal
relation X satisfying  .

The relationship between inclusion logic and positive greatest fixed-point logic
can be made precise in several ways:

(1) The queries definable in posGFP are precisely those that occur as the maximum
of a team query that is definable in inclusion logic.

(2) The team queries definable in inclusion logic are those definable by sentences
in posGFP (of expanded vocabulary) of the form 8x.Xx!  .X; x// where the
team predicate X occurs only positively in  .

(3) The post-fixed points of posGFP-definable relational operators coincide with
the team queries definable in inclusion logic.

Theorem 24. For every formula  .x/ of inclusion logic there is a formula '.X; x/
in posGFP, with only positive occurrences of X, such that, for every structure A and
every team X we have that

A ˆX  .x/ , .A;X/ ˆ 8x.Xx! '.X; x// , FA
' .X/ � X:

In particular, for all assignments s, we have that A ˆs Œgfp Xx : '.X; x/�.x/ if, and
only if, s 2 maxfX W A ˆX  .x/g.
Proof. Let I. / be the quantifier-free first-order interpretation which, for every
structure A and every team X, interprets the safety game Gsafe.A;  / in A, and
let h be the associated coordinate map. Recall that A ˆX  .x/ if, and only if,
X� D f. ; s/ W s 2 Xg is an I-trap in Gsafe.A;  /.

Further, let itrap.X�; z/ be the posGFP-formula, from Example 1, defining I-traps
in safety games, in the sense that .G ;X�/ ˆ 8z.X�z! itrap.X�; z// if, and only if
X� is an I-trap in G .

By the Interpretation Lemma we get a formula itrapI. /.Y; z/, which is also in
posGFP such that, for Y D h�1.X�/,

.A;Y/ ˆ 8z.Yz! itrapI. /.Y; z// , .Gsafe.A;  /;X
�/ ˆ 8z.X�z! itrap.X�; z//:

For an assignment s with domain free. / D fx1; : : : xkg the tuples .c; a/ in
A that interpret the position . ; s/ are those satisfying e .c/ ^ Vk

iD1 ai D s.xi/.
(Notice that the length of a is in general, greater than the length of x.) Thus we
may write tuples z representing game positions as z D .u; xx0/ and observe that
Y D h�1.X�/ D f.u; xx0/ W .A;X/ ˆ e .u/ ^ Xxg. Let now itrap�.X; u; x; x0/ be the
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formula that is obtained from itrapI. /.Y; uxx0/ by replacing all atoms Yvyy0 by the
formula .e .v/ ^ Xy/. Finally, we put

'.X; x/ WD 8u8x0.e .u/! itrap�.X; uxx0//:

Notice that all occurrences of X in '.X; x/ are positive. Putting everything together,
we have that

A ˆX  .x/ , .A;X/ ˆ 8x.Xx! '.X; x//: ut

Corollary 25. If TQ is a team query that is definable in inclusion logic, then the
query max TQ is definable in posGFP. Moreover, TQ is definable by a sentence of
posGFP (of an expanded vocabulary by a relation for the team).

For the converse relationship we establish the following result:

Theorem 26. For every formula '.X; x/ in posGFP, with only positive occurrences
of X, there is a formula  .x/ in inclusion logic such that, for every structure A and
every team X we have that

.A;X/ ˆ 8x.Xx! '.X; x//, A ˆX  .x/:

Proof. Let G �.A; '/ be the game from Proposition 8 such that .A;X/ ˆ 8x.Xx!
'.X; x// if, and only if, X� D f.'; s/ W s.x/ 2 Xg is an I-trap in G �.A; '/. Further,
let J.'/ be the quantifier-free interpretation with coordinate map h which, for every
structure A, interprets G �.A; '/ in A.

Let itrap.x/ be the formula of inclusion logic, constructed in Sect. 4.5, such that
for all games G , ŒŒitrap.x/��G is the set of teams that define an I-trap in G . By the
Interpretation Lemma we get a formula itrapJ.'/.u; z/, which is also in inclusion
logic, such that ŒŒitrapI.'/.u; z/��A is the set of all teams Z D h�1.Y/ where Y defines
an I-trap of G �.A; '/. Notice that such a Z consists of all assignments t0 W .u; z/ 7!
.c; a/ such that h.c; a/ D t.x/ for some t 2 Y.

For the specific team that defines X� we can write z D yy0 and get, that Z.X/ D
h�1.X�/ is the set of all assignments .u; xx0/ 7! .c; aa0/ such that e .c/ and a 2 X.
We now set

 .x/ WD 8u8x0.e .u/! itrapJ.'/.u; xx0//

so that A ˆX  .x/ if,and only if, A ˆZ.X/ itrapJ.'/.u; xx0/. Putting everything
together, we have

.A;X/ ˆ 8X.Xx! '.x// , X� is an I-trap in G �.A; '/

, G �.A; '/ ˆX� itrap.x/

, A ˆZ.X/ itrapJ.'/.u; xx0/

, A ˆX  .x/: ut
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Corollary 27. For every formula '.x/ in posGFP there is a formula  .x/ in
inclusion logic such that, for every structure A and every team X we have that

A ˆs '.x/ for all s 2 X , A ˆX  .x/:

Corollary 28. For every query Q that is definable in posGFP, the team query
P.Q/, which associates with every structure A the power-set of the team Q.A/,
is definable in inclusion logic.

Corollary 29. The posGFP-definable queries Q are precisely those, for which there
exists a team query TQ, that is definable in inclusion logic with max TQ D Q.
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Remarks on Compositionality

Wilfrid Hodges

Abstract The paper makes some historical remarks about compositionality, the
role it played in the foundations of Dependence Logic, and more broadly how the
idea of compositionality has developed over the last millennium. There are also
some brief remarks explaining why, in the author’s view, the idea of compositional-
ity is unlikely to be helpful for putting the subtle non-uniform-definability results of
Galliani and Yang into a broader context.

Jouko Väänänen very kindly invited me to give a talk at Dagstuhl on compositional-
ity and its relation to Dependence Logic. My own work in this area has long ago
been absorbed (magnificently) into the background ideas of Dependence Logic,
and the interesting advances are all being made now by fresher minds than mine.
So I confine myself to some brief remarks, mostly historical. I thank the referee for
helpful comments.

1 Compositionality in the background of dependence logic

The beginning of my own involvement with the logic of dependence was when
Johan van Benthem invited me to comment on the chapter ‘Game-Theoretical
Semantics’ by Jaakko Hintikka and Gabriel Sandu [7], in the Handbook of Logic
and Language, where they give a good exposition of the IF logic that they had
introduced in [6]. I knew something about games in semantics, but I had never
studied IF logic. Reading the chapter, I was intrigued by their claim that there is
no compositional truth definition for IF logic. They remark that there are ways
of ensuring a compositional semantics by changing the language or the notion
of subformula, but that these ways are unnatural. They say that ‘the very idea of
quantifier independence in IF logic violates the principle of compositionality’ ([7]
p. 370).
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That seemed to me suspicious, because they gave no definition of ‘composition-
ality’ that was anywhere near precise enough to make this a well-defined question.
Also there was no indication that they had explored possible alternatives to Tarski’s
style of truth definition. I told them so, and suggested a possible way of getting a
truth definition that could reasonably be counted as compositional. Hintikka later
told me that he had discussed the matter with Väänänen and they had agreed that
nothing along the lines of my suggestion would work. (Väänänen has no recollection
of this conversation!) I am very much in debt to Hintikka for his remark, because
there is nothing like a direct challenge for getting one’s neurons working. It also
made me pin down as precisely as I could what sense of ‘compositionality’ is
involved.

A peculiar feature of Hintikka and Sandu’s IF logic was that their game semantics
gave a semantic interpretation only to sentences, not to subformulas with free
variables. You can meaningfully say ‘There is an x, not depending on y, such that
for every y, Axy’. But then if you remove the quantifier, you find yourself trying
to give a meaning to ‘x doesn’t depend on y’. What could it mean to say that 6 is
not dependent on 13, for example? Of course with Dependence Logic in place, we
wonder why anybody ever got stuck at that problem. But before we had the solution,
the problem presented itself in a more abstract form: given a semantics on sentences,
how to extend it to parts of sentences? Could that be done compositionally? I
remember being very impressed by some fieldwork by linguists, for example, Maria
Bittner, which posed exactly this problem for some natural languages that were
being investigated.

Actually more was needed than just having a precise sense of ‘compositional’.
With the definition in place, it was clear that there are trivial solutions, like taking the
meaning of any sentence to be the sentence itself. So a key part of the work was to
identify a ‘best’ compositional semantics extending the semantics on sentences, and
see what properties could be proved for it. For this I found the computer scientists’
notion of full abstraction very helpful, particularly because it gave a precise sense
to Frege’s remarks about looking for the meaning of a word in the interconnections
of the word within the sentence.

Perhaps the single most important thing was the existence theorem; a tidied up
version can be found, for example, in [9]. The theorem says that, subject to some
very minimal conditions, a fully abstract solution of the extension problem can
always be found. It’s a familiar fact for mathematicians, as I guess it is for any
kind of explorer, that if you know for sure that a certain thing exists, then you are
much more willing to put in the effort needed to find it.

Fortunately it worked out [8], and trump semantics (a forerunner of team
semantics) turned out to be exactly the required fully abstract semantics for a
language closely related to that of IF logic. The main work was done in a seminar
on game semantics at Queen Mary College in London. I particularly thank Graham
White in that seminar for his refusal to take anything for granted.

It also turned out that slight adjustments to the language could lead to serious
complications in the semantics. I believe Hintikka himself enjoyed thinking up
adjustments that made the compositional semantics harder to find—though the
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existence theorem still guarantees that there always is a fully abstract compositional
semantics out there somewhere. It came to light later that we had overlooked a
complication that results from nesting of quantifiers with the same variable. Xavier
Caicedo, Francien Dechesne and Theo M. V. Janssen [2] did a first-rate job of sorting
out that glitch, though I think the most sensible reaction with logics like IF logic is
probably to ban that kind of nesting.

For a while it worried me that the existence theorem seemed to be isolated in the
literature. Leaving aside theorems of Gödel, any idea worth having is formulated
independently by at least two people, normally in slightly different forms that point
in slightly different directions. Fortunately the isolation was only temporary, and
two independent discoveries have come to light. As far as I can see, both are special
cases of the result in [9]. But one, given in 1986 by Willem Blok and Don Pigozzi
[1], is really very close to the result in [9], and I must apologise to Blok and
Pigozzi for not having referenced their work earlier. One could view my result
as a generalisation of theirs, got by dropping the assumption that a language is
an algebra, and identifying the exact conditions needed in this more general case.
My fregean cover generalises their Leibniz operator, and my relation of having the
same fregean value generalises their Leibniz congruence. The other independent
discovery is an unpublished but archived preprint of Shalom Lappin and Wlodek
Zadrozny [12], which is the special case where the initial assignment of meanings
is already defined on the whole language but need not be compositional.

It would still be very welcome to be told that the whole scheme coincides with,
say, something known to category theorists in another context.

2 Compositional translation?

A number of people have asked how the notion of compositional translation fits into
the general scheme of compositionality. This question came to the fore when Pietro
Galliani [4] and Fan Yang [20] proved some results to the effect that we can translate
from one kind of Dependence Logic to another, but not uniformly. These results are
agreeably subtle. Jouko Väänänen asked me whether the notion of compositionality
could illuminate what is going on with results like these.

The answer seems to be No. I regret not having any new mathematical facts to
report here, but sometimes a negative observation that blocks off dead ends can be
useful.

It will be helpful to have a quick summary of the definitions in [9], as follows.

Definition 1. (a) By a constituent structure we mean an ordered pair of sets .E;F/,
where the elements of E are called the expressions and the elements of F are
called the frames, such that the four conditions below hold. (Here and below, e,
f etc. are expressions; F, G.�/ etc. are frames.)

1. F is a set of nonempty partial functions on E.
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2. (Nonempty Composition) If F.�1; : : : ; �n/ and G.
1; : : : ; 
m/ are frames, 1 6
i 6 n and there is an expression

F.e1; : : : ; ei�1;G.f1; : : : ; fm/; eiC1; : : : ; en/;

then

F.�1; : : : ; �i�1;G.
1; : : : ; 
m/; �iC1; : : : ; �n/

is a frame.
3. (Nonempty Substitution) If F.e1; : : : ; en/ is an expression, n > 1 and 1 6

i 6 n, then

F.�1; : : : ; �i�1; ei; �iC1; : : : ; �n/

is a frame.
4. (Identity) There is a frame 1.�/ such that for each expression e, 1.e/ D e.

(b) We say that an expression e is a constituent of an expression f if f is G.e/ for
some frame G; e is a proper constituent of f if e is a constituent of f and e ¤ f .

The definitions of expression, constituent etc. apply to a language L when we fix a
constituent structure for L.

Definition 2. (a) Let ' be an equivalence relation on the set of expressions. We
say that ' is compositional if for every pair of expressions F.e1; : : : ; en/ and
F.f1; : : : ; fn/,

if e1 ' f1 and : : : and en ' fn then F.e1; : : : ; en/ ' F.f1; : : : ; fn/:

(b) Let � be a function defined on the set of expressions. We say that � is
compositional if for each expression F.e1; : : : ; en/, the value

�.F.e1; : : : ; en//

is determined by F and the values �.ei/.

The two notions of ‘compositional’ in this definition are interdefinable. For
example, ' is compositional if and only if there is a compositional function �
defined on the set of expressions, such that e ' f if and only if �.e/ D �.f /.

The situation with compositional translation is that we have two languages,
say L1 and L2, each with its own constituent structure .E1;F1/ and .E2;F2/. A
translation from L1 to L2 is a map � W E1 �! E

2 which preserves meaning. To
formalise ‘preserves meaning’ we can introduce meaning maps defined on E

1 and
E
2 and require that the obvious diagram commutes; but we won’t need this.

There is a notion of ‘compositional translation’ in the literature, for example, in
the Rosetta book [18]. In our setting, to say that � is a compositional translation
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is to say that for every frame F1.�1; : : : ; �n/ of L1 there is a corresponding frame
.�F1/.�1; : : : ; �n/ of L2 such that for every expression e D F1.f1; : : : ; fn/ of L1,

�.e/ D .�F1/.�.f1/; : : : ; �.fn//: (1)

At least it seems to me that this is the correct rendering of the notion in [18] into
the framework of [9]. (See Peters and Westerståhl [16] p. 427 for a closely similar
definition of ‘compositional translation’ and a good discussion of its properties.)

Now Fan Yang [20] proves that if L1 and L2 are, respectively, the languages of
PID and PD, and F1 is the frame

.�1 _ �2/;

then there is no frame .�F1/ of PD that will serve to make (1) above true. Her notion
of ‘context’ seems to be an exact match for my notion of ‘frame’. So she shows that
in the Rosetta sense, there is no compositional translation from PID to PD.

However, the Rosetta notion of compositionality of translations is not the notion
of compositionality of Definition 2 above, which agrees with Partee et al. [15]
p. 318. For that notion the requirement for the translation � to be compositional
is that for every frame F1.�1; : : : ; �n/ of L1 and all expressions e D F1.e1; : : : ; en/

and f D F1.f1; : : : ; fn/,

�.e1/ D �.f1/; : : : ; �.en/ D �.fn/ ) �.e/ D �.f /:

If � is injective on expressions—and Yang doesn’t discuss this, but it might well
be—then the equations on the left of ) imply that e1 D f1; : : : ; en D fn and so
e D f ; so in this case the compositionality condition is completely trivial.

Even if we try to make the question more interesting by choosing a single
translation in PD for each logical equivalence class of expressions of PID, the
compositionality condition still has very little bite. The non-uniform translation of
_ into PD still works out as compositional in our sense. Spelling it out from Yang’s
preprint [20], we have

�.� _  / D
^
f�]

Z W Z � 2n; .9X � 2n/.9Y � 2n/.X ˆ �;Y ˆ  ;X [ Y � Z/g;

where �]
Z has the definition that she quotes from Taneli Huuskonen. We need only

check that this definition of �.� _  / is invariant when we replace � by a logically
equivalent �0 and  by a logically equivalent  0. But this is clear: the condition for
� and �0 to be logically equivalent is precisely that they are satisfied by the same
teams X.

We are not quite home yet; the formulas � and  don’t fully determine �.�_ /
because they don’t determine n. But this is easily dealt with: let n be the number of
distinct propositional variables occurring in � or in  .
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These disappointing outcomes illustrate the fact that with compositionality,
definitions have a habit of playing out in ways that weren’t expected or intended.
(See Peters and Westerståhl [16] pp. 421–428 for a fuller discussion. They prove
some facts connecting compositionality with compositional translation, but—at
least to my eye—don’t uncover any common idea underlying the two notions.)

3 The history of compositionality

The remainder of this note looks back at some events in the history of the notion
of compositionality. Most of this is completely irrelevant to Dependence Logic, but
please indulge me. Compositionality is an important idea in the background of logic,
and it deserves to be better understood from every angle.

In my chapter [9] I offered ‘Aristotelian compositionality’ as a name for the view
that there is a correspondence between the parts of a sentence and the parts of the
meaning of the sentence, so that each part X of the sentence corresponds to a part
Y of the meaning, and Y is the meaning of X. This is a completely different kind
of compositionality from the modern one discussed above, which (as mentioned
above) is a formalisation of the one offered in Partee et al. [15] p. 318. The modern
version has no room for any notion of ‘parts of a meaning’.

Although one can draw a loose parallel with notions in Plato and Aristotle, the
earliest known statement of full-blooded Aristotelian compositionality was given by
the Arabic logician Al-Fārābı̄ in the 10th century, and it was taken up by the Persian-
Arabic logician Ibn Sı̄nā in the 11th. A version of Aristotelian compositionality
appears also in Abelard in 12th century France; see Irene Rosier-Catach [19].
(A paper of Martin Lenz [13] has Abelard and compositionality in the title, but
the contents—though interesting—are not in fact about compositionality.) In [9]
(p. 246) I said: ‘Since there is no known line of influence from Al-Fārābı̄ to Abelard,
it seems likely that similar formulations existed in the writings of their common
source, namely the Aristotelian commentators of the late Roman Empire’. Since
then there has been no progress at all in finding a common source. In December
2012 I asked Sir Richard Sorabji about it, mentioning the possibility that the 3rd
century AD Palestinian logician Porphyry might be relevant. Richard passed on my
question to ‘probably the best people anywhere to answer your questions’, namely
Peter Adamson, Jonathan Barnes, Marwan Rashed and Carlos Steel. From the total
lack of any response I deduce that totally nothing is known.

There are, as it happens, two small indications that the notions might actually
be home-grown both in the Arabic world and in Abelard. The first indication
is that Abelard’s formulation is substitutional whereas the Arabic formulations
are functional. In other words, Abelard tells us that if we replace a component
of a sentence by a new component with the same meaning, the meaning of the
whole sentence stays the same; cf. Definition 2(a) above. This style continues in
the West, for example, in Leibniz’s discussions of substitution salva veritate [10]
(see Chapter 2 ‘The principle of substitutivity salva veritate’), and we find it also in
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Frege. (Frege’s debt to the western tradition passing through Leibniz explains why
Blok and Pigozzi said Leibniz where I said Frege.) I don’t recall formulations in the
Arabic writers that use the notion of substitution; rather we read that the meaning
of the whole sentence is built up from parts that are the meanings of the sentence
parts, which is closer to the style of Definition 2(b) above. Versions of this view can
be found in the Arabic linguists too, not just in the logicians.

The second indication is that there is a possible explanation of the Arabic
‘Aristotelian compositionality’ that rests on semantic assumptions shared between
at least some of the Arabic logicians and at least some of the Arabic linguists. So it
may have been an original Arabic invention. Manuela Giolfo and I [5] compared the
views of the 11th century logician Ibn Sı̄nā and the 10th century linguist Al-Sı̄rāfı̄
on some issues that interested both of them, and we found the following. They both
had a tendency to think of meanings as being in the first instance the intentions of
a person making a statement. So, for example, the dictionary meaning of a word
would be a kind of average of the intentions of speakers in the relevant community
when they deliberately include the word in a sentence. But then presumably if you
say what you intended to say, every word in your sentence was put there with an
intention, and that intention is the meaning of the word in context. So there is
automatically a structural one-one correspondence between the parts of the sentence
and the meanings assigned to the parts by the speaker of the sentence. It’s crude but
it does yield a form of Aristotelian compositionality.

We turn now to the modern Partee-style compositionality. There is a widespread
belief that the name ‘compositionality’ was first introduced for this concept in Los
Angeles by one or other of Rudolf Carnap and Richard Montague. Lots of people
have assured me of this, but I have never seen the slightest evidence in support. In
fact all the publicly available evidence points to the name having been introduced
at MIT in Boston around 1960, in connection with the adaptation of Tarski’s truth
definition to natural languages. Jerrold Katz and Jerry Fodor put it in print in 1963
[11]. At the Dagstuhl meeting Dag Westerståhl pointed out that the same notion
is presented under the name ‘compositional mapping’ in a paper of Hilary Putnam
delivered in Oxford in 1960 but not published till later [17].

In [9] I mentioned what seems to be the first appearance of a Partee-style
compositional semantics, in a paper of Tarski in 1930 that contains traces of an early
version of the truth definition. Barbara Partee reports (personal communication, to
Theo M. V. Janssen and to me) that she gave a talk soon after 1970 in which she
explained the notion of compositionality; Tarski was in the audience and he told her
after the talk that his truth definition was not compositional. Some of us would
have liked to have been there to discuss this with him. The best guess at what
he meant seems to be that for him it was significant that the clauses of the truth
definition take the form ‘Assignment Na satisfies formula � in structure M’ rather
than ‘the semantic value of � is such-and-such’. For Tarski in the 1930s this was
important because it allowed him to state the clauses of the truth definition with
fewer existential assumptions from higher-order logic; by the 1970s it would have
been just a matter of historical accuracy. But I don’t think there is any doubt that
Tarski’s truth definition, either in the 1930s version or in the later model-theoretic
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version, really should be described as compositional. Ian Chiswell and I presented
the model-theoretic version as Appendix B in our text [3] in a format that makes the
compositionality immediate.

Although there is nothing in the record to suggest that Montague originated
the notion of compositionality, its role in the collaboration between Montague and
Partee at the beginning of the 1970s was probably the main cause of it becoming
widely known. (For philosophers Donald Davidson advertised it too.) I won’t say
any more about this, because there are two current pieces of historical research that
could instantly supersede anything I said. One is a project of Barbara Partee [14] to
write a historical account of Richard Montague’s work on semantics. The other is a
projected intellectual biography of Montague by Ivano Caponigro.
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Independence in Model Theory

Åsa Hirvonen

Abstract This article is a survey of independence notions in model theory. I give
an overview of various approaches to independence, properties of independence as
well as the phenomenon, that in a model class, if there is a well-behaved notion of
independence, it tends to be unique.

1 Introduction

This paper gives a survey of independence notions in model theory. When can they
be defined, what properties do they have and which are the properties aimed for? The
main idea with a #A B is that “B does not give more information on a than A does”.
In various contexts this is defined differently, and the properties it satisfies vary. The
starting point is Shelah’s forking relation defined for first order theories. The idea
has been extended to more general frameworks, but generalisation comes at a cost:
when moving to more general frameworks the nature of independence shifts from
giving a detailed view on a formula level to a coarser notion on complete types.

There is not a standardised set of axioms for independence, but properties studied
vary depending on what can be achieved in various contexts as well as on different
authors’ different viewpoints. It is to be noted that, while independence logic [10]
studies syntactic axiomatisations of independence, the axioms used in model theory
are semantic by nature. The phenomenon studied, however, is the same. Hyttinen
and Paolini [14] have shown that the independence notion studied in independence
logic can be reduced to the model theoretic notion of dividing independence in
atomless Boolean algebras.

The reason model theorists are interested in independence is classification: given
a class of structures, is there a set of invariants that will determine the structure up
to isomorphism? In vector spaces over a fixed field the linear dimension is such an
invariant. For algebraically closed fields of a fixed characteristic the transcendence
degree determines the structure. A common feature of these two examples is that
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the invariant is a dimension given by a notion of independence: linear independence
in the vector spaces and algebraic independence in the fields. In the 1970s Shelah
defined the notion of forking independence as a generalisation of these notions.
A thorough study of the properties of forking was included in the book [29] which
described the methods and results so far achieved in Shelah’s quest to separate all
first order axiomatisable structures into two classes: the classifiable ones and the
‘bad’ ones, a work whose conclusion was published in the second edition of the
book [34].

The two main ingredients in classification results are an independence notion
and a notion of generation. Both parts are studied and developed in the area of
model theory known as stability theory. In this survey, however, I concentrate
on the independence notions. Also, I do not cover all variants and approaches to
independence, but try to give an overview of the most important ones.

The second edition of Shelah’s book [34] culminated in a proof of Shelah’s Main
Gap theorem: there is a strict dividing line, narrowed down to a few properties, such
that on one side are the classifiable theories, with models built on certain backbone
tree structures, on the other side are the non-classifiable theories with the maximum
number of models, hard to distinguish from one another. However, the story was
not finished here. On the non-classifiable side, there were still structures to study.
In some of these forking could be used, for others new independence notions were
developed that better suited studying these structures. There was also research in the
inverse direction: classifying theories according to how well-behaved independence
notions they admit.

An even larger work ground opened up as attention turned to non-elementary
classes, i.e. classes not axiomatisable by first order theories. Classification tech-
niques have been developed, e.g., in classes of substructures of a given model and
classes of atomic models of a given theory. To develop a general framework for
fragments of L�;! without getting entangled with set theoretic assumptions on �,
Shelah defined a very general framework for the study of various non-elementary
classes, that of abstract elementary classes [33]. These have been the object of an
ever increasing interest and are now the main area of interest in non-elementary
classification theory.

2 Notation and preliminaries

This section shortly introduces the notation and basic notions used in this paper.
A reader familiar with basic model theoretic conventions and definitions may skip
this section.

I will use ˛; ˇ; ı for ordinals, �; �; � for cardinals and k; l;m; n for natural
numbers; i; j are indexes that may run over natural numbers, ordinals or any given
index set. In general A, B, C will be sets M, N models. I will use the same symbol
for a model and its universe. If A and B are sets, I will use the shorthand AB for
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A [ B. Tuples of elements are written a;b; c. x; y; z are tuples of variables. I will
write a 2 A as a shorthand for a 2 Alength.a/ and ab is used as a shorthand for
concatenation aab.

I will mainly look at classes of models. When there is a theory T, it will be a
complete first order theory with infinite models and the class will be the class of
models of T. I will also consider more general classes.

When there is a language (logic) present, types will be sets of formulae. (We will
see another notion of type in the last section.) Let M be a model, A � M and a 2 M.
The type of a over A in M is

tp.a=AIM/ D f'.x; c/ W c 2 A;M ˆ '.a; c/g:

An n-type over A in M is a set p of formulae of the form '.x; a/ where x D
.x0; : : : ; xn�1/ and a 2 A � M, such that p is consistent with M, i.e. p is finitely
satisfiable in M. An n-type p is a complete type over A if for any formula '.x; a/ as
above, either ' 2 p or :' 2 p. Sm.A/ denotes the set of complete m-types over A,
S.A/ DSm<! Sm.A/. If p 2 S.A/ and B � A, then I denote by p � B the set

f'.x; a/ 2 p W a 2 Bg:

A tuple a 2 M is said to realise a type p over A � M if p � tp.a=AIM/. If p is
an n-type in M it can be realised in an elementary extension of M.

To avoid having to switch to a larger model every now and then to find
realisations of types, model theorists often work inside a large, saturated and
strongly homogeneous enough1 monster model M, i.e. one realising all types over
small enough parameter sets, and where small enough partial elementary maps
extend to automorphisms. In the monster model tp.a=A/ D tp.b=A/ if and only
if there is an automorphism f of M fixing A pointwise (i.e. f 2 Aut.M=A/) such
that f .a/ D b. Using a monster also has the advantage that all models studied can
be elementarily embedded in M, so to simplify notation, I assume that all models
are elementary submodels of M.

The notation .Ai/i2I �C .Bi/i2I is used to denote that there is f 2 Aut.M=C/
such that f .Ai/ D Bi for all i 2 I.

A model class K is stable in � if no model in the class satisfies more than � types
over parameter sets (or models) of cardinality �. K is stable if it is stable in at least
one cardinality, superstable if it is stable in every � � �0 for some �0. The strongest
stability property is !-stability, as this implies the class is stable in all (infinite)
cardinalities.

A class is categorical in � if it, up to isomorphism, has exactly one model of
cardinality �.

1A model M is �-saturated, if it realises all types over sets A � M with jAj < �. It is strongly
�-homogeneous if given two (possibly infinite) tuples a and b of the same type and of length strictly
less than �, there is an automorphism of M mapping a to b.
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A sequence .ai/i2I is indiscernible over A if for any n < ! and any ai0 ; : : : ; ain�1

and aj0 ; : : : ; ajn�1 with i0 < � � � < in�1, j0 < � � � < jn�1, we have

tp.ai0 : : : ain�1=A/ D tp.aj0 : : : ajn�1=A/:

A set is indiscernible if it is an indiscernible sequence regardless of how it is ordered.

3 Forking independence

Modern classification theory was born in 1965 when Morley [23] proved his
famous categoricity transfer theorem (previously known as Łos’ conjecture): If a
countable theory is categorical in one uncountable cardinality, then it is categorical
in all uncountable cardinalities. Morley used a notion of rank in his proof to
develop a notion of dimension in the categorical theories. He singled out a class
of totally transcendental theories (now called !-stable), in which this rank was
always bounded. This was the starting point of stability theory, a branch that since
came to be largely dominated by the work of Shelah. He first divided up all first
order theories according to their degree of stability (in order of increasing stability:
unstable, stable, superstable and !-stable). In the 1970s Shelah defined the forking
relation, generalising the idea of Morley’s ranks. The basic theory on stability,
forking and their properties was presented in Shelah’s book [29].

The original definition of forking is

Definition 1. Let U be an index set and p a (possibly incomplete) type in NxU .
The type p forks over A if there are formulae '0.x0I a0/; : : : ; 'n�1.xn�1I an�1/, with
xk � xU for k < n, such that

1. p `Wk<n 'k.xkI ak/,
2. 'k.xkI ak/ divides over A for each k < n, i.e. there are mk < ! and sequences ak;l,

l < !, such that

a. tp.ak;l=A/ D tp.ak=A/,
b. f'.xkI ak;l/ W l < !g is mk-inconsistent, i.e. for every w � !, jwj D mk, the

formula 9xVl2w '.xI ak;l/ is contradictory.

The connection between forking and rank is that the notion ‘p does not fork over
B’ was designed to generalise ‘p and p � B have the same rank’.

Shelah describes in his book that he set out to find a notion realising the following
properties:

1. There is a (minimal) cardinality �.T/ � jTjC such that for every p 2 Sm.A/ there
is B � A with jBj < �.T/ such that p does not fork over B.

2. For every B � A with jBj < �.T/, fp 2 Sm.A/ W p does not fork over Bg has
cardinality � 2jTj.

3. If p 2 Sm.A/ forks over B, then for some finite C � A, p � .BC/ forks over B.



Independence in Model Theory 113

4. If p 2 Sm.Aı/, .Ai/i�ı is increasing, and p � AiC1 forks over Ai, then T is unstable
in � whenever �jıj > �.

5. If p does not fork over B and dom.p/ � A, then there is q s.t. p � q 2 Sm.A/ and
q does not fork over B.

A first attempt to satisfy the properties above was to study the notion of splitting2,
but it only satisfies (4) for � < 2jıj. The next attempt was to study strong splitting3.
However, the problem with this notion is a dependence on the parameters appearing
in the type, which might violate (5). To fix this property, the definition was based on
the idea that a type p should fork over B if each complete extension of p (over some
parameter set) splits strongly over B.

To see forking (or rather nonforking) as an independence notion, one defines the
nonforking independence relation:

a #A B

if tp.a=AB/ does not fork over A. Note, however, that although we here look at tuples
of a model, forking is really a property of their types. Also this notion is restrictive
in the sense, that it only considers complete types.

Theorem 1 (Shelah [29]). For any first order theory T the nonforking indepen-
dence relation satisfies

• (invariance) If a #A B and f is an automorphism, then f .a/ #f .A/ f .B/.
• (monotonicity) If A � A0 � B0 � B and a #A B, then a #A0 B0.
• (extension) If a #A B, then for any set C there is b such that tp.b=AB/ D

tp.a=AB/ and b #A BC.
• (finite character) A 6 #B C if and only if for some finite a 2 A and c 2 C, a 6 #B c
• (reflexivity) If a 6� acl.A/, then a 6 #A a.4

Theorem 2 (Shelah [29]). If T is stable, then (in addition to the previous list) we
have

• (existence) For all a and A, a #A A.
• (locality) There is �.T/ � jTjC such that there are no increasing sequence Ai,

i < �.T/ and a such that for all i < �.T/, a 6 #Ai
AiC1, equivalently: for each a

and A there is B � A of cardinality < �.T/ such that a #B A.
• (symmetry) a #A b if and only if b #A a.
• (transitivity) If A � B � C, a #B C and a #A B, then a #A C.
• (pair) Assume A � B. Then a #A B and b #Aa B if and only if ab #A B.

2A type p splits over B if there are b; c such that tp.b=B/ D tp.c=B/ but '.xI b/;:'.xI c/ 2 p for
some formula '.
3A type p strongly splits over B if there is a set fbi W i < !g indiscernible over B, such that
'.xI b0/;:.xI b1/ 2 p for some formula '.
4acl.A/ is the algebraic closure of A, i.e. the union of all finite sets definable over A.
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• (boundedness) For any A � B and a, there are at most 2jTj tuples b satisfying
tp.b=A/ D tp.a=A/ and b #A B.

• (stationarity over models) If M is a model, M � A, tp.a=M/ D tp.b=M/, a #M A
and b #M A, then tp.a=A/ D tp.b=A/.

The use of these properties, as often is done in classification proofs, is sometimes
referred to as independence calculus.

4 Pregeometries

In 1930 van der Waerden [37] extracted a list of axioms for algebraic dependence in
fields. Some years later Whitney [38] studied similar properties of linear dependence
of vector spaces and named the abstract structures satisfying certain independence
axioms matroids. What is nowadays called matroids5 or pregeometries are structures
with a closure property satisfying van der Waerden’s axioms:

Definition 2. A nonempty set X with a closure map cl W P.X/ �! P.X/ is a
pregeometry if it satisfies

1. (reflexivity) A � cl.A/
2. (monotonicity) if A � B, then cl.A/ � cl.B/
3. (finite character) if a 2 cl.A/, then for some finite A0 � A, a 2 cl.A0/
4. (symmetry or exchange) if a 2 cl.Ab/� cl.A/, then b 2 cl.Aa/
5. (transitivity) if A � cl.B/ and B � cl.C/, then A � cl.C/

The corresponding independence notion here is ‘not dependent’, i.e. a is
independent from A if a … cl.A/. To define relativised independence (‘independent
over A’) one defines localisations of the closure

clA.B/ D cl.B [ A/:

In a pregeometry one can always define dimensions, a feature Baldwin took
as a starting point when presenting model theoretic independence in his book on
stability theory [3]. However, he pointed out that forking independence, although
specialising to linear independence and algebraic independence, is not in general a
generalisation of the notion of pregeometric independence, as it is stronger in some
respects but weaker in others. But forking is more generally applicable, as it allows
one to find (families of) dimensions in a varied class of theories.

In strongly minimal theories6 algebraic closure acl defines a pregeometry and
thus gives dimensions. In general the closure operation forking defines (a is in the
closure of A over B if a 6 #B A) is not a pregeometry. The types, among whose
realisations we do get a pregeometry, are called regular.

5Sometimes the term matroid is reserved for finite pregeometries.
6T is strongly minimal if all definable subsets of models of T are either finite or co-finite.
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5 Ranks and independence

Since Morley [23] defined his rank function, a large variety of ranks have been
defined, some of them on formulae, others on types. A good introduction to ranks
can be found in [3, Chapter VII], but this of course does not treat the multitude of
ranks defined in various contexts more recently. Ranks give a way of measuring the
complexity of definable sets. Also, in the first order case, different stability classes
can be characterised by the rank functions they admit. Most often the ranks are
defined by variations to the following schema:

Schema 1. Let p be a (partial) type.

1. R.p/ � 0 if p is consistent (or realised in a given monster model).
2. for ˛ a limit, R.p/ � ˛ if R.p/ � ˇ for all ˇ < ˛.
3. R.p/ � ˛C1 if there is some large enough (the exact demand on largeness varies

from one rank to another) collection of types qi, i 2 I, such that

• each qi is an extension of p, possibly of a certain given form (e.g. extension
by a given formula).

• R.qi/ � ˛ for all qi

• the collection of qis is contradictory in some way (e.g.
S

i2I qi is not realised
in M or fqi W i 2 Ig is n-contradictory for some n).

In general, if the rank function is bounded, it defines an independence notion.
The most straightforward way to define an independence notion is to say that a is
independent of B over A (A � B/ if R.tp.a=B// D R.tp.a=A//. However, usually one
wishes to build in various locality and finite character properties in the definition.

6 Uniqueness

A perhaps surprising property of independence is that well-behaved independence
notions are unique: in a given class (or monster model), if one can define
independence in two different ways, in the cases where both are well behaved, these
will coincide.

This can be seen most clearly in theories with a natural independence notion: The
nonforking independence developed by Shelah coincides with linear independence
in vector spaces and algebraic independence in fields. Independence notions
developed for more general classes show the same behaviour: e.g. Berenstein and
Buechler [5] have studied expansions of Hilbert spaces and shown that dividing
freeness coincides with orthogonality.

Another instance of this phenomenon is the correspondence of two different
approaches to independence. Lascar introduced a notion of heir, corresponding
to certain extensions of definable types. This approach was developed further by
Lascar and Poizat [22] and is the chosen approach to free extensions in, e.g., Poizat’s
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book on model theory [26] and Pillay’s Introduction to stability theory [25]. But
these extensions correspond exactly to nonforking extensions of definable types,
and thus the approaches define the same notion in stable theories.

For superstable theories an abstract uniqueness result was first established by
Lascar [21]. He generalised the rank notion from Morley’s paper [23] and studied
various ordinal-valued rank notions. He demanded them to satisfy five natural
axioms, corresponding to the axioms of monotonicity, isomorphism invariance,
extension, bounded number of free extensions and finite character. Assuming
superstability he proved that the relation ‘to have the same rank’ for complete types
and their complete extensions was independent on the particular rank used. He gave
an equivalent characterisation for this, using the notion of heir and noted that for a
stable theory T, heirs and nonforking extensions are the same.

Harnik and Harrington gathered together the results on forking up to then in
[12]. The paper’s approach to forking is close to that of Lascar and Poizat and it
generalises Lascar’s uniqueness result on the relation of having the same ranks.
They noted that any rank R defines a relation � by: p � q if and only if p � q and
R.p/ D R.q/. They then proved that such a relation is unique if it is well behaved
and that this implies that the theory has to be stable:

Theorem 3 (Harnik, Harrington [12]). Assume that a relation � between com-
plete types of T satisfies:

1. If p � q, then p � q and if f is elementary, then p � q if and only if fp � fq.
2. If p � q � r, then

• p � q � r implies that p � r,
• p � r implies that p � q,
• p � r implies that q � r.

3. If p 2 S.A/ and A � B, then p � q for some q 2 S.B/.
4. There is a cardinal � such that if p 2 S.A/, then p � A0 � p for some A0 � A

with jA0j < �.
5. For any p there is a cardinal � such that there are at most � mutually

contradictory types q such that p � q.

Then T is stable and this relation is unique.

7 Towards greater generality I: unstable classes

The success of forking inspired attempts to generalise the method outside stable
first order theories. This included two directions: one was to loosen the demand of
stability of the theory, the other direction was to generalise the techniques of forking
to non-elementary classes.
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In [28] Shelah proved that a theory is unstable if and only if it has the strict
order property7 or it has the independence property8. Avoiding these properties
give different directions for generalising forking. One direction pursued was simple
theories, which are a subclass of theories without the strict order property. Another
class, the so-called NIP theories, are theories that do not have the independence
property.

Of course the uniqueness result (Theorem 3) by Harnik and Harrington meant
that one would have to give up some of the properties of independence.

7.1 Simple theories

Simple theories were defined by Shelah in [30], in a search for meaningful dividing
lines within the class of unstable theories. The original definition of simplicity was
that the theory lacks the tree property:

Definition 3. 1. A theory T has the tree property if there are a formula '.x; y/,
k < !, a model M of T and sequences a
 2 M (
 2 !>!) such that for any

 2 !>! the set f'.xI a
ahli/ W l < !g is k-contradictory (i.e. no subset of
cardinality k is satisfied in M) but for every 
 2 !!, the set f'.xI a
�n/ W n < !g
is consistent.

2. A theory without the tree property is simple.

So the tree property says that there is a tree where every branch is consistent, but
the set of successors of any node is inconsistent. Stable theories are simple, but the
simple theories also include unstable ones.

Shelah ([30]) proved that simplicity was equivalent to local character:

Theorem 4 (Shelah [30]). T is simple if and only if there is � < jTjC such that for
every p 2 Sm.A/, p does not fork over some B � A, jBj < �.

The success model theorists had with forking in specific simple theories led Kim
[19] to study forking in general in this context. He proved that for simple first order
theories, forking and dividing coincide

Theorem 5 (Kim). Let T be simple. Then any partial (or complete) type p forks
over a set A if and only if p divides over A.

In [30] Shelah had proved that forking is reasonably well behaved in simple
theories. Kim extended the results proving that symmetry and transitivity hold, thus

7A theory T has the strict order property if there is a formula '.xI y/ such that for every n < !

there are a0; : : : ; an�1 satisfying: if k; l < n, then M ˆ 9x.:'.xI ak/^ '.x; al// , k < l.
8A theory T has the independence property if there is a formula '.xI y/ and for every n < ! there
are sequences a0; : : : ; an�1 such that: for every w � n, M ˆ 9x.

V
k<n '.xI ak/

if .k2w//, where
'0 D ' and '1 D :'.
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proving that forking in a simple theory satisfies all the usual properties of forking
except boundedness of the set of nonforking extensions of a complete type.

Theorem 6 (Kim [19]). If T is a simple complete first order theory, then forking
independence satisfies

1. Invariance under automorphisms.
2. Symmetry. The type tp.a=Ab/ does not fork over A if and only if tp.b=Aa/ does

not fork over A.
3. Transitivity. Let A � B � C. Then tp.a=C/ does not fork over A if and only if

tp.a=B/ does not fork over A and tp.a=C/ does not fork over B.
4. Existence. Any partial type p over A does not fork over A.
5. Extension. If a partial type p over B does not fork over A, then there is a complete

type p0 over B containing p such that p0 does not fork over A.
6. Finite Character. The type tp.a=B/ does not fork over A if and only if for each

finite tuple b 2 B, the type tp.a=Ab/ does not fork over A.
7. Local Character. For any complete type p over B, there is a subset A of B such

that jAj � jTj and p does not fork over A.
8. Reflexivity. If a 6� acl.A/, then tp.a=Aa/ forks over A.
9. Monotonicity. Let p; q be partial types and let q � p. If p does not fork over A,

then q does not fork over A either.

Kim and Pillay continued the investigation of forking in simple theories and
proved

Theorem 7 (Kim, Pillay [20]).

1. A theory T is simple if and only if T has a notion of independence # satisfying

a. invariance under automorphisms
b. local character (with � � jTjC)
c. finite character
d. existence
e. extension
f. symmetry
g. transitivity
h. Independence Theorem over a model: For M a model, p 2 S.M/, A 
 M,

B 
 M and A #M B, if p1 2 S.A/ and p2 2 S.B/ are nonforking extensions
of p, then there is q 2 S.AB/ extending p1 [ p2 such that q is a nonforking
extension of p.

2. If there is an independence notion as above, then it coincides with nonforking,
i.e. a #A B (A � B) if and only if tp.a=B/ does not fork over A.

So simplicity is equivalent to forking having local character and further to there
being any independence notion satisfying the properties listed in Theorem 7(1).



Independence in Model Theory 119

7.2 NIP theories

Forking has also been studied in theories without the independence property,
so-called NIP theories, also known as dependent theories. The independence
property was defined by Shelah in [28] and the knowledge of NIP theories was
developed by turns by Shelah and Poizat. Adler [1] gives a recent update on the
state of research on NIP theories containing an axiomatic approach to independence
in NIP theories.

In NIP theories forking independence satisfies the boundedness of free exten-
sions property, but for unstable NIP theories symmetry fails. It still seems to be a
very useful notion in the so-called o-minimal theories, see [8].

7.3 Thorn-forking

Thorn-forking was defined by Onshuus in [24]. It gives rise to a well-behaved
independence notion in a large class of theories, called ‘rosy’, which include both
the simple and o-minimal theories, but also theories outside these classes. In the
stable and o-minimal case, the notion agrees with forking.

Definition 4. 1. A formula '.x; a/ strongly divides over A if tp.a=A/ is non-
algebraic and f'.x; a0/ W a0 ˆ tp.a=A/g is k-inconsistent for some k 2 N.

2. A formula '.x; a/ þ-divides (thorn divides) over A if there is a tuple c such that
'.x; a/ strongly divides over Ac.

3. A formula þ-forks (thorn-forks) over A if it implies a finite disjunction of
formulae which þ-divide over A.

4. A type p þ-forks over A if there is a formula in p which þ-forks over A.

Adler [2] has given a nice geometric exposition of both forking and þ-forking.
He studied the following list of axioms:

1. (invariance) If A #C B and .A0;B0;C0/ � .A;B;C/, then A0 #C0 B0.
2. (monotonicity) If A #C B, A0 � A and B0 � B, then A0 #C B0.
3. (base monotonicity) Suppose D � C � B. If A #D B, then A #C B.
4. (left transitivity) Suppose D � C � B. If B #C A and C #D A, then B #D A.
5. (normality) A #C B implies AC #C B.
6. (extension) If A #C B and OB � B, then there is A0 �BC A such that A0 #C OB.
7. (finite character) If A0 #C B for all finite A0 � A, then A #C B.
8. (local character) For every A there is a cardinal �.A/ such that for any set B there

is a subset C � B of cardinality jCj < �.A/ such that A #C B.
9. (anti-reflexivity) a #B a implies a 2 acl.B/.

10. (full existence) For any A, B and C there is A0 �C A such that A0 #C B.
11. (symmetry) A #C B, B #C A.
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The list of axioms defines the same notion as the first 7 axioms by Kim and
Pillay, so adding the independence theorem over models gives the characterisation
of forking independence in simple theories.

Adler points out that forking independence #f can be seen as the relation one
gets from dividing independence #d by adding the extension property:

A #f
C B, �

for all OB � B there is A0 �BC A such that A0 #d
C
OB�:

Adler continues to show that similarly one can add base monotonicity to the
independence notion one gets from algebraic closures

A #a
C B, acl.AC/\ acl.BC/ D acl.C/:

Now adding base monotonicity yields M-dividing independence #M :

A #M
C B, � for any C0 such that C � C0 � acl.BC/:

acl.AC0/\ acl.BC0/ D acl.C0/
�
:

Then adding extensions yields þ-forking:

A #þC B, �
for all OB � B there is A0 �BC A such that A0 #M

C
OB �:

Adler proved in [2] that þ-forking is the weakest independence notion in the
sense that if there is any independence notion # satisfying his axioms, then #þ
also satisfies them and A #C B implies A #þC B. Dually he proves that forking
independence is the strongest independence notion. For stable theories the two
notions are the same, but García, Onshuus and Usvyatsov [9] point out that if the
theory admits a definable order, forking and thorn-forking are very different (but in
this case they of course do not satisfy all the independence axioms).

8 Towards greater generality II: non-elementary classes

Another direction to generalise the notion of forking was not to reduce the stability
assumptions but to move outside elementary classes.

8.1 Finite diagrams or homogeneous model theory

Homogeneous model theory was initiated in the late 1960s by Shelah’s article
on finite diagrams [27]. The framework corresponds to working with a strongly
�-homogeneous (but not saturated) monster model M, for some suitably large �,
studying the class of its elementary substructures. The most significant difference
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to studying elementary classes is that in a homogeneous class one does not have a
compactness theorem.

A class K in this context is called �-stable, if M realises only � complete 1-types
over any parameter set of cardinality �. Stability and superstability are defined
correspondingly as M being �-stable for some � or from some � onwards. Note
that a homogeneous monster may be stable although its theory is not.

In the late 1990s Hyttinen and Shelah [15] studied strong splitting in the
framework of a stable homogeneous class and defined an independence relation
based on it:

Definition 5 (Hyttinen, Shelah). Assume K is a stable homogeneous class.

1. Denote by �.K/ the least cardinal � such that there is no strongly splitting
sequence of length �.

2. We write a #A B if there is C � A of power < �.K/ such that for all D � AB
there is b which satisfies tp.b=AB/ D tp.a=AB/ such that tp.b=D/ does not split
strongly over C. For an arbitrary set C, C #A B means a #A B for all finite a 2 C.

The independence notion satisfies many of the properties of nonforking:

Theorem 8 (Hyttinen, Shelah [15]). In a stable homogeneous class # satisfies

• If A � A0 � B0 � B and a #A B, then a #A0 B0.
• If A � B, a #A A and tp.a=A/ is unbounded9, then there is b such that b #A B

and Lstp.b=A/ D Lstp.a=A/10.
• If A � B, a 6 #A B, a #A A, and tp.a=A/ is unbounded, then there is some finite

B0 � B such that a 6 #A B0.
• For all a, b and A, b #A A and a #A b implies b #A a. By finite character this

generalises to: if A #B C and C #B B, then C #B A.
• If b #A D and c #Ab D, then bc #A D.
• If a #A c, b #A c and Lstp.a=A/ D Lstp.b=A/, then tp.a=Ac/ D tp.b=Ac/.
• If C #A B and D #AC B, then CD #A B.
• If A � B, a #A B, a #B C, C #B B and B #A A, then a #A C.

Hyttinen and Shelah define a-saturation as follows:

Definition 6. 1. SEn.A/ is the set of all equivalence relations E in Mn that are
A-invariant (i.e. for any automorphism fixing A pointwise aEb if and only if
f .a/Ef .b/) and have a bounded (i.e. < jMj) number of equivalence classes.

2. a and b have the same Lascar strong type over A, Lstp.a=A/ D Lstp.b=A/ if aEb
for every E 2 SElength.a/

3. A model M is strongly FM
� -saturated if for all A � M of cardinality < � and

a 2M there is b 2 M such that Lstp.b=A/ D Lstp.a=A/.
4. a-saturated means strongly FM

�.K/-saturated.

9A type is unbounded if it has jMj many realisations.
10Lascar strong types (Lstp) are defined in Definition 6.
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Over a-saturated models the independence notion is even better behaved.

Theorem 9 (Hyttinen, Shelah [15]).

1. If M is a-saturated, then for all a, a #M M.
2. Complete types over a-saturated models are stationary.

Hyttinen and Lessmann [13] defined a rank for superstable homogeneous classes
as follows:

Definition 7 (Hyttinen, Lessmann [13]). For a complete type p in finitely many
variables over finitely many parameters, R.p/ � ˛ is defined by induction on ˛ as
follows:

• R.p/ � 0 if p is realised in M.
• R.p/ � ˛, if R.p/ � ˇ for each ˇ < ˛ when ˛ is a limit ordinal.
• R.p/ � ˛ C 1, if for each �, there exists a family fri W i < �g such that

– ri is a complete type over finitely many parameters extending p, for each i < �,
–
S

i2S ri is not realised in M, for each infinite S � �,
– R.ri/ � ˛, for each i < �.

R.p/ D ˛ if R.p/ � ˛ but it is not the case that R.p/ � ˛C1. R.p/ D1 if R.p/ � ˛
for all ˛. Finally, when q is a complete type over infinitely many parameters,

R.q/ D minfR.q � B/ W B � dom.q/ finiteg:

With this rank they defined an independence relation, improving the indepen-
dence properties from [15].

Definition 8. If B and C are sets and a a finite sequence

a #B C

is defined to hold if there exists a finite set B0 � B such that for all D containing BC,
there exists a0 ˆ tp.a=BC/ such that R.tp.a0=B0D// D R.tp.a0=B0//.

A #B C if for all finite a 2 A, a #B C.

Theorem 10 (Hyttinen, Lessmann [13]). In a superstable homogeneous class the
independence notion # defined above satisfies

• (Restricted local character) If a #B C, then a #B0 C for some finite B0 � B.
• (Monotonicity) If B � B1 � C1 � C and a #B C, then a #B1 C1.
• (Extension) If a #B C and D � C, then a0 #B D for some a0 ˆ tp.a=CB/.
• (Transitivity) If B � C � D, then a #B D if and only if a #B C and a #C D.
• (Invariance) # is invariant under automorphisms.
• (Symmetry, partial) If M is a-saturated, then a #M b if and only if b #M a.
• (Symmetry over extension bases) If a #A A and b #A A, then a #A b if and only

if b #A a.
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So # has all properties of nonforking in the first order case, except extension (or
existence in this case, since the relation has built-in extensions), i.e., whether a #A A
holds for all finite a and sets A.

Hyttinen and Lessmann also gave an example, contributed to Shelah, showing
that the dependence developed is in a sense best possible: there exists a superstable
(actually !-stable) homogeneous monster M which does not admit a dependence
relation satisfying the properties in Theorem 10 and in addition extension over all
sets. This proves that in homogeneous classes !-stability does not imply simplicity.

They also proved the following characterisation:

Theorem 11 ([13]). Let M be a monster for a homogeneous class. Suppose there
exists a dependence relation, written #, satisfying

1. (Local character) For all finite a and set C, there exists a finite B � C such that
a #B C.

2. (Monotonicity) If B � B1 � C1 � C and a #B C, then a #B1 C1.
3. (Extension) If a #B C and D � C, then a0 #B D for some a0 ˆ tp.a=CB/.
4. (Transitivity) If B � C � D, then a #B D if and only if a #B C and a #C D.
5. (Symmetry) If A #B C, then C #B A.
6. (Finite character) If a #B c for all finite a 2 A and c 2 C, then A #B C.
7. (Invariance) # is invariant under automorphisms.
8. (Bounded extensions) There exists a cardinal �, such that for each A � C, the

size of ftp.a=C/ W a #A Cg is at most �C jAj.
Then M is superstable and A #C B if and only if for all finite a 2 A and b 2 B,
tp.a=Cb/ does not divide over C.

8.2 Excellent classes

An even more general framework than the homogeneous one is that of excellent
classes. These were defined by Shelah [31, 32], where he studied the class of
models of a sentence in L!1! for countable L . Classifying these corresponds to
classifying the class of atomic models of a countable first order theory. For these
categoricity transfer can be proved if the class contains sufficiently homogeneous
models. Excellence is a property that ensures such models exist.

Grossberg and Hart [11] managed to classify the excellent classes and prove a
Main Gap theorem: If an excellent class has the dimensional order property (DOP),
then it has the maximal number of models; if it does not have DOP, then all models
can be decomposed as a tree of countable models.

Grossberg and Hart use nonsplitting as their starting point for independence and
define A #B C if and only if for every a 2 A there is b 2 B so that tp.a=BC/ does not
split over b. This notion satisfies symmetry over models, as well as monotonicity
and transitivity, but it lacks free extensions in general. However, extension holds
over the so-called good sets and one of the consequences of excellence is the
existence of these good sets.
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8.3 Abstract elementary classes

Abstract elementary classes are the most general classes for which classification
theory has been actively developed. Their roots can be seen to go back to Jonsson
[17, 18] who axiomatised classes of models for which one could construct universal
homogeneous models. The most crucial generalisation abstract elementary classes
make to Jonsson’s classes is in allowing different notions of strong submodel instead
of just studying the submodel relation. The definition of abstract elementary classes
was given by Shelah [33]. The work done in classifying these so far is gathered in
Shelah’s two volumes [35, 36]. A very readable treatment on abstract elementary
classes is Baldwin’s book [4].

The approach is syntax-free, and both types and forking-like notions have to be
defined via embeddings or automorphisms.

Definition 9. A pair .K;�K/, where K is a class of structures of a given vocabulary
� and �K is a partial order on the class, is an abstract elementary class (AEC) if the
following axioms are satisfied

1. Both K and �K are closed under isomorphism.
2. If M;N 2 K and M �K N, then M � N, i.e., M is a submodel of N.
3. If M;M0;N 2 K satisfy M �K N, M0 �K N and M � M0, then M �K M0.
4. There exists a cardinal LS.K/ � j� jC@0 such that for any M 2 K and set A � M

there is N 2 K such that A � N �K M and jNj � jAj C LS.K/.
5. a. If .Mi/i<� � K is a �K-increasing chain, then

S
i<� Mi 2 K and Mi �KS

i<� Mi for each i < �.
b. If .Mi/i<� � K is a �K-increasing chain and for some N 2 K, Mi �K N for

all i < �, then
S

i<� Mi �K N.

The canonical example of an AEC is an elementary class together with the
elementary submodel relation. The idea is to extract the most crucial properties of
this relation, and demand them of the class under consideration, but not demand that
there be a logic defining the strong submodel relation one is interested in.

In this setting there are no syntactic types, so types will have to be replaced by
Galois-types. The formulation below is from [16].

Definition 10. 1. For M;N1;N2 2 K with M �K Ni, a1 2 N1 and a2 2 N2, write

.M;N1; a1/E�.M;N2; a2/

if there are some N 2 K and embeddings f1 W N1 �! N and f2 W N2 �! N
satisfying fi.Ni/ �K N such that f1.a1/ D f2.a2/ and f1 � M D f2 � M.

2. Let E be the transitive closure of E�. Then E is an equivalence relation.
3. The Galois-type of a in N over M is the E-equivalence class of .M;N; a/.

If the AEC satisfies amalgamation, already E� is an equivalence relation, and
Galois-types are well behaved. For classification the basic axioms of an AEC are
often not enough and in many cases axioms for joint embedding, amalgamation and
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no maximal model are assumed. This enables the construction of a monster model
for the class, and then Galois-types will correspond to orbits under automorphisms
fixing models (pointwise).

The most widely studied context for AECs, as far as independence is concerned,
is that of good frames. It is designed to be the analog of superstable elementary
classes. This is a context where one assumes the existence of a local independence
notion for types over models of a fixed cardinality. One then studies, on one hand,
which conditions would suffice for the existence of such an independence notion,
on the other, what one could deduce from it, e.g., transferability of the good frames
from one cardinality to another. Good frames consist of

• the collection K� of all �-sized models of an AEC,
• for each M 2 K� a well-behaved collection Sbs.M/ of types over M, called basic,

and
• a notion “p 2 Sbs.N/ does not fork over M �K N”, satisfying some axioms for

independence.

Boney [6] has studied good frames under the additional assumption of tameness
(stating that differences in types can be detected over small enough models). An
attempt to study independence without amalgamation has been done by Jarden and
Shelah [16].

Recently Boney et al. [7] have proved a very general uniqueness result for
independence notions in AECs extracting the minimum of requirements for a
uniqueness proof. They work in the context of an abstract elementary class .K;�/
that satisfies amalgamation, joint embedding and no maximal model.

In this setting they study the abstract notion of a general independence relation.

Definition 11 (Boney et al. [7]). An independence relation # is a set of triples of
the form .A;M;N/ where A is a set, M;N are models (i.e. N;N 2 K), M � N. Write
A #M N for .A;M;N/ 2#. When A D fag, we may write a #M N for A #M N. The
relation # is required to satisfy

• .I/ Invariance: Assume .A;M;N/ � .A0;M0;N0/. Then A #M N if and only if
A0 #M0 N0.

• .M/ Left and right monotonicity: If A #M N, A0 � A, M � N0 � N, then
A0 #M N0.

• .B/ Base monotonicity: If A #M N, and M � M0 � N, then A #M0 N.

#M denotes # restricted to the base set M.

Boney et al. consider the following additional properties of independence:

• .C/� Continuity: If A 6 #M N, then there exists A� � A, B� � N of size < �

such that for all N0 � M containing B�, we have A� 6 #M N0.
• .T/ Left transitivity: If M1 #M0 N, and M2 #M1 N, with M0 � M1 � M2, then

M2 #M0 N.
• .T�/ Right transitivity: If A #M0 M1, and A #M1 M2, with M0 � M1 � M2, then

A #M0 M2.
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• .S/ Symmetry: If A #M N, then there is M0 � M with A � M0 such that N #M M0.
If A is a model extending M, one can take M0 D A.

• .U/ Uniqueness: If A #M N, A0 #M N, and f W A �M A0, then g W A �N A0 for
some g so that g � A D f � A.

• .E/ The following properties hold:

– .E0/ Existence: for all A, A #M M.
– .E1/ Extension: Given a set A, and M � N � N0, if A #M N, then there is

A0 �N A such that A0 #M N0.

• .L/ Local character: �˛.#/ <1 for all ˛, where �˛.#/ WD minf� 2 REG[f1g W
for all � D cf� � �, all increasing, continuous chains hMi W i � �i and all sets
A of size ˛, there is some i0 < � so A #M0 M�g.

When (P) is a property other than local character and M is a model , # is said to
have .P/M if #M has .P/.

They prove the following:

Theorem 12 (Boney et al. [7]). In an abstract elementary class satisfying joint
embedding, amalgamation and no maximal model, if #1 and #2 are independence
notions (i.e. satisfy invariance as well as left, right and base monotonicity) and

• #1 satisfies .E/M and .U/M,
• #2 satisfies .E/M, .U/M and .L/,

then #1MD#2M.
In particular there can be at most one independence relation satisfying existence,

extension, uniqueness and local character.

9 Conclusion

I have described independence notions in various model theoretic frameworks,
beginning with nonforking for first order theories and proceeding to different gener-
alisations of it. The more general the setting, the more restrictive the applicability of
independence gets, as one will lose the formula-wise information forking provides
in first order theories and has to restrict attention to complete types, or even
only complete types over (saturated enough) models. However, in the frameworks
described, there is some form of ‘independence calculus’ that can be used for
classification. The independence notions studied also demonstrate a common
uniqueness property: whenever one can define a well-behaved independence notion,
it tends to be unique.
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Dependency as Question Entailment

Ivano Ciardelli

Abstract In the past few years, a tight connection has emerged between logics
of dependency and logics of questions. The aim of this paper is to show that this
connection stems from a fundamental relation existing between dependency and
questions. Once we expand our view on logic by bringing questions into the picture,
dependency emerges as a facet of the fundamental logical notion of entailment,
namely entailment among questions. Besides providing an insightful conceptual
picture, this perspective yields a general and well-behaved way of dealing with
dependency in logical systems.

1 Introduction

Recent years have witnessed the parallel development of two novel logical frame-
works: Dependence Logic and Inquisitive Semantics.

At first sight, these frameworks seem to pursue radically different enterprises.
The former line of work originates from Henkin’s observation that certain natural
patterns of quantification over individuals are not expressible in first-order logic. For
instance, it is impossible to write a first-order formula expressing that for every x1
and x2, there exist a y1 determined only by x1 and a y2 determined only by x2, such
that a certain formula '.x1; x2; y1; y2/ holds. To provide the tools to express such pat-
terns, Henkin [22] introduced the so-called branching quantifiers, and Hintikka and
Sandu [24] later developed this work in the framework of Independence Friendly
(IF) logic, which allows for quantified variables to be marked as independent of
other variables. In recent years, Väänänen [33] proposed a new approach to the
issue: he noticed that dependency and quantification may be separated out. In the
resulting Dependence Logic, quantifiers have the standard form, but the language
is enriched with a new kind of atomic formula D.x1; : : : ; xn; y/, expressing the fact
that the value of y is determined by the values of x1; : : : ; xn. Thus, in Dependence
Logic, the pattern of quantification mentioned above would be expressed as follows:
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8x18x29y19y2. D.x1; y1/ ^ D.x2; y2/ ^ '.x1; x2; y1; y2//

Clearly, in the standard semantic context consisting of a model and an assignment,
every variable simply gets a specific value, and there is no way to make sense of
the idea that some variables are determined by others. Instead, building on the work
by Hodges [25, 26] on IF logic, Dependence Logic is interpreted with respect to a
model and a set of assignments, called a team. Relative to a team X, we can say
that the value of y is determined by the value of x1; : : : ; xn in case the value that
an assignment g 2 X assigns to y is fully determined by the values it assigns to
x1; : : : ; xn. Dependence atoms are thus interpreted by means of the following clause:

M ˆX D.x1; : : : ; xn; y/”8g; g0 2 X; if g.xi/Dg0.xi/ for all i; then g.y/Dg0.y/

Due to the similarity between assignments for individual variables in predicate logic
and valuations for propositional letters in propositional logic, dependence atoms
were later considered also in the setting of propositional and modal logic [34, 39].
There, an atom has the form D.p1; : : : ; pn; q/, and it is interpreted, relative to a set
s of valuations, as expressing that the truth-value that a valuation w 2 s assigns to q
is determined by the truth-values it assigns to p1; : : : ; pn.

Inquisitive Semantics stems from a different line of work, whose aim is to give
a logical account of information exchange as a process of requesting and providing
information. This enterprise requires a framework in which not only statements,
which are used to provide information, but also questions, which are used to request
information, may be interpreted. An early example of such a framework is the
Logic of Interrogation (LoI) of Groenendijk [13], in which statements and questions
are interpreted with respect to pairs hw;w0i of possible worlds: for a statement ˛,
hw;w0i ˆ ˛ holds in case ˛ is true at both worlds; for a question �, hw;w0i ˆ �

holds in case the true answer to � is the same in the two worlds. In general, the
set Œ'� of pairs satisfying ' is a symmetric and transitive relation. For a statement
˛, this relation has a unique connected component, which coincides with the set of
worlds where ˛ is true, i.e., with the proposition expressed by ˛ in classical logic.
For a question �, the relation Œ�� typically has multiple connected components,
corresponding to the possible answers to �. In this way, classical logic is extended
in a conservative way to encompass questions.

However, this view is only suitable for a restricted class of questions, namely,
unique-answer questions — questions that have a unique true answer at each
world. The pursuit of greater generality has lead first to drop the transitivity
requirement [14, 27, 36] and finally to abandon the relational setting altogether
[4, 7, 15] in favor of what is now called Inquisitive Semantics. Like LoI, Inquisitive
Semantics interprets statements and questions in a uniform way. Only, the points
of interpretations are no longer pairs of possible worlds, but rather sets of possible
worlds, regarded intuitively as information states. One way to read the fundamental
relationˆ of the semantics is that s ˆ ' holds in case the information state s settles
'. The situation is similar to that of LoI: statements ˛ have just one “way” of being
settled, corresponding to the set of all worlds where ˛ is true, while questions have
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multiple “ways” of being settled, corresponding to their possible answers. Thus, like
LoI, Inquisitive Semantics extends classical logic to encompass questions, but now
without being confined to unique-answer questions.
Recently, Yang [39] remarked some striking, unexpected similarities between the
frameworks of Dependence Logic and Inquisitive Semantics. Indeed, in propo-
sitional Inquisitive Semantics and in propositional Dependence Logic, meanings
are the same kind of object, namely downward closed sets of information states,
where information states are sets of propositional valuations; furthermore, many
connectives and properties ended up being considered independently in both
theories—so much so that some versions of these systems could be seen as variants
of each other.

The purpose of this paper is to show that this convergence, far from being an
accident, stems from a fundamental connection between questions and dependency:
namely, dependency is nothing but question entailment. This implies that logics of
questions and logics of dependency share the same object of investigation. In light
of this, the convergence of these two historically independent lines of research looks
like a welcome indication that these approaches are on the right track.

More specifically, in this paper we will look at a simple and natural way
of extending classical logic to questions, and we will find that the relation of
dependency emerges naturally from this approach as a case of entailment. We
will see that, besides providing an insightful conceptual picture, this perspective
also suggests a general and well-behaved way of handling dependencies in logical
systems.

The paper is organized as follows. Section 2 discusses how the relation of
dependency emerges as a particular kind of entailment once we broaden our
perspective on logic so as to encompass questions. Section 3 defines a concrete
extension of classical propositional logic with questions, and discusses dependence
relations in this setting. Section 4 investigates the logic of this propositional system,
providing an axiomatization and bringing out an interesting proof-theoretic side of
the relation between questions and dependencies. Section 5 takes the discussion
to the setting of predicate logic, defining a system which extends classical first-
order logic with questions, and showing how, besides the standard dependencies of
dependence logic, a wide variety of dependence relations can be recognized and
expressed in this system. Section 6 wraps up and concludes.

2 Dependency is question entailment

This section is the conceptual core of the paper. We discuss the move from a truth-
conditional semantics to a support-conditional semantics, which specifies when a
sentence is settled in an information state rather than when it is true at a world.
We show that this allows us to extend classical logic to questions, and that, in this
setting, dependency emerges naturally as entailment between questions in context.
Moreover, we discuss how a support-conditional semantics may be equipped with an
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operation of implication which allows us to internalize entailment in the language.
Finally, we discuss the relation between dependency construed as a relation between
questions, and dependency construed as a relation between variables.

2.1 A motivating example

Suppose a certain disease may give rise to two symptoms, S1 and S2, the latter being
much more distressing than the former. Suppose the disease may be countered by
means of a certain treatment, which however carries some associated risk. A hospital
has the following protocol for dealing with the disease: if a patient presents symptom
S2, then the treatment is always administered. If the patient only presents symptom
S1, on the other hand, the treatment is only administered in case the patient is in
good overall physical conditions; if not, the risks connected to the treatment are
regarded as outweighing the benefits, and the treatment is not administered.

Given the hospital’s protocol, whether or not a given patient should be admin-
istered the treatment is determined by two things: (i) which symptoms the patient
presents and (ii) whether the patient is in good physical conditions.

In other words, in the given context, a certain relation holds between the question

 of whether the patient should get the treatment, and the questions �1 of which
symptoms the patient presents and �2 of whether the patient is in good physical
conditions. This relation amounts to the following: any pair consisting of an answer
˛1 to �1 and of an answer ˛2 to �2 determines—that is, entails in the given
context—a corresponding answer ˇ˛1;˛2 to 
. For instance, the fact that the patient
suffers only from S1, together with the fact that the patient is not in good physical
conditions, determines the fact that the patient should not be administered the
treatment.

Another way to characterize this relation is the following: in the context of
the given protocol, as soon as the questions �1 and �2 are settled, the question

 is settled as well; that is, as soon as we settle the patient’s symptoms and
physical conditions, we have also settled whether or not the treatment should be
administered.

We will refer to this relation between questions as dependency. In this section,
we will look in detail at the logical status of this relation, and we will find out that
it is nothing but a manifestation of the familiar notion of entailment, once logic is
generalized beyond statements, to encompass also questions.1

1A terminological remark is in order here: this technical usage of the word dependency is not quite
in line with the ordinary sense of the term, being weaker in one respect, and stronger in another.
On the one hand, if 
 is already settled in a certain way in a context, independently of the answer to
another question �, then in our technical sense, 
 does depend on �, although in ordinary language,
we would say that it does not. In this sense, the technical notion of dependency is weaker than the
ordinary notion, since dependencies are not required to be non-trivial. On the other hand, if in the
given context the answer to 
 is partly determined by the answer to �, and partly by other factors,
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2.2 Support semantics for classical logic

Usually, logic is not concerned with questions, but rather with statements, a.k.a.
declarative sentences. For statements, the default assumption—shared by logic and
natural language semantics—is that meaning consists in truth-conditions: that is, the
meaning of a statement ˛ consists in the specification of what a state of affairs has
to be like for ˛ to be true.

We will refer to the formal representation of a state of affairs as a possible world.2

Thus, in the standard approach, semantics consists in the specification of a relation
w ˆ ˛ between possible worlds w and statements ˛, which holds in case ˛ is true in
the possible world w. The fundamental logical relation of entailment is then defined
in terms of preservation of truth: ˛ entails ˇ if the truth of ˛ implies the truth of ˇ.

˛ ˆ ˇ ” for all possible worlds w; w ˆ ˛ implies w ˆ ˇ

This is, in a nutshell, the standard semantic foundation of classical logic, in its many
flavors: propositional, modal, first-order, etc.

Now, given this perspective on its fundamental notions, it would seem that the
applicability of logic is inherently confined to statements: after all, it is not even
clear what it would mean for a question—or an imperative, for that matter—to be
true or false in a certain state of affairs.

The first step in the way that will lead us to bring questions within the purview
of logic is to notice that it is possible to give an alternative semantic foundation
for classical logic, which starts out from a more information-oriented perspective.
Rather than saying that the meaning of a statement ˛ is given by laying out in which
circumstances ˛ is true, we may say that the meaning of ˛ is given by laying out
what information it takes to settle that ˛. In this perspective, ˛ is evaluated not with
respect to states of affairs, but instead with respect to states of information.3

then in our technical sense, 
 does not depend on �, although in the ordinary sense, it does: in
our example, for instance, we would ordinarily say that the treatment depends on the symptoms,
even though it is not fully determined by the symptoms. In this sense, the technical notion of
dependency is stronger than the usual notion. A better name for the relation that we are going to
investigate would probably be determinacy; however, we will stick to the term dependency for the
sake of consistency with the literature.
2The exact nature of possible worlds depends on the specific logical framework. Usually, a possible
world may be identified with a model for the language at stake. In so-called intensional logics,
which aim at representing a whole variety of states of affairs in a single model, possible worlds
are internalized as particular entities within the model. In some cases, several choices are possible,
depending on one’s notion of a state of affairs. We will return to this issue in section 5.1.
3Information-oriented semantics are frequently considered in logic as a starting point for non-
classical logics, such as intuitionistic logic or Veltman’s [37] data logic. However, non-classicality
is in no way an inherent consequence of the information-oriented perspective: as we will see, it is
utterly possible to give an information-based semantics for classical logic. Since our goal here is to
show how classical logic can be extended naturally to questions, and not to reform classical logic,
we will take such a semantics as our starting point.
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Following a tradition that goes back to Hintikka [23], we may model an
information state by identifying it with a set s of possible worlds, namely those
worlds which are compatible with the given information. In other words, if s is a
set of possible worlds, then s encodes the information that the actual state of affairs
corresponds to one of the possible worlds in s.

In the informational approach, the semantics will be given by a relation s ˆ ˛,
called support, between information states s and statements ˛, which holds just in
case ˛ is settled in the information state s. This semantic foundation brings along a
corresponding notion of entailment as preservation of support: ˛ entails ˇ if settling
that ˛ implies settling that ˇ.

˛ ˆ ˇ ” for all information states s; s ˆ ˛ implies s ˆ ˇ

In spite of superficial differences, the truth-conditional approach and the informa-
tional approach are really two sides of the same coin. For, consider an information
state s. When does s settle a statement ˛? Well, just in case it follows from the
information available in s that ˛ is true. That is, just in case s is only compatible
with worlds in which ˛ is true. But the worlds compatible with s are precisely those
that belong to s. This means, then that the support conditions for a statement ˛ are
determined by its truth-conditions as follows:

s ˆ ˛ ” for all w 2 s; w ˆ ˛

From this connection it also follows that, vice versa, truth-conditions are determined
by support conditions. For, ˛ is true at a world w just in case, were we to know that
w is the actual world, ˛ would be settled.

w ˆ ˛ ” fwg ˆ ˛

So, the support conditions for a statement are definable from its truth-conditions,
and vice versa. More importantly, the truth-conditional notion of entailment and the
support-conditional one coincide. To see this, suppose ˛ truth-conditionally entails
ˇ, and consider any state s ˆ ˛: this means that ˛ is true everywhere in s, so ˇ must
be true everywhere in s too, and thus supported in s; this shows that ˛ entails ˇ in
the support-conditional sense.

Conversely, suppose ˛ entails ˇ in the support-conditional sense, and consider a
world w in which ˛ is true: then, fwg is a state which supports ˛, and since ˛ entails
ˇ in the support-conditional sense, fwg must support ˇ as well, which means that ˇ
must be true at w; therefore, ˛ entails ˇ in the truth-conditional sense.

Thus, support-conditional semantics provides an alternative, information-
oriented semantic foundation for classical logic.
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2.3 Bringing questions into the picture

Given the equivalence between the truth-conditional and the support-conditional
view of the semantics of statements, it is not surprising that the former perspective,
based on simpler semantic objects, is taken as the standard one.

The support-conditional approach has an advantage, however: unlike the truth-
conditional one, it naturally accommodates questions, besides statements. For, while
it is not clear what it means for a question to be true or false at a world, it is perfectly
clear what it means for a question to be settled in a certain information state. For
instance, an information state s settles the polar question whether it rains just in case
s settles that it rains, or it settles that it doesn’t; that is, in case s consists uniquely of
rain worlds, or uniquely of non-rain worlds. To give another example, a state settles
the question who is the culprit? if it settles of some individual d that d is the culprit,
that is, if it consists uniquely of worlds where d is the culprit.

Not only are support conditions defined for questions: there are also good reasons
to regard them as a natural candidate for the role of question meaning. For, questions
are used primarily (though not uniquely) in order to specify requests for information:
it is therefore natural to expect that to know the meaning of a question is to know
what information is requested by asking it, that is, what information state has to
be brought about in order for the question to be settled. That is precisely what is
encapsulated into the question’s support conditions.

2.4 Entailment

We have now seen that the relation of support allows us to interpret questions
on a par with statements. As a consequence, the notion of entailment defined as
preservation of support is just as meaningful for questions as it is for statements.
Let us look at this notion in some more detail: in general, entailment will be defined
as a relation ˚ ˆ  between a set ˚ of sentences, which may include questions as
well as statements, and a sentence  , which may be either a statement or a question.

˚ ˆ  ” for every information state s; if s ˆ ' for all ' 2 ˚; then s ˆ  

Focusing on the case of a single premise, we have four possible entailment patterns:
statement-to-statement, statement-to-question, question-to-statement, and question-
to-question. Let us examine briefly the significance of each case.

• Statement-to-statement. If ˛ and ˇ are statements, then ˛ ˆ ˇ expresses the fact
that whenever we settle that ˛, we have also settled that ˇ. As we have already
discussed, this coincides with the familiar, truth-conditional notion of entailment:
˛ ˆ ˇ in case ˇ is true whenever ˛ is.

• Statement-to-question. If ˛ is a statement and � is a question, then ˛ ˆ �

expresses the fact that whenever we settle that ˛, we also settle �. In other
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words, establishing that ˛ is true is always sufficient to reach a state where �
is resolved. Thus, we may regard ˛ ˆ � as expressing the fact that ˛ logically
resolves �. For example, the statement “The patient does not present symptom
S1 and is in good physical conditions” entails the question “Is the patient in good
physical conditions?,” but it does not entail the question “What symptoms does
the patient present?,” since it leaves it undetermined whether or not the patient
presents symptom S2.

• Question-to-statement. If � is a question and ˛ is a statement, then � ˆ ˛ means
that whenever we settle �—in whatever way—we also settle that ˛. In other
words, it is impossible to resolve � unless we establish that ˛ is the case. We
may thus regard � ˆ ˛ as expressing the fact that the question � presupposes ˛.

For instance, the question “When did Galileo discover Jupiter’s moons?”
entails the statement “Galileo discovered Jupiter’s moons,” since it is impossible
to resolve the question without also establishing the statement as true.

• Question-to-question. If � and 
 are both questions, then � ˆ 
 expresses the
fact that whenever we settle �, we also settle 
. This is precisely the relation of
dependency among questions that we set out to examine, but now in its purely
logical version, since all possible worlds—not just some contextually relevant
ones—are taken into account. We may thus read � ˆ 
 as expressing that the
question � logically determines the question 
. For instance, the question “When
and where did Galileo discover Jupiter’s moons?” entails the question “When did
Galileo discover Jupiter’s moons?’, since any information that settles the former
question also settles the latter question.

Thus, support-conditional semantics gives rise to an interesting general notion of
entailment, which concerns questions as well as statements, and which unifies four
natural logical notions: (i) a statement being a logical consequence of another;
(ii) a statement logically resolving a question; (iii) a question logically presupposing
a statement; and, finally, (iv) a question logically determining another.

2.5 Entailment in context

When we think about a statement being a consequence of another, it is rarely
the purely logical notion of consequence that we are concerned with. Rather, we
typically take many facts about the world for granted, and then assess whether on
that basis, the truth of one statement implies the truth of the other. We say, for
instance, that “Galileo was born in Italy” is a consequence of “Galileo was born in
Pisa”; in doing so, we take for granted the fact that Pisa is located in Italy: worlds in
which the location of Pisa is different from the actual one are simply not taken into
account.

The same holds for questions: when we think about dependencies, it is rarely
purely logical dependency that is at stake. Rather, we are usually concerned with
the relations that one question bears to another, given certain facts about the world.
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In our initial example of a dependency, for instance, it is the hospital’s protocol that
provides the context relative to which the dependency holds.

We can capture these relations by means of a notion of entailment in context,
where a context is modeled as an information state s: in assessing entailment relative
to s, one is taking for granted that the world is one of those in s; thus, only worlds
in s, and states consisting of such worlds, are taken into account. Formally, we set

˚ ˆs  ” for every state t � s; if t ˆ ' for all ' 2 ˚; then t ˆ  

The notion of contextual entailment gives us a way to capture cases of consequence,
resolution, presupposition, and dependency which hold not purely logically, but
rather within a specific context.

Focusing on dependency, let us see how our hospital protocol example is indeed
captured as an instance of entailment in context. Let us denote by four digits ijkl a
possible world in which:

• i is the truth-value of “the patient presents symptom S1”;
• j is the truth-value of “the patient presents symptom s2”;
• k is the truth-value of “the patient is in good physical conditions”;
• l is the truth-value of “the patient should be administered the treatment.”

Clearly, only eight of the sixteen possible worlds ijkl are compatible with the
hospital protocol, corresponding to the eight possible states for a patient. The
context s determined by the protocol consists of the set s of these eight worlds,
which are displayed in Figure 1(a). In the context s of the protocol, only these eight
worlds are taken into account in assessing entailments.

Now, a state t � s settles the question �1 of which symptoms the patient presents
in case it settles whether the patient presents symptom S1 and whether she presents
symptom S2. This holds just in case all the worlds ijkl 2 t have the same indices i
and j. The maximal substates of s which settle �1 are the depicted in Figure 1(b).

Moreover, a state t � s settles the question �2 of whether the patient is in good
physical conditions just in case all of the worlds in ijkl 2 t have the same index k.
The maximal substates of s which settle �2 are depicted in Figure 1(c).

Finally, a state t � s settles the question 
 of whether the treatment is prescribed
just in case all the worlds in ijkl 2 t have the same index l. The maximal states
which settle 
 are depicted in Figure 1(d).

Now, clearly, relative to the context s, neither �1 nor �2 by itself entails 
. For
instance,�1 is settled in the state f1011; 1000g, corresponding to the third row in the
pictures, but 
 is not. Similarly, �2 is settled in the state f1111; 0111; 1011; 0010g,
corresponding to the left column, but 
 is not. Hence, we have�1 6ˆs 
 and�2 6ˆs 
,
that is, 
 is not determined by either �1 or �2 in the given context.

At the same time, �1 and �2 together do entail 
 relative to s. For, consider a
state t � s which settles both �1 and �2: since t settles �1, t must be included in
one of the rows in the picture; and since t settles �2, t must be included in one of the
columns. Thus, t must be included in a singleton; hence, trivially, all the worlds in
wijkl 2 t must have the same index l, which means that t settles 
 as well. This shows
that we have �1; �2 ˆs 
, that is, 
 is jointly determined by �1 and �2 relative to s.
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0000 1000

0010 1011

0101 1101

0111 1111

Protocol context

0000 1000

0010 1011
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0111 1111

Symptoms?
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0010 1011
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0111 1111

Conditions?

0000 1000

0010 1011

0101 1101

0111 1111

Treatment?

a b

c d

Fig. 1 The meanings of the three questions involved in the protocol example. For the sake of
simplicity, only the maximal states in which each question is settled are displayed.

Thus, as we had anticipated, we have captured the dependence relation of our initial
example as a case of entailment—more precisely, as a case of question entailment
in context.

Quite naturally, contextual entailments can be turned into logical entailments by
making the relevant contextual material into an explicit premise. Indeed, if � is a
set of statements, and if j� j is the set of worlds at which these statements are all
true, we have the following connection:

˚ ˆj� j  ” �;˚ ˆ  

That is, if a context s is describable by a set � of statements, contextual entailment
relative to s amounts to logical entailment with the statements in � as additional
premises. In our example, the context s may be expressed by a statement ˛
describing the hospital’s protocol, for instance: “the patient should be treated if
and only if she presents symptom S2, or she presents symptom S1 and is in good
physical conditions.” Thus, the contextual entailment �1; �2 ˆs 
 also has a purely
logical counterpart ˛;�1; �2 ˆ 
 in which the hospital’s protocol is made into an
explicit premise.

To sum up our findings, just as the ordinary notion of consequence amounts to
entailment between statements in context, so the notion of dependency amounts to
entailment between questions in context. Far from being an exotic logical notion,
thus, dependency turns out to be an incarnation of entailment, and therefore central
to the concerns of logic.
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2.6 Internalizing entailment

In a support-based semantics, the contexts to which entailment can be relativized are
the same kind of object at which formulas are evaluated. This ensures that a support-
based logical system can always be enriched with an operation of implication which
internalizes in the object language the meta-language notion of entailment. In other
words, any logic based on a support semantics may be equipped with a connective
�! such that, for any sentences ' and  , the sentence ' �!  is settled in a state
s iff ' entails  relative to s. In symbols:

s ˆ ' �!  ” ' ˆs  

In this precise sense, the operator �! reflects the entailment relation within the
object language. Simply by making explicit what the condition ' ˆs  amounts to,
we get the inductive support clause governing this operation:

s ˆ ' �!  ” for any state t � s; t ˆ ' implies t ˆ  

Interestingly, this is, mutatis mutandis, precisely the interpretation of implication
that we find in most information-based semantics, such as Kripke and Beth
semantics for intuitionistic logic and Veltman’s data semantics.

If we apply this to statements, what we get is the standard material conditional of
classical logic. To see this, suppose ˛ and ˇ are statements, and let us denote by j˛j
the set of worlds at which ˛ is true, and by jˇj the set of worlds at which ˇ is true.
Recall that, for statements, support conditions are determined by truth-conditions in
the following way: s ˆ ˛ ” s � j˛j, and the same for ˇ. Using this, we get

s ˆ ˛ �! ˇ ” 8t � s; t ˆ ˛ implies t ˆ ˇ
” 8t � s; t � j˛j implies t � jˇj
” s \ j˛j � jˇj ” s � j˛j [ jˇj

where j˛j denotes the set-theoretic complement of j˛j, i.e., the set of worlds
where ˛ is false. So, the conditional ˛ �! ˇ is supported in a state s just in
case the corresponding material conditional is true everywhere in s. Thus, the
standard material conditional of classical logic may be seen as arising precisely
by internalizing within the language the relation of contextual entailment between
statements.

The fact that a conditional is an object-language counterpart of the meta-language
relation of entailment should not come too much as a surprise. Indeed, the relation
between the conditional operator and the entailment relation is so tight that students
of a first course in logic often have a hard time teasing the two notions apart.

What is more interesting from our perspective is that the clause given above
defines an operation which generalizes the material conditional. For, we have seen
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that support semantics is suitable for interpreting questions, besides statements. If
our language does indeed contain questions, implication between them is naturally
defined: for any two questions � and 
, this gives us a corresponding conditional
� �! 
 with the property of being supported in a state s just in case � ˆs 
, that
is, just in case the question � determines the question 
 relative to s.

What this means is that, if a certain support-based logic has the resources to
express questions, it can also be equipped in a canonical way with the resources to
express dependencies between these questions.

Thus, in the support-conditional setting, the classical entailment relation gener-
alizes to questions, capturing the notion of dependency, and in parallel, the classical
material conditional generalizes to questions, providing the means to express these
dependencies within the logical language.

2.7 Conditional dependencies

In our hospital protocol example, a patient’s symptoms do not fully determine
whether the treatment should be administered. However, suppose we know that the
patient is in good physical conditions: then, her symptoms do determine whether
the treatment should be administered. If g is the statement “the patient is in good
physical conditions,” we may say that the question �1 (symptoms?) determines the
question 
 (treatment?) conditionally on g.

In general, we will say that questions �1; : : : ; �n determine another question

 conditionally on ˛ in a context s if the dependency holds relative to the set of
˛-worlds in the context, that is, if we have

�1 ; : : : ; �n ˆs\j˛j 


where j˛j is the set of worlds where ˛ is true. We will refer to such a relation
as a conditional dependency in s. Now, given the relation between entailment and
support for implication, and given that support for a statement boils down to truth at
each world, we have the following equivalence.

�1; : : : ; �n ˆs\j˛j 
 ” s \ j˛j ˆ �1 ^ � � � ^ �n �! 


” for all t � s; t ˆ ˛ implies t ˆ �1 ^ � � � ^ �n �! 


” s ˆ ˛ �! .�1 ^ � � � ^ �n �! 
/

This brings out another remarkable feature of the conditional operator �!. So far,
we saw that when applied to two statements, this operator gives us the standard
material conditional, while when applied to two questions, it yields a formula
which expresses a dependency. We can now see that, in addition, the same operator
provides a perspicuous way of expressing conditional dependencies, simply by
conditioning the formula �1 ^ � � � ^ �n �! 
 expressing the dependency with
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the formula ˛ expressing the condition. This shows that, in a support-based logic
equipped with the operator �! , a formula for conditional dependency is nothing
but the conditional version of a formula for dependency.

2.8 Relation between questions or relation between variables?

Before concluding the present section, one important issue remains to be discussed.
We have characterized dependency as a relation which holds between questions.
This is not the only conceivable view. In Dependence Logic, dependency is regarded
as a relation that holds not between questions, but between variables. Thus, in our
example, we may say that, given the hospital’s protocol, the value of the Boolean
variable z denoting the truth-value of “the patient should get the treatment” is
determined by the value of the variable x denoting the patient’s symptoms together
with the value of the Boolean variable y denoting the truth-value of “the patient is
in good conditions.” Clearly, these two views are related, but in what way exactly?

In one direction, the correspondence is smooth: given a variable x, we can
associate it with the identity question �x of what the value of x is, that is, the question
which is settled in a state just in case it is established that x has a certain value d.
To say that the value of y is determined by the value of x in s is simply to say that,
relative to s, the identity question �y is determined by the identity question �x. Thus,
any case of dependency construed as a relation between variables can be safely
re-conceptualized as a relation between the corresponding identity questions.4

What about the converse? Well, suppose � is a question which has a unique true
answer at each world; then we can associate � with a variable x�, whose value at a
world w is the unique true answer to � at w. To say that the question 
 is determined
by the question � in s is simply to say that, relative to s, what the answer to 
 is
determined by what the answer to � is; and this in turn means that, relative to s,
the value of x
 is determined by the value of x�. Thus, at least for a broad class of
questions, the question-view and the variable-view are inter-translatable.5

One difference arises with the fact that not every question has a unique answer at
every world. A notorious counterexample is given by questions which are resolved
merely by mentioning an instance, so-called mention-some questions: What is a
typical French dish? What is an example of a continuous function? Where can I

4For the reader interested in the formal details, we will make this precise in Section 5.5.
5However, a complication for the variable approach should be noted here. In order for the
translation from question-dependencies to variable-dependencies to work, we need the domain
of our model to include more than individuals. For, depending on what our view on the notion of
answer is, the unique answer to � at a world will either be a set of n-tuples for some n � 0, as in
categorial theories of questions [20, 29, 31], or it will be a set of worlds, as in the partition theory
[13, 17]. Thus, we need to work with domains which include either arbitrary n-tuples of individuals
or sets of worlds. While obviously possible, this seems to make the logical setup unnecessarily
cumbersome.
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buy an Italian newspaper in Amsterdam? For such questions �, we cannot simply
let the variable x� denote at any world w the true answer to � at w: for, in general,
there is no unique true answer. Since variables are bound to have a unique value at
any world, it seems that dependencies involving such questions cannot be construed
as relations involving variables.6 Thus, one advantage of regarding dependency as
a relation between questions is the extra generality that it affords, allowing us to
cover also dependencies involving non-unique answer questions; we will discuss
examples of this kind in sections 3.3 and 5.5.

However, there is a more important conceptual and practical advantage to be
gained from construing dependency as involving questions, rather than variables.
This advantage is precisely the principled view of dependency as entailment
developed in this section: once we think of dependency as a relation between
questions, we can recognize it as a facet of entailment—of the very same notion
of entailment with which we are acquainted in classical logic, only applied to a
different class of sentences. Besides giving rise to a simple and elegant conceptual
picture, this allows us to treat dependency by means of familiar tools. The possibility
of expressing dependencies by means of implication is a prime example of this, and
more examples will be encountered later on in the paper, such as the connection
discussed in Section 4.4 between proofs involving questions and programs for
computing dependencies.

2.9 Summing up

We have seen that classical logic can be given an alternative, information-oriented
semantics in terms of support conditions, which determines when a sentence is
settled in an information state, rather than when it is true at a world. This semantics
brings along a notion of entailment, which can be internalized in the language by
means of an implication operation.

Unlike truth-conditional semantics, this support-conditional semantics is appli-
cable to questions in a natural way. This renders the notion of entailment meaningful
for questions as well as statements. While entailment between statements amounts
to the familiar notion, entailment between questions captures precisely the notion of
dependency that we set out to investigate. Given that entailment may be internalized
in the language by means of the implication operation, dependencies can then be
expressed in a support-based logic as implications between questions.

In order to make our points as simply and generally as possible, our presentation
has so far abstracted away from the details of a specific logical system, focusing

6One may think of letting x� denote at a world w the set of all true answers to � at w. A moment’s
reflection reveals that this will not work: saying that 
 is determined by � does not amount to
saying that the set of answers to 
 is determined by the set of answers to �, but merely to saying
that any answer to � determines some answer to 
.
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instead on the fundamental ideas underlying the support-based semantic approach,
and how they allow us to extend classical logic in a conservative way to deal with
questions and dependencies. In the rest of the paper we will see these general ideas
in action in two particular formal incarnations.

3 Propositional logic

In this section, the ideas discussed abstractly so far will be made concrete in the
simplest possible setting, that of propositional logic. We will describe a system
that enriches classical propositional logic with the tools to express questions and
dependencies. This system may be seen as an extension of propositional Inquisitive
Semantics [4, 7, 16] with the tensor disjunction connective adopted in Dependence
Logic; alternatively, it can be seen as an extension of propositional Dependence
Logic [39] with the inquisitive connectives

>

and �!. It is part of the thesis of
this paper that there is no principled boundary, other than historical, that allows
us to label a system a version of Inquisitive Semantics rather than a version of
Dependence Logic, or vice versa; therefore, we will simply refer to this system
as propositional logic of Questions and Dependencies, and denote it QDP.

Let P denote a set of propositional letters. In this setting a state of affairs is
determined simply by a propositional valuation, a function w WP �! f0; 1g which
specifies which atomic sentences are true and which are false. Thus, possible worlds
are simply propositional valuations, and information states are sets of valuations.
The set consisting of all valuations will be called the global state and denoted !.

3.1 Support semantics for classical propositional logic

Let us first look at how we may define a support semantics for classical propositional
logic. The set Lc of classical formulas of our language consists of propositional
formulas built up from atoms and the falsum constant ? by means of the binary
connectives ^, �!, and _, that we refer to as conjunction, implication, and tensor
disjunction.7 Negation is defined as implication to falsum, that is, we write :' as
an abbreviation for ' �! ?.

The relation of support between information states s � ! and sentences ' 2 Lc

is defined by the following clauses.

7We refer to _ as tensor disjunction to distinguish it from inquisitive disjunction

>

, the question-
forming operation that we will introduce below.
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Definition 1 (Support).

• s ˆ p ” w.p/ D 1 for all w 2 s
• s ˆ ? ” s D ;
• s ˆ ' ^ ' ” s ˆ ' and s ˆ  
• s ˆ ' _  ” s D t [ t0 for some t; t0 such that t ˆ ' and t0 ˆ  
• s ˆ ' �!  ” for all t � s, t ˆ ' implies t ˆ  
The clauses may be read as follows. An atom p is settled in s in case the information
in s implies that p is true. The falsum constant ? is only settled in the empty
state, which represents the state of inconsistent information, in which all possible
worlds have been discarded. A conjunction is settled in s in case both conjuncts are.
A tensor disjunction is settled in s if one can divide the worlds in s into two subsets—
two “cases”—each establishing one of the disjuncts. Finally, an implication is
settled in s in case enhancing s so as to settle the antecedent is guaranteed to lead
to a state in which the consequent is settled as well. Notice that the clauses for
implication and falsum determine the following clause for negation.

Remark 1 (Derived clause for negation).

• s ˆ :' ” for all t � s, t ˆ ' implies t D ;
That is, :' is settled in s in case enhancing s so as to settle ' would lead to the state
of inconsistent information. It is easy to verify inductively that the given support-
based semantics for classical formulas satisfies three fundamental properties.

Proposition 1. For any ' 2 Lc, the following properties hold.

Persistency property: if s ˆ ' and t � s, then t ˆ '
Empty state property: ; ˆ '
Regularity property: if s ˆ ' for every s 2 S, then

S
S ˆ '

We will refer to the set Œ'� D fs j s ˆ 'g of states supporting a formula ' as the
meaning of ', and to the maximal states in Œ'� as the alternatives for '.
So far, our semantics is simply a support-based formulation of classical proposi-
tional logic. On the one hand, we can recover truth by defining it as support with
respect to singleton states.

Definition 2 (Truth). We say a formula ' is true at a world w, and write w ˆ ', in
case fwg ˆ '.
The truth-set of ', denoted j'j, is the set of all the worlds where ' is true.

The following proposition ensures that this notion indeed coincides with truth in
classical propositional logic.

Proposition 2 (Truth is classical). For any world w and any ' 2 Lc: w ˆ
' ” ' is classically true at w.
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Fig. 2 The meaning of some classical formulas. In world 11 p and q are true, in world 10 p is true
and q is false, etc. Only alternatives—i.e., maximal supporting states—are displayed. As implied
by Proposition 3, each formula has a unique alternative, i.e., the set of all worlds where it is true.

On the other hand, let us say that a formula ' is truth-conditional in case support
for it simply amounts to truth at each world.8

Definition 3 (Truth-conditionality). A formula ' is truth-conditional if for any
state s: s ˆ ' ” w ˆ ' for all w 2 s

It is then easy to prove inductively the following proposition.

Proposition 3. Every classical formula is truth-conditional.

This proposition implies that every classical formula ' has a unique maximal
supporting state—a unique alternative—that coincides with the formula’s truth-
set, j'j. This is illustrated by the examples in figure 2.

Thus, the meaning of a classical formula in QDP can be seen as an alternative
representation of its standard truth-conditional meaning. And indeed, as we will see,
Proposition 3 implies that entailment between classical formulas is just entailment
in classical propositional logic.

3.2 Enriching propositional logic with questions

Now that we have reconstructed classical propositional logic in a support-based
fashion, we can start taking advantage of the extra richness of the new semantic
context by enriching our language with formulas that stand for questions, rather than
statements. We will do this by extending our repertoire of logical constants with a
new connective

>

, called inquisitive disjunction. Intuitively, ˛

>

ˇ will stand for an
alternative question whether ˛ or ˇ, which is settled just in case one among ˛ and ˇ
is settled. Thus, the support conditions for

>

will be stricter than those of the tensor
disjunction _: in order to settle ˛

>

ˇ, it is not sufficient to establish that one or the
other must hold; we really must be able to establish one of the two.9

8In the dependence logic literature, the truth-conditionality property is referred to as flatness.
9It seems quite possible that, in natural language, an alternative question whether ˛ or ˇ is only
settled if we establish which one of ˛ and ˇ holds, to the exclusion of the other. If so, such a
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Definition 4 (Support for inquisitive disjunction).

• s ˆ ' >

 ” s ˆ ' or s ˆ  
Notice that a polar question whether ', which is settled in case either ' or :'
is settled, can be expressed by means of inquisitive disjunction as '

> :'. For
convenience, we will thus use the following abbreviation:

• ‹' WD '

> :'.

Also, notice that occurrences or inquisitive disjunctions can be nested. It is clear
from the given support conditions that inquisitive disjunction is associative, so need
not keep track of the particular bracketing. We can thus form multiple inquisitive
disjunctions such as '1

>

: : :

>

'n, which stand for the question which is resolved
as soon as we settle at least one of '1; : : : ; 'n.

Thus, the full language L of our system QDP is the propositional language
generated from atoms in P and ? by means of the connectives ^;_;�!; and>

. For this extended language, the persistency property of Proposition 1 still holds:
if a formula is settled in a state, it remains settled in any extension of the state. The
empty state property holds as well: in the inconsistent information state, everything
is settled. However, the regularity property fails, in general, for formulas containing
inquisitive disjunctions; that is, support is not preserved under unions. To see this,
consider the polar question ‹p WD p

> :p and consider the state jpj consisting of
all the worlds at which p is true, and the state j:pj consisting of all the worlds at
which p is false: clearly, ‹p is supported at jpj and also at j:pj, but not at their union
jpj [ j:pj, which amounts to the set ! of all worlds.

Now that we can form questions by means of

>

, our semantics becomes more
than a mere reformulation of classical logic. Truth is still defined, according to
Definition 2, even for formulas containing inquisitive disjunction. Moreover, truth-
conditions are still classical: that is, Proposition 2 holds for the full language
L , when both disjunctions _ and

>

are assigned the usual disjunctive truth-
conditions. However, in general, formulas containing inquisitive disjunction are not
truth-conditional, that is, Proposition 3 fails for the full language L : it can very
well be the case that a formula ' is true at all the worlds in a state s, yet ' fails
to be supported at s. An example is again the polar question ‹p, which is true at
every world, but is not supported by a state s in case s contains both p-worlds and
:p-worlds.10

question should be translated in our formal language not as ˛

>

ˇ, but as an exclusive inquisitive
disjunction ˛

>

ˇ WD .˛

>

ˇ/^:.˛^ˇ/. Nothing important in this paper hinges on this empirical
issue. What matters is that, however construed, such questions—and therefore also dependencies
between them—can be represented and reasoned about in the system.
10One may wonder what our formal notion of truth even means for questions, at an intuitive level.
To answer this question, notice that, by persistence, we have w ˆ � ” w 2 s for some s ˆ �.
Thus, � is true at w just in case there exists some information state that is true at w and which
settles �; in other words, just in case � has a true answer at w. This converges with the proposal
made by Belnap at the end of his paper Questions, answers, and presuppositions [2]: “I should like



Dependency as Question Entailment 147

11 10

01 00

11 10

01 00

p

�

q ?p

11 10

01 00

?p∧ ?q

11 10

01 00

p −→ ?q

11 10

01 00

a b c d e

?p −→ ?q

Fig. 3 The alternatives for some questions in the system QDP.

Moreover, it no longer holds in general that formulas have a unique alternative.
For instance, as illustrated in Figure 3, the question ‹p has two alternatives, namely
the states jpj and j:pj. Indeed, the following proposition ensures that the formulas
having a unique alternative are precisely the truth-conditional ones.

Proposition 4. For any ' 2 L , ' is truth-conditional ” there is a unique
alternative for '

Proof. If ' is truth-conditional, then obviously j'j is the unique alternative for '. To
establish the converse, we need to make use of the fact that any supporting state is
included in one alternative: the standard proof for inquisitive logic also works in the
present setting: see [7], Proposition 2.10. Now, suppose ' has a unique alternative a.
Suppose ' is true at any world in a state s. Then, for any w 2 s, fwg supports ', and
thus it must be included in one alternative for '; since a is the unique alternative,
we must have fwg � a. This implies that s � a, and since ' is supported at a, by
persistency also s ˆ '. This shows that ' is supported at a state s as soon as it is
true at all the worlds in s, i.e., ' is truth-conditional. �
Intuitively, we may regard the alternatives for a sentence as the different ways in
which a sentence may be settled. It seems natural to regard formulas which may
be settled in just one way—by establishing that they are true—as standing for
statements, and formulas which may be settled in several different ways as standing
for questions. Since in the first-order case the use of alternatives is problematic
(see [5, 9] for discussion), we will use truth-conditionality, or lack thereof, as the
defining feature of the classes of statements and questions.

Definition 5 (Statements and Questions). We call a formula ' a statement if it
is truth-conditional, and a question if it isn’t. We will use ˛; ˇ; 	 as variables for
statements, and �; 
; � as variables for questions.11

in conclusion to propose the following linguistic reform: that we all start calling a question ‘true’
just when some direct answer thereto is true.”
11This is not the terminology standardly used in inquisitive semantics. Usually (e.g., in [8])
sentences with a unique alternative are called assertions, and sentences with several alternatives
are called inquisitive; due to a particular view of the effect of uttering a sentence, the term question
is reserved for formulas whose alternatives cover the whole set of possible worlds.
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We can now see how the general story discussed in the previous section is
implemented in a concrete formal system: when we move from truth-conditions
to support conditions, the old, truth-conditional meanings of propositional logic are
still available for statements in the new setting. At the same time, however, other
meanings, which are not purely truth-conditional, become available. This allows us
to represent questions, and thereby to broaden the scope of our logic.

To familiarize ourselves with the sort of questions which become expressible by
means of inquisitive disjunction, let us take a look at figure 3. Figure 3(a) represents
the alternative question p

>

q, which is settled in case one of p and q is settled; this
question has two alternatives, corresponding to the statements p and q. Figure 3(b)
represents the polar question ‹p, which is settled in case either of p and :p is
established: this question has two alternatives, corresponding to the statements p
and:p. Figure 3(c) represents the conjunctive question ‹p^‹q, which is settled just
in case both polar questions ‹p and ‹q are settled; this question has four alternatives,
corresponding to the statements p ^ q, p ^ :q, :p ^ q, and :p ^ :q. Figure 3(d)
represents the conditional question p �! ‹q, which is settled in a state s just in case
enhancing s with the assumption that p leads to a state that settles ‹q: this question
has two alternatives, corresponding to the statements p �! q and p �! :q.

Finally, considering Figure 3(e) leads us to the topic of the next sub-section:
dependencies among propositional questions, and how they may be expressed
dependencies within the language.

3.3 Propositional dependencies

We have seen in Section 2 that, in a support-based logic equipped with questions,
the fact that a question 
 is determined by a question � can be captured by means
of the conditional � �! 
. In particular, this is then true for the system QDP.

As an example, consider the formula ‹p �! ‹q, whose meaning is represented in
Figure 3(e). By definition, this formula is supported in a state s just in case ‹p ˆs ‹q,
that is, in case the question ‹p determines the question ‹q relative to s. The four
alternatives for ‹p �! ‹q, depicted in Figure 3(e), correspond to the following four
statements, each expressing one particular way for the dependency to obtain:

1. .p �! q/ ^ .:p �! q/ � q
2. .p �! q/ ^ .:p �! :q/ � q$ p
3. .p �! :q/ ^ .:p �! q/ � q$ :p
4. .p �! :q/ ^ .:p �! :q/ � :q

We prefer the term statement over assertion, since the latter is normally used to refer to a speech
act, rather than to a sentence. As for the term question, we want to have a more liberal notion, since
we also want to consider questions that can only be resolved in some worlds. This does not commit
us to the view that questions are informative in the sense of [8], since we make no assumptions
about the effect of uttering sentences in context. If we wanted to describe such an effect, we could
do it along the lines of the system InqD� in [10].
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Notice that ‹p �! ‹q is settled in a state s just in case one of the four statements
above is established in s, i.e., just in case we have information that allows us to infer
some answer to ‹q from each answer to ‹p. This insight will be made precise in the
next section via the notion of resolutions for an implication.

In standard propositional dependence logic PD [39], which does not have
implication, dependencies are introduced by means of a logical primitive, called
dependence atom. For p1; : : : ; pn; q 2 P , PD is equipped with a corresponding
formulaD.p1; : : : ; pn; q/, which is interpreted by means of the following clause:

s ˆ D.p1; : : : ; pn; q/”8w;w0 2 sW if w.pi/ D w0.pi/ for all i; then w.q/Dw0.q/

It is easy to verify that this truth-based clause is equivalent to the following support-
based one:

s ˆ D.p1; : : : ; pn; q/ ” 8t � s W if t ˆ ‹pi for all i; then t ˆ ‹q

Now, in our terminology, what the right-hand side expresses is precisely the fact that
the question ‹q is determined by the questions ‹p1; : : : ; ‹pn relative to s:

s ˆ D.p1; : : : ; pn; q/ ” ‹p1; : : : ; ‹pn ˆs ‹q

Thus, what dependence atoms capture is, indeed, a particular case of dependency in
our sense—a particular case of contextual question entailment.

Moreover, since question entailment is internalized by implication, it follows
that a dependence atom D .p1; : : : ; pn; q/ expresses exactly the same meaning as
the implication ‹p1 ^ � � � ^ ‹pn �! ‹q in QDP.12 Incidentally, this means that we
may regard the system PD of propositional dependence logic as a fragment of QDP

simply by making the following abbreviation:

D.p1; : : : ; pn; q/ WD ‹p1 ^ � � � ^ ‹pn �! ‹q

At the same time, what our perspective brings out is that dependence atoms are
only a special case of a more general pattern. What dependence atoms capture
are dependencies among atomic polar questions, i.e., questions of the form ‹p for
an atom p. In general, however, dependencies may concern all sorts of questions.
Expressing dependencies by means of implication is completely general in this
respect: for any questions�1; : : : ; �n; 
 expressible in QDP, the fact that�1; : : : ; �n

determine 
 can be captured in QDP by means of the implication�1^� � �^�n �! 
.
To make this point concrete, let us consider a few instances of the dependence

pattern that involve questions other than atomic polar questions. First, we may
consider dependencies involving polar questions which are not atomic. For instance,

12In particular, for n D 0 we have that the constancy atom D.p/ of propositional dependence logic
is equivalent to the polar question ‹p.
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we may want to express that whether John will go to the party depends on whether
at least one of Bill and Sue will go there. This may be expressed by a conditional of
the form:

‹.b _ s/ �! ‹j

Secondly, we may want to express dependencies between questions which are not
polar questions at all. For instance, we may want to express that whether John or
Bill is in the office (read with stress on the italicized words) depends on whether
it is Monday, Tuesday, or Wednesday. This dependency involves two alternative
questions, the question of whether it is Monday, Tuesday, or Wednesday (m

>

t

>

w),
and the question whether John or Bill is in the office (j

>

b). Thus, it may be
expressed by means of the following conditional:

m

>

t
>

w �! j

>

b

The alternatives for this conditional correspond to statements such as the following,
which expresses that on Monday and Tuesday John is in the office, and on
Wednesday Bill is.

.m �! j/ ^ .t �! j/ ^ .w �! b/

It is worth remarking that, while the truth-based clause for dependency used in
dependence logic can be adapted in a simple way to handle dependencies between
polar questions which are not atomic—such as the one in the previous example—a
truth-conditional clause would not be able to cope with this example: in this case, the
dependency cannot be seen as a relation between the truth-values of two statements;
rather, it is crucial to regard it as a relation that involves two different questions.

For another interesting example, suppose we want to express the following:
whether Mary will dance with John if he asks her depends on whether she is in
a good mood. This dependency involves a polar question, whether Mary is in a
good mood (‹g), and a conditional question, whether Mary will dance if John asks
her (a �! ‹d), whose meaning has the form depicted in Figure 3(d). Thus, the
dependency may be expressed by means of the following conditional:

‹g �! .a �! ‹d/

The various alternatives for the above conditional correspond to statements such as,
e.g., the following one, expressing that if Mary is in a good mood, then she will
dance with John if he asks her, but if she is not is a good mood, she won’t.

.g �! .a �! d// ^ .:g �! .a �! :d//

Notice that ‹g �! .a �! ‹d/ � a �! .‹g �! ‹d/: this means that
our dependency of a conditional question a �! ‹d on a polar question ‹g can
be equivalently regarded as a dependency among polar questions which holds
conditionally on the statement a. That is, our situation can be equivalently described
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as one where, conditionally on John asking Mary to dance, whether she will dance
depends on whether she is in a good mood. Notice that ‹g �! ‹d is nothing but the
dependence atomD.g; d/: so, this is an example in which a basic dependency holds,
not simpliciter, but rather conditionally on a statement.

Summing up, in QDP implication gives us a uniform way to express dependen-
cies between arbitrary propositional questions. The dependence atoms of proposi-
tional dependence logic are a special case, namely dependencies between atomic
polar questions. However, QDP can also handle in a natural way many other
cases of propositional dependencies involving, for instance, non-atomic polar
questions, alternative questions, and conditional questions. In addition, conditional
propositional dependencies are also captured straightforwardly in QDP.

3.4 Higher-order dependencies and the embedding problem

If we consider the operator D.�; �/ of propositional dependence logic as a proposi-
tional connective, we will immediately notice one rather odd feature: its application
is restricted to a particular kind of formulas, namely propositional atoms. This
restriction is syntactic in nature, so it is natural to consider how it may be lifted.
In fact, there is an obvious way to make the semantic clause forD.�; �/ applicable to
arbitrary formulas. Since truth at a world is defined for all formulas in the language,
we can give the following definition:

s ˆ D.'1; : : : ; 'n;  / ” 8w;w0 2 s W if .w ˆ 'i ” w0 ˆ 'i/ for all i

then w ˆ  ” w0 ˆ  
Such a generalization of the dependence operator has indeed been considered in the
dependence logic literature, in particular in the context of modal dependence logic,
where it enhances the expressive power of the logic (see, e.g., [11, 21]). Even in
this work, however, the application of the operator D.�; �/ is taken to be restricted
to classical formulas, i.e., to formulas which do not in turn contain occurrences of
D.�; �/.

This is because, the moment the above clause for the operator D.�; �/ is applied
to formulas which themselves contain occurrences of this operator, the results are
no longer satisfactory. For instance, notice that a formula D .'1; : : : ; 'n;  / is
necessarily supported at any singleton state, and thus, by definition, true at any
world. But then, the above clause predicts that a higher-order dependence formula
such as

D. D.'1; : : : ; 'n;  / ; D.�1; : : : ; �m; �/ /

is a tautology, no matter what the formulas 'i;  ; �i; � are. This shows that, in
propositional and modal dependence logic, it is hard to make sense of higher-order
dependencies—dependencies among dependence formulas. This issue is sometimes
referred to as the embedding problem for dependence atoms.
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Now let us take a look at this problem from the perspective of our system QDP.
We have seen that, in QDP, a dependency is expressed by a conditional � �! 


involving two questions as antecedent and consequent. As Figure 3(e) shows, such
a conditional is itself typically a question: � �! 
 can be settled in several ways,
corresponding to the different ways in which the dependency may obtain.13 For
instance, we have seen that to settle ‹p �! ‹q is to establish one of the following
four statements, each corresponding to a specific way for ‹p to determine ‹q.14

1. .p �! q/ ^ .:p �! q/ � q
2. .p �! q/ ^ .:p �! :q/ � q$ p
3. .p �! :q/ ^ .:p �! q/ � q$ :p
4. .p �! :q/ ^ .:p �! :q/ � :q

Being a question, a conditional � �! 
 can itself stand in the relation of
dependency with other questions. For instance, given any questions �;�0; 
; 
0, we
may consider the following contextual entailment:

� �! 
 ˆs �
0�! 
0

What this captures is that, in s, settling the question � �! 
 implies settling �0�!

0. Now, we have just seen that to settle � �! 
 is to establish a specific way
for � to determine 
. Similarly, to settle �0 �! 
0 is to establish a way for �0 to
determine 
0. Thus, what the above dependency amounts to is that, in the context s,
any specific way for 
 to depend on � yields a corresponding way for 
0 to depend
on �0.

As a concrete example, suppose in our state s is it settled that q$ :r. Then, as
soon as we settle a way for ‹q to depend on ‹p, this also determines a way for ‹r to
depend on ‹p. For instance, if we learn that q $ p, then we know that r $ :p; if
we learn that q $ :p, then we know that r $ p; and so on. This means that the
following higher-order dependency holds in the given context:

13One may be tempted to read � �! 
 as “
 is determined by �” and thus to think that � �! 


should qualify as a statement. That is not quite right, as witnessed by the fact that ‹p �! ‹q is
true at all worlds, and that its negation is a contradiction. If we wanted to have a formal counterpart
of the statement “
 is determined by �,” we should proceed as follows. We should associate to
every world w a “modal base,” that is, an information state �.w/. We would then introduce a
binary operator D which produces for any ' and  a statement with the following truth-conditions:
w ˆ D.';  / ” �.w/ ˆ ' �!  . Since D.';  / is a statement, this determines the
associated support conditions. In this way, we obtain a formula D.�; 
/ capable of being true
or false at a world w depending on whether 
 is determined by � at the associated information
state �.w/.
14The idea of a “way for � to determine 
” will be made precise in the next section by means of the
notion of resolutions of a formula. We will see that the resolutions of an implication correspond to
functions from resolutions of the antecedent to resolutions of the consequent. This is reminiscent
of the Brouwer-Heyting-Kolmogorov interpretation of intuitionistic logic (see, e.g., [32]), where
a proof of an implication is defined as a function that turns any proof of the antecedent into a
corresponding proof of the consequent.
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‹p �! ‹q ˆs ‹p �! ‹r

For a concrete and more interesting example of a higher-order dependency, we refer
to section 5.5, where we discuss such dependencies in the setting of first-order logic.

For the time being, let us simply point out that, if dependencies are regarded
as relations between questions and captured by means of implications between
questions, no embedding problem arises. In QDP, all the connectives apply
unrestrictedly to all sorts of formulas. Moreover, we can make good sense of the
relation of dependency among two (or more) dependence implications � �! 


and �0 �! 
0: this simply means that any way for 
 to depend on � yields a
corresponding way for 
0 to depend on �0. Since nothing prevents us from nesting
implications, such a higher-order dependency can then be expressed straightfor-
wardly as .� �! 
/ �! .�0 �! 
0/.

To end this section, it is worth stopping to ask why the embedding problem
arises for dependence atoms. Our perspective suggests the following diagnosis.
Dependency is a relation between questions. Question meaning is captured by
support conditions: hence, to check whether a dependency holds, we must in
general look at the support conditions for the questions involved. However, if our
dependency concerns polar questions ‹˛1; : : : ; ‹˛n; ‹ˇ, then dependency boils down
to a relation among the declaratives ˛1; : : : ; ˛n; ˇ, which involves only their truth-
conditions. It is this truth-conditional relation which is detected by the dependence
atom. But this is only a special case: as we have seen, not all questions are polar
questions. In particular, a dependence implication � �! 
 is not a polar question,
as Figure 3(e) clearly shows. In order to account for the relation of dependency
between such questions, therefore, a support-sensitive clause for dependency seems
crucial.

4 Reasoning with questions and dependencies

In this section, we look at the logic of the system QDP. We will provide a sound and
complete proof system for this logic, and we will find that the connection between
questions and dependencies has an interesting proof-theoretic side to it: namely like
entailments among questions capture dependencies, so proofs of these entailments
describe methods whereby these dependencies may be computed.

4.1 Properties of entailment

As expected, entailment in QDP is defined simply as preservation of support.

Definition 6 (Entailment). ˚ ˆ  ” for any information state s � !,
s ˆ ˚ implies s ˆ  .
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As discussed abstractly in Section 2.4, this support-based notion of entailment
extends the classical, truth-conditional notion of entailment to encompass questions,
besides statements. This extension is conservative: indeed, it follows easily from
Proposition 3 that entailment towards statements is always truth-conditional.

Proposition 5 (Entailment towards statements is truth-conditional). If ˛ is a
statement, then ˚ ˆ ˛ ” for all worlds w 2 !;w ˆ ˚ implies w ˆ ˛.

Since Proposition 2 ensures that our semantics assigns the standard truth-conditions
to all classical formulas, it follows that entailment restricted to Lc coincides with
entailment in classical logic.

Proposition 6 (Conservativity on classical propositional logic). Let � [ f˛g
� Lc. Then � ˆ ˛ ” � entails ˛ in classical propositional logic.

At the same time, as we discussed in Section 2.4, entailment now assumes a more
general significance: in particular, if� is a set of questions and 
 is a question, then
the entailment� ˆ 
 captures the fact that 
 is logically dependent on the questions
in �. Moreover, we have seen in Section 2.5 that adding a set � of statements as
assumptions, the entailment �;� ˆ 
 captures the fact that 
 is determined by �
given � , that is, relative to the context j� j:15

�;� ˆ 
 ” � ˆj� j 


To familiarize with this more general notion of entailment, let us examine how our
initial example of a dependency can be formalized as a case of entailment in the
system QDP. We will make use of four propositional atoms:

• s1: the patient presents symptom S1;
• s2: the patient presents symptom S2;
• g : the patient is in good physical conditions;
• t : the treatment should be administered.

The protocol of our hospital is encoded by the following classical formula,
expressing that the treatment should be administered just in case the patient has the
heavy symptom S2, or has the mild symptom S1 and is in good physical conditions.

	 WD t $ s2 _ .s1 ^ g/

Our dependency amounts to the fact that, in the context of the protocol 	 , the
question ‹t of whether the patient should get the treatment is determined by (i) the
question ‹s1 ^ ‹s2 of what symptoms the patient has and (ii) by the question ‹g of
whether the patient is in good physical conditions. This corresponds to the validity
of the contextual entailment ‹s1^ ‹ss; ‹g ˆj	 j ‹t, and thus, to the validity of the
following logical entailment:

15The state j� j is the set of worlds where all formulas in � are true, fw j w ˆ ˛ for all ˛ 2 � g:
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	; ‹s1 ^ ‹s2; ‹g ˆ ‹t

An alternative way to look at things is the following: it follows from our discussion
so far that the implication ‹s1 ^ ‹s2 ^ ‹g �! ‹t captures the fact that a
patient’s symptoms and conditions determine whether or not the treatment should
be administered. Now, in any state in which our protocol 	 is in force, such a
dependency does indeed hold. This is captured by the validity of the following
entailment:

	 ˆ ‹s1 ^ ‹s2 ^ ‹g �! ‹t

Let us now turn to examine the fundamental logical features of QDP. First, and
not surprisingly, QDP enjoys compactness; the proof given in [4] for inquisitive
semantics (Theorem 3.1.10) carries over unmodified to the present setting.

Proposition 7 (Compactness). If ˚ ˆ  , then there exists '1; : : : ; 'n 2 ˚ such
that '1; : : : ; 'n ˆ  .

This ensures that we do not need to worry about infinite sets of assumptions.
Moreover, the deduction theorem holds, which witnesses once more the tight
connection between implication and entailment.

Proposition 8 (Deduction theorem). For any set of formulas ˚ , and formulas  
and �: ˚; ˆ � ” ˚ ˆ  �! �

Next, recall that Proposition 3 ensures that all classical formulas are statements,
i.e., truth-conditional. We have seen that the introduction of inquisitive disjunction
expands the expressive power of our system, allowing it to express not only state-
ments, but also questions. However, as far as statements go, inquisitive disjunction
does not add any expressive power: that is, any statement in QDP is equivalent to a
classical formula. To see this, let us first associate to any formula ' 2 L a classical
formula 'cl having exactly the same truth-conditions as '.

Definition 7 (Classical variant of a formula). The classical variant of a formula
' 2 L is the formula 'cl obtained by replacing all occurrences of

>

in ' by _.16

It is immediate from the definition that 'cl 2 Lc. Moreover, a straightforward
inductive proof suffices to establish that 'cl has the same truth-conditions as '.

Proposition 9. For all ' 2 L , j'j D j'clj.
As a consequence of this, we obtain the following proposition, which characterizes
statements as being those formulas which are equivalent to some classical formula.

16In dependence logic, the analogue of the operation .�/cl is the operation of flattening, in which the
dependence atoms occurring in a formula are replaced by >. Like the classical variant operation,
flattening always yields a classical formula whose support conditions with respect to singletons
coincide with those of the original formula.
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Proposition 10. For any ' 2 L , ' is a statement ” ' � ˛ for some ˛ 2 Lc.

Proof. If ' is a statement, by definition its meaning is completely determined by
its truth-conditions. Now, 'cl is a classical formula, and thus by Proposition 3, it
is a statement as well. Since the previous proposition ensures that ' and 'cl have
the same truth-conditions, it follows ' � 'cl, and so, ' is equivalent to a classical
formula. Conversely, if ' � ˛ for some classical formula ˛, then since classical
formulas are statements, ' must be a statement as well. �
The previous proposition tells us that questions are not equivalent to any single
classical formula. However, any formula in QDP is equivalent to an inquisitive
disjunction of classical formulas. To see this, let us first associate to any formula
' a set R.'/ of classical formulas, that we will refer to as the resolutions of '.

Definition 8 (Resolutions). The set R.'/ of resolutions of a formula is defined
recursively as follows:

• R.p/ D fpg
• R.?/ D f?g
• R.' ^  / D f˛ ^ ˇ j ˛ 2 R.'/ and ˇ 2 R. /g
• R.' _  / D f˛ _ ˇ j ˛ 2 R.'/ and ˇ 2 R. /g
• R.' �!  / D fV˛2R.'/.˛ �! f .˛// j f W R.'/ �! R. /g
• R.'

>

 / D R.'/ [R. /

Notice that, by definition, resolutions never contain inquisitive disjunction. That
is, R.'/ is always a set of classical formulas. If ˛ is itself a classical formula,
then R.˛/ D f˛g. On the other hand, if � is a question, then we may regard the
resolutions of � as playing the role of syntactically generated answers to �. For
instance, we have R.‹p/ D fp;:pg.

Now, an easy inductive proof suffices to show that any ' 2 L is equivalent to
the inquisitive disjunction of its resolutions.

Proposition 11 (Inquisitive normal form). For any ' 2 L , ' � >

R.'/

Incidentally, notice that, as we anticipated in the previous section, the resolutions of
an implication ' �!  correspond to functions from resolutions of ' to resolutions
of . The normal form result tells us that to settle an implication ' �!  is to have
a function f W R.'/ �! R. / such that ˛ �! f .˛/ is settled for all ˛ 2 R.'/.

Proposition 12. Let '; 2 L and s � !. s ˆ ' �!  ” there is a function
f W R.'/ �! R. / such that for all ˛ 2 R.'/, s ˆ ˛ �! f .˛/.

Resolutions allow us to give an insightful characterization of entailment in QDP. To
see this, let us write ' for a sequence '1; : : : ; 'n of formulas, and let us write ˛ 2
R.'/ to mean that ˛ is a sequence ˛1; : : : ; ˛n such that ˛i 2 R.'i/ for 1 � i � n.

It is easy to verify that our normal form result implies the following proposition,
which states that an entailment holds just in case any particular way of resolving the
assumptions entails some corresponding way of resolving the conclusion.
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Proposition 13. ' ˆ  ” for all ˛ 2 R.'/ there is some ˇ 2 R. / s.t.
˛ ˆ ˇ.

This proposition grounds entailment among arbitrary formulas of our logic in
entailment among classical formulas, and thus, by Proposition 6, into classical logic.

Now, suppose our assumptions ˛ are classical formulas. Then, each ˛i is a
resolution of itself, and the previous proposition ensures ˛ ˆ ˇ for some ˇ 2 R. /.
So, we have the following proposition.

Proposition 14 (Split property for resolutions). Let ˛ be a sequence of classical
formulas. If ˛ ˆ  , then ˛ ˆ ˇ for a ˇ 2 R. /.

From this, the following property of QDP follows easily.

Proposition 15 (Split property for

>

). Let ˛ be a sequence of classical formulas.
If ˛ ˆ ' >

 , then ˛ ˆ ' or ˛ ˆ  .

Proof. Suppose ˛ ˆ '

>

 . By the previous proposition, this implies ˛ ˆ ˇ for
some ˇ 2 R.'

>

 / D R.'/[R. /. Suppose ˇ 2 R.'/. Then by Proposition 11
we have ˇ ˆ ', and thus ˛ ˆ '. Similarly, if ˇ 2 R. /, we have ˛ ˆ  . �
Notice that, simply by taking the sequence˛ to be empty in the previous proposition,
we obtain that our logic has the disjunction property for inquisitive disjunction.

Proposition 16 (Disjunction Property for

>

). If ˆ ' >

 , thenˆ ' orˆ  .

In fact, we will see that the split property does not just hold for purely logical
entailment, but also for entailment relative to an arbitrary context s.

Proposition 17 (Local split property for

>

). Let ˛ be a sequence of classical
formulas, and let s � ! be any state. If ˛ ˆs '

>

 , then ˛ ˆs ' or ˛ ˆs  .

Proof. By Proposition 3, we know that there is a unique maximal substate of s at
which all the formulas in ˛ are supported, namely s \ j˛j WD s\ j˛1j \ � � � \ j˛nj.
If ˛ ˆs '

>

 , then since s \ j˛j is a subset of s which supports all formulas in ˛,
we must have s \ j˛j ˆ '

>

 . By the support conditions for

>

, this implies that
either s \ j˛j ˆ ' or s \ j˛j ˆ  . By persistency, in the former case we have that
˛ ˆs ', in the latter case that ˛ ˆs  . �
Since entailment in context can be internalized by means of implication, it is easy
to verify that the local split property for

>

amounts to the validity of the following
entailment pattern, which plays a key role in the axiomatization of QDP.

(

>

-split) ˛ �! '

>

 ˆ .˛ �! '/

>

.˛ �!  / where ˛ 2 Lc

Finally, an important aspect of QDP is that validity is not preserved under
uniform substitution. This is due to the fact that, in QDP—and indeed in all
systems of inquisitive and dependence logics—atoms do not stand for arbitrary
sentences; they only stand for arbitrary statements. This means that their semantics
is truth-conditional—as Proposition 3 ensures. As a consequence, atoms—and
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statements more generally—obey all laws of classical logic. On the other hand,
questions do not obey classical logic, as the following proposition shows.

Proposition 18 (The double negation law characterizes truth-conditionality).
' � ::' ” ' is a statement.

Proof. The proof relies on two observations about negation in QDP: first, the
semantic clause for negation implies that a negation :' is always a statement,
i.e., it is always truth-conditional. Second, if we compute the support conditions
for negation on singleton states, we find that they give rise to the standard truth-
conditions: w ˆ :' ” w 6ˆ '; in particular, this means that ' and ::'
always have the same truth-conditions. Now, if ' is truth-conditional, then since
::' is truth-conditional as well, we have s ˆ ' ” for all w 2 s;w ˆ ' ”
for all w 2 s;w ˆ ::' ” s ˆ ::', which shows that ' � ::'.

On the other hand, if ' is not a statement, then since ::' is a statement, we
must have ' 6� ::'. �

4.2 Proof system

We now turn to the task of providing a proof system for our logic. The system we
will present here is based on the axiomatization of standard propositional inquisitive
logic in [7] and on the rules for tensor disjunction given in [39]. Unlike the standard
proof system for inquisitive logic, which is Hilbert-style, the present system is given
in natural-deduction style. This allows for more concise and more perspicuous
formal proofs, which in turn will enable us to get a grasp of the role played by
questions in logical proofs.

The rules of the system are displayed in Figure 4. Notice that '; ; and � are
intended to range over all formulas, while ˛ ranges over classical formulas only.

Let us comment briefly on each of these rules: first, notice that conjunction,
implication, and the falsum constant are handled by their standard rules. This applies
even when these connectives apply to questions. This is interesting, as it shows that,
somehow unexpectedly, we can reason with conjunctive and conditional questions
just as we normally reason with conjunctions and conditionals. In particular, notice
that formulas expressing dependencies, which are implications between questions,
can be handled by simple hypothetical reasoning and modus ponens.

Also, since we are defining :' WD ' �! ?, the usual intuitionistic rules for :
are particular cases of the rules for �!. For the introduction, we have: if from '

you can derive?, infer :'. For the elimination, we have: from ' and :', infer ?.
For tensor disjunction, the situation is more tricky. While the standard introduc-

tion rule is still sound, the standard elimination rule is only sound provided the
conclusion is a statement. To see that it may fail when the conclusion is a question,
notice that we have both p ˆ ‹p and:p ˆ ‹p, since either one of p and:p logically
resolves ‹p. Yet, we have p _:p 6ˆ ‹p: p _:p is a plain tautology, which certainly
does not logically resolve the polar question ‹p.
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Fig. 4 A natural-deduction system for QDP. The variable ˛ is restricted to classical formulas.
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Thus, we need to restrict the application of the rule ._e/; since Proposition 10
guarantees that classical formulas are representative of all statements, we restrict the
application of the rule to classical formulas. However, the consequence of restricting
the _�elimination rule in this way is that we need additional rules to characterize
what non-classical formulas are consequences of a certain tensor disjunction. This
is the role of the rule ._r/ of tensor replacement, which allows us to replace each
disjunct of a tensor by a consequence of it, and of the rules of tensor associativity
._a/, tensor commutativity ._c/, and distributivity of _ over

>
._d/.

As opposed to tensor disjunction, inquisitive disjunction

>

is simply handled
by the standard inference rules for disjunction. This proof-theoretic simplicity is
linked to the fact that it is

>

, and not _, that performs the operation of join in
the algebra of meanings of our logic [1, 28]. Intuitively, the introduction rule for

>

states that settling a disjunct of a question is sufficient to settle the question, while
the elimination rule states that it is also necessary.

The role of the .Split/ rule is to capture the local split property for

>

of
Proposition 17, which we have seen to be equivalent with the entailment pattern
˛ �! .'

>

 / ˆ .˛ �! '/
>

.˛ �!  /. Essentially, what the .Split/ rule
captures is that, if a statement resolves a question in context, it must do so by
contextually entailing some specific answer to it.

Finally, Proposition 18 shows that the double negation law is characteristic
of statements. Thus, the rule .::e/ of double negation elimination for classical
formulas can be seen as characterizing classical formulas as being statements.
Notice that, as a consequence, our system includes a complete natural-deduction
system for classical propositional logic, as given, e.g., in [12].

4.3 Completeness

We will write P W ˚ `  to mean that P is a proof whose conclusion is  and whose
set of undischarged assumptions is included in ˚ . We will then use the familiar
notation ˚ `  to mean that a proof P W ˚ `  exists. Moreover, we will write
' a`  to mean that ' and  are interderivable, that is, ' `  and  ` '.

As usual, proving that the rules are sound is a lengthy but straightforward matter.

Proposition 19 (Soundness). ˚ `  implies ˚ ˆ  
As we have already observed, our system includes all the rules of a standard natural-
deduction system for classical logic. Since entailment for classical formulas is just
entailment in classical logic, this means that we then have the following proposition.

Proposition 20 (Completeness for classical formulas). If ˚ [ f g � Lc, then
˚ ˆ  ; implies ˚ `  .

Furthermore, our system also contains all the rules of a system for intuitionistic
logic, when

>

, instead of _, is taken to play the role of intuitionistic disjunction.
To state this, let us make the following notational convention: if ' 2 Lc, then ' inq
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is the formula obtained from ' by replacing all occurrences of _ by

>

. Then, we
have the following proposition.

Proposition 21 (Instances of intuitionistic validities are provable). Suppose
'.p1; : : : ; pn/ 2 Lc is a valid formula of intuitionistic propositional logic, and let
�1; : : : ; �n 2 L be any formulas of our language. Then ` ' inq.�1; : : : ; �n/.

Proof. Since '.p1; : : : ; pn/ is intuitionistically valid, there is a proof of it using only
the standard intuitionistic rules for ^;_;�!, and ?. In our system, we can simply
replicate the same proof with

>

in place of _, and with �1; : : : ; �n in place of the
atoms. �
Indeed, if we remove from our system the rules dealing with tensor disjunction,
what we get is a complete system for standard inquisitive logic, which is known to
be a non-substitution closed intermediate logic.17

As in the completeness proofs given in [7] and [39], a crucial aspect of the system
is that it allows us to prove that every formula ' is equivalent to its normal form>

R.'/. The inductive proof of this result is given in the Appendix.

Proposition 22 (Provability of normal form). For any ', ' a` >

R.'/

Using Propositions 20 and 22, we can speedily prove the completeness theorem.

Theorem 1 (Completeness). ˆ ' implies `  .

Proof. Suppose ˆ '. By Proposition 11, this implies ˆ >

R.'/, and thus by
the disjunction property (Proposition 16), ˆ ˛ for some ˛ 2 R.'/. Since ˛ is a
classical formula, the completeness of our system for classical propositional logic
(Proposition 20) gives` ˛, whence by an application of .

>

i/we obtain` >

R.'/.
Finally, by Proposition 22 we can conclude ` '. �
Notice that, by the compactness of the logic and the semantic deduction theorem,
completeness implies strong completeness.

Corollary 1 (Strong completeness). ˚ ˆ  implies ˚ `  .

Proof. Suppose ˚ ˆ  . By compactness (Proposition 7) we have '1; : : : ; 'n ˆ  

for some '1; : : : ; 'n 2 ˚ . By the semantic deduction theorem (Proposition 8), this
means thatˆ '1^� � �^'n �!  , which by completeness implies` '1^� � �^'n �!
 . Finally, since '1 ^ � � � ^ 'n is provable from ˚ , we obtain ˚ `  . �

17For a completeness proof and for details on the tight connections of inquisitive logic to
intuitionistic logic and other intermediate logics, see [4, 7].
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4.4 Computational content of proofs involving questions

Now that we have a complete proof system for our logic, let us take a look at
what proofs involving questions look like. Let us consider once again our initial
example of a dependency. We have seen that, in propositional logic, our dependency
corresponds to the validity of the following entailment relation:18

	; ‹s1; ‹s2; ‹g ˆ ‹t

where 	 stands for the protocol description t $ s2 _ .s1 ^ g/. The following
is a proof of the validity of this entailment in our system, where sub-proofs
involving only inferences in classical logic have been omitted and denoted by
.C1/; .C2/; .C3/; .C4/.

‹s2

	 Œs2�

t
.C1/

‹t
.

>

i/
‹s1

	 Œ:s1� Œ:s2�

:t
.C2/

‹t
.

>

i/
‹g

	 Œs1� Œg�

t
.C3/

‹t
.

>

i/

	 Œ:s2� Œ:g�

:t
.C4/

‹t
.

>

i/

‹t
.

>

e/

‹t
.

>

e/

‹t
.

>

e/

The undischarged assumptions of this proof are the protocol 	 and the determining
questions ‹s1, ‹s2, and ‹g, while the conclusion is the determined question ‹t. Now,
what is the reasoning encoded by this proof? Is there a way to see how it establishes
that, in the context of 	 , the given dependency holds?

Well, we can look at our proof as spelling out the following argument. First,
assume we are given information as to whether the patient has symptom S2. That
means that either we have the information that the patient have S2 or we have
information that she doesn’t. These two cases correspond to the two main branches
of the proof. In the former case, from the information that the patient has S2 and
from the protocol we can infer that the treatment ought to be administered. Thus,
in this case we have some information as to ‹t. In the latter case, corresponding
to the right branch of the proof, we must make use of the assumption that we are
given information as to whether the patient has symptom S1. Again, this means
that we consider two cases: if the information we have is that the patient doesn’t
suffer from S1, then from our assumptions and the protocol we can infer that no
treatment is needed; thus, again, we have some information as to ‹t. Finally, if the
information we are given is that the patient does suffer from S1, we need to make
use of the assumption that we are given information as to whether she is in good
physical conditions: again, each answer to this question, together with the protocol

18In order to simplify the proof, here we have replaced the conjunctive question ‹s1 ^ ‹s2 (what are
the symptoms?) by two distinct polar questions. This change is merely cosmetic, and dispensable.
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and our prior assumptions s1 and :s2, yields a corresponding deliberation about the
treatment. Thus, the proof ensures that in all cases, as soon as we settle the questions
‹s1; ‹s2; and ‹g, on the basis of 	 we will be in a position to settle ‹t.

Interestingly, the paraphrase we have just given shows that this proof does more
than just witnessing that the patient’s symptoms and conditions determine whether
the treatment should be administered: it actually describes how to use information
about the patient’s symptoms and conditions to make a corresponding deliberation
about the treatment. For instance, we can read off from the proof that if the patient
has only symptom S1 and is not in good physical conditions (the right-most branch
of the proof), then the treatment should not be administered.

In other words, our proof has constructive content: it does not just witness that
a certain dependency holds, but actually describes a method to compute it, that is,
a method for turning any given resolutions of the assumptions into a corresponding
resolution of the conclusion that they entail, on the basis of the protocol.

It turns out that this is not a peculiarity of this particular proof, but a general
feature of proofs in QDP and related systems. This is made precise by the following
result. The proof is first given in [6] for a system that can be identified with a
fragment of QDP, but the extension to our richer language is straightforward.

Theorem 2 (Resolution Algorithm). Let P W ' `  and let ˛ 2 R.'/. There
is a procedure which, inductively on P, constructs a proof Q W ˛ ` ˇ having as
conclusion a resolution ˇ 2 R. /.

What the theorem shows is that there is a systematic way of reading a proof in our
system as an algorithm that takes as input specific resolutions of the assumptions,
and outputs a corresponding resolution of the conclusion—together with a proof
ensuring that the output resolution is indeed entailed by the input resolutions. This
is illustrated in Fig. 5.

Thus, while proofs involving only classical formulas are essentially just proofs
in classical logic, proofs involving questions have a specific kind of constructive
content, reminiscent of the proofs-as-programs interpretation of intuitionistic logic:

j1 j2 . . . jn

P

y

Resolve j1, . . . ,jn

to a1, . . . ,an

a1 a2 . . . an

Q

b ∈ (y)

Fig. 5 An illustration of the resolution algorithm: given a proof P W ' `  and resolutions ˛ of
', the algorithm builds a proof Q W ˛ ` ˇ of a corresponding resolution ˇ of  .
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a proof having some question assumptions and a question conclusion encodes
an actual procedure for computing a certain dependency. Thus, the connection
discussed in Section 2 between questions and dependency is not confined to the
semantic side of logic, but also has an interesting proof-theoretic side to it.

4.5 Summing up

In this section, we have seen that QDP may be axiomatized by extending a system
for classical logic with rules dealing with the question-forming operation

>

and
with its interaction with the other connectives. While being a conservative extension
of classical logic, QDP exhibits constructive features when it comes to questions:
indeed, the disjunction property holds for

>
, and both the double negation law and

the law of excluded middle are not generally valid for questions. This constructive
aspect of the logic is reflected in the fact that proofs involving questions have
an interesting computational interpretation: they encode methods for computing
dependencies.

In reasoning with dependencies, an important asset of QDP is that dependencies
are not expressed by means of a primitive logical constant, as in propositional depen-
dence logic, but decomposed into more basic operations, such as

>

;^; and�!. As
shown in [1] and [28], these operations correspond to fundamental operations on
the space of meanings of our logic. The proof-theoretic consequence of this is that
each of these connectives can be handled by means of simple, and indeed essentially
standard, inference rules, thus allowing for a natural and insightful proof system. By
contrast, no such natural rules are available if dependencies are expressed by means
of a primitive operator.

5 Predicate logic

In this section, we look at how the propositional system QDP defined in Section 3
can be extended to a system QDFO of first-order predicate logic. We will bring
together operations from first-order inquisitive semantics and dependence logic, and
we will show that this results in a system capable of expressing in a simple way a
wide range of interesting questions and dependencies.

5.1 What semantic setting?

In extending our logic from the propositional to the first-order setting, we immedi-
ately face an important choice: what objects should play the role of possible worlds
in this setting?
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The first candidate that comes to mind are first-order models for the given
language. After all, the standard view is that a first-order model is to a first-
order language what a valuation is to a propositional language: a specification
of a complete state of affairs. Indeed, this is the view taken in the first-order
implementations of Inquisitive Semantics developed so far ([4, 8], a.o.): worlds are
identified with first-order models, and states with sets of models, which are assumed
for simplicity to share the same domain. In this view, an information state reflects
uncertainty as to which first-order model represents the actual world. By evaluating
sentences with respect to such states, we interpret questions concerning the features
of the model, as well as dependencies among them.

As we will see, many interesting dependence patterns do indeed concern features
of the model, and could naturally be handled in this semantic framework. However,
there is an important class of dependencies that cannot be interpreted in this frame-
work. These are precisely the dependencies between first-order variables which are
the crucial concern of first-order Dependence Logic. As discussed in Section 2.8,
dependencies between variables can be re-conceptualized as dependencies between
questions about the variables’ value. For instance, to say that y is determined by x
is simply to say that �y, the question of what the value of y is, is determined by
�x, the question of what the value of x is. However, the questions �y and �x do not
concern features of the model, but rather features of the assignment, namely the
value it assigns to y and x, respectively. If we want to give support conditions for
these questions, our states must reflect not only uncertainty about the model, but
also uncertainty about the assignment.

Curiously, in Dependence Logic, the situation is opposite to that of Inquisitive
Semantics: it is only assignment-uncertainty which is taken into account. That is,
whereas in first-order Inquisitive Semantics formulas are evaluated with respect to
a set of models and a single assignment, in first-order Dependence Logic formulas
are evaluated with respect to a single model and a set of assignments. However,
this confines us to dealing only with questions and dependencies about the values of
variables. One odd consequence of this choice is that things that were expressible in
propositional dependence logic are no longer expressible in first-order dependence
logic. For instance, as we have seen, in the propositional case we can express the
fact that whether q is determined by whether p. However, the moment the atoms p
and q are represented in first-order logic, say, as two sentences Pa and Qb, we can
no longer express the same dependency. In a fixed model, both Pa and Qb just have
a definite truth-value, and we can no longer make sense of the notion of whether Qb
being determined by whether Pa.

To overcome the limitations of each of the two frameworks, we will set up our
semantics in such a way that the information encoded in a state may be partial in
both respects, with regard to the features of the model, and with regard to the values
of variables. We will take a possible world w to be a pair, consisting of a first-order
model M and an assignment g, and we will think of an information state as a set
of such worlds. For simplicity, we will assume here that all the worlds in a state
share the same domain, that is, that there is no uncertainty about what the relevant
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individuals are, but only about what properties these individuals have, and which
individual each variable denotes.

Definition 9 (Worlds and states). Let S be a first-order signature.

• A possible world is a pair w D hMw; gwi, where:

– Mw is a first-order model for S
– gw is an assignment into the domain of Mw

• An information state is a set s of possible worlds whose models are based on the
same domain, denoted Ds, or simply D, when no confusion arises.

This more general framework encompasses both frameworks discussed above as
particular cases: the single-assignment framework of standard inquisitive semantics
is the case in which all worlds w in our state s have the same assignment component
gw, differing only in their model component Mw; conversely, the single-model
framework of standard dependence logic is the case in which all the worlds have the
same model component Mw, differing only in the assignment component gw.19;20

5.2 Quantification in support semantics

Let us now turn to the definition of the system QDFO. The quantifier-free fragment
of the language will be a simple adaptation of the propositional logic QDP discussed
above. That is, quantifier-free formulas are built up from atomic sentences of the

19An anonymous reviewer pointed out that an equivalent semantic setup has been recently
advocated by Väänänen [35] with a somewhat different motivation in mind. Väänänen’s goal is
to develop a logic capable of expressing interesting properties of a set-theoretic multiverse, i.e.,
a structure containing a multitude of distinct models of set theory. In his system, formulas are
evaluated with respect to a multiset of first-order models and to a function mapping each of these
models to an assignment into the corresponding domain. While seemingly more complex, this
setup is essentially equivalent to our setup based on sets of model-assignment pairs.
20Interestingly, the move we are making here has an almost exact parallel in the history of dynamic
semantics. The fundamental idea of dynamic semantics is that the meaning of a sentence lies in
its potential to bring about a change in an information state (either the conversational context
or the hearer’s information state). Formally, what this means is that meanings are taken to be
functions from information states to information states. In the Dynamic Predicate Logic (DPL) of
[18], this approach was used to deal with anaphora, that is, with the process whereby pronouns get
their referent. In this system, pronouns are modeled semantically as free variables. Accordingly,
information states are taken to be sets of assignment, and a fixed underlying model is assumed.
Later on, however, the dynamic approach was used by [38] to deal with modals and default
reasoning; for these applications, it is crucial for an information state to contain different models,
while assignments do not play a role. Finally, in [19], these lines of research were brought together
in a unified framework, where states are taken to be sets of world-assignment pairs, just as in the
present paper.
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signature S and the falsum constant ? by means of the connectives ^;�!;_,
and

>

. The clause for an atomic sentence Rt simply states that Rt is supported at a
state in case it is true at all the worlds in the state.

• s ˆ Rt ” for all w 2 s: tw2 Rw

where tw is the interpretation of the tuple t of terms in world w, defined in the
obvious way, and Rw is the interpretation of the relation symbol R in the model Mw.
The clauses for ? and the connectives are the same as in the propositional case.

Let us now look at quantification. In this support-based setting, two different
ways to deal with the standard first-order quantifiers suggest themselves. To state
the relevant clauses, we first need to introduce some notational convention.

If w is a world, x a variable, and d an individual, let wŒx 7! d�WDhMw; gwŒx 7! d�i.
We can now introduce some operations on states which are useful for quantification.
First, if s is a state and d an element in its domain, then sŒx 7! d� is the state that
results from replacing each world w by wŒx 7! d�. Second, if f W s �! D is a
function from worlds in the state s to individuals, then sŒx 7! f � is the state that
results from replacing each world w by wŒx 7! f .w/�. Notice that sŒx 7! d� is
nothing but sŒx 7! cd� where cd W s �! D is the constant function that assigns the
individual d to every world in s. Finally, if A is a set of individuals, then sŒx 7! A� is
the state that results from replacing each world w 2 s with a number of variants of
it, namely all the worlds obtained as wŒx 7! d� for some d 2 A. More formally, we
have the following.

Definition 10. Let s be a state and let x be a variable. Then:

• if d 2 D, then sŒx 7! d� D fwŒx 7! d� jw 2 sg
• if f W s �! D, then sŒx 7! f � D fwŒx 7! f .w/� jw 2 sg
• if A � D, then sŒx 7! A� D fwŒx 7! d� jw 2 s; d 2 Ag
Using these operations, we can equip our system with the standard dependence logic
quantifiers, which we will denote by 9d and 8d.

• s ˆ 9dx' ” sŒx 7! f � ˆ ' for some f W s �! D
• s ˆ 8dx' ” sŒx 7! D� ˆ '
The first clause says that the formula 9dx' is supported at a state if we can set the
value of x at each world in a suitable way so that the resulting state supports '. The
second clause says that the formula 8dx' is supported at a state if expanding the
state by letting x take all the possible values in D leads to a state which supports
'. The crucial feature of 8d is that, in the process of interpretation, it creates a
range—with one possible world for each element in the domain—relative to which
other operators may then be interpreted. For instance, in the process of interpreting
8dx' relative to a singleton state s D fwg, the state is expanded to a new state
sŒx 7! D� D fwŒx 7! d� j d 2 Dg, whose elements correspond to the different
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values for x; the formula ' is then interpreted relative to this state which reflects the
variability in the possible value for x.21

Besides these quantifiers, we will also equip our system with the standard
inquisitive semantics quantifiers, which we denote by 9i and 8i. The clauses for
these quantifiers are more similar to the familiar ones.22

• s ˆ 9ix' ” sŒx 7! d� ˆ ' for some d 2 D
• s ˆ 8ix' ” sŒx 7! d� ˆ ' for all d 2 D

Setting the value of a variable x to a certain individual d throughout the state—that
is, looking at the state sŒx 7! d�—allows us to check what the state s settles about
the individual d, rather than about the variable x. In the subsequent evaluation of ',
x will be interpreted rigidly, as denoting the same individual d throughout all the
possible worlds. Thus, the clause for 9i (respectively,8i) says that 9ix' is supported
in s just in case s settles ' of some (respectively, every) individual d.

Notice that 9i and 8i are the quantifier counterparts of

>

and ^. To see this,
suppose a state s has a finite domain Ds whose elements are rigidly denoted by
constants a1; : : : ; an. That is, suppose the value of .ai/w is the same at any world w 2
s, and D D f.a1/w; : : : ; .an/wg for a world w 2 s. Then, we have the following:

• s ˆ 9ix'.x/ ” s ˆ '.a1/ >

: : :

>

'.an/

• s ˆ 8ix'.x/ ” s ˆ '.a1/ ^ � � � ^ '.an/

In a similar way, the dependence existential quantifier is the quantifier counterpart
of tensor disjunction. That is, in a state like the one we just described, we have

• s ˆ 9dx'.x/ ” s ˆ '.a1/ _ � � � _ '.an/

Notice that 9i is stronger than 9d: if 9ix' is supported at s, then there exists some
d 2 D such that sŒx 7! d� ˆ '; as we remarked above, sŒx �! d�DsŒx 7! cd� where
cd is the constant function mapping each world to d; thus, we also have s ˆ 9dx'.
Dually, 8d is stronger than 8i: for, observe that for all d 2 D, sŒx 7! d� � sŒx 7! D�.
As we will see in a moment, QDFO still satisfies the persistence property. Hence,
from s ˆ 8dx' it follows that s ˆ 8ix'.

From different perspectives, both sets of quantifiers are natural choices. On
the one hand, from an algebraic perspective, it is the quantifiers 8i and 9i that
correspond to generalized meet and join operations, thus behaving abstractly like
the standard quantifiers of classical logic. On the other hand, it is shown in [1]
that the quantifiers 8d and 9d are the multi-assignment counterpart of the standard
quantifiers in a precise category-theoretical sense.

21This feature of 8d has been exploited in linguistics by Brasoveanu and Farkas [3] to provide a
solution to the long standing issue of how indefinites like a man take their scope.
22These quantifiers have also been considered in the dependence logic literature, where they are
denoted 91 and 81.



Dependency as Question Entailment 169

5.3 A glance at the system

Let us now take a quick look at the features of the resulting system. The fundamental
properties of the propositional system QDP carry over to the first-order setting. First
of all, the semantics still satisfies the persistency and empty state properties.

Proposition 23. For any formula ', the following holds.

• Persistence property: if s ˆ ' and t � s, t ˆ '
• Empty state property: ; ˆ '
As in the propositional case, we can define truth as support with respect to singleton
states. The following proposition, easily verified by induction, ensures that the truth-
conditions determined in this way are the classical ones.

Proposition 24 (Truth is classical). Let ' be a formula and let w D hM; gi be a
world. Let '� be the first-order formula obtained by replacing every operator in '
by its classical counterpart. Then:

w ˆ ' ” M ˆg '
� in classical logic

Recall that we call a formula truth-conditional in case support for it simply amounts
to truth at every world. The next proposition, which may be proven by induction,
states that inquisitive disjunction and the inquisitive existential quantifier are the
only sources of non truth-conditional meanings in the system.

Proposition 25. Any

>

; 9i�free formula is truth-conditional.

Let L Q
c denote the language generated from atomic formulas and ? by means of

the connectives ^;�!;_, and the quantifiers 9d and 8d. We will refer to formulas
in L Q

c as classical first-order formulas. The previous proposition implies that the
classical fragment of QDFO—the fragment consisting of classical formulas—may
be regarded as a support-based implementation of classical first-order logic, and that
entailment among classical formulas coincides with entailment in first-order logic.
Thus, the full system QDFO can be regarded as a conservative extension of classical
first-order logic with questions.

Notice that, by Proposition 25, we could just as well have chosen 8i instead of
8d as support-based counterpart of the classical universal quantifier. This illustrates
an important fact: in general, a classical logical constant may be extended in several
non-equivalent ways beyond the truth-conditional realm. In this case, the clauses for
8d and 8i give the same results when restricted to truth-conditional formulas—to
statements—but come apart in the outcome they yield when applied to questions.23

23For instance, it is easy to check that 8ix9iy.x D y/ is a valid formula, but 8dx9iy.x D y/ is not.
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5.4 First-order questions

In QDFO, we have two basic question-forming operators: inquisitive disjunction

>

,
and the inquisitive existential quantifier 9i. We have already seen in the propositional
setting how the former allows us to express a wide range of questions, including
polar questions (‹˛), alternative questions (˛

>

ˇ), and conditional questions (e.g.,
˛ �! ‹ˇ). Let us now take a look at the new sorts of questions which become
expressible in the first-order setting.

Consider a formula ': relative to a variable x, ' determines an intensional
property 'x, i.e., a function that maps each world w to a set of entities, namely:

'x.w/ WD fd 2 D jwŒx 7! d� ˆ 'g

Now let ˛ be a statement. According to the clause for 9i, the formula 9ix˛ is settled
in s just in case s establishes of some specific individual d 2 D that it is included in
the denotation of ˛x. More formally:

s ˆ 9ix˛ ” for some d 2 D W d 2 ˛x.w/ for all w 2 s

Thus, 9ix˛ can be seen as expressing a question which is settled by providing an
instance of the property ˛x. Thus, if ˛ stands for the statement “x is a European
capital,” then 9ix˛ stands for a question such as (1), which is settled precisely in
case we establish of something that it is a European capital. Thus, 9i allows us to
express the so-called mention-some questions.

(1) What is one European capital?

Now suppose we want to express, instead, the mention-all question which is only
settled in case we lay out exactly what the extension of ˛x is. This question is settled
just in case of each individual it is settled whether or not it has property ˛x. This
suggests to express this question by means of the formula 8ix‹˛—that is, spelling
out the question mark, 8ix.˛

> :˛/. And, indeed, we have the following:

s ˆ 8ix‹˛ ” for all d 2 D; sŒx 7! d� ˆ ‹˛
” for all d 2 D; sŒx 7! d� ˆ ˛ or sŒx 7! d� ˆ :˛
” for all d 2 D; for all w 2 s; wŒx 7! d� ˆ ˛ or

for all w 2 s; wŒx 7! d� 6ˆ ˛
” for all d 2 D; for all w 2 s; d 2 ˛x.w/ or

for all w 2 s; d 62 ˛x.w/

” for all d 2 D; for all w;w0 2 s; d 2 ˛x.w/ ” d 2 ˛x.w0/

” for all w;w0 2 s; for all d 2 D; d 2 ˛x.w/ ” d 2 ˛x.w0/

” for all w;w0 2 s; ˛x.w/ D ˛x.w0/
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This shows that s ˆ 8ix‹˛ holds just in case in s it is settled what the extension
of ˛x is. For instance, if we suppose again that ˛ stands for the statement “x is a
European capital,” then 8ix‹˛ stands for a question such as (1).24

(2) What are all the European capitals?

As an important particular case, let us see how we can express within our language
the identity question concerning the value of a certain term t. Consider the formula
x D t, where x is a variable not occurring in t. Then, .x D t/x expresses is the
property of being identical to t, whose denotation at a world w consists of exactly
one element, namely the referent tw of t in the world w. Thus, if we consider the
formula 9ix.x D t/, we have

s ˆ 9ix.x D t/ ” for some d 2 D W d 2 .x D t/x.w/ for all w 2 s

” for some d 2 D W d 2 ftwg for all w 2 s

” for some d 2 D W d D tw for all w 2 s

” for all w;w0 2 s W tw D tw0

That is, 9ix.x D t/ is settled in a state s just in case it is established in s what the
value of the term t is. In line with the notation used in our informal discussion in
Section 2.8, we will make the following notational convention:

• �t WD 9ix.x D t/, where x is an arbitrary variable not occurring in t

We will refer to �t as the identity question about t. Incidentally, notice that, since
.x D t/x denotes a singleton at any possible world, the distinction between mention-
some and mention-all evaporates: establishing of some object that it has the property
of being identical to t is the same thing as establishing what is the denotation of the
property of being identical to t. Hence, �t could also have been defined equivalently
as 8ix‹.x D t/.

5.5 First-order dependencies

Defining the dependence atom
In standard first-order dependence logic, dependencies are expressed by means of
a dedicated kind of atomic formulas, called dependence atoms, similar to the ones
we discussed in the propositional setting, but having individual variables rather than

24Incidentally, this means that Groenendijk’s Logic of Interrogation [13, 30] may be identified with
the fragment of QDFO consisting of classical formulas plus formulas of the form 8ix‹˛, where ˛
is classical and x is a possibly empty sequence of variables.



172 I. Ciardelli

propositional variables as constituents. For any variables x1; : : : ; xn; y, the language
is equipped with a corresponding atom D.x1; : : : ; xn; y/, which is interpreted by
means of the following clause:

s ˆ D.x1; : : : ; xn; y/ ” 8w;w02s; gw.xi/Dgw0.xi/ for all i; then gw.y/Dgw0.y/

As in the propositional case, this truth-based clause can be seen to be equivalent
with the following, support-based one.

s ˆ D.x1; : : : ; xn; y/ ” for all t � s; if t ˆ �xi for all i; then t ˆ �y

Now, notice that the right-hand side amounts to the fact that the question �y is
entailed by the questions �x1 ; : : : ; �xn in the context s. So, we have

s ˆ D.x1; : : : ; xn; y/ ” �x1 ; : : : ; �xn ˆs �y

This shows that, just like the propositional dependence atom, the first-order depen-
dence atom captures a particular case of question entailment in context, namely
entailment between identity questions. This provides a fully precise ground to our
informal discussion, in section 2.8, of how dependencies between variables can be
re-conceptualized as dependencies between questions. Moreover, due to the con-
nection between entailment in context and implication, this means that dependence
atoms are definable in QDFO as implications involving identity questions.25

D.x1; : : : ; xn; y/ WD �x1 ^ � � � ^ �xn �! �y

Thus, for instance, the Henkin pattern of quantification that we used as an example
in the introduction section may be expressed in QDFO as follows:

8dx18dx29dy19dy2..�x1 �! �y1 / ^ .�x2 �! �y2 / ^ '.x1; x2; y1; y2//

The fact that the dependence atom is expressible by means of implication was
already remarked, in a slightly different form, in [1]. However, what our perspective
brings out is that, as in the propositional case, dependence atoms are only a special
case of a much more general pattern. In this section, we will take a look at a number
of other interesting kinds of dependencies that become expressible by combining
implication and the wide range of questions available in QDFO.

Dependencies among features of the assignment
Suppose we are working with the standard signature of arithmetic, and suppose all
the worlds in our state s are based on the same model, namely the standard model
of the natural numbers. Now let even.x/ be the statement that x is even. Then, the

25Notice in particular that, for n D 0, we have that the constancy atom D.x/ of standard dependence
logic is equivalent to the identity question �x.
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polar question ‹even.x/ captures the question about the parity of x. Clearly, this
question is much weaker than �x: in order to have s ˆ �x, all the assignments in s
have to agree about their value on x; in order to have s ˆ ‹even.x/, on the other
hand, it suffices that they agree on the parity of x—though they may well disagree
on their precise value on x.

In more visual terms, we can think of both the question �x and the question
‹even.x/ as inducing partitions of the space of assignments: the partition induced by
�x has infinitely many blocks, corresponding to the infinitely many possible values
for x; the partition induced by even.x/ has only two blocks, corresponding to the
two possible parities for x.

Now imagine that, in a certain state s, the value of y is not completely determined
by the value of x, yet the parity of y is determined by the value of x. In this state,
an interesting dependency relation between x and y holds, but one which is much
weaker than the relation expressed by the dependence atom D.x; y/. In QDFO, the
relevant dependency can be expressed in a simple way by the following conditional:

�x �! ‹even.y/

Conversely, it may be that, in a certain state s, it is not even necessary to know the
exact value of x in order to know the value of y: it suffices to know the parity of x.
That is, in order to determine y we only need access to some partial information
about x. In this state, too, an interesting dependency relation between x and y holds,
but one which is much stronger than the relation expressed by the dependence
atom D.x; y/. In QDFO, this relation can be expressed by means of the following
conditional:

‹even.x/ �! �y

Finally, there are also cases of dependencies between variables that are simply
incomparable to the standard ones. For instance, it may be that the parity of y
in a state is determined by the parity of x, which is expressed by the following
conditional.

‹even.x/ �! ‹even.y/

Of course, there is nothing special about the use of a polar question ‹even.x/ in
these examples. To see that analogous phenomena arise with different kinds of
questions, suppose modn.x/ denotes the remainder of the division of x by n. Then,
the question �modn.x/ asks for the value of this remainder, that is, it asks for the
equivalence class of x modulo n. Intuitively, the question �modn.x/ partitions the set
of all assignments into n cells, each one corresponding to one equivalence class
modulo n.
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Then, the following implication expresses the fact that the value of y is fully
determined by the value of modn.x/, that is, by the equivalence class of x modulo n:

�modn.x/ �! �y

Conversely, the following formula expresses that the equivalence class of y modulo
n is determined by x.

�x �! �modn.y/

Of course, such conditionals may then be embedded in a sentence which contains
quantifiers binding the variables x and y. In this way we can express, for instance,
that for any x there exists a corresponding y, depending only on the parity of x,
which stands in the relation ' to x.

8dx9dy..‹even.x/ �! �y/ ^ '.x; y//
As another example, we may express that for all x and y there is a corresponding z,
whose parity is fully determined by x and whose equivalence class modulo 3 is fully
determined by y, which stands in the relation ' to x and y.

8dx8dy9dz..�x �! ‹even.z// ^ .�y �! �mod3.z// ^ '.x; y; z//

Thus, regarding dependency as a relation between questions leads us to a broader
perspective on this notion, which makes it possible to recognize and express a
variety of different dependence relations, some of which are weaker than the
standard ones, some stronger, and some simply incomparable.

Dependencies among features of the model
In standard dependence logic, the semantics is based on a fixed underlying first-
order model. By contrast, in QDFO information states also reflect uncertainty as to
the features of the model: this makes it possible to capture dependence relations that
concern features of the model, rather than features of the assignment. Let us briefly
consider a few basic examples.

First of all, all the kinds of dependencies expressible in the propositional system
QDP are also expressible in QDFO: this includes dependencies between polar
questions, alternative questions, and conditional questions, of the kind discussed in
section 3.3. Thus, QDFO avoids the puzzling situation found in standard dependence
logic, where dependencies expressible in the propositional system are no longer
expressible in the first-order system.

Additionally, we can now express dependencies between properly first-order
questions, such as the mention-some and mention-all questions discussed in the
previous sub-section. As a first example, consider the following implication between
two mention-some questions: this implication expresses the fact that any instance of
the property ˛x determines a corresponding instance of the property ˇx.

9ix˛ �! 9ixˇ
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For a concrete illustration, suppose L.x/ stands for the statement “x is a leap year,”
and suppose we are in a state s in which we do not know exactly which years are
leap years, but we do know that there are never two leap years in a row. In this state
the dependency 9ixL.x/ �! 9ix:L.x/ holds, since from an instance of a leap year
we can derive an instance of a common (non-leap) year: if we enhance s by settling
that a certain year x is a leap year, then we have also settled that xC 1 is a common
year. Vice versa, the converse dependency 9ix:L.x/ �! 9ixL.x/ does not hold in s,
since from an instance of a common year we cannot without additional information
obtain an instance of a leap year.

As a further example of first-order dependency, the following implication
between mention-all question allows us to express the fact that the extension of
the property ˇx is completely determined by the extension of the property ˛x.

8ix‹˛ �! 8ix‹ˇ

For an illustration, suppose E.x/ is the statement “x is an EU country” and B.x/
is the statement “x borders an EU country.” Suppose we are in an information
state s in which we know nothing about which countries belong to the EU, but
we know exactly what the world map looks like, and so we know which countries
share a border. The dependency 8ix‹E.x/ �! 8ix‹B.x/ holds in this state, since
once we enhance our state by settling what the EU countries are, we also settle
which countries border an EU country. On the other hand, the converse dependency
8ix‹B.x/ �! 8ix‹E.x/ does not hold: in the given state, settling which countries
border an EU country is not enough to determine what the EU countries are.

Higher-order dependencies
Let us conclude this quick tour of the variety of dependencies expressible in QDFO

by showing a concrete example of the higher-order dependencies discussed in
section 3.3. Suppose our language contains three individual constants, t; p, and v,
which stand, respectively, for the temperature, the pressure, and the volume of a
certain gas.

Now, the implication �t �! �p is supported in a state s just in case, relative
to s, the pressure of the gas is determined by the temperature in a certain way. As
discussed already in section 3.3, this formula is itself a question, which may be
described as asking for a way to determine the pressure from the temperature. This
way may be construed as a function: indeed, s ˆ �t �! �p holds just in case there
is a function f W D �! D such that pw D f .tw/ for all w 2 s—that is, in case there
is a function f of which it is established in s that applying it to the value of t yields
the value of p.

The situation is analogous for the formula �t �! �v , which is a question
asking for a way to determine the volume from the temperature. Now consider the
following higher-order dependence formula:

.�t �! �p/ �! .�t �! �v/
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What the formula expresses is that any way for the pressure to depend on the
temperature determines a corresponding way for the volume to depend on the
temperature.

For instance, suppose in s it is established that our gas behaves as a perfect
gas, satisfying the law pv D kt, where k is a constant whose value is established
in s. Then, the above higher-order dependency holds. For, were we to establish that
p D f .t/ for some function f , it would follow that v D kt

f .t/ , so we would have a

function g (namely the function t 7! kt
f .t/ ) of which it is established that it yields

v from t. Hence, relative to s, any dependency of p on t yields a corresponding
dependency of v on t. This is precisely what is required for the higher-order
dependency above to hold.

This example is meant to illustrate that higher-order dependencies are mean-
ingful and potentially important features of an informational scenario. In standard
dependence logic, it is hard to see how such dependencies can be represented,
since dependence atoms can only be applied to variables, not to other dependence
atoms. In QDFO, on the other hand, implications may be nested, and higher-order
dependencies can be represented in a simple and elegant way.

5.6 Summing up

In this section we have introduced a first-order system QDFO for questions and
dependencies. This system is based on information states construed as sets of
model-assignment pairs, thus reflecting partial information about the features of the
model as well as the values of variables. This allows us to interpret in a natural
way a broad range of questions concerning both these aspects, as well as their
interaction. Besides the propositional questions familiar from Section 3, notable
kinds of questions which are expressible in the system include identity questions,
which ask for the value of a term, mention-some questions, which ask for an instance
of a property, and mention-all questions, which ask for the extension of a property.
Thanks to the availability of the implication operation, all dependencies between
such questions may then be expressed in the language. The dependence atoms
of standard dependence logic emerge as a particular case—the case in which the
relevant questions are identity questions about the value of variables. However,
our new perspective allows us to recognize and express many other dependence
patterns; for instance, we may express that the extension (or an instance) of a
property is determined by the extension (or an instance) of another. Or, we may
express that some feature of a variable is determined by some feature of another—
the standard dependencies constituting the limit case in which the relevant features
are the variables’ values.
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6 Conclusion

In this paper, we have investigated the relation between questions and dependency.
We started out by showing that we can take a new, informational perspective on
classical logic, and that this move makes it possible to bring questions within the
scope of logic. Once this is done, dependency emerges as a facet of the relation
of entailment, namely entailment between questions in context. Moreover, in this
semantic framework, an implication operation is naturally defined which allows us
to express entailment in context within the language. Thus, in such a semantics,
dependencies are generally expressible as implications between questions.

We made this discussion concrete by looking at a system of propositional logic
which encompasses both propositional inquisitive semantics and dependence logic.
We saw that this system is capable of expressing not only dependencies between
atomic polar questions—corresponding to the dependence atoms in propositional
dependence logic—but also other natural examples of dependence relations involv-
ing, e.g., complex polar questions, alternative questions, and conditional questions.

We investigated the features of the associated propositional logic, providing
a complete proof system and showing that questions and dependencies can be
manipulated in reasoning by means of simple and familiar logical rules. We found
that the connection between questions and dependencies also shows up at the level
of proofs: proofs involving questions do not just witness the existence of certain
dependencies, but actually encode methods for computing these dependencies.

Finally, we took the discussion to the first-order level. We saw that, for a general
account of first-order dependencies, our setup needs to be more general than the one
adopted in first-order inquisitive semantics, which uses a single assignment, and also
than the one adopted in dependence logic, which uses a single model: we proposed
to evaluate formulas relative to information states construed as sets of world-
assignment pairs. We defined a system of first-order logic which brings together
operations from dependence logic and inquisitive semantics, and we saw that this
system is capable of expressing not only dependencies between identity questions—
corresponding to the dependence atoms of first-order dependence logic—but also
many other interesting types of dependencies, such as dependencies between the
extension of properties, and dependencies between features of different variables.

If the ideas presented here are sound, logics of questions and logics of depen-
dency share the same object of investigation. Clearly, this calls for a transfer, or
rather a merge, of insights and results that have been obtained within the two tradi-
tions. Interestingly, these are often complementary: work in Inquisitive Semantics
has focused mostly on the logico-philosophical foundation of the semantics, on
propositional connectives, axiomatization results, and on applications in linguistics;
by contrast, work in Dependence Logic has focused mostly on quantification, on
complexity results, and on applications in computer science. It thus seems that there
is a great deal to be gained by bringing together these two lines of work. Along with
[39] and [6], the present paper is a first step in this direction.
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Appendix

Proof of Proposition 22. We first observe one basic property of our system.

Replacement of equivalents: for all formulas '; ; � 2 L ,  a` � implies
'Œ =p� a` 'Œ�=p�.

This claim can be established straightforwardly by induction on '. Equipped with
this observation, we will proceed to prove Proposition 22 by induction on '. If ' is
an atom or?, thenR.'/ D f'g and the claim is trivially true. Let us now assume the
claim holds for ' and  , that is, let us assume ' a` >

R.'/ and  a` >

R. /,
and let us proceed to prove that it also holds for ' ^  , ' �!  , ' _  , and
'

>

 .

• ' ^  . By induction hypothesis and replacement of equivalents, we have

' ^  a` >

R.'/ ^ >

R. /

Proposition 21 ensures that any entailment pattern which is valid in intuitionistic
logic is also valid in QDFO, when

>

is interpreted as intuitionistic disjunction.
In particular, this ensures that the distributivity of ^ over

>

is provable. We thus
have

>

R.'/ ^ >

R. / a` >

˛2R.'/;ˇ2R. /.˛ ^ ˇ/

Given that R.' ^  / D f˛ ^ ˇ j ˛ 2 R.'/ and ˇ 2 R. /g, the latter formula
is nothing but

>

R.' ^  /.
• ' �!  . By induction hypothesis and replacement of equivalents, we have

' �!  a` >

R.'/ �! >

R. /

By reasoning intuitionistically with �!;^ and

>

we then have

>

R.'/ �! >

R. / a`
^

˛2R.'/
.˛ �! >

R. //

Now, for any ˛ 2 R.'/, we have ˛ �! >

R. / a` >

ˇ2R. /.˛ �! ˇ/.
The right-to-left direction holds by simple intuitionistic reasoning, while the
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left-to-right direction simply amounts to the Split rule of our system (recall
that resolutions are classical formulas, so this rule is indeed applicable). By
replacement of equivalents, we then have the following:

^

˛2R.'/
.˛ �! >

R. // a`
^

˛2R.'/

>

ˇ2R. /.˛ �! ˇ/

Finally, using again the distributivity of ^ over

>

we get that the right-hand side
is provably equivalent with the following formula:

>

f WR.'/�!R. /

^

˛2R.'/
.˛ �! f .˛//

Given that R.' �!  / D fV˛2R.'/ ˛ �! f .˛/ j f W R.'/ �! R. /g, the

latter formula is nothing but

>
R.' �!  /.

• ' _  . By induction hypothesis and replacement of equivalents, we have

' _  a` >

R.'/ _ >

R. /

Notice that we have '_ . >

�/ a` .'_ / >

.'_�/: the left-to-right direction
of this equivalence is obtained by an application of the rule ._d/ of our system,
while the right-to-left direction is easily proved using the rules .

>

e/, .

>

i/ ._r/.
Also, notice that by using the rule ._c/, we can make sure that distributivity

holds not only on the right side of a tensor, but also on the left side. Then, multiple
applications of distributivity on both sides of the tensor yield

>

R.'/ _ >

R. / a` >

˛2R.'/;ˇ2R. /˛ _ ˇ

Given that R.' _  / D f˛ _ ˇ j ˛ 2 R.'/ and ˇ 2 R. /g, the formula on the
right is nothing but

>

R.' _  /.
• '

>

 . By induction hypothesis and replacement of equivalents we have

'

>

 a` >

R.'/

> >

R. /

Given that R.'

>

 / D R.'/ [ R. /, the above formula is simply>

R.'

>

 /.
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Approximation Logics for Subclasses
of Probabilistic Conditional Independence
and Hierarchical Dependence
on Incomplete Data

Sebastian Link

Abstract Probabilistic conditional independence constitutes a principled approach
to handle knowledge and uncertainty in artificial intelligence, and is fundamental
in probability theory and multivariate statistics. Similarly, first-order hierarchical
dependence provides an expressive framework to capture the semantics of an
application domain within a database system, and is essential for the design
of databases. For complete data it is well known that the implication problem
associated with probabilistic conditional independence is not axiomatizable by
a finite set of Horn rules (Studený, Conditional independence relations have no
finite complete characterization. In: Kubik, S., Visek, J. (eds.) Transactions of the
11th Prague Conference on Information Theory, Statistical Decision Functions and
Random Processes, pp. 377–396. Kluwer, Dordrecht, 1992), and the implication
problem for first-order hierarchical dependence is undecidable (Herrmann, Inf.
Comput. 122(2):221–235, 1995). Moreover, both implication problems do not
coincide (Studený, Conditional independence relations have no finite complete
characterization. In: Kubik, S., Visek, J. (eds.) Transactions of the 11th Prague
Conference on Information Theory, Statistical Decision Functions and Random Pro-
cesses, pp. 377–396. Kluwer, Dordrecht, 1992) and neither of them is equivalent to
the implication problem of some fragment of Boolean propositional logic (Sagiv et
al., J. ACM 28(3):435–453, 1981). In this article, generalized saturated conditional
independence and full first-order hierarchical dependence over incomplete data
are investigated as expressive subclasses of probabilistic conditional independence
and first-order hierarchical dependence, respectively. The associated implication
problems are axiomatized by a finite set of Horn rules, and both shown to coincide
with that of a propositional fragment under interpretations in the well-known
approximation logic S -3. Here, the propositional variables in the set S are
interpreted classically, and correspond to random variables as well as attributes on
which incomplete data is not permitted to occur.
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1 Introduction

The concept of conditional independence is important for capturing structural
aspects of probability distributions, for dealing with knowledge and uncertainty in
artificial intelligence, and for learning and reasoning in intelligent systems [24, 50].
A conditional independence (CI) statement I.Y;Z j X/ represents the independence
of two sets of random variables relative to a third: given three mutually disjoint
subsets X, Y, and Z of a set S of random variables, if we have knowledge about the
state of X, then knowledge about the state of Y does not provide additional evidence
for the state of Z and vice versa. A fundamental problem is the implication problem,
which is to decide for an arbitrary finite set S, and an arbitrary set ˙ [ f'g of CI
statements over S, whether every probability model that satisfies every CI statement
in ˙ also satisfies '. The significance of this problem is due to its relevance for
building Bayesian networks [50]. The implication problem for CI statements is
not axiomatizable by a finite set of Horn rules [56]. An important subclass of CI
statements are saturated conditional independence (SCI) statements. These are CI
statements I.Y;Z j X/ over S that satisfy XYZ D S, that is, the set union XYZ
of X, Y, and Z is S. Geiger and Pearl have established an axiomatization for the
implication problem of SCI statements by a finite set of Horn rules [21].

The notion of saturated conditional independence I.Y;Z j X/ over S is closely
related to that of a multivalued dependency (MVD) X � YjZ over S, studied in
the framework of relational databases [5, 6, 15, 18, 25, 39, 40, 52]. Here, a set X of
attributes is used to denote the X-value of a tuple over S, i.e., those tuple components
that appear in the columns associated with X. Indeed, X � YjZ expresses the fact
that an X-value uniquely determines the set of associated Y-values independently
of joint associations with Z-values where Z D S � XY. Thus, given a specific
occurrence of an X-value within a tuple, so far not knowing the specific association
with a Y-value and Z-value within this tuple, and then learning about the specific
associated Y-value does not provide any information about the specific associated
Z-value. Previous research has established an equivalence between the implication
problem for SCI statements and that for MVDs [61]. In addition it is known that
the implication problem of MVDs is equivalent to that of formulae in a Boolean
propositional fragment F0 [52], even in nested databases with finite list, and record
constructors [26]. Indeed, Sagiv et al. showed that it suffices to consider two-tuple
relations in order to decide the implication problem of MVDs [52]. This enabled
them to define truth assignments from two-tuple relations, and vice versa, in such a
way that the two-tuple relation satisfies an MVD if and only if the truth assignment
is a model for the F0-formula that corresponds to the MVD. It follows from these
results that the implication of SCI statements is equivalent to that of F0-formulae.
Contribution. The purpose of this article is to summarize recent insight into the
relationships between implication problems for fragments of conditional indepen-
dencies, database dependencies, and propositional logic. The classical equivalences
described above are extended in two directions. Firstly, extensions of saturated CI
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statements, multivalued dependencies, and the propositional fragment F0 are con-
sidered. These extensions include generalized saturated conditional independence
(GSCI) statements I.Y1; : : : ;Yk j X/, which declare the independence between
any finite number k of sets Y1; : : : ;Yk of random variables, given X; as well as
Delobel’s class of full first-order hierarchical dependencies X W ŒY1 j : : : j Yk� as
an extension of MVDs X � YijR�XYi for i D 1; : : : ; k. Secondly, these extensions
are handled in the presence of incomplete data. For the probabilistic framework
this means that incomplete data can be present in some random variables, and
for the database framework this means that null markers can be present in some
attribute columns. As a mechanism to control the degree of incomplete data we
permit random variables to be specified as complete, that is, incomplete data cannot
be assigned to them. Similarly, attributes can be specified as NOT NULL to disallow
occurrences of null markers in these columns. In fact, the industry standard SQL for
defining and querying data permits attributes to be specified as NOT NULL [10]. As
a main contribution we establish axiomatizations, by a finite set of Horn rules, for
the implication problems of i) generalized saturated conditional independencies in
the presence of an arbitrary finite set C of complete random variables, and ii) full
first-order hierarchical dependencies in the presence of an arbitrary finite set Rs of
attributes declared NOT NULL. It is shown that both implication problems coincide
with the implication problem of a propositional fragment F under interpretations
by the well-known approximation logic S -3. Indeed, the propositional variables in
the set S correspond to the complete random variables in C as well as the NOT
NULL attributes in Rs. The main proof arguments are based on special probability
models that assign probability one half to two distinct assignments, and on two-tuple
relations, since these allow us to define corresponding S -3 truth assignments. The
established equivalences are rather special, since any duality between two of these
three frameworks fails already for general CI statements, embedded multivalued
dependencies, and any Boolean propositional fragment over complete data. The
equivalences are illustrated in Figure 1. In particular, they should be understood
as strong drivers for the advanced treatment of (in)dependence statements as first-
class citizens in some uniform framework for reasoning, such as dependence and
independence logic [2, 13, 19, 22, 45, 58, 59].
Organization. Generalized conditional independence statements and complete
random variables are defined in Section 2. Their combined implication problem
is axiomatized in Section 3. In Section 4 we prove the equivalence between
the C-implication of GSCI statements and S -3 implication of the propositional

Fig. 1 Summary of Equivalences between Implication Problems
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fragment F. In Section 5 this equivalence is extended to include Delobel’s class of
full first-order hierarchical dependencies and NOT NULL attributes. Related work
is outlined in Section 6. We conclude in Section 7.

2 Generalized Conditional Independence
under Incomplete Data

We use the framework of Geiger and Pearl [21]. We denote by S a finite set of distinct
symbols fv1; : : : ; vng, called random variables. A domain mapping is a mapping
that associates a set, dom.v/, with each random variable v. The set dom.v/ is called
the domain of v and each of its elements is called a data value of v. For X � S
we say that x is an assignment of X, if x 2 Qv2X dom.v/. For an assignment x D
.v1; : : : ; vk/ of X with vi 2 dom.vi/, we write x.vi/ for the data value vi of vi. For
some Y � X we write x.Y/ for the projection of x onto Y, that is, x.Y/ denotes the
restriction of the assignment x to the random variables in Y.

2.1 Complete Random Variables

In theory one can assume that the data values of assignments always exist and are
known. In practice, these assumptions fail frequently. Indeed, it can happen in most
samples that some data values do not exist, or that some existing data values are
currently unknown. In statistics and machine learning, one speaks commonly of
structural zeros in the first case, and of sampling zeros in the second case [17, 55].
In databases, one speaks of inapplicable nulls in the first case, and of unknown nulls
in the second case [8, 9, 63]. In practice, it is often difficult to tell whether some data
value does not exist, or exists but is currently unknown.

We use the notation x.v/ D � to denote that no information is currently available
about the data value x.v/ of the random variable v assigned to x. The interpretation
of the marker � as no information means that a data value does either not exist or a
data value exists but is currently unknown.

It is an advantage to gain control over the occurrences of incomplete data values.
For this purpose we introduce complete random variables. A random variable is
defined to be complete if and only if � … dom.v/. Although we include � in
domains of random variables that are not complete, we prefer to think of � as a
marker and not as a data value. In what follows we use C to denote the subset of
complete random variables. It is a goal of this article to investigate the properties
of generalized saturated conditional probabilistic independence in the presence
of an arbitrarily chosen set C of complete random variables. Indeed, complete
random variables are shown to provide an effective means to control the degree
of uncertainty and to soundly approximate classical reasoning.
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2.2 Conditional Independence under Complete
Random Variables

A probability model over .S D fv1; : : : ; vng;C/ is a pair .dom;P/ where
dom is a domain mapping that maps each vi to a finite domain dom.vi/, and
P W dom.v1/ 	 � � � 	 dom.vn/! Œ0; 1� is a probability distribution having the
Cartesian product of these domains as its sample space. Note that � … dom.vi/

if and only if vi 2 C. An assignment x of X � S is complete if and only if x.v/ 6D �
holds for all v 2 X. As usual, for an assignment x of X, P.x/ denotes the marginal
probability P.X D x/.

Definition 1. The expression I.Y1; : : : ;Yk j X/, where k is a non-negative integer,
and X;Y1; : : : ;Yk are mutually disjoint subsets of S, is called a generalized
conditional independence (CI) statement over S. If XY1 � � �Yk D S, we call
I.Y1; : : : ;Yk j X/ a generalized saturated conditional independence (GSCI) state-
ment. Let .dom;P/ be a probability model over .S;C/. A generalized CI statement
I.Y1; : : : ;Yk j X/ is said to hold for .dom;P/ if for all complete assignments x of X,
and for all assignments yi of Yi for i D 1; : : : ; k,

P.y1; : : : ; yk; x/ � P.x/k�1 D P.y1; x/ � : : : � P.yk; x/ (1)

Equivalently, .dom;P/ is said to satisfy I.Y1; : : : ;Yk j X/.
Remark 1. The expressions I.Y1; : : : ;Yk j X/ are generalized in the sense that they
cover CI statements as the special case where k D 2. We assume w.l.o.g. that the sets
Yi are non-empty. Indeed, for all positive k we have the property that a probability
distribution satisfies I.;;Y2; : : : ;Yk j X/ if and only if the probability distribution
satisfies I.Y2; : : : ;Yk j X/. In particular, for k D 1, the CI statement I.Y j X/
is always satisfied. One may now define an equivalence relation over the set of
generalized CI statements over some fixed set S of random variables. Indeed, two
such generalized CI statements are equivalent whenever they are satisfied by the
same probability distributions over S. However, our inference rules do not need to be
applied to such equivalence classes, as Remark 5 shows. For the sake of simplicity,
we assume that in GSCI statements I.Y1; : : : ;Yk j X/ the sets Yi are non-empty.

Remark 2. The satisfaction of generalized CI statements I.Y1; : : : ;Yk j X/ requires
equation (1) to hold for complete assignments x of X only. The reason is that the
mutual independence between the sets Yi is conditional on X. That is, assignments
that have no information about some random variable in X are not taken into account
when judging the independence between distinct Yi.

Remark 3. If every random variable is declared to be complete, that is, when C D S,
and k D 2, then Definition 1 reduces to the standard definition of CI statements
[21, 50].

We now introduce the running example of this article.
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Example 1. Let fm.ovie/; a.ctor/; r.ole/; c.rew/; f .eature/; l.anguage/; s.ubtitle/g
denote the set S of random variables, that captures properties of blu-rays we want
to model. Let C D fm; a; r; c; sg denote the set of complete random variables, and
let ˙ consist of the GSCI statements I.sar; c; fl j m/ and I.sc; ar j mfl/, and let '
be I.s; ar; flc j m/. We may define the following probability model .dom;P/ over
.S;C/:

• dom.m/ D fRashomon;The Seven Samuraig,
• dom.a/ D fT. Mifune;M. Kyog,
• dom.r/ D fTajomaru;Masakog,
• dom.c/ D fKurosawa;Hashimotog,
• dom.f / D fTailer;Comments; �g,
• dom.l/ D fJapanese;Maori; �g,
and define P by assigning the probability one half to each of the following two
assignments of .S;C/:

movie actor role crew feature language subtitle

Rashomon T. Mifune Tajomaru Kurosawa � � Suomi

Rashomon M. Kyo Masako Kurosawa � � Deutsch

It follows that .dom;P/ satisfies ˙ , but violates '.

For the remainder of the article we will be interested in GSCI statements. Let
˙ [ f'g be a set of GSCI statements over S. We say that ˙ C-implies ', denoted
by ˙ ˆC ', if every probability model over .S;C/ that satisfies every GSCI
statement in ˙ also satisfies the GSCI statement '. The implication problem for
GSCI statements and complete r.v. is defined as the following problem.

PROBLEM: Implication problem of GSCI statements and complete r.v.

INPUT: Pair .S;C/ with set S of random variables and

subset C � S of complete random variables

Set ˙ [ f'g of GSCI statements over S

OUTPUT: Yes, if˙ ˆC '; No, otherwise

Example 2. For S D fm; a; r; c; f ; l; sg, ˙ D fI.sar; c; fl j m/; I.sc; ar j mfl/g does
not C-imply ' D I.s; ar; cfl j m/ for C D fm; a; r; c; sg, but ˙ does C0-imply ' for
C0 D ff ; lg. A proof of the former is given by the probability model over .S;C/ in
Example 1, which satisfies ˙ , but violates '. Intuitively, for ' to be implied by ˙
one needs to specify f and l to be complete.

For ˙ we let ˙�
C D f' j ˙ ˆC 'g be the semantic closure of ˙ , i.e., the set

of all GSCI statements C-implied by ˙ . In order to characterize the implication
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problem of GSCI statements and complete r.v. we use a syntactic approach by
applying inference rules. These inference rules have the form

premise

conclusion
condition

and inference rules without any premises are called axioms. The premise consists of
a finite set of GSCI statements, and the conclusion is a singleton GSCI statement.
The condition of the rule is simple in the sense that it stipulates a simple syntactic
restriction on the application of the rule. An inference rule is called sound, if every
probability model over .S;C/ that satisfies every GSCI statement in the premise of
the rule also satisfies the GSCI statement in the conclusion of the rule, given that
the condition is satisfied. We write ˙ `R ' if and only if there is some inference
of ' from ˙ by the set R of inference rules. That is, there is some sequence 	 D
Œ�1; : : : ; �n� of GSCI statements such that �n D ' and every �i is an element of
˙ or results from an application of an inference rule in R to some elements in
f�1; : : : ; �i�1g. For ˙ , let ˙C

R D f' j ˙ `R 'g be its syntactic closure under
inferences by R. A set R of inference rules is said to be sound (complete) for the
implication of GSCI statements and complete r.v., if for every S, every C � S and
for every set ˙ of GSCI statements over .S;C/ we have ˙C

R � ˙�
C (˙�

C � ˙C
R ).

The (finite) set R is said to be a (finite) axiomatization for the implication problem
of GSCI statements and complete r.v., if R is both sound and complete.

Theorem 1 (Geiger and Pearl 1993). The set G D fT 0;S 0;C 0;W 0g from Table 1
forms a finite axiomatization for the implication problem of SCI statements, that is,
the special case of the implication problem for GSCI statements and complete r.v.
where all GSCI statements are of the form I.Y1;Y2 j X/ and where all random
variables are complete. ut

Table 1 Axiomatization G D fT 0;S 0;C 0;W 0g of SCI
statements when every r.v. is complete

I.S;; j ;/
I.Y1; Y2 j X/

I.Y2; Y1 j X/
(saturated trivial independence, T 0) (symmetry, S 0)

I.Z; Y j X/ I.Z1; Z2 j XY/

I.Z1; Z2Y j X/

I.Y1; Y2Z j X/

I.Y1; Y2 j XZ/
(weak contraction, C 0) (weak union, W 0)

Remark 4. Studený [56] showed that, in the special case where C D S and k D 2,
the implication problem of CI statements, i.e., to decide for any given set S of
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random variables and any given set ˙ [ f'g of CI statements over S of the kind
I.Y1;Y2 j X/ whether ˙ ˆS ' holds, cannot be axiomatized by a finite set of Horn
rules of the form

I.Y1;Z1 j X1/ ^ � � � ^ I.Yk;Zk j Xk/! I.Y;Z j X/ :

3 Axiomatizing GSCI Statements and Complete R.V.

In this section we show that the finite set S of Horn rules from Table 2 forms a
finite axiomatization for the implication problem of GSCI statements and complete
random variables. Our completeness argument applies special probability models
which consist of two assignments with probability one half. Special probability
models will be further exploited in subsequent sections.

3.1 Sound Inference Rules

Note the following global condition that we enforce on applications of inference
rules that infer GSCI statements. It ensures that sets of random variables that occur
in GSCI statements are non-empty.

Remark 5. Whenever we apply an inference rule, then we remove all empty sets Yi

from the exact position in which they occur in the sequence of independent sets of
random variables. For instance, we can infer I.� j S/ by an application of the weak
union rule W to the GSCI statement I.S j ;/.

The rules in S are rather intuitive. The saturated trivial independence rule T is
just T 0 when we apply the global condition above. The permutation ruleP replaces
the symmetry rule S 0 to reflect that a GSCI statement holds for a probability
distribution, independently of the order in which the sets Yi of random variables
appear. For the case where k D 2, the only non-trivial permutation is easily captured
by the symmetry rule S 0. The weak union rule W remains unchanged over W 0,
except for the number of sets of random variables required. The restricted weak
contraction rule C accommodates the arbitrary number of mutually independent
sets of random variables. In addition, C can only be applied when Y-complete
assignments are guaranteed. The next example shows that the condition Y � C
is necessary for the soundness of the restricted weak contraction rule C . As a
consequence, the implication problem of GSCI statements and complete random
variables is different from the implication problem of GSCI statement where all
variables are assumed to be complete.
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Example 3. Recall Example 2 where S D fm; a; r; c; f ; l; sg, C D fm; a; r; c; sg,
˙ D fI.sar; c; fl j m/; I.sc; ar j mfl/g, and ' D I.s; ar; cfl j m/. Indeed,˙ S-implies
', but ˙ does not C-imply '.

Finally, the merging ruleM is required to state that also the union of independent
sets of random variables can be independent of other sets of random variables. In
fact, the presence of M in S is necessary since the conclusion of any other rule
features at least as many independent sets as the maximum number of independent
sets amongst all its premises.

Table 2 Axiomatization S D fT ;P;M ;W ;C g of GSCI statements and
complete r.v.

I.S j ;/
I.Y1; : : : ; Yk j X/

I.Y�.1/; : : : ; Y�.k/ j X/
(saturated trivial independence, T ) (permutation, P)

I.Y1; : : : ; Yk�1; Yk; Z j X/

I.Y1; : : : ; YkZ j X/

I.Y1; : : : ; Yk�1; YkZ j X/

I.Y1; : : : ; Yk j XZ/
(merging, M ) (weak union, W )

I.Y1 � � � Yk ; YZ1 � � � Zk j X/ I.Y1Z1; : : : ; YkZk j XY/

I.Y1; : : : ; Yk; YZ1 � � � Zk j X/
Y � C

(restricted weak contraction, C )

The soundness of the rules in S follows from the following proposition and the
soundness of the rules in G. In particular, for the restricted weak contraction rule C
soundness follows under the restriction that assignments must be Y-complete.

Proposition 1. Let S denote a finite set of random variables and C � S. A
probability distribution � D .dom;P/ over .S;C/ satisfies the GSCI statement
I.Y1; : : : ;Yk j X/ if and only if for every i D 1; : : : ; k, � satisfies the SCI statement
I.Yi; S � XYi j X/.

Proof. Assume that for every i D 1; : : : ; k, � satisfies the SCI statement I.Yi; S �
XYi j X/. Let x be a complete assignment over X, and y1; : : : ; yk be assignments for
Y1; : : : ;Yk, respectively. Then we have

P.xy1 � � � yk/ � P.x/k�1 D P.xy1/ � P.xy2 � � � yk/ � P.x/k�2
D P.xy1/ � P.xy2/ � P.xy3 � � � yk/ � P.x/k�3
D : : :
D P.xy1/ � : : : � P.xyk/ ;

that is, � D .dom;P/ satisfies I.Y1; : : : ;Yk j X/.
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Vice versa, assume that � D .dom;P/ over .S;C/ satisfies I.Y1; : : : ;Yk j X/. Let
x be a complete assignment over X and yi; y1 � � � yi�1yiC1 � � � yk be assignments for
Yi and S � XYi, respectively. Then

P.xyiy1 � � � yi�1yiC1 � � � yk/ � P.x/ D P.xyi/ � P.xy1 � � � yi�1yiC1 � � � yk/ ;

that is, for every i D 1; : : : ; k, � satisfies the SCI statement I.Yi; S � XYi j X/. ut
Example 4. For every probability model � over S D fm; a; r; c; f ; l; sg and every
set C � S of complete random variables, the GSCI statement I.sar; c; fl j m/ is
satisfied by � if and only if all of the SCI statements I.sar; cfl j m/, I.c; sarfl j m/,
and I.sarc; fl j m/ are satisfied by � .

Example 5. We can now prove that for S D fm; a; r; c; f ; l; sg, C D ff ; lg, ˙ D
fI.sar; c; fl j m/; I.sc; ar j mfl/g does indeed C-imply ' D I.s; ar; cfl j m/, thereby
validating our statements from Example 2. In fact, the inference

I.sar; c; fl j m/
M W I.sar; cfl j m/ I.sc; ar j mfl/

C W I.s; ar; cfl j m/ ff ;lg�C

shows that ˙ `S ' which means that ˙ ˆC ' by soundness of S.

The following remark shows that Proposition 1 can be used to establish directly
that the set S of inference rules from Table 2 forms a finite axiomatization for the
implication problem of GSCI statements and complete random variables.

Remark 6. The following set D of inference rules

I.S;; j ;/
I.Y1;Y2 j X/
I.Y2;Y1 j X/

I.Y1Y2;YZ1Z2 j X/ I.Y1Z1;Y2Z2 j XY/

I.Y1;Y2YZ1Z2 j X/ Y � C
I.Y1;Y2Z j X/
I.Y1;Y2 j XZ/

forms a finite axiomatization for the implication problem of SCI statements and
complete random variables [44]. Suppose that S, C � S and˙ [fI.Y1; : : : ;Yk j X/g
are given such that ˙ ˆC I.Y1; : : : ;Yk j X/ holds. For

˙2 D fI.Vj; S � UVj j U/ j I.V1; : : : ;Vm j U/ 2 ˙g;

and all i D 1; : : : ; k it follows from Proposition 1 that ˙2 ˆC I.Yi; S � XYi j
X/ holds, too. The completeness of D for the implication of SCI statements and
complete random variables means that for all i D 1; : : : ; k,˙2 `D I.Yi; S�XYi j X/
holds. Since D is subsumed by S as the special case where k D 2, we also have
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for all i D 1; : : : ; k that ˙2 `S I.Yi; S � XYi j X/ holds. However, the merging rule
M shows that ˙ `S � holds for all � 2 ˙2. Consequently, for all i D 1; : : : ; k,
˙ `S I.Yi; S � XYi j X/ holds. Finally, repeated applications of the restricted weak
contraction rule C and the permutation rule P show that ˙ `S I.Y1; : : : ;Yk j X/.
This establishes the completeness of S.

Even though the last remark has already established the completeness of S, we
want to illustrate recent techniques for proving completeness without the use of
Proposition 1. This will be done in the following subsections.

3.2 The Independence Basis

For some S and C � S, some set ˙ of GSCI statements over S, and some X � S
let IDep˙;C.X/ WD fY � S � X j ˙ `S I.Y; S � XY j X/g denote the set of all
Y � S � X such that I.Y; S � XY j X/ can be inferred from ˙ by S. Note that the
empty set ; is an element of IDep˙;C.X/.

Lemma 1. The structure .IDep˙;C.X/;�;[;\; .�/C ;;; S � X/ forms a finite
Boolean algebra, where .�/C maps a set W to its complement S � .XW/.

Proof. It suffices to show that IDep˙;C.X/ is closed under union, intersection, and
difference. The soundness of the merging rule M shows the closure under union.
The soundness of the weak contraction rule C for the special case where k D 2 and
Y D ; shows the closure under intersection and difference. ut

Recall that an element a 2 P of a poset .P;v; 0/ with least element 0 is called
an atom of .P;v; 0/ precisely when a 6D 0 and every element b 2 P with b v a
satisfies b D 0 or b D a [23]. Further, .P;v; 0/ is said to be atomic if for every
element b 2 P � f0g there is an atom a 2 P with a v b. In particular, every finite
Boolean algebra is atomic [23]. Let IDepB˙;C.X/ denote the set of all atoms of
.IDep˙;C.X/;�;;/. We call IDepB˙;C.X/ the independence basis of X with respect
to ˙ . Its importance is manifested in the following result.

Theorem 2. Let ˙ be a set of GSCI statements over S and C � S. Then ˙ `S
I.Y1; : : : ;Yk j X/ if and only if for every i D 1; : : : ; k, Yi D S

Y for some Y �
IDepB˙;C.X/.

Proof. Let ˙ `S I.Y1; : : : ;Yk j X/. Then for all i D 1; : : : ; k, ˙ `S I.Yi; S� XYi j
X/ by the merging rule M . Hence, for all i D 1; : : : ; k, Yi 2 IDep˙;C.X/. Since
every element b of a Boolean algebra is the union over those atoms a with a � b it
follows that for all i D 1; : : : ; k, Yi D SY forY D fW 2 IDepB˙;C.X/ j W � Yig.

Vice versa, let IDepB˙;C.X/ D fW1; : : : ;Wng and for all i D 1; : : : ; k, let
Yi D S

Y for some Y � IDepB˙;C.X/. Since I.W1; : : : ;Wn j X/ 2 ˙C
S holds,

successive applications of the permutation rule P and merging rule M result in
I.Y1; : : : ;Yk j X/ 2 ˙C

S . ut
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Example 6. Recall our example where S D fm; a; r; c; f ; l; sg, C D fm; a; r; c; sg,
C0 D ff ; lg, ˙ D fI.sar; c; fl j m/; I.sc; ar j mfl/g, and ' D I.s; ar; flc j m/. It
follows that IDepB˙;C.m/ D fsar; c; flg, which we can suitably represent in the form
of the single GSCI statement I.sar; c; fl j m/. According to Theorem 2, ˙ 6ˆC '.
Moreover,˙ ˆC0 ' since IDepB˙;C0.m/ D fs; ar; c; flg.

3.3 Completeness

The original completeness proof for multivalued dependencies constructs a coun-
terexample relation with 2k tuples [5], where k denotes the elements in the
(in)dependence basis Dep˙.X/ for the multivalued dependency X � Y j Z … ˙C.
The original completeness proof for SCI statements constructs a probability model
with 2jXjC1 values, where I.Y;Z j X/ … ˙C

G [21]. Here, a recent technique [28]
defines special probability models with two assignments of probability one half
each. The technique therefore extends the existence of special probability models
from the case of marginal SCI statements I.Y;Z j ;/ [21] to GSCI statements and
complete random variables.

Theorem 3. The set S is complete for the implication problem of GSCI statements
and complete random variables.

Proof. Let ˙ [ fI.Y1; : : : ;Yk j X/g be a set of GSCI statements over S and C � S,
and suppose that I.Y1; : : : ;Yk j X/ cannot be inferred from˙ usingS. We will show
that I.Y1; : : : ;Yk j X/ is not C-implied by ˙ . For this purpose, we will construct a
probability model over .S;C/ that satisfies all GSCI statements of ˙ , but violates
I.Y1; : : : ;Yk j X/.

Let IDepB˙;C.X/ D fW1; : : : ;Wng, in particular S D XW1 � � �Wn. Since
I.Y1; : : : ;Yk j X/ … ˙C

S we conclude by Theorem 2 that there is some j 2 f1; : : : ; kg
such that Yj is not the union of some elements of IDepB˙;C.X/. Consequently, there
is some i 2 f1; : : : ; ng such that Yj \Wi 6D ; and Wi � Yj 6D ; hold. Let

T WD
[

l2f1;:::;i�1;iC1;:::;kg
Wl \ C;

and

T 0 WD
[

l2f1;:::;i�1;iC1;:::;kg
Wl � C:

In particular, S is the disjoint union of X;T;T 0, and Wi. For every v 2 S�C we define
dom.v/ D f0; 1; �g; and for every v 2 C we define dom.v/ D f0; 1g. We define the
following two assignments a1 and a2 of S. We define a1.v/ D 0 for all v 2 XWiT,
a1.v/ D � for all v 2 T 0. We further define a2.v/ D a1.v/ for all v 2 XTT 0, and
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a2.v/ D 1 for all v 2 Wi. As probability measure we define P.a1/ D P.a2/ D 0:5.
It follows from the construction that .dom;P/ does not satisfy I.Y1; : : : ;Yk j X/.

It remains to show that .dom;P/ satisfies every GSCI statement I.V1; : : : ;Vm j
U/ in ˙ . Suppose that for some complete assignment u of U, P.u/ D 0. Then
equation (1) will always be satisfied.

If P.u; vo/ D 0 for some complete assignment u of U, and for some assignment
vo of Vo, then P.u; v1; : : : ; vm/ D 0. Then equation (1) is also satisfied. Suppose that
for some complete assignment u of U, P.u/ D 0:5. If for some assignments vl of Vl

for l D 1; : : : ;m, P.u; v1/ D � � � D P.u; vm/ D 0:5, then P.u; v1; : : : ; vm/ D 0:5,
too. Again, equation (1) is satisfied.

It remains to consider the case where u is some complete assignment of U such
that P.u/ D 1. In this case, the construction of the probability model tells us that
U � XT. Consequently, we can apply the weak union rule W and permutation rule
P to I.V1; : : : ;Vm j U/ 2 ˙ to infer I.V1 � XT; : : : ;Vm � XT j XT/ 2 ˙C

S .
Theorem 2 also shows that I.Wi;TT 0 j X/ 2 ˙C

S . Now we define V 0
l WD Vl � XTT 0

and Zl WD .Vl � XT/ \ T 0 for l D 1; : : : ;m. Consequently, Wi D V 0
1 � � �V 0

m,
T 0 D Z0

1 � � �Z0
m, and Vl�XT D V 0

l Z
0
l for l D 1; : : : ;m. An application of the restricted

weak contraction rule C to I.V 0
1Z

0
1; : : : ;V

0
mZ0

m j XT/ and I.V 0
1 � � �V 0

m;TZ0
1 � � �Z0

m j X/
results in I.V 0

1; : : : ;V
0
m;TZ0

1 � � �Z0
m j X/ D I.V1 � XTT 0; : : : ;Vm � XTT 0;TT 0 j X/.

It follows from Theorem 2 that Vl � XTT 0, for every l D 1; : : : ;m, is the union
of elements from IDepB˙;C.X/. Consequently, Vo � XTT 0 D Wi for some o 2
f1; : : : ;mg and Vp�XTT 0 D ; for all p 2 f1; : : : ;mg�fog. Therefore, Wi � Vo and
Wi \ Vp D ; for all p 2 f1; : : : ;mg � fog. Therefore, we are either in the previous
case where P.u; vl/ D 0 for some l 2 f1; : : : ;mg; or, P.u; vo/ D 0:5, P.u; vp/ D 1

for every p 2 f1; : : : ;mg � fog, and P.u; v1; : : : ; vm/ D 0:5. Again, equation (1) is
satisfied. This concludes the proof. ut
The next example illustrates the construction of the counterexample on our running
example.

Example 7. Let S D fm; a; r; c; f ; l; sg denote the set of random variables from
Example 1 and C D fm; a; r; c; sg, let ˙ D fI.sar; c; fl j m/; I.sc; ar j mfl/g, and
' D I.s; ar; cfl j m/. The assignments

a1 D .Rashomon;T. Mifune;Tajomaru;Kurosawa; �; �;Suomi/

and

a2 D .Rashomon;M. Kyo;Masako;Kurosawa; �; �;Deutsch/

taken together with the probability distribution P.a1/ D 0:5 D P.a2/ define a
probability model that satisfies ˙ and violates '. Indeed, this probability model
is an instance of the special probability model used in the completeness proof of
Theorem 3, see Table 3. In fact, Wi D fa; r; sg and Yj D fsg.
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Table 3 Special Probability
Model from the
Completeness Proof for S

XT Wi T0 P

0 � � � 0 0 � � � 0 � � � �� 0:5

0 � � � 0 1 � � � 1 � � � �� 0:5

3.4 Special Probability Models

We call a probability model .dom;P/ over .S;C/ special, if for every v 2 C,
dom.v/ consists of two elements, for every v 2 S � C, dom.v/ consists of two
elements and the marker �, and there are two assignments a1; a2 over .S;C/ such
that P.a1/ D 0:5 D P.a2/. We say that ˙ C-implies ' in the world of special
probability models, denoted by ˙ ˆ2;C ', if every special probability model over
.S;C/ that satisfies every GSCI statement in ˙ also satisfies the GSCI statement '.
The following variant of the implication problem for GSCI statements and complete
random variables emerges.

Implication problem for GSCI statements and complete r.v.

PROBLEM: in the world of special probability models

INPUT: .S;C/ with set S of random variables and subset

C � S of complete random variables

Set ˙ [ f'g of GSCI statements over .S;C/

OUTPUT: Yes, if ˙ ˆ2;C '; No, otherwise

The proof of Theorem 3 implies the following result.

Corollary 1. The implication problem for GSCI statements and complete random
variables coincides with the implication problem for GSCI statements and complete
random variables in the world of special probability models.

Proof. Let ˙ [ f'g be a set of GSCI statements over S and C � S. We need to
show that ˙ ˆC ' if and only if ˙ ˆ2;C '. If it does not hold that ˙ ˆ2;C
', then it also does not hold that ˙ ˆC ' since every special probability model
is a probability model. Vice versa, if it does not hold that ˙ ˆC ', then it does
not hold that ˙ `S ' since S is sound for the implication of GSCI statements
and complete random variables. However, the proof of Theorem 3 shows how to
construct a special probability model over .S;C/ that satisfies every GSCI statement
in ˙ but does not satisfy '. Hence, it does not hold that ˙ ˆ2;C '. ut
Corollary 1 shows that to decide the implication problem for GSCI statements and
complete random variables it suffices to check special probability models.

Example 8. For the set S D fm; a; r; c; f ; l; sg of random variables, the subset C D
fm; a; r; c; sg of complete random variables, and the statements in˙ D fI.sar; c; fl j
m/; I.sc; ar j mfl/g, and ' D I.s; ar; cfl j m/, the probability model in Example 7
defines a special probability model that satisfies ˙ and violates '. Hence, ˙ does
not C-imply ' in the world of special probability models.
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4 Characterization by an S -3 Fragment

In this section we establish the equivalence between the C-implication of GSCI
statements and the implication of formulae in a propositional fragment F within
Cadoli and Schaerf’s well-known approximation logic S -3 [54]. After repeating
the syntax and semantics of S -3 logic, we define a mapping of GSCI statements
to formulae in F. The core proof argument establishes an equivalence between
special probability models, introduced in the previous section, and special S -3 truth
assignments.

4.1 Syntax and Semantics of S -3 logic

Schaerf and Cadoli [54] introduced S -3 logics as “a semantically well-founded
logical framework for sound approximate reasoning, which is justifiable from the
intuitive point of view, and to provide fast algorithms for dealing with it even when
using expressive languages.” For a finite set L of propositional variables, let L�
denote the propositional language over L, generated from the unary connective
: (negation), and the binary connectives ^ (conjunction) and _ (disjunction).
Elements of L� are also called formulae of L, and usually denoted by ' 0;  0 or their
subscripted versions. Sets of formulae are denoted by ˙ 0. We omit parentheses if
this does not cause ambiguity.

Let L` denote the set of all literals over L, i.e., L` D L [ f:v0 j v0 2 Lg. Let
S � L. An S -3 truth assignment of L is a total function ! W L` ! fF;Tg that
maps every propositional variable v0 2 S and its negation :v0 into opposite truth
values (!.v0/ D T if and only if !.:v0/ D F), and that does not map both a
propositional variable v0 2 L�S and its negation:v0 into false (we must not have
!.v0/ D F D !.:v0/ for any v0 2 L � S ). Accordingly, for each propositional
variable v0 2 L and each S -3 truth assignment ! of L there are the following
possibilities:

• !.v0/ D T and !.:v0/ D F,
• !.v0/ D F and !.:v0/ D T,
• !.v0/ D T and !.:v0/ D T (only if v0 2 L�S ).

S -3 truth assignments generalize both, standard 2-valued truth assignments as
well as the 3-valued truth assignments of Levesque [36]. That is, a 2-valued truth
assignment is an S -3 truth assignment where S D L, while a 3-valued truth
assignment is an S -3 truth assignment with S D ;.

An S -3 truth assignment ! W L` ! fF;Tg of L can be lifted to a total function
˝ W L� ! fF;Tg. This lifting has been defined as follows [54]. An arbitrary
formula ' 0 in L� is firstly converted (in linear time in the size of the formula) into
its corresponding formula ' 0

N in Negation Normal Form (NNF) using the following
rewriting rules: :.' 0 ^  0/ 7! .:' 0 _ : 0/, :.' 0 _  0/ 7! .:' 0 ^ : 0/, and
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:.:' 0/ 7! ' 0. Therefore, negation in a formula in NNF occurs only at the literal
level. The rules for assigning truth values to NNF formulae are as follows:

• ˝.' 0/ D !.' 0/, if ' 0 2 L`,
• ˝.' 0 _  0/ D T if and only if ˝.' 0/ D T or ˝. 0/ D T,
• ˝.' 0 ^  0/ D T if and only if ˝.' 0/ D T and ˝. 0/ D T.

Thus, S -3 logic is non-compositional. An S -3 truth assignment ! is a model of a
set ˙ 0 of L-formulae if and only if ˝.� 0

N/ D T holds for every � 0 2 ˙ 0. We say
that ˙ 0 S -3 implies an L-formula ' 0, denoted by ˙ 0 ˆ3S ' 0, if and only if every
S -3 truth assignment that is a model of ˙ 0 is also a model of ' 0.

4.2 The Propositional Fragment F

As a first step towards the anticipated duality we define the propositional fragment
that corresponds to GSCI statements. Let � W S ! L denote a bijection between a
set S of random variables and the set L D fv0 j v 2 Sg of propositional variables. In
particular, for C � S let S D �.C/. Thus, complete random variables correspond
to propositional variables interpreted classically.

We extend � to a mapping ˚ from the set of GSCI statements over S to the
fragment F, that is, F is the range of ˚ . For a GSCI statement I.Y1; : : : ;Yk j X/ over
S, let ˚.I.Y1; : : : ;Yk j X// denote the formula

_

v2X

:v0 _
k_

iD1

0

@
^

v2[j 6DiYj

v0
1

A :

Disjunctions over zero disjuncts are interpreted as false, denoted by F, and
conjunctions over zero conjuncts are interpreted as true, denoted by T. We will
simply denote ˚.'/ D ' 0 and ˚.˙/ D f� 0 j � 2 ˙g D ˙ 0. Note that for the
special case of SCI statements ' D I.Y;Z j X/, that is, GSCI statements where
k D 2, the formula ' 0 becomes

_

v2X

:v0 _
 
^

v2Y

v0
!
_
 
^

v2Z

v0
!
:

Example 9. Let S D fm; a; r; c; f ; l; sg denote the set of random variables from
Example 1 and C D fm; a; r; c; sg, let ˙ D fI.sar; c; fl j m/; I.sc; ar j mfl/g, and
' D I.s; ar; cfl j m/. Then L D fm0; a0; r0; c0; f 0; l0; s0g, S D fm0; a0; r0; c0; s0g, ˙ 0
consists of

:m0 _ .c0 ^ f 0 ^ l0/ _ .s0 ^ a0 ^ r0 ^ f 0 ^ l0/ _ .s0 ^ a0 ^ r0 ^ c0/
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and

:m0 _ :f 0 _ :l0 _ .a0 ^ r0/ _ .s0 ^ c0/;

and ' 0 D :m0 _ .a0 ^ r0 ^ c0 ^ f 0 ^ l0/ _ .s0 ^ c0 ^ f 0 ^ l0/ _ .s0 ^ a0 ^ r0/.

4.3 Special Truth Assignments

We will now show that for every set ˙ [ f'g of GSCI statements over S and every
C � S, there is a probability model � D .dom;P/ over .S;C/ that satisfies ˙ and
violates ' if and only if there is a truth assignment!0

� that is anS -3 model of˙ 0 but
not an S -3 model of ' 0. For arbitrary probability models � it is not obvious how
to define the interpretation !0

� . However, the key to showing the correspondence
between counterexample probability models and counterexample truth assignments
is Corollary 1. Corollary 1 tells us that for deciding ˙ ˆC ' it suffices to examine
special probability models (instead of arbitrary probability models). For a special
probability model � D .dom; fa1; a2g/, however, we can define its corresponding
special 3-valued truth assignment !0

� of L as follows:

!�.v
0/ D

�
T , if a1.v/ D a2.v/
F , otherwise

, and

!�.:v0/ D
�
T , if a1.v/ D � D a2.v/ or a1.v/ 6D a2.v/
F , otherwise

:

Note that the 3-valued truth assignment is an S -3 truth assignment since it is
impossible to have a1.v/ D � D a2.v/ for any complete random variable v 2 C.
For every S -3 truth assignment ! of L there is some special probability model
� D .dom;P/ over .S;C/ such that !� D !. In fact, if !.v0/ D T D !.:v0/ for
some v0 2 S , then define dom.v/ WD f0; 1g such that the assignments of � are
C-complete.

Example 10. Let S D fm; a; r; c; f ; l; sg denote the set of random variables from
Example 1 and C D fm; a; r; c; sg. The special probability model � defined by

a1 D .Rashomon;T. Mifune;Tajomaru;Kurosawa; �; �;Suomi/

and

a2 D .Rashomon;M. Kyo;Masako;Kurosawa; �; �;Deutsch/
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and the probability distribution P.a1/ D 0:5 D P.a2/ translates into the following
S -3 interpretation of L D fm0; a0; r0; c0; f 0; l0; s0g with S D fm0; a0; r0; c0; s0g:
• !�.m0/ D T and !�.:m0/ D F

• !�.a0/ D F and !�.:a0/ D T

• !�.r0/ D F and !�.:r0/ D T

• !�.c0/ D T and !�.:c0/ D F

• !�.f 0/ D T and !�.:f 0/ D T

• !�.l0/ D T and !�.:l0/ D F

• !�.s0/ D F and !�.:s0/ D T

4.4 Semantic Justification of Special Truth Assignments

Next we justify the definition of the special truth assignment and that of the
propositional fragment F in terms of the special probability models.

Lemma 2. Let � D .dom; fa1; a2g/ be a special probability model over .S;C/, and
let ' denote a GSCI statement over .S;C/. Then � satisfies ' if and only if !0

� is a
3-valued model of ' 0.

Proof. Let ' D I.Y1; : : : ;Yk j X/ and

' 0 D
_

v2X

:v0 _
k_

iD1

0

@
^

v2[j 6DiYj

v0
1

A :

Suppose first that � satisfies '. We need to show that !0
� is a 3-valued model

of ' 0. Assume that !0
�.:v0/ D F for all a 2 X. According to the special truth

assignment we must have � 6D a1.v/ D a2.v/ 6D � for all v 2 X. That means
P.a1.X// D 1. Suppose that for all i D 2; : : : ; k there is some v 2Sj6Di Yj such that
!0
�.v

0/ D F. Consequently, there is some v 2 Y1 such that !0
�.v

0/ D F. Hence,
a1.v/ 6D a2.v/ according to the special truth assignment. Then P.a1.XY1// D
P.a1/ D 0:5. However, since a1.X/ is complete on X and � satisfies ' we must
have P.a1.XYi// D 1 for all i D 2; : : : ; k. Hence, for every v 2 Y2 � � �Yk, we have
a1.v/ D a2.v/. This means that for all v 2 Y2 � � �Yk we have !0

�.v
0/ D T. This

shows that !0
� is a 3-valued model of ' 0.

Suppose !0
� is a 3-valued model of ' 0. We need to show that � satisfies '. That

is, for every complete assignment x of X, and every assignment yi of Yi for i D
1; : : : ; k, we must show that P.x; y1; : : : ; yk/ � P.x/k�1 D P.x; y1/ � P.x; yk/ holds.
We distinguish between a few cases.

Case 1. If P.x; yi/ D 0 holds for some i 2 f1; : : : ; kg, then P.x; y1; : : : ; yk/ D 0

holds, too. For the remaining cases we can therefore assume that for all i D 1; : : : ; k,
P.x; yi/ > 0. In particular, P.x/ > 0.
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Case 2. Suppose that P.x/ D 0:5. Then P.x; yi/ D 0:5 for all i D 1; : : : ; k.
Consequently, .x; y1; : : : ; yk/ equals a1 or a2, as P.x/ would have to be 1 otherwise.
Hence, P.x; y1; : : : ; yk/ D 0:5. Therefore, we have

P.x; y1; : : : ; yk/ � P.x/k�1 D .1=2/k D P.x; y1/ � : : : � P.x; yk/:

Case 3. Suppose P.x/ D 1. It follows that a1.X/ D x D a2.X/. Since x is a
complete assignment of X, the special truth assignment entails that !�.:v0/ D F

for all v 2 X. Since !0
� is a 3-valued model of ' 0 we conclude that !0

�.v
0/ D

T for all v 2 S � XYi for some i 2 f1; : : : ; kg. This, however, would mean that
P.x; y1; : : : ; yi�1; yiC1; : : : ; yk/ D 1. Since ' is saturated, it follows that P.x; yi/ D
0:5. Consequently, .x; y1; : : : ; yk/ equals a1 or a2. That is, P.x; y1; : : : ; yk/ D 0:5.
Therefore,

P.x; y1; : : : ; yk/ � P.x/k�1 D 1=2 D P.x; y1/ � : : : � P.x; yk/:

It follows that � satisfies '. ut

4.5 The Equivalence

Corollary 1 and Lemma 2 allow us to establish the anticipated equivalence between
the implication problem of GSCI statements and complete random variables and the
implication problem of fragment F in S -3 logic.

Theorem 4. Let ˙ [ f'g be a set of GSCI statements over S and C � S, and let
˙ 0 [ f' 0g denote the set of its corresponding propositional formulae over L. Then
˙ ˆC ' if and only if ˙ 0 ˆ3S ' 0.

Proof. Based on Corollary 1 it suffices to establish an equivalence between˙ ˆ2;C
' and ˙ 0 ˆ3S ' 0.

Suppose first that˙ ˆ2;C ' does not hold. Then there is some special probability
model � over .S;C/ that satisfies every GSCI statement � in ˙ but violates '. Let
!� denote the special truth assignment associated with � . By Lemma 2 it follows
that !� is a 3-valued model of every formula � 0 in ˙ 0 but not a 3-valued model of
' 0. As !� is an S -3 truth assignment it follows that ˙ 0 ˆ3S ' 0 does not hold.

Suppose now that ˙ 0 ˆ3S ' 0 does not hold. Then there is some truth assignment
! over L that is an S -3 model of every formula � 0 in ˙ 0, but not an S -3 model of
the formula ' 0. Define the following special probability model � D .dom; fa1; a2g/
over .S;C/. For v 2 C, let dom.v/ D f0; 1g; and for v 2 S � C, let dom.v/ D
f0; 1; �g. We now define a1 and a2 as follows. If !.v0/ D T and !.:v0/ D F, then
� 6D a1.v/ D a2.v/ 6D �. If !.v0/ D T and !.:v0/ D T, then a1.v/ D � D a2.v/.
Finally, if !.v0/ D F and !.:v0/ D T, then � 6D a1.v/ 6D a2.v/ 6D �. Since !
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is not an S -3 model of ' 0, it follows that a1 6D a2. It follows now that !� D !.
By Lemma 2 it follows that � satisfies every GSCI statement � in˙ but violates '.
Hence,˙ ˆ2;C ' does not hold. ut
Example 11. Let S D fm; a; r; c; f ; l; sg denote the set of random variables from
Example 1 and C D fm; a; r; c; sg, let ˙ D fI.sar; c; fl j m/; I.sc; ar j mfl/g, and
' D I.s; ar; cfl j m/. The special probability model � defined by

a1 D .Rashomon;T. Mifune;Tajomaru;Kurosawa; �; �;Suomi/

and

a2 D .Rashomon;M. Kyo;Masako;Kurosawa; �; �;Deutsch/

shows that ˙ does not C-imply '. From a logical point of view, the special S -3
interpretation !� of L D fm0; a0; r0; c0; f 0; l0; s0g with S D fm0; a0; r0; c0; s0g:
• !�.m0/ D T and !�.:m0/ D F

• !�.a0/ D F and !�.:a0/ D T

• !�.r0/ D F and !�.:r0/ D T

• !�.c0/ D T and !�.:c0/ D F

• !�.f 0/ D T and !�.:f 0/ D T

• !�.l0/ D T and !�.:l0/ D F

• !�.s0/ D F and !�.:s0/ D T

shows that ˙ 0, consisting of

:m0 _ .c0 ^ f 0 ^ l0/ _ .s0 ^ a0 ^ r0 ^ f 0 ^ l0/ _ .s0 ^ a0 ^ r0 ^ c0/

and

:m0 _ :f 0 _ :l0 _ .a0 ^ r0/ _ .s0 ^ c0/;

does not S -3 imply ' 0 D :m0_.a0^r0^c0^ f 0^ l0/_.s0^c0^ f 0^ l0/_.s0^a0^r0/.

5 Full Hierarchical Dependencies and NOT NULL
constraints

In this section we extend the duality between the implication problem of GSCI
statements and complete random variables and the implication problem of the
fragment F under S -3 interpretations to a trinity including the implication problem
of Delobel’s class of full first-order hierarchical dependencies (FOHDs) [12] and
NOT NULL constraints. We adapt the technique of special probability models to
establish an axiomatization H for the implication problem for FOHDs and NOT
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NULL constraints. The completeness proof exploits two-tuple relations. In the
database context, two-tuple relations form the counterpart of special probability
models, enabling us to establish the anticipated trinity of implication problems. The
proof techniques in this section are different from the ones in the previous section
in that they explore decomposition arguments rather than probabilities.

5.1 Defining Hierarchical Dependencies
under Incomplete Data

Let A D fOv1; Ov2; : : :g be a (countably) infinite set of symbols, called attributes.
A relation schema is a finite set R D fOv1; : : : ; Ovng of attributes fromA. Each attribute
Ov of a relation schema is associated with a domain dom. Ov/ which represents the set
of possible values that can occur in the column named Ov. Note that the validity of
our results only depends on having at least two element values in each domain.
This is a consequence of our proof techniques. In order to encompass incomplete
information the domain of each attribute contains the null marker, denoted by ni 2
dom. Ov/. The intention of ni is to mean “no information.” This is the most primitive
interpretation, and it can model non-existing as well as unknown information [3, 63].
We stress that the null marker is not a domain value. In fact, it is a purely syntactic
convenience that we include the null marker in the domain of each attribute as a
distinguished element.

A tuple over R is a function t W R ! S
Ov2R dom. Ov/ with t. Ov/ 2 dom. Ov/ for

all Ov 2 R. The null marker occurrence t. Ov/ D ni associated with an attribute Ov
in a tuple t means that “no information” is available about the value t. Ov/ of t on
attribute Ov. For X � R let t.X/ denote the restriction of the tuple t over R to X, and
dom.X/ D Q

Ov2X dom. Ov/ the Cartesian product of the domains of attributes in X.
A (partial) relation r over R is a finite set of tuples over R. Let t1 and t2 be two
tuples over R. It is said that t1 subsumes t2 if for every attribute Ov 2 R, t1. Ov/ D t2. Ov/
or t2. Ov/ D ni holds. In consistency with previous work [3, 37, 63], the following
restriction will be imposed, unless stated otherwise: No relation shall contain two
tuples t1 and t2 such that t1 subsumes t2. With no null markers present this means
that no duplicate tuples occur. For a tuple t over R and a set X � R, t is said to be X-
total, if for all Ov 2 X, t. Ov/ 6D ni. Similarly, a relation r over R is said to be X-total,
if every tuple t of r is X-total. A relation r over R is said to be a total relation, if it is
R-total.

We recall the definition of projection and join operations on partial relations
[3, 37]. Let r be some relation over R. Let X be some subset of R. The projection rŒX�
of r on X is the set of tuples t for which (i) there is some t1 2 r such that t D t1.X/
and (ii) there is no t2 2 r such that t2.X/ subsumes t and t2.X/ 6D t. For Y � X, the
Y-total projection rY ŒX� of r on X is rY ŒX� D ft 2 rŒX� j t is Y-totalg. Given an
X-total relation r1 over R1 and an X-total relation r2 over R2 such that X D R1 \ R2
the natural join r1 ‰ r2 of r1 and r2 is the relation over R1[R2 which contains those
tuples t such that there are some t1 2 r1 and t2 2 r2 with t1 D t.R1/ and t2 D t.R2/
[3, 37]. For example, the relation
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movie actor role crew feature language subtitle

Rashomon T. Mifune Tajomaru Kurosawa ni ni Suomi

Rashomon M. Kyo Masako Kurosawa ni ni Deutsch

is the natural join of the following three relations:

movie actor role subtitle

Rashomon T. Mifune Tajomaru Suomi

Rashomon M. Kyo Masako Deutsch

movie crew

Rashomon Kurosawa

movie feature subtitle

Rashomon ni ni

Following Atzeni and Morfuni [3], a null-free subschema (NFS) over the relation
schema R is an expression Rs where Rs � R. The NFS Rs over R is satisfied by a
relation r over R, denoted by ˆr Rs, if and only if r is Rs-total. SQL, the industry
standard for data management, allows attributes to be specified as NOT NULL [10].

Definition 2. A full first-order hierarchical dependency (FOHD) over the relation
schema R is an expression X W ŒY1 j : : : j Yk� with a non-negative integer k,
X;Y1; : : : ;Yk � R such that Y1; : : : ;Yk form a partition of R � X. A relation r
over R is said to satisfy (or said to be a model of) the full first-order hierarchical
dependency X W ŒY1 j � � � j Yk� over R, denoted by ˆr X W ŒY1 j � � � j Yk�, if and only
if rX ŒR� D .� � � .rX ŒXYk�‰ rX ŒXYk�1�/‰ � � � /‰ rXŒXY1� holds.

The FOHD ; W ŒY1 j � � � j Yk� expresses the fact that any relation over R is the
Cartesian product over its projections to attribute sets in fYigkiD1. For k D 0, the
FOHD X W Œ � is satisfied trivially, where Œ � denotes the empty list.

Remark 7. In consistency with Remark 1 on GSCI statements, we assume w.l.o.g.
that the sets Yi in FOHDs are non-empty. Indeed, for all positive k we have the
property that for all relations r the FOHD X W Œ;;Y2; : : : ;Yk� is satisfied by r if and
only if r satisfies the FOHD X W ŒY2; : : : ;Yk�. In particular, if k D 1, then X W Œ;� is
equivalent to X W Œ �; more specifically, they are both satisfied by all relations.

Example 12. We use now

R D f Om.ovie/; Ov.ctor/; Or.ole/; Oc.rew/; Of .eature/; Ol.anguage/; Os.ubtitle/g

to denote a relation schema that models information about blu-rays of movies. As
the NFS there are at least the two options Rs D f Om; Ov; Or; Oc; Osg and R0

s D fOf ; Olg.
For ease of presentation in this and the following examples we denote attributes
by lower-case Latin letters without the O� above them. The following full first-order
hierarchical dependencies are specified to enforce consistency in database relations:
˙ D fm W Œsar j c j fl�;mfl W Œsc j ar�g. The database design team has identified an
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additional meaningful FOHD ' D m W Œs j ar j cfl�, and is wondering whether '
must be enforced in addition to ˙ , or whether it is already implicitly enforced by
enforcing˙ , i.e., whether ' is Rs-implied or R0

s-implied by˙ , respectively.

5.2 Axiomatization

For the design of a relational database schema semantic constraints are defined
on the relations which are intended to be instances of the schema [38]. During
the design process one usually needs to determine further constraints which are
logically implied by the given ones. As was the case with GSCI statements and
propositional formulae before, we can speak of Rs-implication for sets of full
first-order hierarchical dependencies. Similarly, we can introduce the notions of
soundness and completeness for sets of inference rules. Finite sets of full first-order
hierarchical dependencies are denoted by Ȯ and single FOHDs by O'.

PROBLEM: Implication Problem for FOHDs and NFSs

INPUT: Relation schema R, null-free subschema Rs over R,

Set Ȯ [ f O'g of FOHDs over R

OUTPUT: Yes, if Ȯ ˆRs O'; No, otherwise

Table 4 Axiomatization F D f OU ; OP; OM ; OA ; OT g of FOHDs
and NFS Rs

; W ŒR�
X W ŒY1 j � � � j Yk�

X W ŒY�.1/ j � � � j Y�.k/�
(universal, OU ) (permutation, OP)

X W ŒY1 j � � � j Yk�1 j Yk j Z�

X W ŒY1 j � � � j Yk�1 j YkZ�

X W ŒY1 j � � � j YkZ�

XZ W ŒY1 j � � � j Yk�

(merging, OM ) (augmentation, OA )

X W ŒY1 � � � Yk j YZ1 � � � Zk� XY W ŒY1Z1 j � � � j YkZk�

X W ŒY1 j � � � j Yk j YZ1 � � � Zk�
Y � Rs

(restricted transitivity, OT )

Remark 8. In consistency with Remark 5 on the application of inference rules
to GSCI statements, note the following global condition that we enforce on all
applications of inference rules that infer FOHDs. Whenever we apply such an
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inference rule, we remove all empty sets from the exact position in which they occur
as elements in the sequence in the conclusion. For instance, we can infer R W Œ � by
an application of the augmentation rule OA to the FOHD ; W ŒR�.

As in the context of GSCI statements, we can define Dep Ȯ ;Rs
.X/ WD fY � R�X j

˙ `F X W ŒY j R � XY�g as the set of all Y � R � X such that X W ŒY j R � XY� can
be inferred from Ȯ by F. The special case Y D ; of the restricted transitivity rule
OT as well the merging rule OM shows that

.Dep Ȯ ;Rs
.X/;�;[;\; .�/C ;;;R � X/

forms a finite Boolean algebra where .�/C maps a set Y � R � X to its complement
R � .XY/. Let DepB Ȯ ;Rs

.X/ denote the set of all atoms of .Dep Ȯ ;Rs
.X/;�;;/. We

call DepB Ȯ ;Rs
.X/ the dependence basis of X with respect to Ȯ and Rs [4]. The proof

of the following result follows the proof of Theorem 2.

Theorem 5. Let Ȯ be a set of FOHDs over R. Then Ȯ `F X W ŒY1 j � � � j Yk� if and
only if for every i D 1; : : : ; k, Yi DSY for some Y � DepB Ȯ ;Rs

.X/. ut
The completeness proof shows that an FOHD O' is not Rs-implied by a set of

FOHDs Ȯ whenever O' cannot be inferred from Ȯ by F. We will now apply the
techniques from the completeness proof for GSCI statements to construct a two-
tuple relation that satisfies Ȯ but violates O'.

Theorem 6. The set F of inference rules from Table 4 forms an axiomatization for
the implication problem of full first-order hierarchical dependencies and null-free
subschemata.

Proof. It remains to show the completeness of F. Let R be an arbitrary relation
schema, let Rs be an NFS over R, and let Ȯ be an arbitrary set of FOHDs over R.
We need to show that Ȯ �

Rs
� ȮC

F holds.

Let X W ŒY1 j � � � j Yk� … ȮC
F . Let DepB Ȯ ;Rs

.X/ D fW1; : : : ;Wng, in

particular R D XW1 � � �Wn. Since X W ŒY1 j � � � j Yk� … ȮC
F we conclude by

Theorem 5 that there is some j 2 f1; : : : ; kg such that Yj is not the union of some
elements of DepB Ȯ ;Rs

.X/. Consequently, there is some i 2 f1; : : : ; ng such that
Yj \ Wi 6D ; and Wi � Yj 6D ; hold. Let T WD S

l2f1;:::;i�1;iC1;:::;kg Wl \ Rs, and
T 0 WD S

l2f1;:::;i�1;iC1;:::;kg Wl � Rs. In particular, R is the disjoint union of X;T;T 0,
and Wi. We define the following two tuples t1 and t2 over R. We define t1. Ov/ D 0
for all Ov 2 XWiT, t1. Ov/ D ni for all Ov 2 T 0. We further define t2. Ov/ D t1. Ov/ for
all Ov 2 XTT 0, and t2. Ov/ D 1 for all Ov 2 Wi. The two-tuple relation r D ft1; t2g is
illustrated in Table 5. It is simple to observe that the relation r enjoys the following
property: an FOHD U W ŒV1 j � � � j Vm� is satisfied by r if and only if i) U \ T 0 6D ;,
or ii) U\Wi 6D ;, or iii) Wi � Vo for some o 2 fV1; : : : ;Vmg. Indeed, if U\T 0 6D ;,
then rUŒZ� D ; for all Z � R. If U \ T 0 D ; and U \ Wi 6D ;, then the
projections rUŒUVl� contain two tuples for all l D 1; : : : ;m and only the original
tuples match on common attributes. If U � XT and Wi � Vo, then the projection
rUŒUVl� contains only one tuple for all Vl 2 fV1; : : : ;Vng � fVog, and the projection
rUŒUVo� contains two tuples. The join of those projections is the original relation r.
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Table 5 Two-tuple Relation
from Completeness Proof
of F

XT T0 Wi

0 � � � 0 ni � � �ni 0 � � � 0
0 � � � 0 ni � � �ni 1 � � � 1

Vice versa, if U � XT and Wi 6� Vo for all Vo 2 fV1; : : : ;Vmg, then the projections
rUŒUVl� contain tuples whose join does not occur in the original relation r (in fact, a
projection of some tuple in the joined relation to Wi contains some 0s and some 1s).

The construction ensures that r violates X W ŒY1 j � � � j Yk� since X \ T 0 D ;,
X\Wi D ;, and Wi 6� Ys for s D 1; : : : ; k. Furthermore, r is Rs-total by construction.

It remains to show that r satisfies Ȯ , that is, every FOHD U W ŒV1 j � � � j Vm� in
Ȯ . If U \ T 0 6D ; or U \ Wi 6D ;, then r satisfies U W ŒV1 j � � � j Vm�. Otherwise,

U � XT. Consequently, we can apply the augmentation rule OA and permutation
rule OP to U W ŒV1 j � � � j Vm� 2 Ȯ to infer XT W ŒV1 � XT j � � � j Vl � XT� 2 ȮC

F .

Theorem 5 also shows that X W ŒWi j TT 0� 2 ȮC
F . Now we define V 0

l WD Vl � XTT 0
and Zl WD .Vl � XT/ \ T 0 for l D 1; : : : ;m. Consequently, Wi D V 0

1 � � �V 0
m, T 0 D

Z0
1 � � �Z0

m, and Vl � XT D V 0
l Z

0
l for l D 1; : : : ;m. An application of the restricted

transitivity rule OT to XT W ŒV 0
1Z

0
1j � � � jV 0

mZ0
m� and X W ŒV 0

1 � � �V 0
mjTZ0

1 � � �Z0
m� results in

X W ŒV 0
1 j � � � j V 0

m j TZ0
1 � � �Z0

m� D X W ŒV1 � XTT 0 j � � � j Vm � XTT 0 j TT 0�. It follows
from Theorem 2 that for every l D 1; : : : ;m, Vl � XTT 0 is the union of elements
from DepB Ȯ ;Rs

.X/. Consequently, Vo � XTT 0 D Wi for some o 2 f1; : : : ;mg and,
therefore, Wi � Vo. As we have seen above, this means that r indeed satisfies U W
ŒV1 j � � � j Vm�. This concludes the proof. ut
Example 13. Recall our running example: R D fm; a; r; c; f ; l; sg, Rs D
fm; a; r; c; sg, ˙ D fm W Œsar j c j fl�;mfl W Œsc j ar�g, and ' D m W Œs j ar j cfl�. The
construction from Theorem 6 may result in the following relation r

movie actor role crew feature language subtitle

Rashomon T. Mifune Tajomaru Kurosawa ni ni Suomi

Rashomon M. Kyo Masako Kurosawa ni ni Deutsch

that satisfies ˙ and Rs, but violates '. For example, the movie-total part of the join
of the following projections

movie subtitle

Rashomon Suomi

Rashomon Deutsch

movie actor role

Rashomon T. Mifune Tajomaru

Rashomon M. Kyo Masako

movie crew feature language

Rashomon Kurosawa ni ni
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is

movie actor role crew feature language subtitle

Rashomon T. Mifune Tajomaru Kurosawa ni ni Suomi

Rashomon M. Kyo Masako Kurosawa ni ni Deutsch

Rashomon T. Mifune Tajomaru Kurosawa ni ni Deutsch

Rashomon M. Kyo Masako Kurosawa ni ni Suomi

which is different from r.

5.3 Implication of FOHDs and NOT NULL Constraints
in the World of Two-tuple Relations

A relation r that consists of two tuples is said to be a two-tuple relation. We say that
˙ Rs-implies ' in the world of two-tuple relations, denoted by Ȯ ˆ2;Rs O', if every
Rs-total two-tuple relation over R that satisfies every FOHD in Ȯ also satisfies the
FOHD O'. The following variant of the implication problem for FOHDs and NFSs
emerges.

Implication problem for FOHDs and NFSs in

PROBLEM: the world of two-tuple relations

INPUT: Relation schema R, NFS Rs over R,

Set Ȯ [ f O'g of FOHDs over R

OUTPUT: Yes, if Ȯ ˆ2;Rs O'; No, otherwise

The proof of Theorem 6 implies the following result.

Corollary 2. The implication problem for FOHDs and NFSs coincides with the
implication problem for FOHDs and NFSs in the world of two-tuple relations.

Proof. Let Ȯ [ f O'g be a set of FOHDs over R. We need to show that Ȯ ˆRs O'
if and only if Ȯ ˆ2;Rs O'. If it does not hold that Ȯ ˆ2;Rs O', then it also does not
hold that Ȯ ˆRs O' since every two-tuple relation is a relation. Vice versa, if it does
not hold that Ȯ ˆRs O', then it does not hold that Ȯ `F O' since F is sound for the
implication of FOHDs. However, the proof of Theorem 6 shows how to construct
an Rs-total two-tuple relation that satisfies every FOHD in Ȯ but does not satisfy O'.
Hence, it does not hold that Ȯ ˆ2;Rs O'. ut
Corollary 2 shows that to decide the implication problem for FOHDs and NFSs over
R it suffices to check two-tuple relations over R.
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Example 14. The two-tuple relation r from Example 13 shows that Ȯ does not Rs-
imply O'2 in the world of two-tuple relations.

5.4 Functional and Hierarchical Dependencies

In this subsection we establish a result on the interaction of FOHDs and functional
dependencies over two-tuple relations. The finding subsumes a known result on
the interaction of multivalued dependencies (MVDs) and functional dependencies
over two-tuple relations [1]. Recall that a functional dependency (FD) over relation
schema R is an expression X ! Y with X;Y � R. A relation r over R satisfies the
FD X ! Y if and only if all tuples t; t0 2 r with matching non-null values on all
the attributes in X also have matching values on all the attributes in Y, that is, if
t.X/ D t0.X/ and t; t0 are X-total, then t.Y/ D t0.Y/ [3, 37].

Theorem 7. Let r D ft1; t2g be a two-tuple relation over relation schema R. Then r
satisfies the FOHD X W ŒY1 j � � � j Yk� if and only if there is some i 2 f1; : : : ; kg such
that r satisfies the FD X ! R � XYi.

Proof. If t1.X/ 6D t2.X/, or t1 and t2 are not both X-total, then r satisfies both the
FOHD X W ŒY1 j � � � j Yk� and the FDs X ! R � XYi for all i D 1; : : : ; k. For the
remainder of the proof we therefore assume that t1.X/ D t2.X/ holds and t1; t2 are
both X-total, i.e., the tuples in the projections rX ŒXYi� all have matching non-null
values on their common attributes, i.e., the attributes in X.

Assume first that r satisfies the FD X ! R � XYi for some i 2 f1; : : : ; kg.
Consequently, the projections rXŒXYj� contain only one tuple for all j 2 f1; : : : ; kg �
fig, and rXŒXYi� contains at most two tuples. The join rX ŒXY1� ‰ � � � ‰ rX ŒXYk�

contains only tuples from r, i.e., rXŒR� D rX ŒXY1�‰ � � � ‰ rXŒXYk�.
Assume now that r violates the FDs X ! Yi and X ! Yj for some i 6D j. Then

rXŒXYi� and rXŒXYj� contain two tuples each. The join rXŒXY1�‰ � � � ‰ rX ŒXYk� thus
contains tuples that are not originally in r. This concludes the proof. ut
Example 15. Recall the following two-tuple relation r from Example 13

movie actor role crew feature language subtitle

Rashomon T. Mifune Tajomaru Kurosawa ni ni Suomi

Rashomon M. Kyo Masako Kurosawa ni ni Deutsch

Indeed, r does not satisfy any of the FDs m ! arcfl, m ! rcfls, nor m ! as.
According to Theorem 7, r does not satisfy the FOHD ' D m W Œs j a j crfl�.
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5.5 Equivalence to the Propositional Fragment F

Let O� W R ! L denote a bijection between a relation schema R of attributes Ov and
the set L D fv0 j Ov 2 Rg of propositional variables, where O�.Rs/ D S � L for an
NFS Rs over R. We extend O� to a mapping O̊ from the set of FOHDs over R to the
fragment F, that is, F is the range of O̊ . For an FOHD X W ŒY1 j � � � j Yk� over R, let
O̊ .X W ŒY1 j � � � j Yk�/ denote the formula

_

Ov2X

:v0 _
k_

iD1

0

@
^

Ov2[j 6DiYj

v0
1

A :

Recall from before that disjunctions over zero disjuncts are interpreted as F and
conjunctions over zero conjuncts are interpreted as T. We will simply denote
˚. O'/ D ' 0 and O̊ . Ȯ / D f� 0 j O� 2 Ȯ g D ˙ 0. Example 9 shows the F-formulae
that correspond to the FOHDs from Example 12.

Note that for the special case of MVDs O' D X W ŒY j Z�, i.e., FOHDs where
k D 2, the formula ' 0 becomes again

_

Ov2X

:v0 _
 
^

Ov2Y

v0
!
_
 
^

Ov2Z

v0
!
:

We will now show that for any set Ȯ [ f O'g of FOHDs over R there is an Rs-total
relation r over R that satisfies Ȯ and violates O' if and only if there is an S -3
truth assignment !0

r that is an S -3 model of ˙ 0 but not an S -3 model of ' 0.
For arbitrary relations r it is not obvious how to define the truth assignment !0

r .
However, the key to showing the correspondence between counterexample relations
and counterexample truth assignments is Corollary 2. Corollary 2 tells us that for
deciding the implication problem of FOHDs and NFSs it suffices to examine two-
tuple relations (instead of arbitrary relations). For a two-tuple relation r D ft1; t2g,
however, we can define its corresponding special 3-valued truth assignment !0

r of L
as follows:

!0
r.v

0/ D
�
T , if t1. Ov/ D t2. Ov/
F , otherwise

;

and

!0
r.:v0/ D

�
T , if t1. Ov/ 6D t2. Ov/ or t1. Ov/ D ni D t2. Ov/
F , otherwise

:

Next we justify the definition of the special truth assignment and that of the
propositional fragment F in terms of two-tuple relations.
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Lemma 3. Let r D ft1; t2g be a two-tuple relation over R, and let O' denote an
FOHD over R. Then r satisfies O' if and only if !0

r is a 3-valued model of ' 0.

Proof. Let O' D X W ŒY1 j � � � j Yk� and

' 0 D
_

Ov2X

:a0 _
k_

iD1

0

@
^

Ov2[j 6DiYj

a0
1

A :

Suppose first that r satisfies O'. We need to show that !0
r is a 3-valued model of ' 0.

Assume that !0
r.:a0/ D F for all Ov 2 X. According to the special 3-valued truth

assignment we must have ni 6D t1. Ov/ D t2. Ov/ 6D ni for all Ov 2 X. Suppose that
for all i D 2; : : : ; k there is some Ov 2 Sj6Di Yj such that !0

r.a
0/ D F. Consequently,

there is some Ov 2 Y1 such that !0
r.a

0/ D F. Hence, t1. Ov/ 6D t2. Ov/ according to the
special 3-valued truth assignment. However, since r satisfies ', r must satisfy the
FD X ! Y2 � � �Yk by Theorem 7. Consequently, for every Ov 2 Y2 � � �Yk we have
t1. Ov/ D t2. Ov/. This means that for all Ov 2 Y2 � � �Yk we have !0

r.a
0/ D T. This shows

that !0
r is a 3-valued model of ' 0.

Suppose !0
r is a 3-valued model of ' 0. We need to show that r satisfies O'. That

is, r D rŒXY1� ‰ � � � ‰ rŒXYk� holds. According to Theorem 7 this is equivalent
to showing that r satisfies the FD X ! R � XYi for some i 2 f1; : : : ; kg. Suppose
that t1.X/ D t2.X/ and t1; t2 are both X-total, otherwise there is nothing to show.
This implies that !0

r.a
0/ D T for all Ov 2 X. Assume that for j D 2; : : : ; k, r violates

X ! R�XYj, otherwise there is nothing to show. Consequently, for all j D 2; : : : ; k
there is some Ov 2 R � XYj such that !0

r.a
0/ D F. Since !0

r satisfies ' 0 we must have
!0

r.a
0/ D T for all Ov 2 Y2 � � �Yk. Hence, t1.Y2 � � �Yk/ D t2.Y2 � � �Yk/, and r satisfies

X ! R � XY1. It follows that r satisfies O'. ut
The equivalence between two-tuple relations for FOHDs and special truth assign-

ments extends the existing equivalence between two-tuple relations for multivalued
dependencies and special truth assignments [14, 28, 52].

Corollary 2 and Lemma 3 allow us to establish the anticipated equivalence
between two-tuple relations and propositional truth assignments.

Theorem 8. Let Ȯ [ f O'g be a set of FOHDs over relation schema R with NFS Rs,
and let˙ 0[f' 0g denote the set of its corresponding formulae over L with the set S .
Then Ȯ ˆRs O' if and only if ˙ 0 ˆ3S ' 0.

Proof. Based on Corollary 2 it remains to establish the equivalence between
Ȯ ˆ2;Rs O' and ˙ 0 ˆ3S ' 0. Suppose first that Ȯ ˆ2;Rs O' does not hold. Then there

is some Rs-total relation r over R that satisfies every FOHD O� in Ȯ but violates O'.
Let !0

r denote the special 3-valued truth assignment associated with r. By definition
!0

r is an S -3 interpretation. By Lemma 3 it follows that !0
r is an S -3 model of

every formula � 0 in ˙ 0 but not an S -3 model of ' 0. Consequently,˙ 0 ˆ3S ' 0 does
not hold. Suppose now that ˙ 0 ˆ3S ' 0 does not hold. Then there is some S -3 truth
assignment !0 over L that is an S -3 model for every formula � 0 in ˙ 0, but not an
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S -3 model for the formula ' 0. Define the following two-tuple relation r D ft1; t2g
over R: for all Ov 2 R, let ni 6D t1. Ov/ D t2. Ov/ 6D ni, if !.a0/ D T and !.:a0/ D F;
let t1. Ov/ D ni D t2. Ov/, if !.a0/ D T D !.:a0/; and let ni 6D t1. Ov/ 6D t2. Ov/ 6D ni,
if !.a0/ D F and !.:a0/ D T. In particular, it follows that !0

r D !0. By Lemma 3 it
follows that r satisfies every FOHD O� in Ȯ but violates O'. In addition, r is Rs-total
since the construction ensures that the null marker ni can only occur on attributes
outside of Rs. Hence, Ȯ ˆ2;Rs O' does not hold. ut

Examples 9 and 13 illustrate the equivalences between the implication problem
of FOHDs and NFSs and the implication problem of formulae in F under S -3
interpretations.

6 Related Work

Dawid [11] has started to investigate fundamental properties of conditional inde-
pendence, leading to a claim that “rather than just being another useful tool in
the statistician’s kitbag, conditional independence offers a new language for the
expression of statistical concepts and a framework for their study.” Geiger and
Pearl [20, 21, 50] have systematically investigated the implication problem for
fragments of conditional independence statements over different probability models.
In particular, they have established an axiomatization of saturated conditional
independence (SCI) statements by a finite set of Horn rules [20]. Studený [56]
showed that no axiomatization by a finite set of Horn rules exists for general condi-
tional independence statements. Recently, Naumov and Nicholls [46] established
a complete infinite recursively enumerable axiomatization of the propositional
theory for conditional independence statements. Niepert et al. [47, 48] established
an axiomatization for stable conditional independence statements, which subsume
saturated statements, and showed that their associated implication problem is coNP-
complete. Recently, this line of work has been extended to incomplete data, in
which the implication problem changes [7, 32–34, 41–44]. Figure 2 shows a
classification of this work by distinguishing between implication problems in fixed
and undetermined sets of attributes, random variables, or propositional variables,
respectively (referred to collectively as features), and by distinguishing between
the sets of features that can be declared complete (either only the empty set ;, or
the entire set S, or an arbitrary subset C of S). The present article is a summary
of the results and techniques applied to fixed sets of features. Similar results hold
when the set of features remains undetermined [7, 32, 33]. In particular, the results
establish strong bonds with database semantics and approximation logics.

In fact, database theory has studied more than 100 different classes of database
dependencies [57] over strictly relational data, where incomplete data must not
occur. These dependencies enforce the semantics of application domains within
a database system [38]. Here, multivalued dependencies [15] are an expressive
class whose implication problem can be decided in almost linear time [4, 18, 51].
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Fig. 2 Classification of Related Work on Conditional Independence and Hierarchical Dependence

In particular, they form the basis for the Fourth Normal Form in database design
which characterizes database schemata whose instances are free from data redun-
dancy [15, 60, 62]. The implication problem of multivalued dependencies is
equivalent to that of a Boolean propositional fragment [53], and to that of SCI
statements [61]. Furthermore, it is known that the equivalence between MVD
implication and that of their corresponding propositional counterpart cannot be
extended to an equivalence between the implication problem of embedded MVDs
and that of any Boolean propositional fragment [53]. We also note that the
implication problem of embedded multivalued dependencies is undecidable [29, 30]
and not axiomatizable by a finite set of Horn rules [49]. Studený also showed
that the implication problem of embedded MVDs and that of CI statements does
not coincide [56]. Again, this line of work has been extended to incomplete data
[16, 27, 28, 31, 35] and the present article can be understood as a summary of these
findings.

It is important to point out that the results in this article can be proven more
directly in different ways. Firstly, for a set ˙ [ fI.Y1; : : : ;Yk j X/g of GSCI
statements over S with C � S it holds that ˙ ˆC I.Y1; : : : ;Yk j X/ if and only
if ˙ŒXC� ˆS I.Y1; : : : ;Yk j X/, where ˙ŒU� D fI.W1; : : : ;Wm j V/ 2 ˙ j V � Ug.
This embedding translates every instance of the implication problem for GSCI state-
ments and complete random variables into an instance of the implication problem
for GSCI statements. This illustrates the significance of the special case where
C D S. Secondly, every instance of the implication problem for GSCI statements
and complete random variables can be translated into an instance of an implication
problem for SCI statements and complete random variables, see Remark 6. Finally,
the results for full first-order hierarchical dependencies from Section 5 can be
obtained by exploiting a strong correspondence between relations that satisfy an
FOHD X W ŒY1j � � � jYk� and probability models that satisfy I.Y1; : : : ;Yk j X/. For
instance, a two-tuple relation r D ft1; t2g satisfies X W ŒY1j � � � jYk� if and only if
the special probability model �.r/ satisfies the GSCI statement I.Y1; : : : ;Yk j X/,
where �.r/ is obtained by stipulating P.t1/ D 0:5 D P.t2/. Vice versa, the special
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probability model � satisfies the GSCI statement I.Y1; : : : ;Yk j X/ if and only if
the relation � 0.�/ satisfies the FOHD X W ŒY1j � � � jYk�, where the two tuples in � 0.�/
are simply the two assignments of � that have probability one half. Nevertheless,
the main focus of this article is not on the results for GSCI statements, but on the
techniques used to obtain them.

7 Conclusion

Conditional independence is a core concept in disciplines as diverse as artificial
intelligence, databases, probability theory, and statistics. The implication prob-
lem for conditional independence statements is paramount for many applications
including Bayesian networks and database design. It is known that the implication
problem for general conditional independence statements cannot be axiomatized by
a finite set of Horn rules, and is coNP-complete to decide for their stable fragment,
already in the idealized case where all data is complete. This article showcases the
equivalences between three different implication problems: i) generalized saturated
conditional independence statements in the presence of a set of complete random
variables, ii) a fragment of propositional logic under S -3 interpretations, and iii)
Delobel’s class of full first-order hierarchical database dependencies in the presence
of a set of attributes declared NOT NULL. Axiomatizations in the form of finite sets
of Horn rules were established, and algorithms to decide the associated implication
problems in almost linear time are also available [44]. The key to these equivalences
are special probability models and two-tuple relations. It is further known that none
of these equivalences holds between the frameworks of conditional independence
statements, any fragment of Boolean propositional logic, and general first-order
hierarchical dependencies, already in the case of complete data [44].

This body of work is a strong advocate for investigating notions of dependence
and independence as first-class citizens within standard frameworks for reasoning,
as successfully started in dependence and independence logics.
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Context-Specific and Local Independence
in Markovian Dependence Structures

Henrik Nyman, Johan Pensar, and Jukka Corander

Abstract Directed acyclic graphs (DAGs) have been established as one of the
primary tools for characterizing dependencies and causality among variables in
multivariate systems. However, it has also been recognized that DAGs may hide
more nuanced forms of independence that are important for interpretation and
operational efficiency of the dependence models. Such independencies are typically
context-specific, meaning that a variable may lose its connection to another variable
in a particular context determined by some other set of variables. Here we review
context-specific independence in different classes of Markovian probability models
both for static and spatially or temporally organized variables, including Bayesian
networks, Markov networks, and higher-order Markov chains. The generality of the
context-specific independence as a concept may spawn new ways to characterize
dependence systems also beyond these traditional models, for example, in depen-
dence logic.

1 Introduction

Markovian assumptions about conditional independence between stochastic vari-
ables are ubiquitous throughout science and technology, in principle they are found
wherever statistical models are being used. Such assumptions generally make
models more stable and tractable for statistical inference and the use of conditional
independence as a concept is often well-founded by the existing knowledge about
the phenomenon for which a model is being built. Here we consider three widely
used classes of statistical models where Markovian properties are a central feature of
the model. The first two are directed and undirected graphical models for finite sets
of variables, known as Bayesian networks and Markov networks, respectively. The
third class is Markov chains, which are used to model stochastic variables organized
according to a time or spatial indexing. In particular, our interest is targeted towards
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existence of independencies in any such systems which are hidden by the basic
Markov assumptions, but which can be characterized using a common notion of
context-specific independence (CSI).

Directed acyclic graphs (DAGs) quickly established their position as the basic
workhorse for characterizing dependence in multivariate systems after pioneering
works in the 1980s [23]. Such models are often cited as Bayesian networks, albeit
the statistical inference related to structural learning and parameter estimation
for such models need not be strictly Bayesian, i.e., be based on formal use of
probabilistic prior statements about the unknowns present in the models. For a
comprehensive discussion about Bayesian networks see the books by Koller and
Friedman, as well as Koski and Noble [17, 19]. CSI in Bayesian networks has
been introduced at various levels of generality, each of which has its strengths and
limitations [6, 12, 24, 26]. We will review and illustrate several aspects related to
these different types of CSI assumptions.

Markov networks, also known as Markov random field models, represent a class
of undirected graphical models [20] for multivariate systems where directionality
of dependence among variables is not encoded. Such models are widely used, for
example, in applications related to spatial data and image analysis. The notion of
CSI is much less widely recognized for Markov networks compared with Bayesian
networks [9, 21]. Here we review undirected graphical models incorporating CSI
and consider how they differ from the directed models embedding similar local
independence structures.

Markov chains represent the backbone of models for time-ordered stochastic
variables, originally even giving rise to the very notion of a Markov property.
Higher-order Markov chains are versatile models for many applications, examples
include modeling natural languages and DNA sequences. However, their rigid
and parametric rich structure is challenging for statistical inference as they do
not capture specific instances of independence. This led to the recognition of
the importance of CSI and the development of variable-order and variable-length
Markov chains (VLMC) [1, 4, 16, 28, 32]. Recently, a generalization of the VLMC
model class was introduced to allow for sparsity that can extend beyond the basic
form of CSI. We review the basic concepts related to CSI in Markov chain models
and how they may be generalized.

This article is structured as follows. In the next section we introduce Bayesian
networks and the concept of CSI that allows generalization of such directed models.
Sections 3 and 4 present the use of CSI for Markov networks and Markov chains,
respectively. The last section summarizes some of our observations and discusses
possibilities for further research in this area.

2 Bayesian networks

For a set of stochastic variables, X� D .X1;X2; : : : ;Xn/, a Bayesian network is
defined by a pair .G;P�/ where G is a directed acyclic graph (DAG) and P� is
a probability distribution over the variables X� satisfying a set of marginal and
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conditional (in)dependencies induced by G. In turn, the graph G consists of a pair
.�;E/, where� denotes a set of nodes and E a set of edges such that E � .�	�/.
Each node j 2 � corresponds to a variable Xj 2 X� and each edge represents a direct
dependence between two variables. For an in-depth review of the theory surrounding
Bayesian networks see, for instance, [17] and [19].

The parents ˘j of a node j in a graph are defined as ˘j D fi W .i; j/ 2 Eg.
We use XA, where A � �, to denote the outcome space of the set of variables XA

and xA to denote a specific outcome, i.e., xA 2 XA. Following the local directed
Markov property [17, 19, 23], each variable Xj is conditionally independent of
variables corresponding to non-descendants of node j given X˘j . Consequently,
the joint probability distribution of a Bayesian network .G;P�/ can be factorized
according to

P.X� D x�/ D P.X1 D x1;X1 D x2; : : : ;Xn D xn/ D
nY

jD1
P.Xj D xjjX˘j D x˘j/;

(1)

for any x� 2 X�. Due to this factorization it is natural to consider P� as
being constructed from a series of conditional probability distributions. A set of
conditional probability distributions for a variable Xj can readily be presented using
a conditional probability table (CPT).

To illustrate the use of CPTs we introduce a classic example that we will return to
later in this section. Consider a system containing the four binary variables XA, XB,
XE, and XS corresponding to the events “alarm armed”, “burglary”, “earthquake”,
and “loud alarm sound”, respectively. The value 1 for these variables indicates
an affirmative response while 0 indicates a negative response. The graph used
to illustrate the dependence between these variables is depicted in Figure 1. The
nodes A, B, and E are all parents of S, i.e., ˘S D fA;B;Eg. Each row of the
CPT corresponding to XS, displayed in Table 1, determines the probability P.XS D
1jXA D xA;XB D xB;XE D xE/ for a specific set of values xA, xB, and xE. As seen

Fig. 1 Graph associated with
burglar alarm example. The
nodes signify different events,
A - “alarm armed”, B -
“burglary”, E - “earthquake”,
and S - “loud alarm sound”

Table 1 CPT corresponding to XS in burglar alarm example

XA XB XE P.XS D 1jXA;XB;XE/ XA XB XE P.XS D 1jXA;XB;XE/

0 0 0 0.00 1 0 0 0.05

0 0 1 0.00 1 0 1 0.20

0 1 0 0.00 1 1 0 0.95

0 1 1 0.00 1 1 1 0.95
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from the CPT, some of the listed conditional probability distributions are identical,
meaning that some configurations of the outcomes of the parent variables affect XS

identically. These types of “regularities”, which cannot be explicitly modeled using
ordinary Bayesian networks, serve as the motivation for formalizing the notion of
CSI in Bayesian networks [2].

Definition 1 (CSI). Consider four disjoint sets of variables .XA;XB;XC;XD/ in X�.
The variables XA and XB are defined as contextually independent given XC D xC

and XD, denoted by XA ? XBjXC D xC;XD, if

P.XA D xAjXB D xB;XC D xC;XD D xD/ D P.XA D xAjXC D xC;XD D xD/;

for all possible values xA, xB, and xD for which P.XB D xB;XC D xC;XD D xD/ > 0.

When studying CPTs we only consider a variable Xj and its corresponding set of
parents X˘j . In this situation a CSI between Xj and XB � X˘j occurs given the
context X˘jnB D x˘jnB, if

P.Xj D xjjXB D xB;X˘jnB D x˘jnB/ D P.Xj D xjjX˘jnB D x˘jnB/;

for all possible values xj and xB for which P.XB D xB;X˘jnB D x˘jnB/ > 0. This type
of CSI which can be verified by a direct examination of the CPT is often referred to
as a local CSI. From the CPT in Table 1 it is possible to deduce the following (local)
CSIs:

XS ? fXB;XEgjXA D 0 and XS ? XEjXA D 1;XB D 1:
Before we look at different models capable of capturing CSIs, we consider a

formula first introduced in [15] which is used to calculate the marginal likelihood
of an observed dataset given a DAG. Using a Bayesian paradigm to ascertain the
optimal dependence structure, in the form of a DAG G, for a set of stochastic
variables given a dataset X, it is necessary to consider the posterior distribution
P.GjX/. Throughout this article we assume that the dataset is complete, i.e., the
data contain no missing values. The posterior distribution can be determined as

P.GjX/ D P.XjG/P.G/P
G02G P.XjG0/P.G0/

;

where G denotes the model space containing all possible graphs and P.G/ is a prior
distribution over the model space. In [15] a formula based on earlier work in [7] and
[5] is introduced for calculating P.XjG/. This formula utilizes the properties of the
Dirichlet distribution, which is a conjugate prior for the multinomial distribution,
and can be written in closed form as

P.XjG/ D
nY

jD1

kjY

lD1

� .
Prj

iD1 ˛jil/

� .njl CPrj

iD1 ˛jil/

rjY

iD1

� .njil C ˛jil/

� .˛jil/
: (2)
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The function � .�/ is the Gamma function which is defined as � .x/ D R1
0 tx�1e�tdt

and satisfies the properties � .1/ D 1 and � .xC 1/ D x� .x/. As before, n denotes
the number of variables in the system, kj is the number of possible outcomes of the
variables X˘j , and rj is the number of possible outcomes of Xj. The number of times
that the variables X˘j assume the value l in the data is denoted by njl. Similarly,
njil denotes the number of times that X˘j assume the value l and Xj the value i.
The values ˛jil are the hyperparameters used in a prior Dirichlet distribution. For a
discussion concerning the choice of these hyperparameters, see [6, 12, 15], and [24].

Next we will consider how CSIs and other local independencies, corresponding
to a merging of outcomes in a CPT, can be implemented in Bayesian networks.
The sources of the considered methods provide a revised version of (2) allowing for
the calculation of the posterior model probabilities enabling learning of the model
structure from data.

2.1 Bayesian networks with structured CPTs

2.1.1 Default tables and decision trees

In [12] two methods for learning local structures in Bayesian networks are consid-
ered, this paper also pioneered the introduction of a revised version of (2) for use
with CSI models. The first method considered uses so-called default tables to merge
rows in a CPT. The structure of a default table is very similar to a CPT, with the
difference that in a default table not all of the possible outcomes for the parents of
a variable are listed. Instead, the table provides a default value for the outcomes not
explicitly listed. For instance, in the previously considered burglar alarm example
all instances where XA D 0, corresponding to a state where the burglar alarm is not
armed, result in the probability 0:00 that the alarm will sound. Thus, it is possible to
merge all such outcomes into a default outcome, as shown in Table 2. The resulting
amended CPT for XS requires only five free parameters, compared to eight free
parameters for the original CPT.

Using a default table it is, however, not possible to also merge the outcomes
.XA D 1;XB D 1;XE D 0/ and .XA D 1;XB D 1;XE D 1/, which induce the
same probability P.XS D 1jXA;XB;XE/ D 0:95. For this reason [12], as well as
[2], considers so-called decision trees, see [3] and [27]. A tree is a DAG containing
exactly one root node. Each node in a tree has exactly one parent, except for the

Table 2 Default table
corresponding to XS in
burglar alarm example

XA XB XE P.XS D 1jXA;XB;XE/

1 0 0 0.05

1 0 1 0.20

1 1 0 0.95

1 1 1 0.95

* 0.00
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Fig. 2 Decision tree used in
burglar alarm example. The
decision tree only contains
four leaf nodes,
corresponding to four unique
conditional distributions
for XS

root node which has no parents. In a decision tree, a leaf node is defined as a
node that is not the parent of any other node. In terms of CPT representation, each
leaf node is associated with a conditional probability distribution for the variable
under consideration. The internal nodes and edges of the decision tree encode the
information on how to choose among the leaf nodes. The tree in Figure 2 is the
decision tree used for XS in the burglar alarm example. The root node corresponds
to XA and the outgoing edges from node A corresponds to the different outcomes
of XA. In the context XA D 0, XS is independent of XB and XE, resulting in the
outcome XA D 0 leading directly to a leaf node. In the context XA D 1, XB D 1,
XS is independent of XE, resulting in another leaf node. Finally, the two different
outcomes of XE also result in two different leaf nodes. For this example the tree-
based CPT only requires four free parameters.

In [12] equation (2) is slightly modified to enable the calculation of the marginal
likelihood of a dataset when the local structure in a DAG is defined through a default
table or a decision tree. The modification consists of replacing kj with qj in the
formula, where qj equals the number of conditional distributions for variable Xj

defined via the default table or decision tree. The term njl then no longer indicates
the number of times in the data that the variables X˘j assume the value l, but rather
the number of times these variables assume an outcome included in a group of
outcomes that have been merged together. The same adjustment is made to the
definition of njil.

2.1.2 Decision graphs

We start this section by considering a Bayesian network over four binary variables
.X1;X2;X3;X4/ where the parents of node 4 consist of the other three nodes, i.e.,
˘4 D f1; 2; 3g. The CPT for the variable X4 is given in Table 3. From the CPT it is
possible to deduce the following CSIs:
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Table 3 CPT corresponding to X4 in decision graph example

X1 X2 X3 P.X4 D 1jX1;X2;X3/ X1 X2 X3 P.X4 D 1jX1;X2;X3/
0 0 0 p1 1 0 0 p3
0 0 1 p1 1 0 1 p4
0 1 0 p2 1 1 0 p2
0 1 1 p2 1 1 1 p5

Fig. 3 Different models used to represent the CPT in Table 3. In a) a decision graph and in b) a
decision tree

X1 ? X4jX2 D 1;X3 D 0;
X3 ? X4jX1 D 0;X2 D 0;
X3 ? X4jX1 D 0;X2 D 1:

(3)

The regularities in this CPT cannot be compactly represented using either default
tables or decision trees. In [6] a generalization of decision trees, termed decision
graphs, is used to expand the set of CPTs that can be represented. Decision graphs
have largely the same structure as decision trees with the difference that a node
in a decision graph may have multiple parents. Using the decision graph shown in
Figure 3a, containing only five leaf nodes, the CPT is compactly represented. If we
instead were to use a decision tree (Figure 3b) the minimum amount of required leaf
nodes would be six, and p2 would feature in two leaf nodes.

Decision graphs can be used to represent a wider range of CPTs than decision
trees, as any combination of CSIs between the variable under consideration and one
of its parents can be captured using a decision graph. However, decision graphs
are even more general than that, as also merging of rows in a CPT that do not
correspond to a CSI may be represented. Consider a situation where node 3 has
two parents, corresponding to the binary variables X1 and X2, and the outcomes
.X1 D 0;X2 D 0/ and .X1 D 1;X2 D 1/ induce identical conditional distributions
for X3. While this case can readily be presented using a decision graph, or a default
table, it does not correspond to a CSI.



226 H. Nyman et al.

Fig. 4 Labeled directed
acyclic graph corresponding
to the CPT in Table 3

2.1.3 Labeled directed acyclic graphs

In [24] a new type of graphical representation, termed labeled directed acyclic
graphs (LDAGs), is introduced. An LDAG displays CSI in the graph itself by
adding labels to the edges. More specifically, a CSI between Xi and Xj is displayed
by adding a label to the edge between i and j detailing for which outcomes the
independence holds. An LDAG-based model can represent any collection of local
CSIs associated with a Bayesian network.

As an example of an LDAG consider again the CPT in Table 3 inducing the CSIs
listed in (3). The LDAG corresponding to this CPT is shown in Figure 4. LDAGs can
be considered a middle ground between decision trees and decision graphs. LDAGs
are more general than decision trees as demonstrated by the above example, but
not as general as decision graphs, since LDAGs operate within the scope of CSI
restrictions. In order to perform model learning the modified version of (2) provided
in [12] is applied to decision graphs and LDAGs in [6] and [24], respectively.

2.2 The role of CSI in model learning
and probabilistic inference

The effect of including structured CPTs in the process of learning models from
data has been investigated by several authors. Here we give a short summary of
the key results from the work in [6, 12, 24]. The posterior probability is generally
the preferred score function, as the marginal likelihood P.XjG/ can be calculated
analytically using (2) for any Bayesian network with a compact CPT representation.

In [12] default tables and decision trees are used to demonstrate the positive
effects local representation may have on the global model learning process. To
quantify the generalization error of the different procedures, Kullback-Leibler
divergence (or entropy distance) is used to measure the distance between the true
generating distribution and the approximate induced distribution. It is concluded
that the structured CPTs induce more accurate models for two reasons. Firstly, the
need for fewer parameters facilitates the parameter estimation process by making
it more stable. Secondly, the added flexibility for including larger families of
distributions without an exponential penalty results in networks that better emulate
the (in)dependencies in the real distribution.
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In [6] decision graphs are used to represent the CPTs during the model learning
process. In the experimental section various search operators are applied to identify
both tree- and graph-based local structures. Since the main goal of the experiments is
to find the model that maximizes the posterior probability, the marginal likelihood is
used to assess the fit of the learned structures. It is shown that it is possible to identify
graph-based models with higher marginal likelihood than tree-based models. This is
a rather natural result considering that the class of decision graphs is a generalization
of the class of decision trees.

In [24] compact CPTs are achieved by merging rows according to CSI-based
rules. Similar as in [12], the identified models are evaluated by the Kullback-
Leibler divergence. The experimental results agree with the previous research in
the sense that by including CSI and structured CPTs in the learning procedure the
model quality can be improved. However, it is also shown that models optimized
with respect to the marginal likelihood alone may suffer from poor out-of-sample
performance due to overfitting. To improve the model quality an adjustable prior
is designed to counteract this phenomenon by penalizing overly specific CSI-
structures. A cross-validation based scheme is used to adjust the prior appropriately.

In addition to improving the model learning process, CSI can also be exploited
to make probabilistic inference more efficient. In the context of Bayesian networks,
probabilistic inference refers to the process of computing the posterior probability
distribution for a list of query variables given some variables with either fixed values
or uncertain outcomes (hard or soft evidence, respectively).

The key to efficient probabilistic inference lies in the concept of factorization
of the joint distribution. Incorporating CSIs into the models allows a further
decomposition of (1) into a finer-grained factorization which can improve the
inference. In [2] it is investigated how decision trees can be used to improve various
inference algorithms. As a consequence of the replication problem it is concluded in
[25] that rule-based versions may be more efficient than tree-based. In [34] a more
general analysis of the computational advantages that CSIs can deliver is presented.

Finally, in [26] the concept of contextual belief networks is introduced as a
class of Bayesian networks for which the conditional probability distributions are
associated with parent contexts rather than explicit parent configurations. Based on
the introduced model class, the work in [26] further improves the efficiency of the
method presented in [25] by using a combination of contexts and tables.

3 Markov networks

Similar to a Bayesian network, a Markov network is a graphical model defined by
a pair .G;P�/, the difference being that in a Markov network G is an undirected
graph. In an undirected graph the set of edges are defined as E � f� 	 �g and
fi; jg 2 E , fj; ig 2 E. In [9], and later in [21], Markov networks are generalized
to encompass CSI, resulting in a novel model class termed as stratified graphical



228 H. Nyman et al.

Fig. 5 Stratified graphical
model encompassing the CSI
X2 ? X3jX1 D 1

models (SGMs). In an SGM two nodes, i and j, are defined as adjacent if fi; jg 2 E.
For SGMs the set of conditioning variables in a CSI statement between Xi and Xj

is constituted by the set of variables corresponding to the nodes adjacent to both i
and j, denoted by Lfi;jg. In order to ensure the validity of this definition of CSI, G is
required to be a chordal graph.

Just as for LDAGs, CSIs can be represented in the graph structure by adding
labels to the edges of G. As an example consider the graph in Figure 5. This
graph induces a dependence structure where all three variables are marginally and
conditionally dependent of each other. However, given the context X1 D 1, X2 and
X3 are independent of each other, i.e., X2 ? X3jX1 D 1.

In [21] a class of decomposable SGMs, which restrict the set of edges to which
labels can be added, are introduced. The primary reason for imposing the restrictions
is that the revised version of (2) can be used to calculate the marginal likelihood of a
dataset given a decomposable SGM. The restrictions also allow for a factorization of
the joint distribution according to the cliques and separators found in G, analogous
to the factorization used for undirected chordal graphs [13, 19].

Markov networks are closely related to graphical log-linear models. A log-linear
parameterization [20, 33] is defined by a parameter vector �, such that the joint
distribution of the variables X� can be written as

log P.X� D x�/ D
X

A��
�A.xA/;

where xA denotes the marginal outcome of variables XA in the outcome x�. For the
log-linear parameterization we have the restriction that if xj D 0 for any j 2 A,
then �A.xA/ D 0 [33]. One of the reasons for using a log-linear parameterization
is that marginal and conditional independencies are expressed very succinctly in
the parameters. It holds for graphical log-linear models that if the edge fi; jg is not
present in G, then all parameters �A.xA/, where fi; jg � A, are equal to zero [33].
The restrictions imposed to the log-linear parameters by a CSI are also clearly
defined [9]. Consider the CSI Xi ? Xj j XLfi;jg D xLfi;jg . Let A � Lfi;jg [ fi; jg
denote the set of variables containing the pair fi; jg and the set of all variables with
non-zero values in xLfi;jg . The restrictions imposed on the log-linear parameters are
then of the form

P
B�A �B.xB/ D 0, where fi; jg � B.

In [22] it is demonstrated that some SGMs belong to the class of non-hierarchical
models [33], a class of models that has been given only restricted attention due to
its superficial lack of interpretability. Additionally, a cyclical projection algorithm,
based on the theory in [10] and similar to the methods used in [8, 29] for non-chordal
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graphs, is developed which enables the evaluation of the maximum likelihood
estimate of a distribution given a non-decomposable SGM. This, in turn, enables
model learning also outside the class of decomposable SGMs when the BIC score
[30] is used to determine model fit.

4 Markov chains

A Markov chain of order k is a sequence of stochastic variables .X0;X1; : : :/, such
that the outcome space of Xi is X , for i D 0; 1; : : : and

P.Xn D xnjXn�1 D xn�1;Xn�2 D xn�2; : : : ;X0 D x0/ D
P.Xn D xnjXn�1 D xn�1;Xn�2 D xn�2; : : : ;Xn�k D xn�k/;

for all n � k and xi 2X , i D 0; 1; : : : ; n. The notation Xj
i will henceforth be used to

denote the sequence of variables .Xi;XiC1; : : : ;Xj/ and similarly xj
i will be used to

denote a specific outcome for these variables. A Markov chain of order k is said to be
time-homogeneous, if

P.Xn D xnjXn�1
n�k D xn�1

n�k/ D P.Xt D xnjXt�1
t�k D xn�1

n�k/;

for all n; t � k and possible values xi 2 X , i D n � k; : : : ; n. There exist several
approaches to compress the history of a Markov chain, corresponding to CSI or
other methods for merging parent outcomes, see, for instance, [1, 4, 16, 28, 32].

In [4] a class of Markov chains called variable-length Markov chains (VLMCs)
is introduced.

Definition 2 (VLMC). First, the function l D l.xn�1
0 / is defined as

l.xn�1
0 / D minfm W P.Xn D xnjXn�1

0 D xn�1
0 / D P.Xn D xnjXn�1

n�m D xn�1
n�m/g;

for all xn 2 X . Next, the context function c is defined as c.xn�1
0 / D xn�1

n�l . For any
value n, c.xn�1

0 / is called the context of variable Xn. A VLMC is defined by the pair
.P; c/ where c is a context function and P is a probability distribution determining
the probability P.Xn D xnjXn�1

n�l D c.xn�1
0 //, for all xi 2X , i D n � l; : : : ; n.

If 0 < k <1 is the smallest integer such that l.x1
0 / � k, for all possible outcomes

x1
0 , then the VLMC is said to be of order k.

Contrary to ordinary kth order Markov chains, for a VLMC, like the name
suggests, the length of the relevant history may vary. Comparing an ordinary Markov
chain and a VLMC of order k, the context function can be seen as a function
that merges the outcomes of the parents .Xn�1;Xn�2; : : : ;Xn�k/ of the variable Xn.
The context function can be represented using a decision tree, including some
additional constraints, meaning that it induces CSIs between Xn and its parents.
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Fig. 6 Decision tree
corresponding to the context
function in (4)

The additional constraints arise from the fact that if Xn is independent of Xn�i in
a context .Xn�1 D xn�1; : : : ;Xn�iC1 D xn�iC1/ then Xn is also independent of all
variables Xn�j, where j > i, in the same context.

Consider a VLMC of order 3 where X D f0; 1g, and the context function c is
defined as

c.xn�1
0 / D

8
ˆ̂̂
<̂

ˆ̂̂
:̂

0; if xn�1 D 0,

1; 0; 0; if xn�1 D 1, xn�2 D 0, xn�3 D 0,

1; 0; 1; if xn�1 D 1, xn�2 D 0, xn�3 D 1,

1; 1; if xn�1 D 1, xn�2 D 1.

(4)

The context function induces the CSIs

Xn ? fXn�2;Xn�3gjXn�1 D 0 and Xn ? Xn�3jXn�1 D 1;Xn�2 D 1;

and can be presented using the decision tree in Figure 6.
In [16] a more general class of Markov chains, termed sparse Markov chains

(SMCs), are considered.

Definition 3 (SMC). Let X1
0 be a time-homogeneous Markov chain of order k,

and X k D 	k
iD1X . Further, let S D .s1; : : : ; sd/ be a partition of X k, such that iff

yn�1
n�k ; z

n�1
n�k 2 sc for some sc 2 S it holds that

P.Xn D xnjXn�1
n�k D yn�1

n�k/ D P.Xn D xnjXn�1
n�k D zn�1

n�k/;

for all xn 2 X .

This definition allows SMCs to be non-hierarchical in the sense that in some
contexts Xn may be independent of Xn�i given Xn�j, with j > i. The dependence
structures that can be presented using SMCs bear a strong resemblance to those that
can be presented using a decision graph. In fact, just as decision trees are used to
display the structure of a VLMC, a decision graph can be used for SMCs.
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Table 4 CPT corresponding to the partition S defined in (5)

Xn�1 Xn�2 P.XnjXn�1;Xn�2/ Xn�1 Xn�2 P.XnjXn�1;Xn�2/ Xn�1 Xn�2 P.XnjXn�1;Xn�2/

0 0 p1 1 0 p1 2 0 p5
0 1 p2 1 1 p2 2 1 p2
0 2 p3 1 2 p4 2 2 p4

Fig. 7 Decision graph
corresponding to the CPT in
Table 4 and the partition S
defined in (5)

Until now we have operated under the assumption that the number of outgoing
edges in an internal node in a decision tree or decision graph coincides with
the number of possible outcomes of the corresponding variable. Removing this
assumption, and letting an outgoing edge correspond to more than one outcome,
allows for a new kind of restriction to the considered probability distribution, a
restriction that falls outside the scope of CSI. Consider two variables X1 and X2
with the outcome space X D f0; 1; 2g and a conditional distribution of X2 such that

P.X2 D x2jX1 D 0/ D P.X2 D x2jX1 D 1/;

for all x2 2 X and

P.X2 D x2jX1 D 0/ ¤ P.X2 D x2jX1 D 2/;

for some x2 2 X . These types of restriction can be portrayed in a CPT, and for
SMCs in the partition S of X k. Consider an SMC where X D f0; 1; 2g, and S is
defined according to

S D ff00; 10g; f01; 11; 21g; f02g; f12; 22g; f20gg: (5)

This non-hierarchical SMC corresponds to the CPT in Table 4 and can also be
displayed using the decision graph in Figure 7.

5 Discussion

We have reviewed the concept of context-specific independence appearing in super-
ficially different model classes all exploiting Markovian independence structures to
enable a compact representation of the joint distribution in multivariate systems that
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can potentially be very high-dimensional. These include both static representations
that are directed or undirected, and dynamic representations incorporating time-
indexing of the variables. In general, the notion of context-specific independence
allows one to capture local characteristics of multivariate distributions that may
be hidden by the standard Markov assumptions. This is useful for many purposes
and may lead to simpler model interpretation as well as more efficient, sparser
parametrization of the distributions.

An unchartered territory for the theory of CSI is represented by both static
and dynamic Markovian dependence models in continuous state spaces. Despite
of corresponding to a considerably more challenging problem than representation
of a context in discrete space, it is possible that sufficiently rigid forms of CSI do
exist, such that they lead to identifiable and tractable model learning and parameter
estimation. Similarly, it would be attractive to derive more general rules for the
correspondence between non-hierarchical log-linear models and local restrictions
to conditional probability distributions, upon the observation made in [22].

Another field where the introduction of CSI might lead to an improved under-
standing of the dependence structure is marked point processes. Marked point
processes are generally used to model the occurrence of some specific events
in a continuous time space. In [11], graphical models that can convey so-called
local independencies in marked point processes are introduced. While these local
independencies are not directly related to CSI, [11] shows that it can beneficial to
use more refined dependence structure when considering marked point processes.
CSI could possibly be used to further improve the notion of local independence.

Largely independently of the theory of graphical dependence models, depen-
dence logic has emerged as a branch of mathematical logic [14, 18, 31]. An
interesting target for future research would be to develop a notion of context-
specific independence for dependence logic. This could also spawn further research
directions through various generalizations into forms of independence that extend
beyond context-specific independence which are not representable through ordi-
nary factorization of conditional probabilities in accordance with basic Markov
properties.
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Abstract One of the goals of social choice theory is to study the group decision
methods that satisfy two types of desiderata. The first type ensures that the group
decision depends in the right way on the voters’ opinions. The second type ensures
that the voters are free to express any opinion, as long as it is an admissible input
to the group decision method. Impossibility theorems, such as Arrow’s Theorem,
point to an interesting tension between these two desiderata. In this paper, we argue
that dependence and independence logic offer an interesting new perspective on this
aspect of social choice theory. To that end, we develop a version of independence
logic that can express Arrow’s properties of preference aggregation functions. We
then prove that Arrow’s Theorem is derivable in a natural deduction system for the
first-order consequences of our logic.

1 Introduction

The modern era in social choice theory started with Kenneth Arrow’s ground-
breaking impossibility theorem [3]. Arrow showed that there is no method that a
group can use to rank a set of alternatives satisfying a minimal set of desirable
properties. Much has been written about this theorem (see, for instance, [20, 30, 43])
and its implications for theories of democracy [9, 27, 36] and beyond [29, 31, 33, 44].
Social choice theory has since grown into a large and multi-faceted research area
(see [26] for an overview). In this chapter, we focus on one type of theorem studied
by social choice theorists: axiomatic characterizations of group decision methods.
We will present a version of independence logic [14] that we use to formalize these
theorems. This is not merely an exercise in applying a logical framework to a new
area. We will argue that dependence and independence logic offers an interesting
new perspective on the axiomatic characterization of group decision methods.

mailto:epacuit@umd.edu
mailto:fan.yang.c@gmail.com
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One of the main goals of social choice theory is to identify principles of group
decision making that ensure that group decisions depend in the right way on the
voters’ preferences.1 That is, group decision methods should be designed in such
a way that no individual voter should have any undue influence over the group
decision. At the same time, it is important to devise a group decision method without
placing any restrictions on the inputs. That is, group decision methods should be
designed under the assumption that the voters’ opinions are independent. From this
perspective, the so-called impossibility theorems in social choice theory highlight
an interesting conflict between dependence and independence.

This chapter is organized as follows. Section 2 briefly recounts the basic
mathematical framework used in social choice theory. Sections 3 and 4 are extended
discussions of the notions of dependence and independence found in social choice
theory. In Section 5, we present a version of independence logic that we use to
formalize Arrow’s Theorem. We show in Section 5.3 that Arrow’s Theorem can be
derived in a natural deduction system for this logic [16, 25]. Section 6 contains some
concluding remarks.

2 The Social Choice Framework

Let us start by recalling some notions concerning relations.

Definition 1. A relation R on X is a subset of X�X. We write a R b when .a; b/ 2 R
and write a 6R b when .a; b/ … R. We write a R b R c when a R b, b R c, and a R c.

Definition 2. Let R � X � X be a relation. R is said to be

• transitive provided for all a; b; c 2 X, if a R b and b R c, then a R c;
• complete provided for all a; b 2 X, either a R b or b R a;
• antisymmetric provided for all a; b 2 X, if a R b and b R a, then a D b;
• linear provided that it is transitive, complete, and antisymmetric.

Throughout this chapter, we fix a set V D fx1; x2; x3; : : : ; xng of n voters (or
individuals) and a (finite2) set X of alternatives (e.g., candidates, restaurants, social
states, etc.). Each voter xi 2 V is asked to rank the elements of X, where a ranking
is a transitive and complete relation on X. Let O.X/ denote the set of all rankings
of X. Each ranking R 2 O.X/ is associated with two special subrelations: The strict
subrelation defined as

PR D f.a; b/ 2 X � X j a R b and b 6R ag;

1In formal work on social choice theory, it is common to identify a voter’s preference over a set of
alternatives X with her ranking over the set of alternatives. In general, a ranking of the alternatives
is only one way in which a voter may express her preference over the set of alternatives. Consult
[17] for a discussion of the main philosophical issues here.
2For simplicity, we restrict attention to a finite set of alternatives. This restriction is not necessary
for what follows, though it does have some implications on the design of the formal language used
to describe a social choice model.
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and the indifference subrelation defined as

IR D f.a; b/ 2 X 	 X j a R b and b R ag:

Let R 2 O.X/ represents voter xi’s ranking of X. If a R b, then we say that “xi weakly
prefers a to b”; if a PR b, then we say that “xi strictly prefers a to b”; if a IR b, then
we say that “xi is indifferent between a and b.” In case a voter is indifferent between
two alternatives, we say that the two alternatives are tied in the voter’s ranking.
A linear ranking is a ranking that is a linear relation and let L.X/ denote the set of
all linear rankings of X. Clearly, ties are not allowed in linear rankings.

A profile for the set of voters V is a sequence of (linear) rankings of X that
assigns to each voter xi a ranking Ri, denoted R D .R1; : : : ;Rn/. The set of all
profiles of rankings for n voters is denoted O.X/n (similarly for L.X/n). If R D
.R1; : : : ;Rn/ 2 O.X/n, then Pi denotes the strict subrelation PRi of Ri. Similarly,
Ii denotes the indifference subrelation IRi of Ri. For a profile R D .R1; : : : ;Rn/ 2
O.X/n, let VR.a P b/ D fxi 2 V j a Pi bg be the set of voters that rank a strictly
above b (similarly for VR.a I b/ and VR.a R b/).

A group decision method associates an outcome (“the group decision”) with each
profile of ballots. Typically, the ballots are (linear) rankings of the alternatives. The
social choice literature has largely focused on two types of outcomes. The first are
(linear) rankings of X representing the overall group ranking of the alternatives.
The second are non-empty subsets of X representing the “social choice” (or the
“winning” alternatives). As we mentioned in Section 1, the starting assumption in
the social choice literature is that group decisions should be completely determined
by the voters’ reported3 rankings. This means that group decision methods should
be represented by functions from sets of profiles to the possible outcomes. There are
two types of functions corresponding to the two types of group outcomes:

• A preference aggregation function is a function F W B ! O , where O is a
set of relations on X (typically, O is either L.X/ or O.X/) and B � L.X/n or
B � O.X/n.

• A social choice function is a function F W B ! O where O D }.X/ n f;g and
B � L.X/n or B � O.X/n.

We illustrate the above definitions with the following examples. For each profile
of linear rankings P D .P1; : : : ;Pn/, define a relation RP

maj on the set X of candidates
as follows: for all a; b 2 X,

a RP
maj b iff jVP.a P b/j > jVP.b P a/j:

The relation RP
maj is called the majority ordering, ranking candidate a above

candidate b provided more voters rank a above b than b above a. Note that

3In this article, we set aside any game-theoretic issues around whether voters have an incentive to
report their true preferences.



238 E. Pacuit and F. Yang

RP
maj 62 O.X/, since RP

maj is not necessarily transitive.4 This is illustrated by the
famous Condorcet Paradox: Consider a profile P D .P1;P2;P3/ for three voters
V D fx1; x2; x3g and three candidates X D fa; b; cg. Suppose that ranking for voter
x1 is a P1 b P1 c; the ranking for voter x2 is b P2 c P2 a; and the ranking for
voter x3 is c P3 a P3 b. Then, VP.a P1 b/ D fx1; x3g, VP.b P1 c/ D fx1; x2g, and
VP.a P1 c/ D fx1g. Thus, a RP

maj b and b RP
maj c, but it is not the case that a RP

maj c

(in fact, we have c RP
maj a producing a cycle: a RP

maj b RP
maj c RP

maj a).
The Borda ranking is an example of a social ranking that is transitive. Let

P D .P1; : : : ;Pn/ be an arbitrary profile of linear rankings of a k-element set X of
candidates. For each voter xi and each m D 1; : : : ; k, let Pi.m/ be the candidate
ranked in the mth-position by the voter xi. For example, if a Pi b Pi c, then
Pi.1/ D a, Pi.2/ D b, and Pi.3/ D c. For each d 2 X, define the Borda score
BS.P; d/ as

BS.P; d/ D
kX

mD1
.k �m/ � jfxi 2 V j Pi.m/ D dgj:

Now, the Borda ranking RP
b is defined as follows:

a RP
B b iff BS.P; a/ � BS.P; b/:

The function FB W L.X/n ! O.X/, defined as FB.P/ D RP
B, is a preference

aggregation function. An example of a social choice function is plurality rule: Fpl W
L.X/n ! }.X/ n f;g, defined as: for each P D .P1; : : : ;Pn/ 2 L.X/n,

Fpl.P/ D fc 2 X W jfxi j Pi.1/ D cgj � jfxi j Pi.1/ D bgj for all b 2 Xg:

Thus, Fpl selects the candidate(s) ranked first by the most voters. Consult [34] for
an overview of preference aggregation and social choice rules and their properties.

3 Dependence in Social Choice Theory

Generally speaking, axiomatic characterization results proceed in two steps. The
first step is to identify an interesting class of functions, each of which is intended
to represent a possible group decision method. Different classes of functions
build in different assumptions about the structure of the group decision problem.
For instance, fix a set X of at least three candidates and a set V D fx1; : : : ; xng of n

4Also, RP
maj may not be complete if there is an even number of voters. There are a variety of ways

to modify the definition of the majority ordering to ensure completeness when there are an even
number of voters.
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voters. Then, the set

F.n;X/ D fF j F W O.X/n ! O.X/g

represents group decision problems in which the n voters are asked to rank the
alternatives, and, based on the voters’ rankings, identify the group ranking of the
alternatives. Furthermore, since the domain of each function F 2 F.n;X/, denoted
dom.F/, is the set O.X/n of all profiles of rankings (i.e., all functions are assumed
to be total), the voters’ input is not restricted in any way. In particular, a voter’s
choice of ranking is independent of the other voters’ choice of rankings (this will be
discussed in more detail in Section 4). The second step is to characterize the desired
set of group decision methods in terms of principles expressible as properties of the
given class of functions. The goal is to find a set of properties of group decision
rules that makes the group decision depend in the right way on the voters’ inputs.
Many different principles of group decision making have been discussed in the
social choice literature. We discuss some of these properties in this section (see
[20, 26, 30, 34] for discussions of additional properties). The statement of these
properties will be tailored to the class F.n;X/ of preference aggregation functions.
We leave it to the reader to adapt the principles to different classes of preference
aggregation functions.

Since group decision methods are assumed to be functions, the output (a group
ranking) does functionally depend on the rankings of the voters. However, this
dependence is much too weak. There are many functions in F.n;X/ that are defective
in some way. For instance, the constant function FR W O.X/n ! O.X/ for a fixed
R 2 O.X/, defined as FR.R/ D R, is in F.n;X/. An obvious problem with a constant
function is that the group decision is insensitive to any unanimous agreement among
the voters. Suppose that X D fa; b; cg and a R b R c, and consider the constant
function FR. If R is a profile in which every voter ranks b strictly above a (i.e.,
VR.b P a/ D V), then FR.R/ D R is an outcome that does not truly reflect the
voters’ opinions (at least with respect to alternatives a and b). This suggests the
following property:

Unanimity For all alternatives a; b 2 X, for all profiles R D .R1; : : : ;Rn/ 2
O.X/n, if a Pi b for all xi 2 V (i.e., VR.a P b/ D V), then a PF.R/ b.

This principle ensures that any unanimous agreement among the voters’ strict
rankings is reflected in the group ranking.5 Unanimity is a fundamental principle of
group decision methods.

An important distinction that was prevalent early on in the burgeoning
social choice literature is between single-profile and multi-profile properties
[21, 35, 37, 38]. Unanimity is an example of a single-profile property. It rules
out specious pairings of group rankings with profiles in terms of properties of

5One can also explore alternative definitions of Unanimity of varying strengths. For example, if all
voters weakly rank candidate a above candidate b, then society does so as well.
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the given profile (e.g., the property that all voters rank candidate a strictly above
candidate b). Thus, as will become clear in Section 5, Unanimity can be formalized
in dependence logic using just a first-order formula without dependency atoms.

The notion of dependency found in dependence and independence logic is best
exemplified by multi-profile properties. The general form of a multi-profile property
runs as follows: If (two or more) profiles are related in a certain way, then the
outcomes associated with these profiles must be related in some way. The most
prominent multi-profile property is independence of irrelevant alternatives (IIA).

Independence of Irrelevant Alternatives For all profiles, R;R0 2 O.X/n, for all
a; b 2 X, if VR.a R b/ D VR0.a R b/ and VR.b R a/ D VR0.b R a/, then
a F.R/ b iff a F.R0/ b.

IIA ensures that the group ranking of two candidates depends only on how the
individual voters rank those candidates. That is, if all voters agree on the relative
rankings of a and b in two profiles, then the group rankings under each profile must
rank a and b in the same way. IIA plays a crucial role in Arrow’s impossibility
theorem and many other results in social choice theory. Intuitions vary about the
reasonableness of the IIA requirement for group decision methods. Many well-
known voting methods do not satisfy IIA (the most prominent such example is
the Borda’s ranking that we defined in Section 2, see [39, 40] for an extensive
argument in favor of using the Borda score to make group decisions, and see [34]
for a discussion and further examples). Nonetheless, there are persuasive arguments
that IIA is a natural requirement for a group decision method (see, for instance,
[51, pg. 58] and [3, Chapter III, section 3]). Furthermore, Muller and Satterthwaite
[32, 41] showed that IIA is equivalent to strategy proofness (strategy proofness
means that voters do not have an incentive to misrepresent their preferences6).

Various authors have explored the implications of weakening IIA. An important
result along these lines is from Blau [4]. Given a profile R 2 O.X/n and Y � X,
let RY D ..R1/Y ; : : : ; .Rn/Y/, where each .Ri/Y D Ri \ .Y 	 Y/, i.e., .Ri/Y is the
restriction of Ri to Y. Then, IIA can be reformulated as follows:

Binary Independence For all profiles, R;R0 2 O.X/n, for all a; b 2 X, if
Rfa;bg D R0

fa;bg, then F.R/fa;bg D F.R0/fa;bg.

Blau studied the following generalization of IIA:

m-ary Independence For all profiles, R;R0 2 O.X/n, for all m-element sets Y �
X, if RY D R0

Y , then F.R/Y D F.R0/Y .

Of course, if m D jXj, then m-ary independence simply amounts to the usual
requirement for any function. Blau showed that if a preference aggregation function
satisfies m-ary independence (where 2 � m < jXj), then it must also satisfy
binary independence (the converse is obvious). An alternative way to define m-ary

6A full discussion of this result is beyond the scope of this article. See [46] for a precise statement
of the Müller-Satterthwaite Theorem (including the additional assumptions needed to prove the
equivalence) and a discussion of the relevant literature.
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independence is as follows: Let Sm D fY � X j jYj D mg be the collection of all
sets of m candidates from X. Then, m-ary independence says that for any S 2 Sm,
if the relative rankings of all candidates in S are the same in two profiles, then the
outcomes associated with these profiles must agree on the rankings of all candidates
in S. Recently, Susumo Cato [7] showed that Blau’s results hold for any collection
S of sets of candidates satisfying the following connectedness property: For all
candidates a; b 2 X there are sets S1; : : : ; Sk 2 S such that fa; bg D Tk

iD1 Si.
Preference aggregation rules that do not satisfy IIA take a global perspective

when determining the social ranking of the candidates. For example, the Borda
ranking of candidates a and b depends on the voters’ rankings of all the candidates.
A weaker version of IIA requires that the group ranking of candidates a and
b depends on the voters’ rankings of some subset of candidates (which may
contain more candidates than just a and b). Campbell and Kelly studied preference
aggregation methods that satisfy this weaker version of IIA together with additional
multi-profile properties [6, 20].

A second multi-profile property, Neutrality, requires that the aggregation method
treats all the candidates equally. To state this formally, suppose that � W X ! X is a
permutation of the candidates (i.e., a one-to-one function from X onto X). Given a
relation R on X, define the relation R� as follows: For all a; b 2 X,

�.a/ R� �.b/ iff a R b

For any profile R D .R1; : : : ;Rn/ 2 O.X/n, a permutation � applied to R is defined
as R� D .R�1 ; : : : ;R�n /. Now, we define Neutrality as follows:

Neutrality For all profiles R 2 dom.F/ and all permutations � W X ! X,
F.R�/ D F.R/�.

Neutrality ensures that a social ranking of the candidates depends only on where the
candidates fall in the rankings in a given profile. Suppose that there are two profiles
R and R0 and two candidates a and b such that the positions that a occupies in the
rankings in R are the same as the positions that b occupies in R0. That is R0 D R�

where � is the permutation such that �.a/ D b, �.b/ D a and for all c ¤ a; b,
�.c/ D c. Then, the social ranking of a given the profile R must be the same as the
social ranking of b given the profile R0.

While Neutrality requires that the candidates are treated equally, another prop-
erty, Anonymity, requires that the voters are treated equally. A permutation of the
voters is a one-to-one function � W V ! V . Anonymity requires that the group
decision does not depend on the name of the voters.

Anonymity For all profiles R 2 dom.F/ and all permutations of � W V ! V ,
F.R/ D F.�.R//, where �.R/ D .R�.1/; : : : ;R�.n//.

Anonymity is a fundamental requirement of the democratic process and is strictly
enforced in most elections. The overall tally of a ranking R 2 O.X/ in a profile
R is the number of voters that submitted the ranking R (i.e., the tally of R in
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R D .R1; : : : ;Rn/ is jfxi 2 V j Ri D Rgj). Anonymity requires that group decisions
depend on the tallies of the rankings in a profile rather than the profiles themselves
(which identify the voter associated with each ranking).

In many voting situations, anonymity is dropped when the group decision results
in a tie. Often, one voter is chosen (perhaps at random) to be the designated “tie-
breaker.” In such a case, the tie-breaker imposes her strict ranking of the candidates
on the rest of the group. An egregious failure of anonymity occurs when there is a
voter that imposes her strict rankings of the candidates on the group no matter what
rankings the other voters submit. Of course, in any given profile, there will often be
a number of voters that completely agree with the social ranking. There is nothing
wrong with this. Indeed, it may very well be that, for every profile, there is some
voter that completely agrees with the group ranking associated with that profile. It
is a problem only when the quantifiers are reversed: there is a voter xd such that for
all profiles, voter xd’s strict rankings of the candidates agree with the social ranking.
Such a voter is called an Arrovian dictator.

Non-Dictator There is no xd 2 V such that for all profiles R 2 dom.F/, for all
a; b 2 X, if a Pd b, then a PF.R/ b.

Non-Dictatorship ensures that the strict social ranking does not depend on only one
voter (cf. the discussion in Section 6).

****

The properties introduced in this section ensure that group decisions depend in
the right way on the voters’ reported rankings. Arrow’s ground-breaking theorem
identified a surprising conflict between these principles:

Theorem 1 (Arrow [3]). There are no preference aggregation functions F W
O.X/n ! O.X/, with jXj > 2, satisfying Independence of Irrelevant Alternatives,
Unanimity, and Non-Dictatorship.

Much of the subsequent work in social choice theory has focused on finding
properties7 that characterize interesting group decision rules. Amartya Sen adeptly
explains the social choice problem in his Nobel Prize lecture:

When a set of axioms regarding social choice can all be simultaneously satisfied, there
may be several possible procedures that work, among which we have to choose. In order
to choose between different possibilities through the use of discriminating axioms, we have
to introduce further axioms, until one and only one possible procedure remains. This is
something of an exercise in brinkmanship. We have to go on and on cutting alternative
possibilities, moving—implicitly—towards an impossibility, but then stop just before all
possibilities are eliminated, to wit, when one and only one option remains. [42, pg. 354]

7Properties of group decision methods are often called “axioms” in the social choice literature.
However, the principles studied in the social choice literature do not have the same status as the
axioms of, for example, Peano arithmetic or the axioms defining a group. As should be clear from
the discussion in this section, many of the so-called axioms of social choice are certainly not “self-
evident,” and may require extensive justification.



Dependence and Independence in Social Choice: Arrow’s Theorem 243

There is much more to say about Arrow’s Theorem (cf. [5, 20, 30]). We return to this
theorem in Section 5.3, showing how it can be formalized in independence logic.

4 Independence in Social Choice Theory

Arrow’s Theorem is directed at preference aggregation functions F W O.X/n !
O.X/. A key assumption, which we only briefly mentioned in the previous section,
is that the domain of F is O.X/n. This is the Universal Domain (UD) assumption.
Thus, F must assign a group ranking to any possible profile of rankings. Arrow
argued that, without specialized knowledge about the group decision problem,
preference aggregation functions must be designed to handle any possible input:

If we do not wish to require any prior knowledge of the tastes of individuals before
specifying our social welfare function, that function will have to be defined for every
logically possible set of individual orderings. [3, pg. 24]

There are two aspects of UD that can be studied separately. The first is that there are
no restrictions on the rankings available to a voter. This imposes a richness condition
on the domain of a preference aggregation function F W B ! O , where B is a set
of profiles of (linear) rankings of X:

All rankings For any voter xi 2 V and any (linear) ranking R, there is a profile
R D .R1; : : : ;Rn/ 2 dom.F/ such that Ri D R.

Consider the following set of profiles of linear rankings for three candidates X D
fa; b; cg and three voters V D fx1; x2; x3g. To simplify the notation, we write a b c
to denote the ranking a P b P c. Let E be the profiles displayed in Table 1 (each
row corresponds to a profile).

As the reader is invited to check, E satisfies the all rankings property. Of course,
E does not contain all possible profiles of linear rankings (i.e., E ¨ L.X/n). In
particular, voters x1 and x3 have the same ranking in each profile. This means that
for each P 2 E , the majority ordering RP

maj is transitive. Thus, Fmaj W E ! L.X/
is a well-defined preference aggregation rule. The problem with this domain is that
voters x1’s and x3’s rankings are not chosen independently. They form a winning
coalition ensuring that the group decision always agrees with their rankings. Thus,
both x1 and x3 are Arrovian dictators. This suggests an additional constraint on
domains of preference aggregation functions.

Independence For any profiles R D .R1; : : : ;Rn/;R0 D .R0
1; : : : ;R

0
n/ 2 dom.F/

and any voter xi 2 V , there is a profile R00 D .R00
1 ; : : : ;R

00
n / 2 dom.F/ such that

R00
i D Ri and R00

j D R0
j for all j ¤ i.

This constraint ensures that the voters’ choice of rankings is not correlated in any
way. The domain in Table 1 does not satisfy the independence property: There are
profiles P D .a b c; a b c; a b c/ and P0 D .a c b; a b c; a c b/, but no
profile P00 D .P00

1 ;P
00
2 ;P

00
3 / such that P00

1 D a b c D P00
2 and P00

3 D a c b.
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Table 1 A set E of profiles
satisfying the All rankings
property.

x1 x2 x3
a b c a b c a b c

a c b a b c a c b

b a c a b c b a c

b c a a b c b c a

c a b a b c c a b

c b a a b c c b a

a b c b a c a b c

a c b b a c a c b

b a c b a c b a c

b c a b a c b c a

c a b b a c c a b

c b a b a c c b a

a b c c a b a b c

a c b c a b a c b

b a c c a b b a c

b c a c a b b c a

c a b c a b c a b

c b a c a b c b a

x1 x2 x3
a b c a c b a b c

a c b a c b a c b

b a c a c b b a c

b c a a c b b c a

c a b a c b c a b

c b a a c b c b a

a b c b c a a b c

a c b b c a a c b

b a c b c a b a c

b c a b c a b c a

c a b b c a c a b

c b a b c a c b a

a b c c b a a b c

a c b c b a a c b

b a c c b a b a c

b c a c b a b c a

c a b c b a c a b

c b a c b a c b a

It is not hard to see that imposing both All rankings and Independence ensures
that the domain of the preference aggregation function is the set of all profiles of
(linear) rankings. However, the All rankings and Independence constraints are
stronger than what is needed to prove Arrow’s Theorem. A weaker constraint on the
domain that is sufficient to prove Arrow’s Theorem was identified by Kalai, Muller,
and Satterthwaite [19]. Their approach is to weaken the All rankings property while
maintaining the Independence property.

We say that the Independence property is satisfied for a domain B whenever
there is a set ˝ � O.X/ of “admissible” rankings for each voter and B D ˝n.
The following example from [19] illustrates this. Suppose that Y D A [ B, where
A D fa1; a2; a3g and B D fb1; b2; b3g, and let

˝ D fR 2 O.Y/ j a PR b for a 2 A and b 2 Bg:

So, ˝ is the set of all rankings that rank all candidates in A strictly above all
candidates in B. Then, E D ˝n satisfies Independence. Note that there is a
preference aggregation function F W E ! O.Y/ satisfying Unanimity, IIA, and
Non-Dictatorship: For each R D .R1; : : : ;Rn/ 2 E , let F.R/ D .R1/A [ .R2/B [
f.a; b/ j a 2 A and b 2 Bg. That is, F ranks all candidates in A strictly above
all candidates in B, ranks the candidates in A according to voter x1, and ranks the
candidates in B according to voter x2. Thus, voter x1 is an Arrovian dictator over
the set A and x2 is an Arrovian dictator over the set B, but there is no dictator for
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the entire set of candidates. This example shows that Independence alone is not
sufficient to prove Arrow’s Theorem.

To see that All rankings is not necessary to prove Arrow’s Theorem, consider
the following variant of the above example. Define ˝ 0 � O.Y/ as follows:

˝ 0 D fR 2 O.Y/ j a PR b for a 2 A and b 2 B, and b1 PR b2 PR b3g:

Thus, ˝ 0 contains any ranking R that ranks all candidates in A strictly above all
candidates in B, ranks b1 strictly above b2 and b3, and ranks b2 above b3. Suppose
that E 0 D .˝ 0/n. Then, E 0 satisfies Independence but not All rankings. By
inspecting the proof of Arrow’s Theorem, it is not hard to show that there is no
preference aggregation function F W E 0 ! O.Y/ satisfying Unanimity, IIA, and
Non-Dictatorship.

The difference between the two domains is that E 0 is based on a set of admissible
rankings that satisfies a “saturation” property. We need some notation to formally
state this property. Suppose that˝ � O.X/ is a set of rankings for a set X of at least
three candidates. A set of three candidates fa; b; cg � X is called a free triple for˝
provided a, b, and c are distinct (i.e., a ¤ b ¤ c ¤ a) and for each R 2 O.fa; b; cg/
there is a R0 2 ˝ such that R0

fa;b;cg D R. A pair of distinct candidates fa; bg is said
to be trivial in ˝ provided for all R;R0 2 ˝ , Rfa;bg D R0

fa;bg (i.e., all rankings in
˝ agree on the ranking of a and b). Two non-trivial pairs of candidates A D fa; bg
and B D fc; dg are strongly connected in ˝ provided jA [ Bj D 3 and A [ B is a
free triple for˝ . Two pairs of candidates A and B are said to be connected provided
there is a sequence of B1; : : : ;Bk of pairs of candidates such that A D B1, B D Bn,
and for all i D 1; : : : k � 1, Bi and BiC1 are strongly connected. Finally, say that ˝
is saturated provided there are at least two non-trivial pairs of candidates and every
two non-trivial pairs of candidates are connected. Saturated domains are sufficient
to prove Arrow’s Theorem:

Theorem 2 (Kalai, Muller, and Satterthwaite [19]). There is no F W E !
O.X/, where E D ˝n and ˝ is saturated, satisfying Unanimity, Independence of
Irrelevant Alternatives, and Non-Dictatorship.

5 Dependence and Independence Logic for Social
Choice Theory

In this section, we use dependence and independence logic to formalize the notions
of dependence and independence discussed in Sections 3 and 4. The initial idea
to use dependence and independence logic to formalize results from social choice
theory, such as Arrow’s Theorem, is from Jouko Väänänen [49].

We think of the set of voters V D fx1; : : : ; xng as a set of distinguished first-order
variables. In addition, we include a fresh first-order variable y that is intended to
represent the group decision. Suppose that R D .R1; : : : ;Rn/ 2 O.X/n is a profile for
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V and F WB ! O is a preference aggregation function with R 2 B. The pair .R;F/
induces an assignment on VC D fx1; : : : ; xn; yg, denoted sR;F W VC ! B [ O ,
defined as follows:

sR;F.x1/ D R1; : : : ; sR;F.xn/ D Rn and sR;F.y/ D F.R/: (1)

Then, any group decision function F is associated with a set of assignments:

SF D fsR;F j R 2 dom.F/g (2)

Such a set of assignments is called a team, which is the central object of study
in dependence and independence logic. Thus, there is a natural link with social
choice theory: The properties of preference aggregation functions discussed in
Sections 3 and 4 can be viewed as properties of teams, expressible in the language
of dependence and independence logic.

Teams of assignments for the variables fx1; : : : ; xn; yg are intended to represent
election scenarios. Each assignment in the team represents a choice of ballot
(typically, a ranking of the set of candidates) for each voter and the resulting group
decision. Of course, not every team corresponds to some preference aggregation
function. In particular, the rankings associated with y must be a function of the
rankings associated with fx1; : : : ; xng. In the language of dependence logic, this
means that y depends on fx1; : : : ; xng. Consider the team of assignments displayed
in Table 2 assigning to fx1; x2; yg linear rankings over the set X D fa; b; cg. That is,
each assignment is a map s W fx1; x2; yg ! L.X/. (Recall that we write a b c for the
ranking a P b P c.)

Since the rankings associated with y do functionally depend on the rankings
associated with the variables fx1; x2g, this team does represent possible election
scenarios for 2 voters and 3 candidates. In the remainder of this section, we show
how to use dependence and independence logic to reason about group decision
methods.

Table 2 An example of a
team for 2 voters.

x1 x2 y

s1 a b c c b a b a c

s2 a c b b c a c b a

s3 c a b b a c a c b

s4 b c a a c b c a b

s5 a b c b c a b a c
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5.1 The Logic

In this section, we define the syntax and semantics of the version of independence
logic (IndS) that we use to formalize Arrow’s Theorem.

Suppose that Var is an infinite set of variables with distinguished elements
x1; : : : ; xn and y (where n is the number of voters). We use u; v;w; : : : (with or
without subscripts) as metalanguage symbols that stand for first-order variables.
Suppose that X is a finite set of candidates containing at least three elements. To
simplify the presentation of the logical framework, we focus on logics for reasoning
about preference aggregation functions. Note that both n (the number of voters)
and X (the set of candidates) are parameters in the definition of our language. For
simplicity, in this section, we restrict attention to linear orders. Recall that L.X/ is
the (finite) set of all linear relations on X. Thus, our language is intended to describe
properties of functions of the form F W L.X/n ! L.X/. The definitions below can
be adapted to reason about other types of group decision functions, such as social
choice functions or functions where the domain and/or range is O.X/ (the set of all
rankings on X).

The signature LX contains an equality symbol D, unary predicate symbols ER

for each ranking R 2 L.X/ and unary predicate symbols Rab for each pair .a; b/ of
elements from X. Since our signature does not contain function symbols or constant
symbols, variables are the only L -terms. A first-order atomic L -formula is a
string of the form u D v, ER.w/ or Rab.w/.

Definition 3 (Syntax). A well-formed L -formula of independence logic for
social choice theory (IndS) is a string generated by the following grammar:

' WWD ˛ j :˛ j ? jD.w1; : : : ;wk; u/ j w1 : : :wk ? u1 : : : um j w1 : : :wk � u1 : : : uk

j ' ^ ' j ' _ ' j 8x' j 9x';

where ˛ is an LX-atomic first-order formula.

The formulas D.w1; : : : ;wk; u/, w1 : : :wk ? u1 : : : um, and w1 : : :wk � u1 : : : uk

are called dependence atom, independence atom and inclusion atom, respectively.
We refer to them in this chapter as atoms of dependence and independence. The
original independence logic as introduced in [14] does not have dependence atoms
or inclusion atoms in the language. Since these two atoms are definable in Ind ([11,
14]), we will include these atoms in the language of our logic IndS.

The set Fv.'/ of free variables of a formula ' of IndS is defined in the
standard way except that we have the new cases for the atoms of dependence and
independence:

• Fv.D.w1; : : : ;wk; u// D fw1; : : : ;wk; ug
• Fv.w1 : : :wk ? u1 : : : um/ D fw1; : : : ;wk; u1; : : : ; umg
• Fv.w1 : : :wk � u1 : : : uk/ D fw1; : : : ;wk; u1; : : : ; ukg
A formula ' is called a sentence if Fv.'/ D ;.
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Formulas of IndS are interpreted in standard first-order models M. We assume
that the domain of a model M, denoted dom.M/, always has at least two elements.

Our formalization of Arrow’s Theorem requires that the domain contains all
linear rankings of (at least three) candidates. An intended LX-model for IndS
is an LX-model M where dom.M/ D L.X/. The set of intended models is first-
order definable using the unary predicates ER (this will be shown in Section 5.2).
For any e 2 dom.M/ and any linear ranking R 2 L.X/, the intended interpretation
of EM

R .e/ is that e is the linear ranking R, i.e., EM
R D fe 2 dom.M/ j e D Rg.

For each e 2 dome.M/, the intended interpretation of RM
ab.e/ is that the ranking

associated with the element e ranks a above b. More formally, for a; b 2 X,
the unary RM

ab D fR 2 L.X/ j a R bg. For example, if X D fa; b; cg, then
M D .L.X/; fER j R 2 L.X/g; fRM

de j d; e 2 Xg/ is an intended LX-model for
IndS. Suppose that R1 is the relation a R b R c; R2 is the relation a R c R b; R3 is
the relation b R a R c; R4 is the relation b R c R a; R5 is the relation c R a R b; and
R6 is the relation c R b R a. Then:

• EM
Ri
D fRig, for i D 1; : : : ; 6; and

• RM
ab D fR1;R2;R5g, RM

ac D fR1;R2;R3g, RM
bc D fR1;R3;R4g, . . .

Definition 4 (Assignments, Teams). An assignment on M is a map s W Var �!
dom.M/. A team S on M is a set of assignments on M.

For any assignment s and any element a 2 dom.M/, we write s.a=w/ for the
assignment defined as s.a=w/.w/ D a and s.a=w/.u/ D s.u/ if u ¤ w. We now
define the team semantics for our logic IndS.

Definition 5 (Semantics). Suppose that M is an L -model for IndS and S is a team
on M. For each LX-formula ' of IndS, we define M ˆS ' inductively as follows:

• M ˆS ˛ with ˛ a first-order atomic formula iff for all s 2 S, M ˆs ˛ in the usual
sense;

• M ˆS :˛ with ˛ a first-order atomic formula iff for all s 2 S, M 6ˆs ˛ in the
usual sense;

• M ˆS ? iff S D ;;
• M ˆSD.w1; : : : ;wk; u/ iff for all s; s0 2 S,

if hs.w1/; : : : ; s.wk/i D hs0.w1/; : : : ; s0.wk/i; then s.u/ D s0.u/I

• M ˆS w1 : : :wk ? u1 : : : um iff for all s; s0 2 S, there is s00 2 S such that

hs00.w1/; : : : ; s00.wk/i D hs.w1/; : : : ; s.wk/i

and

hs00.u1/; : : : ; s00.um/i D hs0.u1/; : : : ; s0.um/iI

• M ˆS w1 : : :wk � u1 : : : uk iff for all s 2 S, there is s0 2 S such that
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hs0.w1/; : : : ; s0.wk/i D hs.u1/; : : : ; s.uk/iI

• M ˆS ' ^  iff M ˆS ' and M ˆS  ;
• M ˆS ' _ iff there exist teams S0; S1 � S with S D S0[ S1 such that M ˆS0 '

and M ˆS1  ;
• M ˆS 8w' iff M ˆS.M=w/ ', where S.M=w/ D fs.a=w/ j s 2 S and a 2 Mg;
• M ˆS 9w' iff M ˆSŒF=w� ' for some function F W S �! }.M/ n f;g, where

SŒF=w� D fs.a=w/ j s 2 S and a 2 F.s/g;
A sentence ' is said to be true in M if the team f;g of the empty assignment satisfies
', i.e., M ˆf;g '. We say that a formula ' is a logical consequence of a set � of
formulas provided, for all models M and all teams S on M, if M ˆS  for all 2 � ,
then M ˆS ' . We write  ˆ ' for f g ˆ '. If ' ˆ  and  ˆ ', then we say
that ' and  are logically equivalent, in symbols ' �  .

For any team S on a model M and any set V � Var of variables, the set S � V D
fs � V W s 2 Sg is called a team on V . It is straightforward to check that our logic
IndS has the Locality Property and the Empty Team Property:

(Locality Property) If S � Fv.'/ D S0 � Fv.'/, then M ˆS ' ” M ˆS0 '.
(Empty Team Property) M ˆ; ' for all models M.

We refer the reader to [11, 16, 24, 25, 48] for other properties of the logic. In our
formalization of Arrow’s Theorem, most formulas will have free variables only from
the set VC D fx1; : : : ; xn; yg of the distinguished variables that we fixed. By the
Locality Property, in most cases, it is then sufficient to consider teams on the set
VC only. These teams, as discussed, are in one-to-one correspondence to the sets
of profiles together with a preference aggregation rule (which may or may not be a
function).

We say that a formula of IndS is first-order, if it does not contain any atoms of
dependence and independence. First-order formulas have the Flatness Property:

(Flatness Property) M ˆS ' if, and only if, M ˆfsg ' for all s 2 S:

For any first-order formula ', we write :' for the (first-order) formula inductively
defined as follows:

:.˛/ WD :˛ :. ^ �/ WD : _ :� :.8x'/ WD 9x:'
:.:˛/ WD ˛ :. _ �/ WD : ^ :� :.9x'/ WD 8x:'

where ˛ is an atomic first-order formula. The reader is invited to check that for any
first-order formulas ' and  , the following clause holds:

M ˆS :' _  ” for all s 2 S; if M ˆfsg '; then M ˆfsg  : (3)

In this sense, the formula :' _  , abbreviated as ' 
  , expresses a type of
classical material implication that will play a role in the sequel.
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It is known that independence logic has the same expressive power as existential
second-order logic (˙1

1 ) [11]. Therefore, all ˙1
1 -properties of social choice theory

can be expressed in our logic. In what follows, we will demonstrate how to express
the properties needed to prove Arrow’s Theorem.

Our goal is to find a set of formulas �Arrow expressing the assumptions of
Arrow’s Theorem and a first-order formula �D expressing that there is an Arrovian
dictator such that �Arrow ` �D. That is, �D is derivable in independence logic
using the assumptions in �Arrow. Due to its strong expressive power, the full
independence logic is not axiomatizable (see [16] and also [25]). However, the
first-order consequences of IndS are axiomatizable. A complete natural deduction
system for the first-order consequence relation over sentences of IndS was given
in [16]. More recently, Kontinen [23] generalized this result to open formulas by
adding an extra predicate symbol to the signature. Our main goal in this section is
to demonstrate that Arrow’s Theorem not only can be formalized in IndS, but also
can be derived syntactically using the system of [16] and [23].

5.2 Expressing Arrow’s Conditions

There are three types of properties that we need to express in order to formalize
Arrow’s Theorem. The first type consists of properties that do not involve any
atoms of dependence or independence. These are expressible using first-order
formulas only. The second type is intended to capture the notion of dependence
from Section 3. The third type captures the notion of independence from Section 4.

First-Order Properties
The first step is to find formulas guaranteeing that the domain contains all linear

rankings of the set of candidates X. Let �DM of be the following set of sentences:

(Domain Requirement)

˚9w.ER.w// j R 2 L.X/
	 [ ˚8w

_
fER.w/ j R 2 L.X/g	

[ ˚8w8u
�
.ER.w/ ^ ER.u// 
 .w D u/

� j R 2 L.X/
	

[ ˚8w
^
f:ER.w/ _ :ER0.w/ j R;R0 2 L.X/ and R ¤ R0g	

Any model M of �DM has the property that (1) each linear ranking R 2 L.X/
corresponds to a unique element e in the model and (2) each element e of the model
corresponds to a unique ranking R 2 L.X/.

The next step is to characterize the intended meaning of the unary predicates Rab.
Recall that the atomic formula Rab.xi/ is intended to express the property that voter
xi ranks a above b. Let �RK be the following set of sentences:

(Ranking)
[

P2L.X/

f8w
�
.EP.w/ 
 Rab.w// ^ .Rab.w/ 
 EP.w//

� j a P bg

It is not hard to see that for any model M of �DM [ �RK and any a; b 2 X, the
interpretation of the predicate Rab is RM

ab D fP 2 L.X/ j a P bg: Thus, any model
M of �DM [ �RK is an intended LX-model for IndS. Note that the order-theoretic
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properties of the relations are logical consequences of �DM [ �RK . For instance, if
M is a model of �DM [ �RK , then the following formula that defines transitivity is
true:

8w
�^
f.Rab.w/ ^ Rbc.w// 
 Rac.w/ j a; b; c 2 Xg

�

We introduce the following notation to express strict preference and indifference,
respectively:

(Strict preference) For each a; b 2 X, let Pab.w/ WD Rab.w/ ^ :Rba.w/
(Indifference) For each a; b 2 X, let Iab.w/ WD Rab.w/ ^ Rba.w/

Thus, Pab.xi/means that voter xi strictly ranks a above b and Iab.xi/means that voter
xi is indifferent between a and b. Similarly, Pab.y/ means that society strictly ranks
a above b and Iab.y/ means that the society is indifferent between a and b.

Another property that is expressible using only first-order formulas is Unanimity.

(Unanimity) �U WD
^
f.Pab.x1/ ^ � � � ^ Pab.xn// 
 Pab.y/ j a; b 2 Xg.

To see why the above formula expresses Unanimity, suppose that SF is a team
induced by a preference aggregation function F. If M ˆSF �U , then for each
a; b 2 X, we have M ˆSF .Pab.x1/ ^ � � � ^ Pab.xn// 
 Pab.y/. According to
equation (3), this means that for all a; b 2 X and all sR;F 2 SF,

if M ˆfsR;Fg Pab.x1/ ^ � � � ^ Pab.xn/; then M ˆfsR;Fg Pab.y/:

Unpacking the above definitions gives us the definition of Unanimity for a pref-
erence aggregation function F: For all candidates a; b 2 X, and all profiles R D
.R1; : : : ;Rn/ 2 dom.F/, if a Pi b for all voters xi, then a PF.R/ b.

Dependence Properties
The first dependence property we will express concerns the functional depen-

dence of the group decision on the voters’ rankings. In our setting, this non-trivial
property is easily expressed using a simple dependence atom:

(Functionality of Preference Aggregation Rule) �F WD D.x1; : : : ; xn; y/

Recall that a team S on a model M satisfies �F iff for any two assignments s; s0 2 S,

if s.xi/ D s0.xi/ for all 1 � i � n, then s.y/ D s0.y/:

To see that any team SG induced by a preference aggregation function G satisfies
�F, the key observation is that if s; s0 2 SG, then s D sR;G and s0 D sR0 ;G for some
profiles R;R0 2 dom.G/. If sR;G.xi/ D sR0 ;G.xi/ for all 1 � i � n, then R and
R0 are the same profile, and, since G is a function, sR;G.y/ D G.R/ D G.R0/ D
sR0;G.y/. We leave it for the reader to check that, conversely, any team satisfying �F

is associated with a preference aggregation function.
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As we argued in Section 3, the notion of dependence found in social choice
theory goes beyond simple functional dependence of the group decision on the
voters’ inputs. The principles from Section 3 are defined to ensure that properties
of the group ranking depend only on properties of the voters’ rankings. To express
this stronger form of dependence, for any first-order formulas '1; : : : ; 'k;  , we
introduce a new formula D.'1; : : : ; 'k;  /. To define the semantics of this formula
we need some notations. Suppose that � is a set of first-order formulas and s; s0 are
two assignments for a model M. We write s �� s0 when

for all 	 2 � ;M ˆfsg 	 if, and only if, M ˆfs0g 	:

The semantics for D.'1; : : : ; 'k;  / is given by the clause:

• M ˆSD.'1; : : : ; 'k;  / iff for all s; s0 2 S, if s �f'1;:::;'kg s0, then s �f g s0.

Without going into any detail, we remark that this new formula D.'1; : : : ; 'k;  / is
definable in our logic IndS, as

D.'1; : : : ; 'k;  / � 9w1 : : : 9wk9u9v09v1
�
D.w1; : : : ;wk; u/^ D.v0/^ D.v1/

^ .v0 ¤ v1/ ^
k̂

iD1

�
�.wi; v0; v1/ ^ ı.wi; 'i; v0; v1/

� ^ �.u; v0; v1/ ^ ı.u;  ; v0; v1/
�
;

where �.v; v0; v1/ WD .v D v0/ _ .v D v1/ and

ı.v; �; v0; v1/ WD
�
� 
 .v D v1/

� ^ �:� 
 .v D v0/
�
:

Now, using this generalized dependence formula, we can state IIA in our logic.

(Independence of Irrelevant Alternatives)

�IIA WD
^
fD.Rab.x1/;Rba.x1/ : : : ;Rab.xn/;Rba.xn/;Rab.y// j a; b 2 Xg:

To see that this corresponds to binary independence, note that

if sR;F.xi/ D Ri 2 RM
ab , sR0;F.xi/ D R0

i 2 RM
ab and

sR;F.xi/ D Ri 2 RM
ba , sR0;F.xi/ D R0

i 2 RM
ba; then .Ri/fa;bg D .R0

i/fa;bg;

where R D .R1; : : : ;Rn/ and R0 D .R0
1; : : : ;R

0
n/.

Remark 1 (Alternative Definitions of IIA). One may be tempted to simplify the
definition of IIA as follows:

� 0
IIA WD

^
fD.Rab.x1/; : : : ;Rab.xn/;Rab.y// j a; b 2 Xg
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This formulas says that, for each pair of alternatives a; b 2 X, the truth of Rab.y/
depends only on the truth of Rab.x1/; : : :Rab.xn/.

Suppose that SF is a team on a model M induced by a preference aggregation
function F that satisfies the formula D.Rab.x1/; : : : ;Rab.xn/;Rab.y//. Then, for any
sR;F; sR0;F 2 SF,

if sR;F.xi/ D Ri 2 RM
ab , sR0;F.xi/ D R0

i 2 RM
ab for all 1 � i � n;

then F.R/ 2 RM
ab , F.R0/ 2 RM

ab;

where R D .R1; : : : ;Rn/ and R0 D .R0
1; : : : ;R

0
n/. While this does express a sense

in which the social ranking of a and b depends on the individual rankings of a and
b, it does not express Arrow’s IIA property from Section 3. In particular, the above
property is more demanding than binary independence. To see why, suppose that a
team S contains two assignments sR;F and sR0;F , where

• R D .R1; : : : ;Rn/ with for all i, a Ii b; and
• R0 D .R0

1; : : : ;R
0
n/ with for all i, a P0

i b.

Since a Ii b is defined as a Ri b and b Ri a, a P0
i b is defined as a R0

i b and b 6R0
i a, it

is true that for all i, Ri 2 RM
ab iff R0

i 2 RM
ab. If �IIA is satisfied in the team, this would

require that F.R/2 RM
ab iff F.R0/2 RM

ab. However, since for all 1 � i � n,

.Ri/fa;bg D f.a; b/; .b; a/g ¤ f.a; b/g D .R0
i/fa;bg;

binary independence does not impose any constraints on the social ranking of a
and b.

We leave a full discussion of different versions of IIA, including a formalization of
m-ary independence and a derivation in our logic of Blau’s Theorem mentioned in
Section 3, for an extended version of this paper.

We conclude this subsection by finding a formula that expresses the existence
of an Arrovian dictator. The existence of an Arrovian dictator means that there is a
strong form of dependence of the social outcome on a single voter. In particular, if
xd is an Arrovian dictator, then all of xd’s strict rankings are reflected in the social
ranking. This is characterized by the following first-order formula:

• �D0 .xd/ WD
^

a;b2X

.Pab.xd/ 
 Pab.y//.

To express that there exists a dictator among the n voters, we need a new
connective: The intuitionistic disjunction, denoted by

>

, whose semantics is given
by the clause:

• M ˆS '

>

 iff M ˆS ' or M ˆS  .

Without going into any detail, we remark that the intuitionistic disjunction is
definable in our logic IndS:

'

>

 � 9w9u
�
D.w/^ D.u/ ^ �.w D u/ _ '� ^ �.w ¤ u/ _  �

�
;
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where w; u … Fv.'/ [ Fv. /. The following formula expresses the existence of an
Arrovian dictator among the n voters:

(Dictator) �D WD
n>

iD1
�D0 .xi/.

Independence Properties
As explained in Section 4, a key assumption in Arrow’s Theorem is the Universal

Domain condition. This is characterized by the All Rankings condition and the
Independence condition. Our logic IndS can express these two properties:

(All Rankings) �AR WD
^
f8u.u � xi/ W 1 � i � ng

(Independence) �I WD
^˚hxjij¤i ? xi W 1 � i � n

	

To see that �AR corresponds to the All Rankings condition, let M be a model and
SF be a team on M induced by a preference aggregation function F. Suppose that
M ˆSF �AR. Then, for each voter xi, we have M ˆSF.M=u/ u � xi. The value of
u ranges over all possible elements of the domain of M. Since the domain of (an
intended model) M is the set of all (linear) rankings, the values of u range over
all (linear) rankings. The inclusion atom ensures that each such (linear) ranking
must occur in the team SF as a value for the voter xi. That is, for each ranking
R 2 dom.M/, there is an s 2 SF such that s.xi/ D R. This is exactly the All ranking
property. The correspondence between �I and the Independence condition is more
straightforward, so we leave it for the reader to verify. Note that in our formalization
of the Universal Domain assumption, we make essential use of the dependence and
independence atoms.

5.3 Arrow’s Theorem

There are two additional necessary assumptions for the proof of Arrow’s Theorem.
The first is that there are at least three candidates (i.e., jXj � 3). Indeed, if
there are only two candidates, then majority rule satisfies Unanimity, Independence
of Irrelevant Alternatives, Non-Dictatorship, and Universal Domain (cf. May’s
Theorem [28] for a characterization of majority rule). This is not a property that
can be expressed in our logic. Rather, it is an implicit assumption built into the
definition of our logic, as we have fixed a set X containing at least three alternatives
and assumed that our signature LX has predicate symbols Rab for each pair a; b 2 X.

The second assumption is that there are only finitely many voters. It can be shown
that Arrow’s Theorem does not hold (if the Axiom of Choice is assumed) when there
are infinitely many voters (see [10, 22]). However, there are analogues of Arrow’s
Theorem for countably many voters ([46, Chapter 6] and [18]). Again, this is an
assumption that is built into the definition of our logic. In the above presentation
of our logic IndS, we started by distinguishing a finite set VC D fx1; : : : ; xn; yg
of variables. The fact that VC is a finite set of variables was implicitly used when
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we showed that the Arrow conditions are expressible in our logic. In particular, our
logic IndS is finitary and we do not see a way to define the propositional dependence
formula D. N'; / when N' is an infinite sequence of formulas.

A complete discussion of the different ways in which these last two assumptions
can be formally represented in independence logic will be left for an extended
version of this paper. For the remainder of this paper, we assume that our logic IndS
satisfies the above two assumptions which are needed to prove Arrow’s Theorem.

Theorem 3 (Arrow’s Theorem, semantic version). �Arrow ˆ �D, where �Arrow D
�DM [ �RK [ f�U; �F; �IIA; �AR; �Ig.

The proof of this theorem follows by adapting the standard proofs of Arrow’s
Theorem (see, for instance, [12] or [1] for a category-theoretic perspective). In the
remainder of this section, we will demonstrate that Arrow’s Theorem can also be
derived syntactically in the natural deduction system of [16] and [23].

We write � ` ' if the formula ' can be derived from the set � of formulas in
the natural deduction system given in [16] and [23]. 8

Theorem 4 ([16, 23]). If ' is a first-order formula and � a set of formulas of
independence logic, then we have � ˆ ' iff � ` '.

Unfortunately, the above completeness theorem cannot be directly applied to
Theorem 3 to show that Arrow’s Theorem is derivable in our logic IndS. The
problem is that the formula �D, which expresses the existence of an Arrovian
dictator, is not a first-order formula. Nonetheless, it is possible to transform the
formalization of Arrow’s Theorem so that we can apply Theorem 4.

Consider a unary connective�, called weak classical negation, whose semantics
is given by the clause:

• M ˆS � ' iff M 6ˆS ' whenever S ¤ ;.9

We invite the reader to check the following crucial fact. Note that since our logic
has the empty team property, the additional condition “whenever S ¤ ;” in the
semantics of � is essential to establish this fact.

Fact 5. �Arrow ˆ �D ” �Arrow;� �D ˆ ?.

Since the atom ? (falsum) is a first-order formula, we are almost ready to apply
Theorem 4. The remaining issue is that we need to make sure that the formula� �D

is definable in our original independence logic Â IndS, or, equivalently, that it is
˙1
1 .

8The interested reader can consult [16] and [23] for the details of the natural deduction system. We
do not include the system here since we are only proving the existence of a derivation of Arrow’s
Theorem rather than providing a derivation. We will take up this challenge in the extended version
of this paper.
9Note that a slightly different connective 	0 with the semantics M ˆS	0 ' iff M 6ˆS ' is known
as classical negation in the dependence logic literature.
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To establish this, let us take a closer look at the formula � �D, which expresses
the fact that there is no dictator. Unpacking the definitions, we obtain

� �D D�
n>

iD1
�D0 .xi/ �

n̂

iD1
� �D0 .xi/ �

n̂

iD1

>

a;b2X � .Pab.xi/ 
 Pab.y//:

This means that the problem reduces to defining the formula � .Pab.xi/ 
 Pab.y//
in our logic IndS. We present this translation in the following proposition, whose
proof is left to the reader.

Proposition 6. � .Pab.xi/ 
 Pab.y// � 9w9u
�
.wu � xiy/ ^ Pab.xi/ ^ :Pab.y/

�
.

Now, since �A;� �D ˆ ? and all the formulas in the set �A [ f� �Dg are
expressible in IndS, by Theorem 4 we conclude that �A;� �D ` ?. In order to
derive that �A ` �D, we need a weak classical negation elimination rule (� E)
defined as follows:

'

Œ�  �
:::

? � E
 

We do not see how to derive this rule from the natural deduction system given in
[16, 23]. Our solution is to add this rule (which is sound) to the natural deduction
system of [16, 23]. We write � `	E ' if ' can be derived from � in this extended
system. This gives us a syntactic version of Arrow’s Theorem:

Theorem 7 (Arrow’s Theorem, syntactic version). �Arrow `	E �D.

6 Concluding Remarks

One of the goals of social choice theory is to develop group decision methods that
satisfy two main desiderata. The first is that the group decision should depend in
the right way on the voters’ opinions. The second is that the voters should be free
to express any opinion, as long as it is an admissible input to the group decision
method. Impossibility theorems, such as Arrow’s Theorem, point to an interesting
tension between these two desiderata. Properties of group decision methods that
ensure that group decisions depend on voters’ opinions and that the voters’ opinions
are independent cannot be simultaneously satisfied. We argued that dependence and
independence logic offers an interesting new perspective on this aspect of social
choice theory.

Our main focus in the chapter was Arrow’s ground-breaking theorem. We
developed a version of independence logic that can express Arrow’s properties of
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Table 3 An example of the
reasoning of Arrow’s
Theorem.

x1 x2 y

s1 a P1 b P1 c c P2 b P2 a b P a I c

s2 a P0

1 c P0

1 b c P0

2 b P0

2 a ??

preference aggregation functions. We then proved that Arrow’s Theorem is derivable
in a natural deduction system for the first-order consequences of our logic. Our work
highlights a number of topics that deserve further study.

The most pressing topic is to find a derivation of Arrow’s Theorem in the natural
deduction system for our logic. This would not only lead to a potentially new proof
of Arrow’s Theorem, but it could also identify interesting patterns of reasoning used
throughout the social choice literature. To illustrate, consider the following example.
Suppose that S D fs1; s2g is a team on a model M for the set V D fx1; x2g of two
voters and the set X D fa; b; cg of three candidates. The assignments are given in
Table 3.

Assuming that S satisfies Unanimity and IIA, the question is: What are the
possible social ranking for s2 (i.e., what are the possible values for s2.y/?). Since
Unanimity holds for S, i.e., M ˆS �U , we have M ˆfs2g Pcb.x1/^ Pcb.x2/ 
 Pcb.y/.
From Table 3 we know that M ˆfs2g Pcb.x1/ ^ Pcb.x2/, thus we must conclude that
M ˆfs2g Pcb.y/, i.e., s2.y/ 2 PM

cb.
Now, since IIA holds for S, i.e., M ˆS �IIA, we have

M ˆS D.Rac.x1/;Rca.x1/;Rac.x2/;Rca.x2/;Rac.y// (4)

and

M ˆS D.Rba.x1/;Rab.x1/;Rba.x2/;Rab.x2/;Rba.y// : (5)

Let us examine (4). By examining Table 3, we have

M ˆfs1g Rac.x1/ ^ :Rca.x1/; M ˆfs2g Rac.x1/ ^ :Rca.x1/;

M ˆfs1g :Rac.x2/ ^ Rca.x2/ and M ˆfs2g :Rac.x2/ ^ Rca.x2/:

Thus, s1 �fRac.x1/;Rca.x1/;Rac.x2/;Rca.x2/g s2. Hence, we conclude that s1 �fRac.y/g s2.
Now, since M ˆfs1g Rac.y/, we obtain M ˆfs2g Rac.y/, meaning s2.y/ 2 RM

ac. By
a similar reasoning, since, s1 �fRba.x1/;Rab.x1/;Rba.x2/;Rab.x2/g s2, we conclude from (5)
that s1 �fRba.y/g s2. Thus, s2.y/ 2 RM

ba.
Putting everything together, we have s2.y/ 2 PM

cb and s2.y/ 2 RM
ac \ RM

ba. If,
in addition, the team satisfies the transitivity axiom, then s2.y/ cannot be assigned
any element of the domain of M. The general approach is to use the dependence
and independence properties to generate constraints on the group decision. These
constraints may or may not be jointly satisfiable, depending on the form of the group
decision (e.g., whether the group decision is a ranking).
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A second topic for further investigation is to explore to what extent our logic
can be a unifying framework to reason about principles of group decision making.
Our analysis has identified three types of dependence found in the social choice
literature. Suppose that w1; : : : ;wk and v are variables, and ' is a first-order
formula.

1. D.w1; : : : ;wk; v/: The value assigned to v is completely determined by the values
assigned to the wi.

2. D.'.w1/; : : : ; '.wk/; '.v//: The truth value of '.v/ is completely determined by
the truth values of the '.wi/.

3. .
k̂

iD1
'.wi// 
 '.v/: If each of the wi satisfy ', then v must also satisfy '.

The logic from Section 5 is ideally suited to explore the relationship between these
different levels of dependence, especially in conjunction with the independence
properties discussed in Section 4. We further conjecture that our logic can capture
the reasoning underlying many results related to Arrow’s Theorem (e.g., the Muller-
Satterthwaite Theorem [32], Wilson’s Theorem [50], the Gibbard-Sattherthwaite
Theorem [13, 41], and versions of Arrow’s Theorem for an infinite population
[10, 22]).

Finally, it is important to compare our formalization of Arrow’s Theorem with
other approaches using modal logic [2, 8, 47], first-order logic [15], and computer-
aided proofs [45]. A complete comparison with these different logics for social
choice will be left for future work.
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Introduction to Secret-Sharing

Andreas Blass

Abstract This is the written form of a talk that I gave at the Dagstuhl seminar
“Dependence Logic: Theory and Applications”. My purpose is to explain what the
theory of secret-sharing is about; to point out its connections with the fundamental
notions, dependence and independence, of dependence logic; and to indicate some
of the results and open problems of this theory.

1 Basic Examples and Definitions

I shall begin with the simplest example of secret-sharing and gradually build up to
more complex and interesting examples.

Suppose there is a secret code s, say a string of 100 binary digits, for opening
a bank vault. Suppose the bank’s rules say that the manager and assistant manager
together should be able to open the vault, but neither one should be able to do so
alone. An obvious way to achieve this is to give the manager the first 50 bits of s
and give the assistant manager the remaining 50 bits (and give both of them the
instructions for combining these parts of s). The problem studied in the theory of
secret-sharing is more difficult than this example in three ways.

First, one requires not only that each individual is unable to recover s and open
the vault by himself but rather that each individual has absolutely no information
about s — not half of s as in the preceding paragraph.

At first sight, it may seem paradoxical that two people, neither of whom knows
anything at all about s, could by cooperating recover s. Nevertheless, this goal is
easily achieved as follows. Begin by (ignoring s and) flipping a fair coin 100 times,
generating a uniformly random string r of 100 bits. Give this string r to the manager,
and observe that he certainly learns nothing about s, since all he has is a random
string independent of s. Give the assistant manager the bitwise XOR, r ˚ s, of the
random string r and the secret s. The assistant manager also learns nothing about s.
Indeed, he gets a random string (randomized over the probability space of the coin
flips that generated r), whose probability distribution is the same no matter what
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s is. So nothing can be inferred, even probabilistically, about s from the string r˚ s.
Nevertheless, the manager and assistant manager together can easily compute s, just
by forming the bitwise XOR of their shares, r˚ .r˚ s/ D s.

The second feature that makes secret-sharing more difficult than the example
treated so far is that, in general, one has a larger number than 2 of people (usually
called “participants”) among whom the secret is to be shared. Fortunately, the idea
in the preceding paragraph extends easily to any (finite) number n of participants.
The goal is to give each participant a “share” of the secret s in such a way that all n
participants jointly can recover s but no set of n�1 participants has any information
at all about s. To achieve this goal, form n � 1 independent random bit-strings
r1; r2; : : : ; rn�1 of the same length as s, and give these to the first n � 1 participants
as their shares. Give the last participant the bitwise XOR r1 ˚ r2 ˚ � � � ˚ rn�1 ˚ s.
All n participants together can recover s as the bitwise XOR of all their shares. But
any n� 1 participants together have only n� 1 independent, uniformly random bit-
strings; in particular, the joint probability distribution of their shares is independent
of s, so that their shares, even when combined, tell them nothing about s.

The third feature that makes secret-sharing more difficult is that, in general, the
criterion for which sets of participants should be able to reconstruct the secret is
more complicated than “everyone”. For example, suppose the bank has eight tellers,
any three of whom should be able to recover s and open the vault, but no two of
whom should have any information about s.

This problem can also be solved, though at some cost, by the methods described
above. For each set A of three of the eight tellers, give the three members of A shares
as above, so that all three together can open the vault but no two learn anything
about s. That is, give two of the members of A independent random strings r1 and
r2, and give the third member r1 ˚ r2 ˚ s. Also, for different 3-element sets A,
use independent coin flips to form the random strings r1 and r2 for A, so that the
participants gain no information by comparing the shares they get as elements of
different A’s.

This scheme works, but it is inefficient in that the shares are quite large. Each
participant is a member of

�
7
2

� D 21 three-element sets A and gets a 100-bit share
for each of these sets, so his total share is 2100 bits, much larger than the secret.
Can one do better? If so, how much better can one do? These questions, asked for
general criteria of who should be able to reconstruct s, are the central questions of
secret-sharing theory. To formalize them, one makes the following definitions:

Definition 1. Let I be a nonempty finite set (whose elements are called partici-
pants). An access structure on I is a family � of subsets of I with the following
three properties:

• If X 2 � and X � Y � I, then Y 2 � .
• ¿ … � .
• I 2 � .

One calls the elements of � the qualified subsets of I. The access structure � is
called reduced if
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• For each i 2 I there is some X 2 � with X � fig … � .

The intention behind this definition is that we want to distribute shares of a secret
s among the participants in such a way that, if X 2 � , then the shares of the members
of X jointly determine s, whereas if X … � , then the shares of the members of X,
even jointly, contain no information at all about s.

The three requirements in the definition of access structure follow immediately
from this intention. The first requirement, monotonicity, means that, if the par-
ticipants in X can determine s, then adding more participants to the set cannot
prevent this determination; one could simply ignore the shares of the participants
in Y � X. The second requirement expresses that, with no information at all, one
cannot determine s, unless there is only one possible value for s (which would mean
that s is not much of a secret). The third requirement means that all the participants
together should have enough information to determine the secret. If it were violated,
then we could just give all participants empty shares.

The additional requirement for a reduced access structure amounts to a normal-
ization. If it failed for some i, then the share of i would never be relevant, so we
could simply give i an empty share and reduce the problem to an access structure on
I � fig. So questions about secret-sharing for arbitrary access structures generally
amount to the same questions for reduced access structures.

Definition 2. Let � be an access structure on I. A (perfect) secret-sharing scheme1

for � is a randomized function F W f0; 1gl	 I �! f0; 1gt, for some positive integers
l and t such that:

1. If X 2 � and if hF.s; i/ W i 2 Xi and hF.s0; i/ W i 2 Xi have a common possible
value, then s D s0.

2. If X … � , then the probability distribution of hF.s; i/ W i 2 Xi is independent of s.

The ratio l=t is called the rate of the scheme F.

Notice that in this definition, because F is a randomized function, hF.s; i/ W i 2 Xi
is a random variable. The phrases “possible value” and “probability distribution”
are to be understood in the usual sense for random variables. Because I, l, and t are
finite, we can take the relevant probability space to be finite as well.

The idea behind the definition is that the secret s to be shared is a bit-string
of length l. The scheme randomly produces shares F.s; i/ of length t for each of
the participants i. The first clause in the definition says that the members of a
qualified set X can jointly recover s from their shares. Any possibility for the indexed
family of their shares arises from only one s. So s is completely determined by the
information available to these participants. The second clause says that the shares

1There are also imperfect schemes, in which unqualified subsets of I are allowed to have some
limited information about s. We shall not consider such schemes in this paper, so we can and will
safely omit “perfect”. For even more brevity, we may sometimes omit “secret-sharing” and just say
“scheme”.
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of an unqualified set give no information about s, because they are random with the
same probability distribution regardless of s.

The rate measures how much larger the shares are than the secret. Thus, in
our example above where any three of eight tellers form a qualified set, the rate
was 1=21. In the other schemes discussed above, the rate was 1. Higher rates
are preferred because they represent more efficient sharing, i.e., shorter shares
compared with the length of the secret.

Remark 1. Definition 2 incorporates the convenient simplifying assumption that the
possible values of the secret s are all of the binary strings of some fixed length l.
One can easily extend the whole theory to handle arbitrary finite sets S of possible
secrets. In that case, the length l should be replaced by log jSj. Here and throughout
this paper, logarithms are to the base 2.

Definition 3. The rate of an access structure is the supremum of the rates of its
secret-sharing schemes.

Definition 4. A secret-sharing scheme is called ideal if its rate is 1. An access
structure is called ideal if it admits an ideal secret-sharing scheme; it is called nearly
ideal if its rate is 1.

The terminology “ideal” is justified by the following result from [8]:

Proposition 1. No secret-sharing scheme has rate greater than 1.

Examples in [11, 13] show that an access structure can be nearly ideal without
being ideal: The supremum in the definition of an access structure’s rate need not
be attained.

The central problem of secret-sharing theory is to find the rates of access
structures, either for particular access structures or for families of them.

2 Dependence and Independence

Because this paper arose from a conference on dependence logic, it seems worth-
while to explicitly discuss the connection between these topics. In only this section,
we presuppose familiarity with the basic notions of dependence logic.

The purpose of a secret-sharing scheme F for an access structure � is to make
the secret s dependent on the combined shares of any qualified set of participants
and independent of the combined shares of any unqualified set. To formalize this
from the viewpoint of dependence logic, we proceed as follows.

We work with a two-sorted structure, in which one sort is the set f0; 1gl of
possible values for the secret and the other sort is the set f0; 1gt of possible shares.
We use the variable s to range over the first sort, and we use variables xi, one for
each participant i 2 I, to range over the second sort. Let T be the team consisting
of those assignments v to these variables that occur with positive probability in
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the scheme F. That is, the joint probability of the events defined by the equations
F.v.s/; i/ D v.xi/, for all i 2 I, should be positive.

Then requirement (1) in Definition 2 says exactly that this structure and team
satisfy the dependence relationD..xi/i2X I s/ for every qualified X.

Requirement (2) implies that the structure and team satisfy the independence
assertion .xi/i2X?s for every unqualified X, but requirement (2) is stronger than this
assertion. To see the implication, suppose that our team T contains assignments v1
and v2. So hF.v1.s/; i/ W i 2 Xi D hv1.xi/ W i 2 Xi has positive probability. Then,
thanks to requirement (2), hF.v2.s/; i/ W i 2 Xi D hv1.xi/ W i 2 Xi also has positive
probability. Therefore, T contains the assignment v that agrees with v1 on the xi’s
and with v2 on s. Thus, it satisfies .xi/i2X?s.

The preceding argument did not use the full strength of requirement (2). The
requirement says that certain probability distributions are equal, but we needed only
that the same things have positive probability under these distributions; the actual
probabilities could be different. Intuitively, .xi/i2X?s says merely that, given the
shares of an unqualified set of participants, one cannot completely exclude any value
of the secret. It leaves open the possibility that those shares might make certain
possible values of the secret extremely unlikely and thus provide some probabilistic
information about the secret. Indeed, they might even allow one to make a very good
guess as to the actual value of the secret. Requirement (2), in contrast, prohibits
getting any information about the secret, even probabilistic information, from the
shares of an unqualified set.

3 Shamir’s Scheme and Linear Schemes

In this section, we exhibit some clever secret-sharing schemes for certain sorts of
access structures.

The first is due to Shamir [17]; we explain it with the three-of-eight tellers
example considered above. Fix a prime number p slightly larger than 2100, so that
the secret s can be viewed as the binary expansion of an integer between 0 and p�1
and thus as an element of the field Z=p. Choose uniformly at random an (at most)
quadratic polynomial f .x/ D ax2 C bxC s over Z=p, with constant term f .0/ equal
to the secret s. So the coefficients a and b are chosen uniformly at random in Z=p.
Then give teller number i (for 1 � i � 8) the share f .i/. Any three of the tellers
have, jointly, the values of the quadratic polynomial f at three elements of the field
Z=p. This is enough to determine f by Lagrange interpolation and thus to determine
its constant term s. Any two of the tellers, on the other hand, have, jointly, just two
independent, uniformly random elements of Z=p, independently of s, so they know
nothing about s.

The rate of this scheme is nearly 1. Precisely, if p is chosen between 2100 and 2101,
which is always possible by a well-known theorem of Chebyshev, then the shares
can be taken to be 101 bits long, so the rate is 100=101. For an ideal scheme, instead
of using a field of the form Z=p, use the field of cardinality 2100, and give teller i
the share f .ai/ for some fixed, distinct, and known (to all participants) elements ai
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of this field. (You can’t use f .i/ as above, since the field now has characteristic 2 so
the integers from 1 to 8 are not distinct in it.)

Shamir’s scheme clearly works, with obvious modifications, for any access
structure defined by a numerical threshold, i.e., the qualified sets are those of
cardinality at least a certain, fixed r in the range from 1 to the number n of
participants, provided the number of possible secrets 2l exceeds n. Assign to each
participant i, once and for all, a non-zero element ai in the field K of size 2l, using
distinct elements ai for distinct participants i. To share a secret s, regarded as an
element of K in some standard way, choose uniformly at random a polynomial f
over K of degree at most r � 1, with constant term s. Give each participant i the
share f .ai/. As before, any r of these shares suffice to determine by interpolation the
polynomial f (since its degree is only r� 1) and thus its constant term s. But, as one
can straightforwardly verify, any r � 1 shares are independent, uniformly random
elements of K, regardless of s.

This construction proves that threshold access structures are ideal.
Another class of ideal access structures are the linear ones, obtained as follows.

Let V be a finite-dimensional vector space over a finite field K (so V is also finite).
Assume that K is large enough so that the desired secrets can be regarded as
elements of K; so the cardinality jKj should be 2l or slightly larger. Let there be
given a non-zero vector vi 2 V for each participant i 2 I and one more non-zero
vector w in the subspace spanned by the vi’s. Define

� D fX � I W w 2 spanfvi W i 2 Xgg:

For any � of this form, we can obtain an almost ideal (and actually ideal if jKj D 2l)
secret-sharing scheme as follows. Given a secret s 2 K to be shared, choose a linear
functional f W V �! K uniformly at random subject to the constraint that f .w/ D s.
Give each participant i the share f .vi/.

If X � I is qualified, then w is in the linear span of the vi’s for i 2 X. That is,
w D P

i2X ˛ivi for some scalars ˛i 2 K. It follows that s D f .w/ D P
i2X ˛if .vi/,

so s is determined by the shares f .vi/ of the participants i 2 X.
If, on the other hand, X � I is unqualified, then w is not in the linear span S

of the vi for i 2 X. One can easily check that, when we chose f , the constraint
f .w/ D s had no effect on the restriction f � S to a subspace not containing w. The
restriction is equally likely to be any linear functional on this subspace S. Thus, the
participants i 2 X see only the values, at their vi’s, of a uniformly randomly chosen
linear functional on S, independently of the secret s.

4 Matroids and Matroid-Related Schemes

It turns out that the existence of ideal schemes, and even the existence of schemes
with rate near 1, depends on a connection between access structures and matroids.
This section is devoted to explaining the connection, beginning with the definition
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of “matroid”. Although infinite matroids have been considered in the literature, we
confine our attention here to finite ones.

Definition 5. A matroid consists of a finite underlying set E together with a
closure operator C on the subsets of E satisfying the exchange axiom. That is,
C W P.E/ �! P.E/ must have the following four properties (of which the
first three constitute the definition of “closure operator”): For all X;Y � E and
all a; b 2 E,

Monotone If X � Y, then C.X/ � C.Y/,
Inflationary X � C.X/,
Idempotent C.C.X// D C.X/,
Exchange If b 2 C.X [ fag/ but b … C.X/, then a 2 C.X [ fbg/.

We shall also impose the following convenient normalization on the matroids
that we consider:

Loop-free C.¿/ D ¿.

If a matroid fails to satisfy this condition, then the interesting questions about it
reduce to the same questions about the smaller matroid E � C.¿/ with the induced
closure operator.

Many authors impose the further requirement that all one-element subsets of
E are fixed by C, but for our purposes it will be convenient to refrain from this
additional normalization.

Although a matroid is technically pair .E;C/, we sometimes refer to E as a
matroid, when C is clear from the context.

There are a great many equivalent definitions of “matroid”; see [3] for many of
these.

The original motivation for the concept of matroid was to generalize the key
combinatorial properties of the following two examples:

Example 1. Let E be a finite subset of a vector space V over a field K. For any
subset X of E, define C.X/ to be the set of those elements of E expressible as linear
combinations (over K) of elements of X. That this is a closure operator is obvious.
The exchange property is also easy to prove: The equation expressing b as a linear
combination of X [ fag must involve a with a non-zero coefficient; otherwise it
would express b as a linear combination of X. But then this equation can be solved
for a, expressing it as a linear combination of X[fbg. (Note that it is important here
that we deal with a vector space over a field, not a module over a ring, because to
solve for a we need to invert its coefficient.)

This matroid is loop-free if and only if E does not contain the zero vector.
A matroid of this form is said to be representable over K. To say that a matroid

is representable, without specifying a field, means that it is representable over some
field.

Given a matroid E, the statement that it is representable over a specific field K
is a first-order, existential statement about K. It follows that, if E is representable
over a field K, then it is representable over any extension of K, in particular over the
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algebraic closure of K. By the completeness of the theory of algebraically closed
fields of any fixed characteristic, it follows that E is representable over the algebraic
closure of the prime field of the same characteristic. If that characteristic is a prime p,
then this field is the directed union of finite fields, and so E is also representable over
all sufficiently large2 finite fields of the same characteristic. If, on the other hand,
the characteristic is 0, then a routine compactness argument shows that E is also
representable over fields of any sufficiently large prime characteristic. In summary,
any representable matroid is representable over some finite field, and in particular
over all sufficiently large finite fields of at least one prime characteristic.

Example 2. Let G be an undirected graph, and E its set of edges. Define C W
P.E/ �! P.E/ by letting C.X/, for any X � E, consist of those edges uv 2 E
such that u and v are in the same connected component of the subgraph that has
the same vertices as G but only the edges in X. That is, there is a path from u to
v consisting entirely of edges in X. Equivalently, either uv 2 X or uv completes a
circuit whose other edges are in X.

To see that this is a matroid, note that the monotone and inflationary properties
are trivial, and that idempotence is easily proved by taking any path in C.X/ and
replacing each of its edges by a path in X with the same endpoints (and eliminating
detours, so as to get a path rather than a walk).

To verify the exchange property, let X; a; b be as there. So the endpoints of b are
joined by a path P consisting of edges in X [ fag. That path must contain a, for
otherwise it would show that b 2 C.X/, contrary to hypothesis. So, by taking the
parts of P before and after a, together with b, we obtain a path in X[fbg joining the
endpoints of a.

This matroid is loop-free if and only if G has no loops, i.e., no edges that join
a vertex to itself. Of course, this is the origin of the terminology “loop-free” for
matroids.

Matroids of this form are called graphical.
Every graphical matroid is representable over Z=2 (and therefore over all fields

of characteristic 2). Given a graph G, let V be the vector space over Z=2 having the
vertices of G as a basis. Associate to each edge uv 2 E the vector uC v that is the
sum of the two endpoints of the edge. It is not difficult to see that this association is
an isomorphism from the graphical matroid given by G to the representable matroid
given by this set of vectors.

Much of the terminology of matroid theory is inherited from either linear algebra
(Example 1) or graph theory (Example 2). We already mentioned the graph origin
of “loop-free”; here are some more examples that will be useful.

Definition 6. A subset X of a matroid E is said to be dependent if some x 2 X is
in the closure of X � fxg; otherwise it is independent. A maximal independent set is
called a basis of the matroid. A minimal dependent set is called a circuit.

2Here and below, “sufficiently large fields” is to be understood as all fields containing a specific
subfield, not as all fields of sufficiently large cardinality.
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The connection between matroids and access structures is as follows:

Definition 7. Let .E;C/ be a matroid, and let d be an element of E such that d 2
C.E�fdg/. The access structure associated to .E;C/ and d consists of the set E�fdg
of participants and the family

� D fX � E � fdg W d 2 C.X/g

of qualified sets. An access structure associated in this way to a matroid and an
element of it is said to be matroid-related. The matroid element d that is removed in
forming the access structure is called the dealer.3

In this definition, the assumption that d 2 C.E � fdg/ ensures that, as required
in our definition of access structures, the set of all participants is qualified. The
requirement that ¿ is not qualified follows from our assumption that matroids are
loop-free. That � is closed upward is immediate from the monotonicity of the
closure operator C.

It is not difficult to show, using the exchange property of matroids, that the access
structure associated to matroid E and an element d is reduced if and only if the
circuits that contain d cover all of E.

The importance of matroids in the theory of secret-sharing arises from the fact [2]
that every ideal access structure is necessarily matroid-related. In fact, the following
stronger result was proved in [10]. Unfortunately, the proof of this result involves
lengthy checking of cases, so we do not present it here.

Theorem 1. If an access structure admits a secret-sharing scheme with rate > 2
3
,

then it is matroid-related.

The linear schemes described in Section 3 provide the following partial converse:

Theorem 2. All access structures associated to representable matroids have ideal
secret-sharing schemes.

Questions that naturally arise here include: What are the rates of access structures
that are not matroid-related? Is the bound 2

3
in Theorem 1 optimal? What are the

rates of matroid-related structures when the matroid is not representable? In the
next section, we present some examples that partially answer these questions.

3The idea behind this terminology is to view d as a pseudo-participant who knows the secret s and
distributes the shares to the others.
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5 Examples

Every access structure with three or fewer participants is isomorphic to one of
five examples, each of which admits an ideal scheme and is in fact associated to
a representable matroid. These five examples can be described as follows:

1. The only qualified set consists of all three participants. The corresponding linear
matroid consists of four vectors in general position in three-dimensional space.
An ideal scheme was described in Section 1.

2. There are a manager and two tellers; the manager and at least one teller together
can open the vault. The linear matroid consists of three vectors in general position
in two-dimensional space, plus a fourth vector that is a multiple of one of the first
three. The two linearly dependent vectors correspond to the two tellers. An easy
way to share a secret s in this situation is to form a random bit-string r of the same
length as the secret, give r to both of the tellers, and give r˚ s to the manager.

3. A threshold scheme where any two of the three participants form a qualified set.
The matroid consists of four vectors in general position in a two-dimensional
space. An ideal scheme, due to Shamir, was described in Section 3.

4. There is a manager, who should be able to open the vault by himself, and there
are two tellers, who should, together, be able to open the vault. The matroid is
the same as in (2) above, but now one of the two linearly dependent vectors
corresponds to the manager and the other is the dealer d. To share a secret s, give
one teller a random r, give the other teller r˚ s, and give the manager s.

5. Each participant alone should be able to open the vault. The matroid consists
of four multiples of a single vector. To share a secret, give every participant the
secret.

With four participants, there is a non-matroid-related access structure, as follows:

Example 3. Let the participants be numbered 1, 2, 3, and 4. Call a set of participants
qualified if it contains some two participants whose numbers are consecutive. To
see that this structure is not matroid-related, suppose it came from a matroid on
the set f1; 2; 3; 4; dg as in Definition 7. Then d 2 C.f1; 2g/ but d … C.f1g/,
because f1; 2g is qualified and f1g isn’t. By the exchange property of matroids,
2 2 C.f1; dg/. Similarly, 3 2 C.f2; dg/. By monotonicity and idempotence of C,
it follows that 3 2 C.f1; dg/. Since d … C.f1; 3g/, the exchange property requires
that 3 2 C.f1g/. Applying monotonicity and idempotence again, along with the fact
that d 2 C.f3; 4g/ as f3; 4g is qualified, we get that d 2 C.f1; 4g/, a contradiction
because f1; 4g is not qualified.

According to Theorem 1, the best rate that we could hope for in this situation is 2
3
.

It turns out that this rate is achievable as follows. Let the secret be a string of length
2. (Analogous schemes are available for any even length.) To share a secret s whose
two bits are s1 and s2, flip a fair coin four times to generate random bits r1; r2; r3; r4
and distribute shares as follows:

• Participant 1 gets r1 and r4.
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• Participant 2 gets r1 ˚ s1, r3, and r4 ˚ s2.
• Participant 3 gets r1, r2 ˚ s1, and r3 ˚ s2.
• Participant 4 gets r2 and r3.

Participants 1 and 2 can reconstruct s1 as r1˚ .r1˚ s1/. So can 2 and 3. Participants
3 and 4 can reconstruct s1 as .r2 ˚ s1/ ˚ r2. Similarly, each qualified pair can
reconstruct s2, using their shares involving r3 or r4. Each unqualified pair sees only
four independent, uniformly random bits, regardless of s, so this is a secret-sharing
scheme. Its rate is 2

3
because the secret is two bits and the largest shares, those of

participants 2 and 3, are three bits each. (Our formal definition of secret-sharing
schemes requires all shares to be the same size, but this can be achieved trivially by
giving participants 1 and 4 an uninformative extra bit, say 0.)

This example shows that the bound 2
3

in Theorem 1 is optimal.
The rates of all the minimal, non-matroid-related access structures are known.

Before stating the precise result, we need to clarify “minimal”; what ordering is
used here?

Definition 8. A minor of an access structure .I; � / is an access structure of the
form .I � .P [ Q/;�/, where P and Q are disjoint subsets of I, and where

� D fX � I � .P [Q/ W X [ P 2 � g:

Intuitively, the transition from the access structure � to its minor � in this
definition can be described by saying that the participants in P announce their shares
publicly and leave, and the participants in Q leave quietly, not divulging their shares.

Any minor of a matroid-related access structure is matroid-related; indeed, the
relevant construction is what is called a minor in matroid theory; see [4] for the
definitions.

Returning to “minimal”, we mean those non-matroid-related access structures
all of whose minors are matroid-related. They are listed, with their rates, in the
following result, in which the list of examples is due to Seymour [15], the rates in
the first item and the n D 3 case of the second are due to Stinson [19], and the rates
for larger n are due to Metcalf-Burton [14].

Theorem 3. The minimal non-matroid-related access structures and their rates are
as follows:

• Three access structures on four points, namely Example 3 above, the access
structure obtained from that example by adding f1; 3g as a qualified set, and the
access structure obtained from that same example by making f3; 4g unqualified
but keeping f1; 3; 4g qualified, all have rate 2

3
.

• For each n � 3, the access structure on I D f0; 1; 2; : : : ; ng, whose qualified sets
are f1; 2; : : : ; ng and all sets that contain 0 and at least one other participant,
has rate n�1

2n�3 .

Apart from Theorem 1, little seems to be known about the rates of non-matroid-
related access structures other than these minimal ones.
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We turn next to access structures that are matroid-related but with non-
representable matroids. All matroids on sets of cardinality seven or less are
representable, but there is a famous example, the Vámos matroid [20], with eight
points, that is not representable.

Definition 9. The Vámos matroid consists of eight elements, which we number
from 1 to 8, and the closure operator C defined as follows:

• If jXj � 2, then C.X/ D X.
• If jXj � 5, then C.X/ D f1; 2; 3; 4; 5; 6; 7; 8g.
• If X is one of the five “special” 4-element sets

f1; 2; 3; 4g; f1; 2; 5; 6g; f3; 4; 5; 6g; f3; 4; 7; 8g; f5; 6; 7; 8g;

then C.X/ D X.
• If jXj D 4 and X is not one of the five special sets, then C.X/ D
f1; 2; 3; 4; 5; 6; 7; 8g.

• If jXj D 3 and X is included in one of the five special sets, then C.X/ is that
special set.

• If jXj D 3 and X is not included in a special set, then C.X/ D X.

Note that each special set is the union of two of the so-called Vámos pairs, the sets
f1; 2g; f3; 4g; f5; 6g; f7; 8g; also, each union of two Vámos pairs except f1; 2; 7; 8g is
special.

We sketch briefly the proof that the Vámos matroid is not representable. If it were
representable, then, because its bases have cardinality 4, we could identify its points
with vectors in a 4-dimensional space in such a way that C corresponds to linear
span. To simplify the picture, we can pass to the associated 3-dimensional projective
space, where y 2 C.X/ now means that y is in the projective subspace spanned by X.
We consider the four lines spanned by the Vámos pairs; call these lines 12, 34, 56,
and 78. Because f1; 2; 3; 4g is special and thus dependent, the lines 12 and 34 are
coplanar and thus meet, say at p; similarly, 12 and 56 meet, say at q; and 34 and 56
meet, say at r. If p; q; r were all distinct, they would determine a plane that contains
all six of the points 1, 2, 3, 4, 5, and 6, which disagrees with C. So two of p; q; r are
equal, so the three lines 12, 34, and 56 are concurrent. We have thus shown that the
intersection point q of 34 and 56 also lies on 12; a symmetrical argument shows that
the same q also lies on 78. But then the lines 12 and 78, meeting at q, are coplanar,
which disagrees with C because f1; 2; 7; 8g is not special.

By generalizing this argument, one can arrive at Ingleton’s inequality [7], which
asserts that, for any four subspaces A;B;C;D of a finite-dimensional vector space,
the dimensions of these spaces and the subspaces spanned by two or three of them
satisfy

dim.AC B/C dim.AC C/C dim.BC C/C dim.BC D/C dim.CC D/ �
� dim.B/C dim.C/C dim.AC D/C dim.AC BC C/C dim.BC CC D/:
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Conversely, if one already knows Ingleton’s inequality, then the non-representability
of the Vámos matroid follows easily by taking A;B;C;D to be the subspaces
spanned by the Vámos pairs in a hypothetical linear representation of the matroid.

The Vámos matroid gives rise to two associated access structures. A priori, there
would be eight access structures, corresponding to the eight choices of dealer, but
the matroid has automorphisms that make elements 1, 2, 7, and 8 equivalent and
make 3, 4, 5, and 6 equivalent. So we need only consider the access structures V1
and V3 obtained by choosing 1 or 3 as the dealer. Perhaps surprisingly, the rates of
these access structures are not known. Some upper and lower bounds are, however,
known, beginning with the fact that neither of these access structures admits an ideal
scheme [16]. Later, upper bounds of 10/11 and 9/10 were obtained in [1] for V1 and
V3, respectively; these were improved to 8/9 and 17/19, respectively in [14]. The
best lower bound (as far as I know) is 3/4 for both of these access structures [12].

6 Entropy and Inequalities

As we saw in Section 2, the concept of secret-sharing involves both a purely logical
notion of dependence (of the secret on a qualified set of shares) and a probabilistic
notion of independence (of the secret from an unqualified set of shares) that is
stronger than a purely logical one. In fact, most of the literature uses a probabilistic
formulation even for the logical part of the definition, and it makes heavy use of the
concept of entropy. Because entropy considerations play a central role in computing
or estimating rates, we give here a brief introduction to this point of view.

Definition 2 of secret-sharing schemes involved randomization in the function F
that produces, from a secret s and a participant i, the share F.s; i/ of that participant.
A common alternative definition introduces an additional randomization by making
the secret a random variable also. From this point of view, which I’ll call the
“random-secret” point of view, a secret-sharing scheme is a family of random
variables, all defined on the same probability space, such that one of these random
variables S represents the secret and the rest, Qi, indexed by the participants i,
represent their shares. What we called F.s; i/ is then replaced by the variable Qi

conditioned on S D s. The only permitted values of the secret would be those for
which S D s has positive probability, so that this conditioning makes sense.

In the random-secrets approach, the required behavior for qualified and unqual-
ified sets is expressed in terms of the notion of entropy introduced by Shannon in
[18].

Definition 10. The entropy of a random variable V is

H.V/ D �
X

v

P.V D v/ log P.V D v/;
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where v ranges over all values for which the probability P.V D v/ is positive. The
joint entropy of several random variables, H.V1; : : : ;Vn/, is the entropy of the tuple
hV1; : : : ;Vni considered as a random variable in its own right.

The intuitive meaning behind the definition of H.V/ is that � log P.V D v/ is
the amount of information one obtains by learning that, in a particular experiment,
v was the value obtained by V . Thus, H.V/ is the average amount of information
obtained by learning the value of V .

In the context of secret-sharing schemes, we abbreviate the joint entropy of the
shares of several participants, H.hQi W i 2 Xi/ as H.X/.

The requirements for a secret-sharing scheme, given an access structure � , are

• For each X 2 � , H.X; S/ D H.X/.
• For each X … � , H.X; S/ D H.X/C H.S/.

The first of these says that, if X is qualified, then learning the shares of X and
the secret involves no more information than just learning the shares of X. This is
equivalent to item (1) in Definition 2 for the permitted secrets, the values that S takes
with positive probability. The second is the entropy formulation of probabilistic
independence and thus matches item (2) in Definition 2.

The importance of the random-secret point of view, and especially the use of
entropy, is that the entropy function has various known properties that are useful
in computing or at least bounding the possible rates of access structures. Among
these properties are some basic inequalities, often called Shannon inequalities. With
U;V;W denoting tuples of random variables, these inequalities are

Bounded If U takes only n values with positive probability, then H.U/ �
log n, with equality if and only if all n values are equally probable.

Monotone H.U/ � H.U;V/.
Submodular H.U;V;W/C H.W/ � H.U;W/C H.V;W/.

Remark 2. One defines conditional entropy, H.UjV/ as the average, over all values
v of V , of the entropy of U restricted to the probability space defined by V D v with
the conditional probability distribution. Equivalently, H.UjV/ D H.U;V/ � H.V/.
That is, it is the amount of information that must be added to knowledge of V to also
determine U. In terms of conditional entropy, the requirements for a secret-sharing
scheme say that H.SjX/ is 0 when X is qualified and H.S/ when X is unqualified.
That is, if we know the shares of X, what is still needed in order to learn the secret
is nothing if X is qualified (what we already know determines the secret) and all of
S if X is unqualified (what we already know tells us nothing about the secret).

Among the Shannon inequalities, monotonicity says that conditional entropy is
nonnegative. Submodularity says that H.VjU;W/ � H.VjW/. That is, if we already
know W, then learning U will not make it more difficult to learn V .

Remark 3. The monotonicity and submodularity inequalities echo elementary
inequalities about dimensions of vector spaces. Specifically, suppose U;V;W are
linear subspaces of some finite-dimensional vector space. Then we have

Monotone dim.U/ � dim.U C V/ and
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Submodular dim.U C V CW/C dim.W/ � dim.U CW/C dim.V CW/.

This similarity is no accident; indeed, any linear inequality between entropy
functions (of arbitrary random variables) implies the corresponding inequality
between dimensions of finite-dimensional vector spaces.

To see this, notice first that, by a compactness argument and the completeness
of the theory of algebraically closed fields of any fixed characteristic, it suffices to
consider vector spaces over finite fields K. To any such vector space Z, associate
the probability space Z� consisting of all linear functionals f W Z �! K, with the
uniform probability distribution. Any linear subspace V of Z determines a random
variable whose values are linear functionals V �! K, namely the random variable OV
whose value at any f 2 Z� is the restriction of f to V . Notice that, for the sum of two
subspaces, the random variable 1U C V is equivalent to the pair of random variables
h OU; OVi; that is, the restriction of any linear functional f to U C V determines and is
determined by its restrictions to U and to V . Notice also that, if V has dimension d,
then the random variable OV takes exactly jKjd values, all with the same probability.
Therefore, H. OV/ D log.jKjd/ D d log jKj. Therefore, given any linear inequality for
entropies (of random variables and tuples of those), we can apply it to the random
variables OV associated to vector subspaces V of Z, and we obtain, after cancelling a
factor log jKj, the corresponding inequality for dimensions (of subspaces and sums
of those).

Unfortunately, the converse does not hold. An inequality that is valid for
dimensions of vector spaces need not be valid for entropies of arbitrary random
variables. An easy counterexample is Ingleton’s inequality, mentioned in Section 5
above. It is violated by four very simple random variables: Let B and C be two
uniform, independent bits (true or false , each with probability 1

2
), let A be their

conjunction and let D be their disjunction.
Ingleton’s inequality, which dates from 1971, was the only known non-Shannon

inequality for dimensions of vector spaces until Kinser [9] and Dougherty, Freiling,
and Zeger [5] found new ones, involving more variables, in 2009. Since the analog of
Ingleton’s inequality for entropy fails, it was reasonable to suppose that the Shannon
inequalities are the only linear inequalities satisfied by the entropies of arbitrary
random variables and tuples of them. So it came as a surprise when Zhang and
Yeung [22] exhibited a new linear inequality for entropy. For any random variables
X;Y;Z;U, they obtained

2H.Z/C 2H.U/C 4H.XZU/C H.X/C H.YZU/CH.XY/ �
� 3H.ZU/C 3H.ZX/C 3H.XU/CH.YZ/C H.YU/:

More inequalities of this sort were found, partly with the aid of computer searches,
by Dougherty, Freiling, and Zeger [6]. Metcalf-Burton [14] developed a fairly
general procedure for using such inequalities to deduce bounds on the rates of access
structures.
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